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Abstract in German
Nano-optische Abbildung von
Permittivitätskontrasten und elektronischen Eigenschaften
an der Oberfläche und darunter
Streulicht-Nahfeldmikroskopie (s-SNOM) ermöglicht optische Messungen mit einer Auf-
lösung weit unterhalb des Beugungslimits mittels der optischen Nahfeldwechselwirkung
zwischen einer beleuchteten Spitze und der Probe. Da Nahfelder nicht auf die unmit-
telbare Probenoberfläche beschränkt sind, ist mit dieser Methode eine quantitative Un-
tersuchung von vergrabenen Strukturen möglich. Darüber hinaus ermöglicht Streulicht-
Nahfeldmikroskopie in Verbindung mit abstimmbaren monochromatischen Lichtquellen
auch lokale optische Spektroskopie auf einer Längenskala von unter 50 nm. In dieser Arbeit
wird der mittlere infrarote Spektralbereich zwischen 5 µm und 11 µm verwendet, um Proben
mit Hinblick auf ihre freien Ladungsträger und optischen Phononen zu untersuchen.
Die Möglichkeiten der Streulicht-Nahfeldmikroskopie werden von zwei Perspektiven
betrachtet. Im ersten Teil dieser Arbeit werden generelle Fragestellungen adressiert, die die
Abbildungseigenschaften und die zugrundeliegende Physik betreffen. In diesem Zusam-
menhang wird ein neues Modell zur theoretischen Beschreibung der Nahfeldwechselwir-
kung mit geschichteten Proben vorgestellt, das eine quantitative Analyse von gemessenen
Kontrasten ermöglicht. Zusätzlich wird das Auflösungsvermögen und die Messempfindlich-
keit für Objekte, die von einer dielektrischen Schicht bedeckt sind experimentell untersucht.
Ein grundlegender Unterschied zwischen beugungsbegrenzter Spektroskopie und Nah-
feldspektroskopie ist, dass die evaneszenten Felder an der Tastspitze hohe Werte für
den lateralen Anteil des k-Vektors aufweisen. Die Bedeutung dieser Komponente für die
Anregung von Oberflächenwellen (Oberflächen-Plasmon-Polaritonen und Oberflächen-
Phonon-Polaritonen) wird erörtert. Auch der Fall von hoch-dispersiven Oberflächenwellen
in aufkommenden zweidimensionalen Systemen wie Graphen wird betrachtet.
Im zweiten Teil wird die Anwendbarkeit der Streulicht-Nahfeldmikroskopie für die Un-
tersuchung von Nanostrukturen, die über eigens hergestellte Modellsysteme hinausgehen
demonstriert. An drei verschiedenen Materialien wird gezeigt, dass die Methode Einsicht
in Phänomene bietet, die anderweitig nur schwer zugänglich sind:
Die Ladungsträgerdichte von dotierten Indiumarsenid-Nanodrähten kann mit einer Ge-
nauigkeit von 10% bestimmt werden, ohne die Probe elektrisch zu kontaktieren. Das ist bei
v
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Weitem ausreichend, um leichte unbeabsichtigte Abweichungen in der Ladungsträgerdichte
zu erfassen. Aus diesem Grund ist Streulicht-Nahfeldmikroskopie als eine Routine-Methode
für die Messung der Dotiereffizienz in Nanostrukturen vorstellbar.
An chemisch synthetisierten Antimontellurid-Plättchen wurde eine zuvor unbekannte,
hoch-symmetrische Domänenstruktur nachgewiesen. Durch Spektroskopie und Modellrech-
nungen kann der Ursprung dieser Domänen mit unterschiedlichen Ladungsträgerdichten
erklärt werden. Ein Vergleich zu unterschiedlich hergestellten Proben aus demselben
Material zeigt, dass diese Entdeckung in Zusammenhang steht mit dem speziellen Kristalli-
sationsprozess von Plättchen, die aus der Lösung synthetisiert werden.
Schließlich werden die Auswirkungen von ausgedehnten Kristall-Defekten in epitakti-
schen Schichten aus Siliziumkarbid auf die lokalen phononischen Eigenschaften untersucht.
Wie sich herausstellt, haben typische Arten von Defekten einen starken Einfluss auf das
von der Spitze gestreute Nahfeld. Die Konsequenzen davon für auf Oberflächen-Phonon-
Polaritonen basierende Verwendungsmöglichkeiten von Siliziumkarbid werden erörtert.
Insgesamt zeigen die Anwendungen auf Nanodrähte, Plättchen und epitaktische Schich-
ten, dass Streulicht-Nahfeldmikroskopie eine geeignete Methode ist für die Untersuchung
von Systemen und Materialien, die derzeit von hohem wissenschaftlichen Interesse sind.
Die Fortschritte in der mathematischen Beschreibung von Nahfeldkontrasten ermöglicht
eine Auswertung von Messungen an vertikal inhomogenen Proben. Das ist von großer
Bedeutung für die Etablierung der Methode als nichtinvasive Messtechnik für die Cha-
rakterisierung von Dünnfilmen. Zusammengefasst ist diese Arbeit ein Beleg dafür, dass
Streulicht-Nahfeldmikroskopie im mittleren Infrarotbereich einen vielfältigen Zugang zu
grundlegenden materialspezifischen Fragestellungen in der modernen Festkörperphysik
bietet.
vi
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Scattering-type scanning near-field optical microscopy (s-SNOM) enables optical measure-
ments with a resolution far below the limit of diffraction via the optical near-field interaction
between a sharp illuminated tip and the sample. Since near-fields are not restricted to
the immediate surface of the sample, the method enables a quantitative investigation of
buried structures. Furthermore, in combination with tunable monochromatic light sources,
s-SNOM allows for local optical spectroscopy on a lateral scale below 50 nm. Within the
scope of this work the mid-infrared spectral range between 5 µm and 11 µm is applied to
investigate samples with respect to their free charge carriers and optical phonons.
The capabilities of s-SNOM are regarded from two perspectives. In the first part of this
work, general questions concerning the imaging properties and the underlying physics are
addressed. In this context, a new model for the theoretical description of the near-field
interaction with stratified samples is presented, which enables a quantitative analysis of
measured contrasts. Additionally, the resolution and sensitivity to objects covered by a
dielectric layer is experimentally investigated.
A fundamental difference between diffraction-limited spectroscopy and near-field spec-
troscopy is that in s-SNOM the evanescent fields at the tip provide high in-plane components
of the k-vector. The significance of these components for the excitation of surface waves
(surface plasmon polaritons and surface phonon polaritons) is discussed. Also the case of
strongly dispersive surface waves in emerging two-dimensional systems like graphene is
considered.
In the second part, the applicability of s-SNOM for the investigation of nanostructures is
demonstrated on samples beyond specifically designed model systems. On three different
materials it is shown that s-SNOM provides insight into phenomena that are hard to address
with other methods:
The charge carrier density of doped indium arsenide nanowires can be quantified with
an accuracy of 10% without the need for contacting the sample electrically. This is by far
sufficient for the detection of slight unintended variations in the charge carrier concentration.
Therefore, s-SNOM can be thought of as a routine tool for the measurement of the doping
efficiency in nanostructures.
On chemically synthesized antimony telluride platelets, a previously unknown highly
symmetric pattern of domains has been detected. Using spectroscopy and model calcula-
vii
Abstract
tions the origin of these domains can be explained with different charge carrier densities.
A comparison to differently prepared samples of the same material shows that this finding
is related to the specific crystallization process of platelets synthesized from solution.
Finally, the effect of extended crystallographic defects in silicon carbide epitaxial layers
on the local phononic properties is investigated. It is found that common types of extended
defects in epitaxial layers strongly influence the near-field scattered by the tip. Implica-
tions on potential silicon carbide-based devices relying on surface phonon polaritons are
discussed.
Together, the applications on nanowires, platelets, and epitaxial films demonstrate the
suitability of s-SNOM for the investigation of systems and materials that are of high
relevance in current research. The advances in the mathematical description of near-field
contrasts enables an analysis of measurements on vertically inhomogeneous samples. This
has a high significance for the establishment of the method as a noninvasive metrology for
the characterization of thin films. Altogether, this work is a demonstration of the potential
of mid-infrared near-field microscopy as a versatile approach to address fundamental
material-specific questions in modern solid state physics.
viii
1Introduction
Throughout most disciplines of physics, phenomena are classified according to the energy
scale at which they appear. The most direct way of addressing the appropriate energy scale
is via a resonant excitation of the respective phenomenon. Resonances are well known from
mechanical oscillators that can be efficiently excited at their eigenfrequency ω0 = 2pi f0.
Also any other kind of resonance appears at a characteristic frequency ω0. Quantum
mechanically, the eigenfrequency can be related to a quantized energy of E0 = h¯ω0, where
h¯ is the reduced Planck constant. From everyday life experience this quantization of energy
is counterintuitive since macroscopic oscillations or waves are not regarded as particles.
Depending on the kind of oscillation the quantization is therefore more or less common.
Nonetheless the quantum energy of an oscillator with f0 = 1 s−1 can be calculated, and
would be as low as E0 ≈ 4 feV. At the other extreme, a very high energy scale is addressed
in particle physics, where currently the Large Hadron Collider sets a benchmark with
protons that can be accelerated up to an energy of 4 TeV (resulting in 8 TeV for colliding
protons) to detect new particles [1].
In solid state physics, light is a very flexible probe for characteristic quasiparticles (i. e.,
collective oscillations) such as phonons, plasmons, excitons, and others [2, 3]. If the photon
energy matches the energy scale of such a quasiparticle, a coupling occurs which is called a
polariton. Finding the right energy scale by tuning the photon energy is commonly referred
to as spectroscopy. In this work, collective oscillations of free charge carriers and of the crystal
lattice at the surface are addressed by exciting them with light. This results in so-called
surface plasmon polaritons (SPPs) and surface phonon polaritons (SPhPs). For the materials
investigated here, the respective resonances are in the mid-infrared (mid-IR) spectral range
between 0.11 eV and 0.24 eV (corresponding to 880 cm−1 to 1900 cm−1, 26.4 THz to 57.0 THz,
or 5.26 µm to 11.36 µm). Generally important properties of solid states in the mid-IR spectral
range will be introduced in Chap. 2. Also the physics of SPPs and SPhPs will be discussed
there.
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Besides the energy scale, also length scales are of high interest. Namely, if the size of a
feature cannot be spatially resolved in a measurement, the observation will only represent
average information over a certain volume. The detection of substructures at a higher
resolution can be very valuable information since it provides insight that is also relevant
for explications of macroscopic properties of the material. In case of light, however, the
lateral resolution that can be achieved using conventional optics like lenses and mirrors is
fundamentally limited to about one half of the wavelength λ [4]. For the wavelength range
used in this work, this results in a resolution of a few micrometers, which is far above
typical dimensions of modern semiconductor devices or nanoparticles.
More precisely, the resolution ∆x that can be achieved with light is limited by the in-plane
component q =
√
k2x + k2y of the wavevector |k| = 2pi/λ via a Fourier limit [4]. For so-called
evanescent waves or near-fields, where the vertical component kz of k is imaginary, q can
actually be much larger than |k|. Therefore, near-fields can be used for high-resolution
optical microscopy. In this work, a scattering-type scanning near-field optical microscope (s-
SNOM) with a resolution up to 20 nm is used to overcome the diffraction limit. This
technique is based on a suggestion by Wessel [5] and was experimentally implemented in
the early 1990s [6–8]. Using s-SNOM, it is possible to observe and investigate substructures
— for example in the distribution of charge carriers [9] — that are not accessible with
conventional optics. The technique of s-SNOM is introduced in Chap. 2. General contrast
mechanisms in s-SNOM as well as their theoretical description are discussed in Chap. 3.
Near-fields are not restricted to the immediate surface of a sample. They also leak
into dielectrics. Therefore, near-field microscopy is also sensitive to buried layers and
structures [10]. In the scope of this work, a model for the prediction and analysis of
contrasts on stratified samples has been developed [11]. The resolution and sensitivity to
subsurface structures has been investigated experimentally [12]. Theory and experimental
results for s-SNOM imaging on composite materials are presented in Chap. 4. The results
from this chapter can be helpful for assessing the value of s-SNOM as a metrology for a
given scientific or technological question. Also practical possibilities for the optimization of
imaging conditions are discussed.
The in-plane component q of the wavevector does not only have an impact on the lateral
resolution but it can also be interpreted as a momentum (h¯q). The size of the near-field probe
determines a characteristic range of momenta that can be accessed with s-SNOM. Therefore,
the capabilities of s-SNOM can also be classified according to the amount of momentum
that can be transferred to a system, and the scope of s-SNOM can be delimited in k-space.
The momentum transfer has interesting implications with respect to the dispersion relation
[E(h¯q)] of the quasiparticles that are addressed in this work. It can also be used to explain
the difference between near-field spectra at finite q and far-field reflection spectra at q = 0
(c. f. Chap. 3 and 4).
2
1 Introduction
So far, all experimental data are obtained on samples that were specifically designed in
order to characterize and accurately describe the signals obtained in near-field microscopy.
Applications of s-SNOM for the quantification of fundamental material properties of
samples with high scientific relevance are shown in Chap. 5 and 6. The potential of
mid-IR near-field microscopy for the imaging and quantification of free charge carriers in
nanostructures is demonstrated in Chap. 5. In highly doped nanowires of indium arsenide
(InAs) [13], local variations of the charge carrier density can be detected on a length-scale
below 100 nm. By performing spectroscopy using tunable mid-IR lasers, the quantification
of the local charge carrier density is possible with an accuracy of about 10%. Another
example where free charge carriers play a role for the optical contrast are chemically
synthesized platelets of antimony telluride (Sb2Te3) [14]. This material has recently gained
a lot of interest for its exotic physical properties as a phase-change material [15, 16], a
topological insulator [17, 18], and as a thermoelectric material [19, 20]. On Sb2Te3 platelets,
domains have been found which exhibit different charge carrier densities. These domains
allow for conclusions on the growth process of the particles.
In Chap. 6, it is demonstrated, how defects in silicon carbide (SiC) epitaxial layers have
an impact on the local phononic properties of the material. In s-SNOM, it can be observed
that the response of SPhPs is strongly modified in the vicinity of extended defects. This is
interesting with respect of recently proposed applications of phonon active materials as
phonon polariton resonators [21, 22].
Together, the results presented in Chap. 5 and 6 demonstrate that a careful analysis of
near-field images taken at appropriate illumination frequencies can serve as a quantitative
tool for the analysis of fundamental material properties at the nanometer scale. Finally,
the major results presented in this work are summarized in Chap. 7. Further examples for
applications of s-SNOM that are subject to ongoing research which evolved from this work
are given in the Outlook.
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2
High resolution microscopy with
mid-infrared light
Microscopes in general are a fundamental metrology for material science, biology, and
chemistry. All types of microscopes are used to magnify small structures and produce
real-space images that allow conclusions on the microscopic structure of the sample.
Differentiations can be made in the properties that are probed and in the achievable
resolution. After a brief overview on the most common types of microscopes in Sec. 2.1,
the focus in Sec. 2.2 will be set on the properties of light as a probe, and specifically on
physical processes in solid states that appear in the the mid-infrared (mid-IR) spectral
range. Also, ways for achieving a high spatial resolution using so-called optical near-fields
will be discussed there. The experimental setup of the scattering-type scanning near-field
optical microscope (s-SNOM) used in this work will be introduced in Sec. 2.3.
2.1 Overview on microscopy
Before introducing near-field optical microscopy in Sec. 2.2 and Sec. 2.3, first a short review
on microscopy in general will be given. This should help classifying s-SNOM among other
types of microscopes.
There are two main concepts for the generation of a microscope image. In the traditional
method an image is created at once using a physical magnification system. The most promi-
nent example is the conventional optical microscope where the magnification is achieved
using a system of lenses. Since classical microscopes rely on transport of information via
propagating waves their resolution is always diffraction-limited. The relatively young family
of scanning probe microscopes has in common that while moving a probe across the surface
of the sample a pixel-image is recorded. That way the image evolves gradually rather than
instantaneously. The resolution is then usually related to the size of the movable probe.
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Spatial resolution, however, is not the only differentiating factor between microscopes.
The contrast mechanism and the requirements to the sample and its handling also vary
and can make a certain type of microscope favorable over another. Finally, in this section
the potential of different imaging techniques to obtain image information from below the
surface of the sample and the possibility to obtain three-dimensional information in the
sense of tomography will briefly be discussed.
Diffraction-limited microscopy An imaging system that directly generates a magnified
picture of the region of interest is usually relying on propagating waves transporting
information from every point of the sample surface to the image plane.i Propagating waves,
however, suffer diffraction (e. g. at the edges of the lenses) and therefore transform the
information of each single point into a ring-shaped structure called Airy pattern [26]. For
this reason the resolution that can be achieved using propagating waves is limited. The
resolution limit can be quantified empirically using the definition that two points can only
be separated if the distance between the maxima of the two corresponding Airy patterns is
not smaller than the distance between the central maximum and the first minimum of one
Airy pattern. This definition is usually referred to as Rayleigh criterion and was used by
Abbe to derive the resolution limit for optical microscopes [4]:
dmin = 0.61
λ
n sin θmax
, (2.1)
where dmin is the resolvable distance of two points on the sample, λ is the vacuum
wavelength and n sin θmax is called the numerical aperture. For a given wavelength the
resolving power can be increased by maximizing the collection angle θmax of the objective
(defined with respect to the beam axis) and by increasing the refractive index n of the
medium between the objective and the sample. For high quality oil immersion lenses
(n > 1) the resolving power is in the range of dmin ≈ λ/2. Thus for visible light, 200 nm <
dmin < 400 nm.
If overlapping diffraction-limited spots can be distinguished, e. g. by their color or some
time dependence, a sub-diffraction limited resolution is possible with propagating waves.
However, those methods usually make use of very specific sample properties such as
fluorescence [27, 28] and will not be subject to this work.
One way to increase the resolution is using a shorter wavelength for imaging. This idea is
rigorously exploited in electron microscopy. The respective counterpart to the conventional
optical microscope can be seen in the transmission electron microscope (TEM) where the
electromagnetic waves of light are replaced by the particle waves of electrons. At typical
energies of about 200 keV electrons have a De Broglie wavelength of 2.5 pm. However,
iImaging concepts based on so-called superlenses [23,24] or magnifying hyperlenses [25] where sub-diffraction
limited information is transported by coupled surface waves will not be subject to this work.
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in practice the resolution in TEM is limited by the aberration of the electromagnetic lens
system rather than by the Abbe limit. Still, modern TEMs reach atomic resolution.
A combination of light optics and electron optics is established in photoelectron emission
microscopy (PEEM) [29]. Photoelectrons can be detected with a resolution below 20 nm and
provide deep insight into the chemical and electronic properties of surfaces. Conversely, also
the detection of luminescence excited by an electron beam can be insightful, for example
to study structures within crystals [30]. This approach is called cathodoluminescence
microscopy (CLM).
Scanning probe microscopy A different approach of increasing the resolution of a micro-
scope is avoiding diffraction in the first place. This means that propagating waves have to
be replaced by a local probe that is brought in the direct vicinity of the sample and needs to
be scanned across the surface in order to obtain an image.i For this reason, high resolution
scanning probe methods rely on accurately working piezoelectric actuators, which allow
for a positioning of probe and sample with sub-nanometer precision.
The first scanning probe microscope (SPM) was the scanning tunneling microscope (STM)
invented by Binnig and Rohrer in 1981 [31] (Nobel prize in 1986). The STM employs
the tunneling current of electrons between a conducting tip and a necessarily conducting
sample to reconstruct the surface morphology on an atomic level. A further important
member of the family of SPMs besides the STM is the atomic force microscope (AFM) [32]
which measures forces between a sharp tip and the sample by means of a mechanical
resonator (cantilever or tuning fork). The deflection or detuning of the resonator is measured
electrically or optically and is used for the feedback mechanism. AFMs are very flexible
in terms of tip and sample material since they are not relaying on conductivity. For this
reason the AFM sets the basis for many specialized scanning probe applications.
After the AFM, a large family SPMs has been invented, which use various physical
interaction mechanisms between a probe and the sample to record high-resolution images.
Among them is the scattering-type scanning near-field optical microscope (s-SNOM) that
will be introduced in Sec. 2.3. In all cases the probe is moved across the sample surface
and the interaction strength and/or the height of the surface is recorded at every position.
For SPMs, the spatial resolution generally depends on the spatial extend of the respective
interaction mechanism and is usually in the nanometer range. Nowadays SPM provides
an indispensible tool set for surface science. Applications include the local measurement
of fundamental properties like the material composition, conductivity, surface potential,
density of electronic states, magnetic fields, temperature, and many more [33].
iOther approaches where propagating waves are scanned across the sample do not fit this category. Examples
are the scanning electron microscope (SEM) and the confocal laser scanning microscope (CLSM).
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Contrast mechanisms and imaging conditions The wide variety of possible contrast
mechanisms in microscopy directly implies that the suitability of a certain microscope is
not only determined by its spatial resolution. In other words: A high spatial resolution is
not beneficial if the desired sample property does not provide any contrast. However, in
many cases the combination of different types of microscopes can help to get a full picture
of the sample.
Many types of microscopes can also be used for spectroscopy. Spectroscopy refers to the
energy scale of physical phenomena. The excitation of the respective process can either be
achieved with quanta of the appropriate energy or by inelastic scattering. Examples for
inelastic scattering are Raman spectroscopy (using monochromatic light) [2] and electron
energy loss spectroscopy [34]. An example for elastic scattering or absorption is infrared
spectroscopy [2]. Quantum mechanical selection rules determine whether one or the other
spectroscopy method can excite a particular process.
Finally it shall also be mentioned that different microscopes have different prerequisites
to the environment and the sample. Electron microscopes, for example, need high vacuum
whereas most SPMs can also be operated in ambient conditions. For TEM imaging, the
sample needs to be very thin and electron-transparent. Also irradiation damage or charging
effects can play a role in electron microscopy. Depending on the sample, not all microscopes
are applicable without damaging it. For example, living cells cannot be imaged in vacuum
whereas reactive surfaces might oxidize in air.
Often also the temperature of the sample plays an important role. For example, many
physical processes, which are in the broadest sense related to the occupation of states are
only accessible at low temperatures. Phase transitions, in contrast, occur at material-specific
temperatures and can also require a microscope to work at elevated temperatures. Finally,
choosing a suitable microscope for a specific purpose depends on the nature of the sample
and also on the desired precision and acquisition time of an image.
Tomography Three-dimensional imaging of a sample including not only the surface but
also its internal features is referred to as tomography. Tomography is not necessarily a
microscopic technique but can also be applied on a macroscopic scale such as in medical
applications. Many tomographic techniques are destruction-free. Therefore they mostly
rely on waves penetrating the sample and a subsequent computational three-dimensional
reconstruction of the sample geometry. Details on the various physical contrast mechanisms
that can be employed for tomography will not be discussed here.
Depending on the respective interaction mechanism some of the above-mentioned mi-
croscopy techniques are sensitive to the sample composition below the surface and are
therefore, in principle, suited for microscopic tomography. An example is three-dimensional
electron microscopy [35, 36]. In principle, s-SNOM could also serve as a tomographic
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tool [37, 38], even though the monotonic decay of the near-fields at the tip is disadvanta-
geous [39]. Currently, the theoretical efforts for a full three-dimensional reconstruction of
an arbitrary sample geometry are not sufficiently high developed. However, significant
process towards this ultimate goal has been reported very recently [40]. In Chap. 4, the
sensitivity of s-SNOM to materials below the surface will be discussed based on theoretical
and experimental data.
2.2 Light as a probe for surface waves
Even though high-resolution optical microscopy is hampered by the diffraction limit, the
properties of light provide a powerful means for the characterization of materials. Some
of the possibilities offered by light will be discussed here before introducing ways to
circumvent the diffraction limit.
Light in free space is described as a transverse electromagnetic wave. Its corresponding
(massless and uncharged) particle is the photon. Light can interact with matter in manifold
ways leading to polarization, momentum and energy transfer [2, 41, 42]. The response of
matter can range from reflection and scattering to various kinds of inelastic processes such
as Raman scattering, fluorescence and higher harmonic generation. This makes light a
versatile probe for various material properties. In Sec. 2.2.1, the properties of the mid-IR
spectral range are discussed with respect to the applications in this work. The excitation
of surface waves will be discussed in Sec. 2.2.2. Ways to achieve a sub-diffraction-limited
resolution using optical near-fields are introduced in Sec. 2.2.3.
2.2.1 The mid-IR spectral range
In this work, mid-IR light in the spectral range from 880 cm−1 to 1900 cm−1 is used
for the investigation of sample properties. This corresponds to a vacuum wavelength
range of 5.26 µm till 11.36 µm. Throughout this work spectral positions will be given in
wavenumbers.i
The most relevant types of light-matter interaction in this range are related to free
charge carriers and to vibrational properties. The latter comprise lattice vibrations in polar
materials (optical phonons) and molecular vibrations (the so-called fingerprint region,
which allows identifying molecules by mid-IR spectroscopy). For some materials also
interband transitions play a role — an example is mercury cadmium telluride (Hg1−xCdxTe),
which is commonly used for infrared detectors. Here, the interaction with free charge
carriers and with phonons is most significant.
iThe so-called wavenumber or (spatial) frequency ν is usually given in units of cm−1 and corresponds to the
direct inverse of the wavelength λ, i. e., ν = 104(λ/µm)−1 cm−1.
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The optical properties of matter are described by the material-specific dielectric function
e(ν) which depends on the wavenumber of light ν. The relation to the circular frequency ω
is given by ν = ω/(2pic). c is the velocity of light in vacuum.
e is connected to the macroscopic polarization P generated by an electric field E [43, 44]:
e = 1+ χ and P = e0χE, (2.2)
where χ is the electric susceptibility and e0 is the vacuum permittivity. χ = ∑ χi can have
different contributions (e. g. from free charge carriers and localized charges). Throughout
this work, the magnetic susceptibility χm will be neglected since usually χ χm. Probing
the dielectric function with light is therefore essentially an electrical measurement. The
dielectric function is related to the conductivity σ(ν) by [44]
e(ν) = 1+
1
2pic
iσ(ν)
e0ν
. (2.3)
In general, the dielectric function is a complex second order tensor. For the following
introductory considerations, however, it will be treated as a scalar, which is appropriate
for cubic crystals [43]. Also, the general momentum-dependence of e(ν, q) can be safely
neglected here since q is close enough to the Γ-point of the Brillouin zone in all cases. In a
classical approach the dielectric function can be derived from the equation of motion of
charge carriers or of sublattices from polar crystals [3, 44, 45]. In the following paragraphs
these two cases will be regarded.
Free charge carriers Free charge carriers, i. e., unlocalized electrons and holes are acceler-
ated by the electric field of light and can be scattered by the crystal lattice. This scattering
is introduced into the model as a phenomenological scattering time τ. Additionally, the
presence of the crystal lattice modifies the dispersion relation of electrons (and holes) which
can be compensated by introducing an effective mass m∗ [3, 43]. In an infinite volume there
is no restoring force for free charges. The equation of motion of a charge carrier qc in an
oscillating electric field Ee−iωt therefore becomes [3, 43]
m∗
d2x
dt2
+ m∗
1
τ
dx
dt
= qcEe−iωt. (2.4)
If N is the volume density of free charge carriers the stationary polarization becomes
P = Nqcx, where x can be obtained from the ansatz
x = − qc
m∗
1
ω2 + iωτ−1
E. (2.5)
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Figure 2.1: Dielectric functions.
Black lines represent the real part, red curves represent the imaginary part of the dielectric function
e(ν). a shows the behavior of e(ν) according to the Drude model. Below the plasma frequency νP
the material behaves like a metal. b shows the behavior of e(ν) for a Lorentz oscillator. Between the
transverse and the longitudinal optical phonon frequencies νT and νL the material optically behaves
like a metal, as well.
Using Eq. (2.2) and ν = ω/(2pic), and considering the contribution e∞ = 1 + χ∞ of all
oscillator terms above the mid-IR spectral range (e. g. caused by localized charges), the
dielectric function becomes [43]
e(ν) = e∞
(
1− ν
2
P
ν2 + iνγ
)
with νP =
1
2pic
√
Nq2c
e0e∞m∗
. (2.6)
This is the so-called Drude model which describes metals and many doped semiconductors
very successfully in the mid-IR spectral range. γ = (2picτ)−1 describes the damping of free
charge carriers. Especially indium arsenide (InAs), which will be discussed in Chap. 5, can
be described by the Drude model [46, 47]. However, in this simple model it is assumed that
all free charge carriers are energetically located at the Fermi energy, which is physically not
correct. For strongly correlated systems, a refinement of the model can therefore in some
cases be necessary [48].
The plasma frequency νP depends on the charge carrier density N and can therefore
serve as measure for this material property. The mid-IR spectral range covers the plasma
frequencies of highly doped semiconductors. For metals, νP is much higher. A plot of
Eq. (2.6) is shown in Fig. 2.1a for a hypothetical material with νP = 1000 cm−1, e∞ = 1,
and γ = 10−1νP. Below the so-called plasma-edge at 1000 cm−1 the material behaves like a
metal, i. e., no light can propagate inside the sample. Before analyzing the implications of
this dielectric function in more detail, first the optical properties of polar crystals will be
introduced.
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Optical phonons In polar crystals the sublattices can oscillate in opposite directions,
which leads to a polarization. Similar to the derivation of the Drude model this can
be described by a classical equation of motion [3, 43]. However, here a restoring force
needs to be introduced that keeps the atoms at their lattice position. The system can
therefore be understood as a driven oscillator. Lattice vibrations exist both as transverse
and as longitudinal waves. The corresponding quasi-particles are called optical phonons.
The different polarization that results for transverse and for longitudinal waves leads to
two different eigenfrequencies νT and νL with νT < νL. Their proportion is given by the
Lydane-Sachs-Teller relation [3, 43–45]
ν2L
ν2T
=
e(0)
e∞
(2.7)
where e∞ again includes the contribution of all oscillator terms above the mid-IR spectral
range.
In the vicinity of νT and νL the dielectric function is described by a Lorentz oscillator.
Without further derivation the result for a well separated phonon band, which can be found
in standard textbooks [3, 43–45], will be used here:
e(ν) = e∞
(
1+
ν2L − ν2T
ν2T − iνγ− ν2
)
. (2.8)
Here, γ is a phenomenological damping constant for phonons.
A spectral representation of Eq. (2.8) is shown in Fig. 2.1b for the case of the silicon carbide
(SiC) polytype 6H. The material properties used here are identical with the ones taken
in Ref. [49] and stem from infrared and Raman spectroscopy data [50, 51]: νT = 788 cm−1,
νL = 964 cm−1, γ = 6 cm−1, and e∞ = 6.72. The curve shows a strong modulation that
is typical for a phonon oscillator. Again, there is a spectral range where Re(e) < 0 and
therefore no light can propagate inside the material. This region is called the Reststrahlen
band. It extends from νT to νL.
2.2.2 Polaritons and surface waves
Electromagnetic waves are characterized by their wave vector k = (kx, ky, kz)T, which
determines the direction of propagation. k is related to the wave number via |k| = 2piν.
For the following discussion, k will be split up into a vertical component kz and a lateral
component
q :=
√
k2x + k2y =
√
|k|2 − k2z. (2.9)
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q can be regarded as the in-plane momentum of the photons (scaled by h¯−1). In the
following, the role of this in-plane momentum for the excitation of surface waves will be
discussed.
Figure 2.2 shows several dispersion relations where q represents the lateral momentum
and ν represents the spectral position, i. e., the energy scale. The white triangle in Fig. 2.2a
and c is the range that can be accessed by propagating light waves in vacuum. This range is
called the light cone. q = 0 is the case where light is propagating in z-direction (normal to
the x-y-plane). Within the light cone, increasing q means tilting the angle of the propagation
direction with respect to the z-axis form 0° (parallel to the z-axis) to 90° (parallel to the
x-y-plane). The light cone is limited by the condition q = 2piν.
If q > 2piν, kz is imaginary. From the free-space representation of plane waves given
by [52]
E(r, t) = E0ei(k·r−ωt), (2.10)
it can be seen that the wave decays exponentially in z-direction for this case. (r is the
position and t is the time of evaluation.) Such spatially decaying waves are called evanescent
waves. Ways to generate such evanescent waves will be discussed in Sec. 2.2.3. In Fig. 2.2a
and c, the gray shaded area represents the range that can not be accessed by propagating
waves from vacuum.
Here, the case will be considered where a material with a dielectric function e(ν)
according to the Drude model (Fig. 2.2a) or according to the Lorentz model (Fig. 2.2c) is
brought in the half space z < 0 with its surface along the x-y-plane (sketch in Fig. 2.2e). The
other half space, z > 0, is empty (e1 = 1). A plane (light-)wave with transverse magnetic
(TM) polarization travels across the interface.i With the conditions for continuity for the
magnetic field and for the z-component of the electric displacement, Maxwell’s equations
imply
q = 2piν
√
e1e(ν)
e1 + e(ν)
(2.11)
at the interface [44, 53]. This is the dispersion relation for surface waves, which is shown as
solid lines in Fig. 2.2a and c. For the sake of clarity, damping is neglected in these plots. Note
that a true confinement of the wave in z-direction is only given for −Re(e(ν)) > Re(e1).
The dispersion relations for the surface waves can be understood as the coupling between
photons and surface plasmons or surface phonons, respectively. Surface plasmon (surface
phonon) is the name for the quasi-particle describing collective oscillations of charge
carriers (atoms) in the vicinity of the surface. Since these collective oscillations couple to
iTM polarization means that the magnetic field is polarized parallel to the surface of the sample, i. e., the
electric field has a component out of the surface plane for q > 0.
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Figure 2.2: Dispersion relation for surface waves.
q represents the lateral momentum and ν represents the spectral position, i. e., the energy scale of
electromagnetic waves. a shows the dispersion relation of surface plasmon polaritons (solid line,
SPP) and bulk plasmon polaritons (dotted line). The white area marks the light cone. b shows the
corresponding Fresnel reflection coefficient for TM polarized light hitting the surface. c shows the
dispersion relation of surface phonon polaritons (solid line, SPhP) and bulk phonon polaritons (dotted
line). The corresponding Fresnel reflection coefficient is plotted in d . The geometry including the
electric fields associated with a surface wave is illustrated in e. Note that the color scale in b an d is
saturated in order to increase the visibility of all features.
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photons electromagnetically, the bent dispersion relation can be understood as a further
quasi-particle called surface polariton. The lower branches are therefore labeled surface
plasmon polariton (SPP) and surface phonon polariton (SPhP), respectively. Important
features of SPPs and SPhPs are the high electric fields close to the interface and the reduced
wavelength in comparison to light with the same frequency. They asymptotically approach
the surface plasmon (surface phonon) frequency for large values of q. The wavelength
of surface waves is given by λsw = 2pi/q and can be much shorter than the wavelength
of light with the same frequency ν, which is of technological interest [54]. If damping
is included, q is complex and the propagation length of the surface waves is given by
L = (2 Im(q))−1 [53].
Finally, the dotted lines in Fig. 2.2a and c represent the bulk plasmon polariton (phonon
polariton), which is described by the dispersion relation [43]
q = 2piν
√
e(ν). (2.12)
This dispersion relation directly follows out of the wave equation for plane electromagnetic
waves in an infinite volume. Other than surface polaritons, bulk polaritons propagate inside
the medium. Spectrally, bulk polaritons are present for ν > νP in case of the Drude model
and for ν < νT and ν > νL in case of the Lorentz model. This has mainly implications on
the far-field reflectivity, which shows a plasma edge and a Reststrahlen band, respectively,
as mentioned in Sec. 2.2.1.
Figure 2.2b and d show the absolute value of the Fresnel reflection coefficient |rp| for TM
polarized light being reflected at the interface of the respective material from the upper half-
space. Here, the damping is taken into account and is set to the same values as in Fig. 2.2.
Damping increases the spectral width of the lines and decreases the maximum value. The
plots have been calculated using the transfer matrix method [26, 55] (c. f. Appendix). From
these maps it can be extracted that the features introduced in the dispersion plots (Fig. 2.2a
and c) have an strong influence on the reflection of light. Already here it becomes obvious
that in terms of reflectivity, the behavior for evanescent waves (q > 2piν) is clearly different
from the behavior for propagating waves (q ≈ 0). This will be discussed in more detail
in Sec. 3.2. Note that only for evanescent waves |rp| can exceed 1 without violating the
conservation of energy. This is due to the fact that evanescent waves provide no net energy
flux in the direction of evanescence [4]. In Fig. 2.2b and d only the SPP and SPhP branch,
where the waves are truly confined to the surface, show |rp| > 1.
Finally, it should be considered that surface waves can couple through thin films, giving
rise to a splitting into two modes [53, 56]. Also a coupling between SPPs and SPhPs
is possible [57]. Furthermore, truly two-dimensional structures such as graphene [55]
and atomically thin hexagonal boron nitride [58] or the surface of three-dimensional
topological insulators [59] support surface waves. Other geometrical restrictions can
15
2 H igh resolution microscopy with mid - infrared light
be a one-dimensional confinement in thin wires [60] and particle resonances (Fröhlich
resonances) [45].
Furthermore, it is important to mention that geometric restrictions often lead to a
very significant modification of the dispersion relation. For example, in the case of thin
metallic wires the dispersion curve of cylindrical SPPs is bent away from the light line
to an extend that their detection is already possible at terahertz frequencies [61]. The
analogous observation for SPhPs on boron nitride nanotubes has been reported very
recently [62]. Another example is the two-dimensional conductivity of graphene which can
cause very high SPP wavenumbers and therefore also leads to a strong dispersion even for
q  2piν [57, 63–65]. A comparable effect can be observed for SPhPs on atomically thin
boron nitride [58].
In the case of particle resonances, an excitation at the resonance frequency can lead to
extraordinarily high local fields [4]. In this work, the coupling of surface waves on parallel
interfaces will be closer considered in Sec. 4.1. Confinement effects in a nanowire will play
a role in Sec. 5.1.
2.2.3 Near-fields and near-field optical microscopy
The concept of an evanescent wave in z-direction with q > 2piν and therefore an imaginary
kz has already been introduced. Due to their evanescent nature these waves cannot exist in
free space but only in the vicinity of surfaces. Therefore they are also called near-fields. The
high in-plane momentum q can be interpreted as an inverse lateral dimension ∆x ∝ q−1,
which defines a spatial resolution. Due to this property, near-fields are predestinated for
sub-diffraction limited optical microscopy. That way it renders possible to address physical
processes directly at their appropriate energy (given by ν) with a spatial resolution given
by the inverse of q.
Near-fields can be excited in various ways. Among them are schemes using the total
internal reflection in medium with n =
√
e > 1 and gratings [4,53]. Furthermore, near-fields
leak out of illuminated subwavelength sized apertures and appear at any curved surface
under illumination if the surface is associated with a difference in the dielectric function.
The latter two possibilities can be used to perform sub-diffraction limited optical microscopy
in a scanning probe approach. This is called scanning near-field optical microscopy (SNOM).
The concept for the aperture-based scanning near-field optical microscope (a-SNOM)
dates back to an idea of Synge from 1928 [66]. An experimental realization using visible
light was reported much later, in 1984 [67]. Modern implementations are most commonly
based on a metal-coated glass fiber which is tapered towards one end leaving only a
small hole (c. f. Fig. 2.3a). As soon as the diameter of the fiber becomes considerably
smaller than the wavelength, the fields become evanescent. This defines the so-called
cut-off point. The achievable resolution of such a fiber probe is given by the diameter of
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Figure 2.3: Tips for near-field optical microscopy.
a shows a conventional aperture tip based on a metal-coated glass fiber. Below the cut-off point,
waves become evanescent. In case of the scattering probe in b, the illumination is provided by an
external light source. The back-scattered light needs to be distinguished from the background. In c,
the field enhancement at the apex of a platinum tip is plotted in an electrostatic approximation. The
red dashed line marks the 1/e-decay of the near-field.
its aperture. At the same time the transmitted power decreases rapidly with decreasing
aperture diameter [4]. In practice, this limits the resolution to about λ/10. Below that,
owing to the low transmitted power, the signal-to-noise ratio is too small [4]. For this
reason, a-SNOM is not of practical relevance for mid-IR microscopy.
The scattering-type scanning near-field optical microscope (s-SNOM) is an alternative
approach that is based on a solid tip, which is illuminated from the side. First implementa-
tions were reported from 1992 on [6–8] and are based on a suggestion by Wessel [5]. The
principle is visualized in Fig. 2.3b. Strong near-fields appear at the apex of the tip under
illumination (Ein). They interact with the sample and are scattered into the far-field by the
tip (Esc). In case of structured sample surfaces, the roles of tip and sample can also intermix.
Not only elastic scattering can be measured but also for example Raman scattering can
appear [68]. The focus in this work, however, will be on elastic light scattering. Other than
in a-SNOM, the suppression of the background (Ebg), that has not undergone a near-field
interaction, is an obstacle in s-SNOM. This topic will be addressed in Sec. 2.3.
The resolution in s-SNOM is mainly determined by the curvature of the apex and not
dependent on the wavelength [69]. The confinement of the electric field to the apex of the
tip has three reasons [70]:
1. The so-called lightning rod effect which means the accumulation of charge at geometric
singularities. This is an electrostatic effect.
2. Field enhancement due to material resonances. Typically, this is referred to as
plasmonic enhancement caused by collective oscillations of charge carriers near the
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plasma frequency in case of a metallic tip [71]. In principle, phononic oscillations are
also possible and should lead to similar effects in the mid-IR range.
3. Antenna resonances which are correlated to the size of the tip and the wavelength of
the illumination [72].
Capturing the lightning rod effect for a conically shaped tip (a hyperboloid) is possible
in an analytic calculation [73, 74]. A cone shape is fairly close to the pyramidal shape
of many commercially available AFM tips. The plot in Fig. 2.3c shows the electrostatic
field enhancement for a platinum tip (ePt = −1310 + i760 at ν = 10 cm−1 [75]) with an
apex radius of 25 nm and a half opening angle of 30°. The polarizing field is assumed to
be parallel to the tip axis. For the calculation of the potential, the Laplace equation has
been solved in a prolate ellipsoidal coordinate system [76] following the description in
Refs. [73, 74]. The field enhancement factor E/E0 was calculated with respect to the field
at a position in a distance of λ/2pi ≈ 1.6 µm diagonally below the tip, as suggested in
Ref. [73]. Knowing that the reduction to an electrostatic problem does not fully describe
the system, the results obtained that way have been shown to match full-field simulations
fairly well [74]. The field enhancement is slightly overestimated in comparison to an
electrodynamic full-field calculation of a realistically shaped tip at λ = 10 µm [70].
The red dashed line in Fig. 2.3c marks the 1/e-decay of the near-field. It demonstrates
that the high fields used for imaging in s-SNOM are restricted to the direct vicinity of the
surface of the tip. This dimension is given by the radius ρ of the apex and defines the
optical resolution. Additionally, in reciprocal space, this dimension provides high momenta
in the order of q ∼ ρ−1 ≈ 4× 105 cm−1, which can serve to excite SPPs and SPhPs (c. f.
Fig. 2.2). An approach to quantify these momenta and their role for near-field imaging
more precisely will be presented in Sec. 4.1.
2.3 Experimental setup
The experiments in this work were performed on a commercially available s-SNOM (Neaspec)
under ambient conditions. Essentially, this microscope is an AFM with additional optical
components. Its central element is a sharp tip that is used as a near-field probe. Therefore,
the tip has to be illuminated and the scattered light has to be collected and detected.
As already mentioned, an obstacle in s-SNOM is the large background of light that is
scattered elsewhere. This background contains no information on the near-field contrast
and hence needs to be suppressed. In order to do so, the near-field scattering, which is
strongly dependent on the distance between tip and sample, is modulated. The periodic
modulation is achieved by an oscillation of the AFM tip above the sample in the so-called
intermitted contact mode. Further background suppression is achieved by superposing the
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scattered light with a phase-modulated reference beam [77]. This technique also allows for
a separation between the near-field scattering amplitude and its phase. In the following,
both the mechanical imaging and the optical setup will be introduced.
Topographic imaging The AFM is designed to work in the intermitted contact mode
using commercial AFM cantilevers. In this work, platinum-iridium coated tips on a
cantilever (NanoWorld Arrow NCPt) were used.i The cantilever is resonant at about 280 kHz.
A piezoelectric crystal is used to excite the cantilever slightly below its eigenfrequency.
To control the oscillation amplitude, a red diode laser is focused to the backside of the
cantilever (not to be confused with the laser used for optical measurements). The reflected
beam is partially blocked by a knife-edge. The beam is arranged in a way that the portion
that passes the knife-edge depends on the deflection of the cantilever. Behind the knife-edge,
the light intensity is measured using a photodiode. The modulation depth of the output
voltage is proportional to the oscillation amplitude of the cantilever.
A motorized sample stage with piezoelectric actuators for fine positioning can move
the sample in lateral (x, y) and in vertical (z) direction. The sample is approached to the
oscillating tip until the oscillation amplitude is slightly reduced (by about 5%). Usually
the oscillation amplitude is set to about 40 nm. While scanning the sample under the tip, a
feedback mechanism adjusts the vertical position of the sample in a way that the oscillation
amplitude of the tip remains constant. The travel of the sample stage in vertical direction is
directly inverse to the topography of the sample. Further mechanical signals are related to
the oscillation of the tip. For example, variations in the measured oscillation amplitude
indicate an improperly adjusted feedback loop. Moreover, the phase of the oscillation can
vary depending on the material properties such as stiffness or adhesion. Higher order
Fourier components indicate whether the oscillation deviates significantly from the desired
sinusoidal shape.
Light sources All experiments in this work were performed using tunable monochro-
matic mid-IR lasers. In comparison to emerging mid-IR broadband laser sources [79–84],
monochromatic lasers offer a high signal-to-noise ratio at reasonable integration times in
the order of 10 ms per pixel. This enables the acquisition of large area images rather than
spectroscopy at selected points. In order to obtain near-field spectra using monochromatic
laser sources the region of interest has to be imaged multiple times and the illumination
wavelength has to be changed for every image.
Figure 2.4a shows the spectral range that is covered by the laser sources which were used
in this work. The assortment of tunable mid-IR continuous wave lasers comprises two CO2
iIn principle, s-SNOM measurements can be performed both with metal-coated tips and with uncoated
(dielectric) tips. Metalized tips scatter more efficiently but also have stronger near-fields that might disturb
the near-fields of the sample itself [78]. The choice has to be made depending on the application.
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Figure 2.4: Available laser sources in this work.
a shows the tuning range of the available laser sources. The thickness of the lines qualitatively
illustrates the spectral dependence of the output power. For comparison, the spectral extend of the
frequency-dependent near-field response of the materials that are investigated in this work is shown
in b. Here, the thickness of the lines qualitatively illustrates the resonant near-field scattering.
gas lasers (Edinburgh Instruments) and four quantum cascade lasers (Daylight Solutions). The
gas lasers are filled with 12C16O2 and 13C16O2 as laser gas, respectively. The heavier carbon
isotope causes the molecular emission lines to shift to lower frequencies. Quantum cascade
lasers (QCL) are semiconductor lasers that use inter-subband transitions in a quantum well
heterostructure for the emission of light [85]. Both types of lasers are equipped with a
tunable grating at one end of the cavity to select the desired emission wavelength. The
red lines in Fig. 2.4a mark the respective tuning range. For comparison, the extend of the
spectrally dependent near-field response of the materials that are investigated in this work
is plotted in Fig. 2.4b.
Towards the edges of the tuning range, the intensity drops dramatically, which is
qualitatively illustrated by the thickness of the lines in Fig. 2.4a. The CO2 lasers reach a
maximum power of several watts, whereas the QCLs reach 200 to 300 mW. For s-SNOM
imaging, an intensity of ∼ 5 mW is convenient. Therefore, the beam is always attenuated
using infrared attenuators that operate on light diffraction (Lasnix). In case of the QCLs, the
attenuation is also necessary to protect the laser from back-reflected light. (Optical isolators
working in a sufficiently broad spectral range in the mid-IR are not available at the time of
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Figure 2.5: Configuration of the experimental setup for an s-SNOM.
Shown is the pseudoheterodyne detection scheme. The beam illuminating the tip and a phase-
modulated reference beam constitute a Michelson interferometer.
writing.) The QCLs are well collimated, whereas the collimation of the CO2 lasers needed
to be improved using two concave mirrors. All lasers are overlaid on one common beam
path and can be selected via flip mirrors.
Optical setup The configuration used in this work is called pseudoheterodyne detection
scheme [77] and can be considered state-of-the-art for s-SNOM imaging with monochromatic
light sources [86].i A sketch of the pseudoheterodyne optical setup is shown in Fig. 2.5.
The collimated beam of a monochromatic mid-IR laser is divided by a zinc selenide beam
splitter. One part of the light is directed to a parabolic mirror (numerical aperture: 0.46,
focal length: 11 mm), which generates a diffraction-limited focus at the position of the AFM
tip. The illumination is under an angle of 60° with respect to the sample normal. Scattered
light is collimated by the same parabolic mirror and is directed to a mercury cadmium
telluride detector (Infrared Associates). For s-SNOM experiments it is usually convenient to
use a vertical polarization of the electric field component since the polarizability of the tip
is more pronounced in vertical direction (c. f. Sec. 3.1). However, it should be kept in mind
that due to the angle of incidence there is also a horizontal component of the field that can
polarize structures at the surface of the sample by far-fields [21, 89].
An important measure for the suppression of the background scattering is the demodu-
lation of the detected intensity at higher harmonics nΩ of the oscillation frequency Ω of
the cantilever. The near-fields around the tip decay strongly non-linear on a length scale of
iRecent developments like synthetic optical holography [87] for fast scanning of large areas or the extraction
of unmodulated near-field signals from the distance-dependence of the total scattered field [88] were not
available at the time the experiments were performed.
21
2 H igh resolution microscopy with mid - infrared light
about 100 nm (c. f. Fig. 2.3c). In contrast, the background varies on the length scale of λ and
exhibits a much weaker nonlinearity within the extend of the tip oscillation (∼ 40 nm). At
higher harmonics, i. e., higher Fourier components of the time-dependent detector output
signal, the background is therefore suppressed with respect to the near-field scattering.
In case of a mid-IR laser, it is usually appropriate to demodulate at n = 2 or n = 3 [90].
At shorter wavelengths, the demodulation order needs to be chosen higher. The Fourier
decomposition in the present setup is performed using a built-in digital lock-in amplifier.
However, the higher harmonic demodulation alone is not sufficient to suppress the
background since it is not possible to measure the electric field strength Ed at the position
of the detector directly. Instead, the detector output signal is proportional to the intensity
I ∝ |Ed|2. Without a reference beam, Ed is the sum of the scattered near-field Esc and the
background field Ebg. Due to the squaring of Ed in the measurement, mix-terms appear,
which lead to a so-called multiplicative background [77,90]. This multiplicative background
cannot be eliminated by higher harmonic detection alone.
The pseudoheterodyne detection scheme employs a phase-modulated reference beam,
which interferes with the scattered light. The reference beam is extracted at the beam
splitter, constituting a Michelson interferometer, as illustrated in Fig. 2.5. In the Fourier
spectrum the oscillation of the reference mirror at a frequency of ∆ Ω leads to sidebands
at nΩ±m∆ (n, m ∈N). For m 6= 0 the sidebands are not afflicted by background [77, 90].
Therefore the scattered near-field σn = Snexp(iφn) is proportional to the intensity of the
sideband, which is additionally enhanced by the (constant) intensity of the reference beam.
Furthermore, with a suitably chosen modulation amplitude of the reference mirror, the
phase φn of the near-field scattered light with respect to the reference beam can be extracted
from two sidebands with even and odd m [77,90]. Control about the phase is very important
since the near-field contrasts usually affect both the amplitude Sn and the phase φn of the
scattered field (c. f. Sec. 3.1). Without explicit knowledge about the phase, the amplitude
and phase information intermix and the interpretation and reproducibility of experiments
is hampered. (For more details, see e. g. Ref. [90].) In addition, the information about
the phase can give a more complete picture about the material-specific local near-field
interaction or the local field distribution [91].
Before showing actual near-field measurements, the following chapter will be dedicated
to the theoretical description of near-field material contrasts in s-SNOM.
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Contrast mechanisms in s-SNOM —
Homogeneous samples
For a quantitative understanding and analysis of contrasts measured in s-SNOM it is
necessary to have a reliable model that describes the near-field interaction of tip and sample.
The focus in this chapter will be on the description of the scattering of a tip above a planar
and homogeneous sample. Homogeneous in this sense refers to a sample volume with
no variations in the dielectric function, which corresponds roughly to the extend of the
near-fields (in numbers about 100× 100× 100 nm3). Additionally, the surface of the sample
is assumed to be flat. In this case the scattered fields can directly be calculated from an
effective polarizability of the tip, which depends on the properties of the sample. The
model used here is referred to as finite dipole model (FDM) [90, 92]. An introduction to this
model and its predictions for the measured signal depending on the dielectric function
of the sample in Sec. 3.1 will be followed by a discussion about the s-SNOM signature
of surface waves in Sec. 3.2. It is important to note that the local near-field interaction
can be overlaid by non-local effects due to the illumination or due to propagating surface
waves. The implication of such non-local effects on near-field images will be discussed in
Sec. 3.3. This chapter is the basis for Chap. 4, where a theoretical treatment of vertically
inhomogeneous samples will be introduced.
3.1 Modeling material contrastsi
In the vicinity of a sample, the near-fields at the apex of the tip are modified. Figure 3.1a
shows the near-field amplitude in the presence of a gold surface. The calculation was
executed for a conically shaped tip in a height of 75 nm above the sample, analogous to
the calculation in Fig. 2.3c. Dashed lines mark surfaces with constant field amplitude.
iParts of Sec. 3.1.1 and 3.1.2 are modified from the introductory part of an earlier own publication [11].
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Obviously they are bent towards the surface of the sample. The near-field interaction
between the tip and the sample leads to a polarization of the tip, that adds up to the
polarization which is caused by the far-field illumination alone. A common approach
of models describing the near-field scattering is that this additional polarization effect
is addressed by introducing an effective polarizability αeff of the tip as a function of the
tip–sample distance H and the permittivity e of the sample. The scattering cross-section
and therefore the backscattered light Esc is then proportional to αeff.
3.1.1 Overview on common models
In the simplest approach for modeling s-SNOM contrasts, the tip is represented by a single
point dipole with the polarizability of a sphere fitting the curvature of its apex [93]. This
model is usually named point dipole model. αeff is calculated by the electrostatic coupling
to the fictive image dipole induced in the sample [52]. A more sophisticated point dipole
model was introduced by Aizpurua et al. [94], who considered retardation by using an
electrodynamic solution based on a plane-wave decomposition of the dipole field and by
involving momentum-dependent reflection and transmission coefficients to describe the
sample. This model can therefore directly be applied to layered samples (c. f. Chap. 4).
A drawback of any model treating the tip as a point dipole is that the quantitative
agreement with measured data is rather poor. This is due to the unrealistically quick
distance-dependent decay of the near-fields of a point dipole (∝ z−3) [90, 92]. A more
accurate representation of the tip has to account for (i) a charge separation and (ii) the
curvature at its apex. Most approaches to satisfy these requirements rely on numerical
simulation techniques where an extended volume represents the tip [56, 95–97]. However,
such simulations are usually time-consuming and inflexible to changes of geometric or
dielectric values, especially if the oscillation of the tip is included.
In literature there are also analytical calculations in which the requirements above are
taken into account. These models have the advantage to be computationally fast while
being quantitatively precise. Moon et al. [98] introduced the self-consistent line dipole
image method in which the exact electrostatic boundary conditions of a sphere interacting
with a flat substrate are met. In the THz regime, they demonstrated an excellent agreement
of their predictions with experimental data.
Recently, McLeod et al. developed an entirely new and very promising model, which
overcomes most limitations of previous models by combining boundary element methods
with efficient analytic expressions [70]: It does not rely on any empirical parameters.
Electrodynamic effects are fully considered, which directly enables the treatment of layered
structures. Additionally the authors also demonstrated the possibility to invert their model
in order to extract dielectric functions.
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An alternative approach in which the charge distributions within the tip and the sample
are approximated by discrete point monopoles was developed by Cvitkovic´ and Ocelic´
in the scope of their finite dipole model (FDM) [90, 92]. In the mid-IR spectral range they
demonstrated that the FDM precisely describes s-SNOM measurements on homogeneous
samples, including phonon resonances. Still, the FDM is an electrostatic description of the
near-field scattering and it relies on the introduction of empirical geometric parameters. For
this reason, the FDM is only applicable to infrared frequencies and below [90]. However,
the mathematical simplicity and its accuracy make the FDM very successful in the analysis
of s-SNOM data [80, 99–102]. Additionally, it has been shown that the FDM can serve as a
basis for the quantitative extraction of the dielectric function of a polymer (where no surface
waves are present) [103]. For these reasons, the FDM is used as a theoretical foundation
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W1
H
L
Ein
Esc
ε1
ε2
-βQ1
-βQ0
100 nm
gold
1 1/2
1/4
(a)
(b)
Figure 3.1: Tip–sample coupling and illustration of the finite dipole model.
In a, the field enhancement at the apex of a platinum tip (half opening angle: 30°, radius: 25 nm)
above a gold sample is plotted (calculation as in Sec. 2.2.3 [73,74]). Adjacent lines mark a near-field
decay of 1/2. b is a sketch of the FDM. A spheroid represents the tip. Its polarization in the external
field Ein is approximated by the monopoles Q0 and −Q0 forming the dipole p0. The near-field
interaction with the sample is treated electrostatically by introducing virtual image charges −βQ0
and −βQ1 in the sample. In the tip, the near-field induced charges Q1 and −Q1 form the dipole p1.
Esc is the propagating field scattered from the system. The bars on the right mark the position of the
respective charges and the height H of the tip above the sample. e1 and e2 are the dielectric functions
of the surrounding medium and the sample, respectively. The tip oscillates with the frequency Ω and
the amplitude A.
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for this work. The draw-back that in its original form, the FDM is only applicable to
homogeneous samples is tackled in Chap. 4.
3.1.2 Foundations of the finite dipole model
In Fig. 3.1b, the basic concept of the FDM [90, 92] is illustrated. The tip is represented by a
perfectly conducting spheroid which is polarized by a homogenous external field Ein. In
the proximity of the high curvatures the resulting fields of the spheroid are approximated
by opposite point charges ±Q0, which together form the dipole p0 ≈ 2LQ0 where 2L is
the length of the spheroid. Only the lower monopole Q0 is assumed to be relevant for
the near-field interaction with the sample. It induces a charge distribution close to the
sample surface, the field of which in the upper half-space can be described by an image
charge −βQ0, where β = (e2 − e1)/(e2 + e1) [52]. e1 and e2 are the dielectric functions of
the surrounding medium and the sample, respectively (for air, e1 = 1). Note that β is the
electrostatic limit of the reflection coefficient: β = lim
q→∞rp(q) [4].
The response of the spheroid to external monopole charges (i. e., to the image charges
−βQ0 and −βQ1) is approximated by a near-field induced point monopole Q1 at the
position W1 ≈ ρ/2, different from the position W0 ≈ 1.31ρ of Q0 [90, 92]. (ρ is the radius
of the tip.) With this assumption, which is an approximation of the actual image charge
distribution within the spheroid, the curvature of the tip is considered. For this purpose it
is assumed that the tip is perfectly conducting. A self-consistent treatment of the problem
leads to the amount of the induced charge Q1 that has two contributions stemming from
the polarization of the sample by Q0 and by Q1 itself [90, 92].
Q1 = β( f0Q0 + f1Q1), (3.1)
where the functions f0 and f1 include the geometric properties of the system.
f0,1 =
(
g− ρ+ 2H +W0,1
2L
) ln 4Lρ+4H+2W0,1
ln 4Lρ
. (3.2)
H is the vertical tip–sample separation and g is an empirical geometry factor, which
describes the portion of the near-field induced charge in the tip, relevant for the interaction.
For typical tip geometries, |g| = 0.7± 0.1 [90, 92]. A small imaginary part for g can be used
to mimic effects of retardation.
For the sake of charge neutrality an opposite point charge −Q1 is introduced in the center
of the spheroid. Together the induced charges form the dipole p1 ≈ Q1L, which stems from
the near-field interaction of the tip and the sample. The field of the back-scattered light Esc
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is proportional to the effective polarizability αeff of the tip, and can be calculated from the
ratio between p1 and p0.
αeff ∝
p1
p0
+ 1 =
1
2
β f0
1− β f1 + 1. (3.3)
The oscillation of the tip is accounted for by inserting
H(t) = H0 + A(1+ cosΩt) (3.4)
into αeff, where H0 is the minimum tip–sample separation. A and Ω are the tip oscillation
amplitude and frequency, respectively. By calculating the respective Fourier component
αeff,n of αeff(t), the demodulation is regarded and the constant offset +1 in Eq. (3.3) can
be neglected. The amplitude Sn ∝ |αeff,n| and phase φn ∝ arg(αeff,n) correspond to the
measured signals. Since the signal is usually evaluated in relation to a reference area on the
sample, the proportionality given in Eq. (3.3) is sufficient for the calculation of a relative
near-field contrast.
3.1.3 Dielectric contrasts in s-SNOM
The near-field scattering amplitude Sn and phase φn are directly related to the (complex)
dielectric function e(ν) via Eq. (3.3). |αeff(e)| shows a near-field coupling resonance for e ≈ −3.
The effect of this resonant behavior on the experimentally accessible magnitudes Sn and
phase φn is shown in Fig. 3.2a, according to the predictions of the FDM. The curves show the
normalized amplitude S3 and phase φ3 signals as a function of Re(e) for Im(e) = 0.5 (solid)
and Im(e) = 1.0 (dashed). In the vicinity of the resonance, S3/S3(Au) is much larger than 1,
i. e., the radiated field amplitude is higher than in case of the nearly perfect conductor gold,
which is taken as a reference. Therefore the sensitivity of s-SNOM to dielectric contrasts is
highest around Re(e) ≈ −3. Note that the exact position and the shape of the resonance
depends slightly on experimental parameters, such as the tip oscillation amplitude A, the
demodulation order n, and the curvature of the tip ρ. The calculations shown here are done
for A = 40 nm, n = 3, ρ = 30 nm, and g = 0.7e0.06i.
The resonance in S3 is accompanied by a resonant behavior of the phase φ3, which centers
roughly at e ≈ −1. Such a correlation between amplitude and phase is generally a typical
feature of resonances. The fact that the phase signal does not persist at a value of pi above
the resonance in amplitude is owed to the particular trend of the resonance curve, which
exhibits a minimum at e ≈ 0 in amplitude.
Together, Sn and φn span the complex plane C in polar coordinates, as illustrated in
Fig. 3.2b. The complex near-field scattering function σn(e) = Sn eiφn ∝ αeff,n maps e ∈ C
on this complex plane, i. e., σn : e 7→ (Sn, φn). In this representation, the resonance curves
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Figure 3.2: Near-field scattering versus dielectric function of the sample.
a shows the near-field scattering amplitude S3 and phase φ3 normalized to the respective value on
gold as a function of Re(e) (solid line: Im(e) = 0.5, dashed line: Im(e) = 1.0). The complex plane
that is spanned by S3 and φ3 is shown in b. The trajectories are calculated for the same values of e
as in a.
shown in Fig. 3.2a are trajectories, which describe an almost closed loop. As long as φ3(e)
does not exceed 2pi, these loops have no crossing point, i. e., the map σ3 : e 7→ (S3, φ3) is
injective (distinct correlation between e and (S3, φ3)).
In Fig. 3.3a, this injectivity is shown more explicitly for a wider parameter range. Re(e) is
plotted from −10 to 10 (black arrow), and Im(e) is plotted from 0.5 to 10 (red arrow). The
grid that is defined by these trajectories can be interpreted as an alternative ”coordinate
system” (Re(e), Im(e)) that covers a large subset of C. Therefore an extraction of the
dielectric function from near-field spectra is in principle possible. In order to transform
the polar coordinates (S3, φ3) into (Re(e), Im(e)) it would be desirable to find the inverse
function σ−13 : (S3, φ3) 7→ e. However, considering the complicated structure of σn this is
not straightforward. In literature, two approaches to this inversion problem are suggested.
One is based on a polynomial expansion in the sample reflectivity β. This approach is
limited to weakly resonant samples [103]. The other method involves a formalism where
the trajectory of the dielectric function e(ν) on the plane (S3, φ3) is traced using a function
that penalizes any displacement from the measured curves [70].
Here, the explicit correlation between e and the near-field scattering signal is simply
plotted in Fig. 3.3b for S3 < 5. The respective values of Re(e) (black) and Im(e) (red) at the
points where black and red curves intersect are given. This map can serve as a look-up table
that provides an estimate for the relation between the observables (S3, φ3) and the dielectric
function e. The direct correlation between the complex scattering signal and the dielectric
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Figure 3.3: Near-field scattering versus dielectric function of the sample.
In a it is illustrated that (Re(e), Im(e)) can serve as a ”coordinate system” that uniquely relates the
dielectric function to a scattering signal. Re(e) is plotted from -10 to 10 (black arrow), and Im(e) is
plotted from 0.5 to 10 (red arrow). The explicit correlation between e and the near-field scattering
signal is plotted in b for S3 < 5. The trajectories correspond to constant values of Im(e) (black
curves) and Re(e) (red curves). The respective values of Re(e) (black) and Im(e) (red) at the points
where black and red curves intersect are given in the plot.
function is very useful if only a narrow spectral range or a single frequency is available for
analysis (c. f. Sec. 5.1.3). However, if experimental data is available in a sufficiently large
spectral range it is useful to use Kramers-Kronig-consistent oscillators, such as the Drude
model, to fit the data instead of using a look-up table. Such fits are presented in Sec. 5.1.2.
The distance between the curves is largest around the near-field coupling resonance
(Re(e) ≈ −3). Therefore slight variations in the dielectric function can be detected most
precisely in this range. For positive values of Re(e), the black curves are very dense,
however, the red curves indicate that in this range slight variations in Im(e) lead to a huge
contrast in φ3. For large negative values of Re(e), the curves approach 1 (black dot). This
means that different metals cannot be distinguished in mid-IR s-SNOM.
Note that the precise shape of the trajectories in Fig. 3.3 also depends on the geometric
and dielectric properties of the tip. It has been shown experimentally, that specially
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designed tips which exhibit antenna resonances show a coupling behavior that differs
significantly from conventional tips [72]. In future it might therefore be possible to tailor
tips in a way that the coupling resonance occurs at values that are different from e ≈ −3.
That way it could become possible to make the high sensitivity of s-SNOM accessible to
different ranges of the dielectric function.
3.2 Coupling to surface waves
A specifically interesting case of tip–sample coupling occurs when surface waves can
be excited (c. f. Sec. 2.2). In case of a bulk sample, this happens for e(ν) = −1, which
interestingly is also the condition for maximum phase-contrast in s-SNOM, as shown in
Fig. 3.2a. For this reason, the excitation of surface polaritons has a huge influence on the
scattered field [49,90,104–106]. In case of planar bulk samples, surface waves (i. e., SPPs and
SPhPs) are localized for q ∼ ρ−1 ≈ 4× 105 cm−1 (c. f. Fig. 2.2). Therefore their treatment in
the electrostatic approximation of the FDM is justified [90].
The implications of surface waves on near-field spectra are illustrated in Fig. 3.4. All
curves are calculated for typical dielectric values of indium arsenide (Fig. 3.4a, SPP, c. f.
Sec. 5.1) and silicon carbide (Fig. 3.4b, SPhP, c. f. Chap. 6). The upper panels in Fig. 3.4a and
b show the spectral dependence of the normalized scattering amplitude S3 (black, solid)
and phase φ3 (red) in the vicinity of the surface plasmon frequency νsp, and the surface
phonon frequency νsph, respectively. The s-SNOM signals are compared to the absolute
value (dashed) and imaginary part (red) of the electrostatic reflection coefficient β. Note
that the spectral position of the localized surface waves is centered at the maximum of
Im(β) [57]. Figure 3.4 reveals that this position coincides with the maximum in the phase
contrast. This can be understood since both the surface wave and the resonance peak of the
phase appear at e(ν) ≈ −1, as stated above. The peak of the scattering amplitude is shifted
to slightly lower wavenumbers, where e(ν) ≈ −3.
In comparison, the peaks in case of the strong SPhP resonance of silicon carbide are higher
and narrower than for the SPP resonance in indium arsenide. This can be attributed to the
typically lower losses of phonon resonances in comparison to plasmon resonances [21, 22].
The near-field scattering amplitude can exceed the respective value on gold by more than an
order of magnitude in case of silicon carbide. Also the relative shift of the phase can exceed
a full rotation of 2pi, when the damping is low enough. In this case, the transformation
σ3 : e 7→ (S3, φ3) is no longer injective, which hampers an inversion. However, when tracing
the trajectory of the spectrum on the complex plane [70], or fitting a Lorentz oscillator the
correlation can still be possible.
The lower panels in Fig. 3.4 show the far-field reflection coefficient rp (dashed) and the
resulting reflectivity RFF = rpr∗p for normal incidence (solid). The plasma edge νP and
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Figure 3.4: Near-field scattering and surface waves.
The upper panels in a and b show normalized near-field spectra in amplitude (S3, black, solid) and
phase (φ3, red) for a plasmon resonance in indium arsenide and the phonon resonance of silicon
carbide, respectively. In case of indium arsenide, the plasma frequency is calculated for a charge
carrier density of N = 1.5× 1019 cm−3. In the second panel, the absolute value (black, dashed)
and the imaginary part (red) of the electrostatic reflection coefficient β is shown. The lower panels
show the far-field reflection coefficient rp (dashed) and the resulting reflectivity RFF = rpr∗p for normal
incidence (solid).
the Reststrahlen band between νT and νL are marked. Note that the near-field spectra
are significantly different from far-field reflection spectra. This is due to the different
lateral momenta q, that are associated with the respective techniques: For s-SNOM, q ≈
4× 105 cm−1; for normal-incidence far-field reflection, q = 0 (c. f. Fig. 2.2).
3.3 Contrast mechanisms due to non-local effects
The presence of near-by structures can have an effect on contrasts measured in s-SNOM
even if their distance from the tip is beyond the range of direct near-field interaction. In
practice this can make the interpretation complicated since s-SNOM is not only sensitive to
permittivity contrasts but also to local fields at the sample. Imaging local fields is a further
interesting application of s-SNOM [78, 89, 107–109]. However, the focus in this work lies on
imaging permittivity contrasts. Non-local illumination effects are therefore considered as
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Figure 3.5: General contrast mechanisms in s-SNOM.
The sketches show various non-local effects that can modify the scattered field related to the geometry
of the sample: a – indirect illumination, b – antenna resonance, c – surface waves excited at an
edge, d – surface waves excited by the tip, e – cylindrical waves scattered from an edge, f – edge
darkening artifact.
artifacts, here. Some very common examples are sketched in Fig. 3.5 and will be reviewed
in the following.
In the vicinity of boundaries between materials with different permittivity (labeled A
and B in Fig. 3.5a) the scattered field measured on material B can be modified by the
far-field reflectivity of material A. This indirect illumination effect is caused by the inclined
illumination angle of about 60° to the normal. The tip is not only illuminated directly
but also indirectly via a reflection from the sample surface. Additionally, the scattered
light can reach the detector either directly or including a reflection. In total, the scattering
amplitude is therefore modified by the multiplicative factor (1 + rp)2, where rp is the
reflection coefficient for light hitting the sample under an angle of 60° [56, 94]. This factor
can lead to a variation of the signal on the length-scale of the diffraction-limited spot of
illumination (> 5 µm). Even for measurements that are sufficiently far away from the
boundary, the multiplicative factor (1 + rp)2 needs to be considered if rp is different for
material A and B since it modifies the relative contrast up to a factor of four for r(A)p = 1
and r(B)p = 0.
Depending on the size of structures, they can exhibit antenna-like resonances that are
excited by the far-field illumination. The near-fields at antenna structures lead to an
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additional illumination of the tip [21, 89, 109, 110] (Fig. 3.5b). The fields around antenna
structures contain energy that is collected from a large area related to the scattering
cross-section of the investigated structure. Therefore the scattered field can be strongly
enhanced.
Figure 3.5c shows how edges can excite propagating surface waves that lead to an additional
near-field illumination of the tip [107, 111, 112]. Depending on the propagation length of
the waves this effect can be observed over distances of several tens of micrometers from the
edge. The surface waves emerge in near-field images as a spatial modulation in scattering
amplitude and phase, which is due to the interference between surface waves and the direct
illumination of the sample [111, 112].
If the respective dispersion relation features propagating surface waves with sufficiently
high momentum, also the tip itself can launch radially propagating waves. In the proximity of
an edge, these waves can be reflected and lead to an interference pattern with a period that
corresponds to half of the SPP or SPhP wavelength. This case is illustrated in Fig. 3.5d. For
two dimensional materials like graphene (SPP) and boron nitride (SPhP), such patterns can
be observed [58, 63, 64]. Also surface waves propagating in one dimension can be launched
by the tip. This has been demonstrated on boron nitride nanotubes [62].
In Fig. 3.5e, the case is shown where cylindrical waves, scattered from edges into the
far-field, interfere with the direct illumination. This leads to a long-range modulation of
the measured signal with a period in the order of the illumination wavelength [113]. The
pattern differs depending on the position of the tip relative to the edge with respect to the
direction of illumination. Therefore this artifact is referred to as luv/lee-effect (in imitation of
the terminology used in sailing).
A further effect of the presence of edges is that the distance between the apex of the tip
and the immediate surface of the sample can be increased if the tip touches the edge with its
shaft [114]. In Fig. 3.5f, this constellation is illustrated for situation B. The increased distance
in comparison to situation A leads to the so-called edge darkening artifacts on topographically
rough samples.
Except for the radially propagating surface waves (Fig. 3.5d) and edge darkening artifacts
(Fig. 3.5f), all non-local effects discussed here are directly related to the direction of incidence
of the illuminating field. For this reason, their impact on near-field images can be changed
or even completely eliminated by rotating the sample with respect to the symmetry axis of
the tip. This is usually a very effective way to distinguish pure permittivity contrasts from
non-local illumination effects.
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Composite samples
In many cases, samples exhibit spatial inhomogeneities that prohibit their treatment as
an isotropic material as in Chap. 3. Instead, structures — for example electronic devices
— may consist of multiple layers that are thin in comparison to the penetration depth of
optical near-fields. Also small inclusions with lateral dimensions below the resolution limit
of s-SNOM can play a role. Such composite samples complicate the theoretical description
of their near-field interaction with the tip. However, it is appealing to comprehend this
interaction for several reasons:
• Usually, samples that contain spatial inhomogeneities are a typical target for micro-
scopic investigations.
• Since optical near-fields are not restricted to the immediate surface of the sample,
they can also be used to gain subsurface information [10].
• The optical near-field response of thin films is different from bulk materials [56, 94].
Therefore, appropriate models are required to extract the dielectric properties of small
amounts of a material [70, 103].
• Two-dimensional materials like graphene or boron nitride exhibit interesting plasmonic
or phononic properties [57, 58, 63, 64]. For their analysis advanced models are indis-
pensible.
• Layered systems can be applied as superlenses to transfer evanescent fields from below
a membrane to the s-SNOM tip [24].
• A long-term goal for the application of s-SNOM could be a full three-dimensional
reconstruction of a sample in the sense of near-field tomography [37, 38, 40].
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Until now a universal model for the prediction and analysis of all above-mentioned
applications of s-SNOM does not exist. In this chapter, some of the questions that arise from
the imaging of composite samples are addressed. In order to keep the level of complexity
manageable the problem is split into two categories: In Sec. 4.1 the finite dipole model
(FDM) is extended to layered systems that are laterally invariant. The solutions found
here are compared to experimental data and to other approaches that were published
recently [57, 70, 94].
Laterally inhomogeneous samples are addressed experimentally in Sec. 4.2. Both the
resolution and the optical contrast of particles that are below the surface is decreased
compared to uncovered particles. An experimental quantification of this effect is presented
in Sec. 4.2.1. The sensitivity of s-SNOM to small buried particles is usually limited by noise.
This aspect can be optimized by choosing the oscillation amplitude of the tip appropriately.
Guidelines for the optimization of experimental conditions will be given in Sec. 4.2.2.
4.1 Effect of the vertical material composition
Thin films and layered structures have many applications, for example in electronic devices
or as protective layers. Also, if a material is only available in small amounts, it can
be deposited as a thin film on a substrate for investigations. s-SNOM can be used to
investigate the optical properties of thin films and the underlying materials on a local scale.
For the analysis of such investigations it is necessary to have a suitable contrast model. In
Sec. 3.1.2, the FDM of Cvitkovic´ and Ocelic´ [90, 92] has been introduced as a quantitatively
precise and mathematically manageable model for the near-field interaction of the tip with
homogeneous samples. In this section, the FDM is extended to layered systems.
This is done in two ways: If the involved materials do not exhibit a resonant near-field
coupling to the tip (c. f. Sec. 3.1.3 and Sec. 3.2), an electrostatic treatment of the problem is
appropriate. In this case the extension of the FDM to layered systems is possible without the
introduction of new parameters. In the presence of near-field resonances the electrostatic
treatment does not always lead to satisfactory results, especially if the resonance is related
to strongly dispersive surface waves. Therefore, a quasi-electrodynamic treatment of the
problem is introduced, which requires one further model parameter. Apart from that, this
approach is mathematically very simple and efficient.
4.1.1 Electrostatic treatmenti
In the FDM the polarization of the tip in the presence of a sample is approximated by the
polarization of a spheroid in the field of the two external monopole charges −βQ1 and
iParts of this section are modified from an earlier own publication [11].
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−βQ2. In case of a homogeneous sample these monopole charges are calculated as image
charges of the monopoles Q1,2 that describe the fields around the tip [52] (c. f. Fig. 3.1b).
If the homogeneous sample is replaced by a stratified sample, this step is more compli-
cated. In principle, the method of image charges can also be applied in the case of two
or more parallel interfaces [113]. However, multiple reflections lead to an infinite number
of image charges. Their field above the sample is described as an infinite series which
only converges for specific combinations of dielectric functions in the sample [11, 113].
Furthermore, an extension to more than two interfaces is very cumbersome. For this reason
the approach that is chosen here is based on an approximation of the reflected field above
the sample by one point charge Q′, as illustrated in Fig. 4.1a. This approximation is done as
follows:
The potential response Φ of the sample to the potential of a monopole Q in the distance
z0 above a flat layered sample can be calculated by solving the boundary conditions for the
total potential U and its derivative perpendicular to the interfaces [115]. The height z of
the cylindrical coordinate system (r, θ, z) is shown in Fig. 4.1a. The potential above a bulk
sample with one layer on top is given by [115]
U = − Q
4pie0
(
1√
r2 + z2
+Φ
)
, (4.1)
with
Φ =
∫ ∞
0
e−2qz0 eqz J0(qr) A(q) dq, (4.2)
and
A(q) =
β12 + β23e−2qd
1− β21β23e−2qd . (4.3)
J0 is the first kind Bessel function of zeroth order. For r = 0, which is the case here,
J0(qr) = 1. e0 is the vacuum permittivity, ei are the involved dielectric functions as
indicated in Fig. 4.1a (i = 1, 2, 3), and d is the thickness of the layer. The electrostatic
reflection coefficient βij at an interface ij is defined by
βij =
ei − ej
ei + ej
. (4.4)
It has been verified that in its sum representation for |β12β23| < 1, Eq. (4.2) can be
converted into the result that Brehm [113] obtained by repeatedly mirroring the charge at
the interfaces [11] (c. f. Appendix).
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Figure 4.1: Potential response to a monopole above a stratified sample.
a shows a monopole Q at the distance z0 above the surface of a layered sample with one layer of
thickness d. The definition of the z coordinate is needed in Eq. (4.2). ei are the dielectric functions.
The potential response Φ of the sample is approximated by a monopole Q′ at the distance X below
the sample surface. b shows the almost perfect overlap of the actual potential response Φ of a PMMA
layer on silicon (black) with the approximation by a monopole Q′ (red, dotted) for z0 = 2d.
The function A(q) in Eq. (4.3) can be understood as the (negative) electrostatic reflection
coefficient of the entire sample system. Using ki =
√
eiω/c = 0 and thus ki,z = iq, A(q) can
be calculated as
A(q) = −rp(q)
∣∣
k=0 (4.5)
using the transfer matrix method (derivation in the Appendix). This makes the extension
of the model to an arbitrary number of layers straightforward.
In order to employ the formalism of the FDM to layered systems, the potential response
Φ is approximated by the potential of a point charge Q′ = −βXQ at the distance X under
the sample surface (c. f. Fig. 4.1a). For the determination of the strength and position of this
point charge, it is demanded that its potential and electric field component in z-direction
coincide with the actual response of the sample at z = 0:
Φ|z=0 =
−βX
z0 + X
, (4.6a)
∂Φ(z)
∂z
∣∣∣∣
z=0
= Φ′
∣∣
z=0 =
−βX
(z0 + X)2
. (4.6b)
This condition leads to
βX = − Φ
2
Φ′
∣∣∣∣
z=0
, (4.7)
and
X =
Φ
Φ′
∣∣∣∣
z=0
− z0. (4.8)
38
4.1 Effect of the vertical material composition
The inequality X 6= z0 expresses the asymmetry of the two half-spaces above and below the
surface of the sample for layered samples.
In Fig. 4.1b, the potential response Φ of a silicon sample covered with the polymer
polymethylmethacrylat (PMMA) (dielectric data from Refs. [116, 117]) is compared to the
potential of the monopole Q′ = −βXQ for z0 = 2d, i. e., the height of Q above the sample
surface is twice the thickness of the layer. Around z = 0 the curves coincide as demanded.
It has been verified that for distances z0 > W1 (constraint of the FDM) and thicknesses d
which are relevant to describe the tip–sample interaction (d < 100 nm, c. f. Fig. 4.3), the
point charge approximation matches well the actual potential response Φ in the region of
the tip apex.
From the mathematical viewpoint, the evaluation of Q′ is not restricted in the number,
thickness, or dielectric properties of the sample materials. The quality of the approximation
has been positively tested for numerous material combinations with Re(e) > 0 and layer
thicknesses. The largest deviations can be found in cases where the tip couples resonantly
to a thin film on top of a dielectric substrate, i. e., where surface waves play a role. This
case will be discussed further in Sec. 4.1.2. In other cases, however, the approximation
of the potential response Φ by Q′ is very accurate and therefore the determination of Q1
according to the formalism of the FDM is appropriate.
If β(0,1)X and X0,1 are evaluated for the respective height of Q0 and Q1, the FDM can be
extended to layered samples by inserting a modified version of Eq. (3.2),
f0,1 =
(
g− ρ+ H + X0,1
2L
) ln 4Lρ+2H+2X0,1
ln 4Lρ
, (4.9)
and β(0,1)X into Eq. (3.3). This extension to the FDM can easily be implemented in math-
ematical software (like Wolfram Mathematica) and is computationally less intensive than
numerical simulation techniques.
Experimental validation A fundamental difference between the FDM and the point
dipole model [93,94] is the distance-dependent decay of the predicted near-fields in vertical
direction z. The dipole field decays proportional to z−3 whereas the monopole field, which
is dominant in the FDM, decays proportional to z−2. This difference is most prominent in
so-called approach curves where the back-scattered light intensity is measured as a function
of the vertical tip–sample separation. In Fig. 4.2, measured approach curves on silicon
covered with 40 nm of PMMA (red) are compared to model curves calculated according
to the electrodynamic point dipole model [94] (black, dashed), and the FDM for layered
systems (black, solid) for two different tip oscillation amplitudes A in the second and third
demodulation order. All curves are normalized to the scattering amplitude on a silicon
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Figure 4.2: Approach curves for different experimental parameters.
The plots show the distance-dependence of the near-field scattering amplitude on silicon covered
with 40 nm of PMMA at a tip oscillation amplitude of A = 27 nm (left column) and A = 50 nm (right
column) and two demodulation orders (upper row: n = 2, lower row: n = 3). The curves are
normalized to the signal on bare silicon for H0 = 0. Red line: experimental curve, black solid line:
FDM calculation, black dashed line: point dipole approximation [94].
surface for H0 = 0. [H0 = 0 means that the oscillating tip is fully approached to the sample,
c. f. Eq. (3.4).]
The measurements were performed at ν = 944 cm−1. Samples were prepared by spin-
coating a PMMA/toluene solution onto silicon substrates and partly removing the polymer
mechanically to uncover a reference area.i The minimum distance where the full oscillation
amplitude A is reached (H0 = 0) was carefully determined from the behavior of the
mechanical signals. However, a deviation in the order of 2 nm cannot be excluded. For
the calculations model parameters of the FDM were set to ρ = 30 nm, L = 300 nm, and
g = 0.7e0.06i (according to Refs. [90, 92]). The dielectric functions are taken from Ref. [116]
for silicon, and from the ellipsometry spectra by Röseler, which were used in Ref. [117]. A
constant background-contribution that was measured at a distance of 300 nm above the
sample is included in the theory curves.
In all cases the shape and the decay length is better represented by the FDM. The
predicted decay according to the point dipole approximation is clearly too steep. Note that
for A = 27 nm the determination of the exact position of H0 = 0 in the experimental curves
is not perfectly reliable on polymer samples. This could be the explanation for the slight
offset close to H0 = 0. The deviation for A = 50 nm at n = 2 can be attributed to the less
iAll samples used for the measurements shown in this section were fabricated by A. Engelhardt [118].
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Figure 4.3: Approach curves for different film thicknesses.
The red curves show the measured dependence of the scattering amplitude on a silicon sample
covered by PMMA layers with thicknesses of d = 0, 40, 54, 81, 115 nm for n = 3 and A = 50 nm
as approach curves. Red dots: Signals in contact (H0 = 0). The bars mark the estimated error
according to the uncertainty in the determination of H0. Black solid line: FDM calculation of the
scattering amplitude in contact; black dotted line: point dipole approximation (PDM) [94]; black dashed
lines: FDM calculation of the approach curves (H0 > 0).
efficient suppression of nonlinear background contributions for high vibration amplitudes
and low demodulation orders [90].
In order to demonstrate the possibility of directly extracting local dielectric properties
from experimental data with this model, the approach curve for A = 50 nm at n = 3 was
used to calculate back on the dielectric value e2 of the PMMA film. When assuming e2 to
be purely real, the best match to the measurement is obtained for e2 = 2.3± 0.1, which is
very close to the literature value of e2 = 2.39+ 0.08i [117]. In principle, considering also
the behavior of the near-field scattering phase of the approach curve should enable the
extraction of the complex permittivity e2, c. f. Sec. 3.1.3.
To determine the influence of the substrate in different depths, samples with PMMA film
thicknesses between 40 nm and 115 nm were fabricated. In Fig. 4.3 the measured scattering
amplitudes, demodulated at n = 3 and A = 50 nm and normalized to bare silicon, are
compared to the model predictions. The scattering amplitude is plotted against the height
of the tip above the silicon substrate (d + H0). The red dots mark the signal in contact with
the respective sample (H0 = 0). These values show a significant trend towards lower signals
with increasing film thickness d. With increasing distance to the surface (H0), the scattering
amplitude decays towards the background level (red approach curves).
As in Fig. 4.2, the FDM prediction of approach curves (black, dashed) is in good agree-
ment with the experimental curves. The solid black line coincides well with the scattering
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amplitude in contact (except for the value at d = 54 nm, for which the determination of
H0 = 0 was ambiguous) and shows an influence of the substrate over more than 100 nm.
This finding confirms the numerically obtained results in Ref. [56] for SiO2 films and
agrees with earlier experiments [10]. The point dipole model [94] (black, dotted) predicts
a saturation already at about d = 40 nm. This comparison demonstrates that s-SNOM
is clearly more sensitive to the vertical composition of a sample than predicted by the
widely-used point-dipole model.
In conclusion, the extension to the FDM presented in this section is in good agreement
with the experimental data and shows a correct distance-dependent coupling. This is
essential for the quantitative analysis of signals from deeper sample regions and allows
predictions that help optimizing experimental imaging parameters in order to maximize
the sensitivity for the vertical structure of the sample.
The beauty of the model presented here is that it gets along without an introduction
of new parameters. If the sample does not support any surface waves, the predictions
of the model fit experimental data very well. However, if the tip couples resonantly to a
sample, i. e., if surface waves are excited, the scattering amplitude in the vicinity of the
resonance tends to be overestimated by up to 40%. This has been evaluated by comparing
the predictions to the experimentally determined near-field coupling resonance on thin
films of SiO2 published in Ref. [56]. McLeod et al. pointed out that this overestimation
of coupling resonances is a fundamental drawback of any electrostatic description [70].
Therefore they introduced a model that overcomes this problem by explicitly introducing
retardation, which leads to an extensive formalism. A very simple and computationally
fast alternative to this method will be presented in the following. Its simplicity is at the
cost of one further model parameter.
4.1.2 Quasi-electrodynamic treatment
In the FDM, the dependency on the frequency is only introduced implicitly via the involved
dielectric functions ei(ν). The reflection coefficients βij (or −A(q) in case of stratified
samples) is regarded in its electrostatic limit. In cases where surface waves are excited by
the tip, this limitation can be critical. A simple workaround to this issue would be replacing
rp(q)
∣∣
k=0 in Eq. (4.5) with rp(q)
∣∣
k=2piν in an ad hoc manner. However, this does not lead to
more useful results. Therefore an alternative approach will be introduced here.
An example for a very challenging sample system is shown in Fig. 4.4a. It consists of a
monolayer of graphene on a 300 nm thick SiO2 layer with a silicon substrate. The graphene
layer supports strongly dispersive surface plasmon polaritons that couple to the surface
phonons of the SiO2 layer [57]. The dispersion relation of these coupled surface modes is
shown in Fig. 4.4b (lower panel). All dielectric data are taken from Ref. [57]. The color
plot shows the imaginary part of rp, which reveals the surface modes as local maxima that
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Figure 4.4: Dispersion relation and near-field spectrum of graphene on SiO2.
a shows the sample geometry. b shows the coupling weight function according to the FDM, which
peaks at qmax = 2.5× 105 cm-1 (upper panel) and the dispersion relation of the coupled surface
modes on the sample (lower panel). Green lines indicate the two phonon resonances of SiO2
(horizontal) and the
√
q-shaped dispersion of the SPP on graphene. The color plot of Im(rp) reveals
a hybridization of the surface modes. In c, experimental near-field spectra taken from Ref. [57] are
shown in amplitude and phase. Red dots correspond to the results on a sample as shown in a. Black
dots are measurements taken on an area without graphene. The solid lines are calculated using the
FDM in combination with Eq. (4.12). The results of the calculation based on the point dipole model
presented in Ref. [57] is plotted with dashed curves for comparison.
indicate high dissipation. SiO2 has two phonon modes at 845 cm−1 and at 1073 cm−1 (green
horizontal lines). The dispersion of the graphene plasmon follows a
√
q behavior (bent
green line). Clearly, the color plot shows a hybridization of these modes.
An experimental near-field spectrum of such a sample was published by Fei et al. [57].
The measured values from Ref. [57] are plotted in Fig. 4.4c in amplitude and phase. Red dots
correspond to the results on a sample as shown in Fig. 4.4a. Black dots are measurements
taken on an area without graphene. The spectra were obtained by sequentially tuning the
laser source.
These spectra cannot be reproduced using the extension to the FDM as described in
Sec. 4.1.1. Instead, a simple method can be used that is comparable to the one used in
Ref. [57] in combination with the point dipole model. In case of the point dipole model,
the dipole–surface interaction can be described by an integral over all in-plane momentum
components [94]. Its integrand contains the momentum-dependent reflection coefficient
and a so-called weight function. Here, a similar approach is used in combination with the
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FDM. The integral in Eq. (4.2) for the interaction of a point charge with the sample has a
comparable structure, where q can also be interpreted as in-plane momentum component.
However, the interaction between tip and sample takes place in terms of electric fields
rather than potentials. Therefore the derivative of Eq. (4.2) with respect to z needs to be
considered, i. e.,
Ez = −∂Φ(z)
∂z
=
∫ ∞
0
[
rp(q)
∣∣
k=0
]
e−2qz0 qeqz dq. (4.10)
This equation delivers the coupling weight function for the FDM:
Wq = e−2qz0 qeqz. (4.11)
In the upper panel of Fig. 4.4b, Wq is evaluated for z = z0 = W0. This means that Wq
describes the interaction of the primary monopole Q0 of the FDM, when the tip is in contact
with the sample, i. e., the near-field interaction is maximal (c. f. Fig. 3.1, here W0 ≈ 39 nm).
The coupling weight function Wq for the FDM shows a peak at qmax = 2.5× 105 cm−1. This
implies that according to the FDM the tip couples dominantly with in-plane momenta
around qmax, which is comparable to the inverse radius of the tip ρ−1 ≈ 4× 105cm−1 (c. f.
Sec. 2.2.3). As indicated by the red line in Fig. 4.4b, qmax accentuates a certain momentum
out of the respective dispersion relation of the investigated sample. The spectral position
of the surface modes at the momentum qmax therefore determine qualitatively at which
frequency spectral signatures in the near-field response can be expected.
For a quantitative analysis, the dominant momentum can be used to calculate the actual
electrodynamic reflection coefficient of the sample at qmax. This value can then be used to
describe the effective reflectivity of the sample using
βeff ≈ rp(qmax)
∣∣
k=2piν . (4.12)
βeff can be used in the conventional formalism of the FDM for homogeneous samples to
calculate the effective polarizability of the tip using Eq. (3.3). The solid lines in Fig. 4.4c
are calculated in this way using the parameters qmax = 2.5× 105 cm−1, L = 200 nm, and
g = 0.75e0.15i. This is slightly different from the values used in Sec. 4.1.1, which could be
due to a different tip used for the measurements.
To compare the results of the FDM with the results of the model presented in Ref. [57]
which are based on the point dipole model, the calculated curves of Ref. [57] are also plotted
in Fig. 4.4c (dashed lines). In the case where no graphene is present (black), both model
curves (solid and dashed) are close to the experimental values. With the graphene layer on
top (red), however, the point dipole model (dashed) shows significant differences below
and above the resonance position. This becomes most obvious in the phase spectrum below
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1050 cm−1. As expected for the FDM, the quantitative agreement to the experimental
data is superior in this range. Overall, it can be concluded that most features of the
experimental near-field spectra are well reproduced in both magnitude and shape by the
quasi-electrodynamic extension to the FDM.
It is, however, important to note that the result is very sensitive to the value qmax [119],
which is a drawback of the method presented here in comparison to the electrostatic
approach in Sec. 4.1.1. On the other hand, the quasi-electrodynamic calculation even
captures complicated near-field spectra containing strongly dispersive surface modes.
Furthermore, the computational effort of this approach is much lower than the electrostatic
approach since the integrals and derivatives that are necessary to solve Eq. (4.7) and (4.8)
are not needed. This makes the quasi-electrodynamic extension to the FDM a very useful
tool for the interpretation of complicated near-field spectra.
Finally, it should be mentioned here that the dominant in-plane momentum qmax for near-
field imaging depends on the height of the tip above the sample. For strongly dispersive
surface modes this might have a huge impact on the height-dependence of near-field spectra
that could be exploited for the investigation of the dispersion. This idea is sketched in the
Outlook.
Scattering properties as a function of the reflection coefficient Equation (4.12) implies
that on samples that consist of different materials the overall reflection coefficient rp
determines the near-field scattering amplitude Sn and phase φn. In Fig. 4.5, Sn and φn
are plotted as a function of Re(rp) for selected values of Im(rp). Note that for evanescent
waves |rp| > 1 is possible, as discussed in Sec. 2.2.2. For rp = 1, S3/S3(Au) = 1 and
φ3 − φ3(Au) = 0. With increasing Re(rp) the scattering amplitude increases drastically
and reaches a plateau before it decreases again. Note the logarithmic scale. The phase
signal shows a steady increase until almost 4pi from Re(rp) = 1 on. Im(rp) > 0 introduces
dissipation and therefore flattens the curves. Other than the function Sneiφn(e), which
is plotted in Fig. 3.2, the function Sneiφn(rp) does not show a distinct resonant behavior.
Therefore a representation of this function in the complex plane is less instructive than in
case of one dielectric function. Still, the plots in Fig. 4.5 can serve as a rough guideline for
the estimation of s-SNOM scattering signals on layered samples.
At least for a qualitative understanding it can be very insightful to calculate the function
rp(qmax)
∣∣
k=2piν of the respective sample, as shown in Fig. 4.4b. A quantitative analysis of a
layered sample with unknown material properties or layer thicknesses is more involved
since the number of unknown variables (ei, di) can be very large. However, if the properties
of only one layer j are unknown, a comparison of measured signals with trajectories of
Sneiφn(ej) or Sneiφn(dj) in the complex plane could help quantifying the unknowns. Those
trajectories need to be calculated for the respective sample including all known parameters
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Figure 4.5: Near-field scattering versus reflection coefficient of the sample.
The scattering amplitude (a) and phase (b) are plotted as a function of Re(rp). The different lines
are calculated for Im(rp) = 0, 0.1, 0.5, 1, 2, 5 from red to blue, as marked by the arrows.
ei 6=j and di 6=j. A different approach has been published very recently where both e and d of
one layer are retrieved simultaneously via an analysis of the near-field signals at multiple
demodulation orders [40].
4.2 Lateral material composition and resolution
In the previous section it has been demonstrated that s-SNOM is not only sensitive to the
properties of the immediate surface of the sample but also to underlying materials. For
dielectric materials the near-fields reach up to more than 100 nm deep into the sample
(c. f. Fig. 4.3). This suggests that also material contrasts below the surface can be resolved,
which allows for non-destructive subsurface imaging [10]. A full mathematical description of
near-field contrasts on samples that exhibit permittivity contrasts in both the vertical and
the horizontal direction was not aspired in this work. Instead, the problem was addressed
experimentally in the scope of two related master’s theses [118, 120].
In Sec. 4.2.1, the sensitivity to small metallic particles below the surface is quantified in
terms of lateral resolution and imaging contrast. The results are taken from the master’s
thesis of L. Jung [120]. Since the impact of tiny buried structures on the scattering signal is
rather small, the noise ratio needs to be kept low. One way to experimentally achieve a
high signal-to-noise ratio is via a proper adjustment of the oscillation amplitude of the tip.
A systematic study of the influence of this parameter on both the contrast and the visibility
of buried structures is presented in Sec. 4.2.2. These results are based on the master’s thesis
of A. Engelhardt [118].
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4.2.1 Resolution and contrast of particles below the surfacei
The lateral resolution of s-SNOM for features at the surface is determined by the sharpness
of the tip [69]. Cvitkovic´ et al. have shown that single gold nanoparticles as small as 8 nm on
top of a flat highly reflective substrate can be detected in mid-IR s-SNOM using standard
tips (tip-radius ∼25 nm) [121]. When scanning the tip in a height that corresponds to the
diameter of the particle above the substrate, the particles appear as bright spots with a full
width at half maximum (FWHM) of 40 nm. This result demonstrates that also particles
with sizes below the resolution limit can be detected.
For particles below a dielectric layer the resolution of s-SNOM can be expected to decrease
significantly since the dielectric layer acts as a spacer. The evanescent field components
containing the highest in-plane momenta q  |k|, which are responsible for the high
lateral resolution, decay quickly in z-direction, as can be seen in the exponential function in
Eq. (2.10). Note that if the spacer layer supports surface waves the high in-plane momenta
can be restored via coupled surface modes. This principle is exploited in superlenses [23,24].
However, the focus here is on dielectric materials that do not support surface waves.
The resolution and contrast for gold particles buried below a dielectric layer has been
quantified by Krutokhvostov et al. [122]. They imaged the contrast between silicon and
gold disks with a diameter of 100 nm in a depth of up to 45 nm below a layer of SiO2. The
optical resolution (FWHM) of the disks was found to be only slightly above radius of the
disks.
In order to investigate the resolution and contrast of spherical nanoparticles that are
clearly smaller than the resolution limit of s-SNOM below a dielectric spacer, Jung used
gold particles with diameters down to 30 nm [120]. These nanoparticles were deposited on
the backside of a silicon nitride (Si3N4) membrane by drop-casting. The thickness of the
membrane is 30 nm. Such membranes are usually used in transmission electron microscopy
(TEM). Figure 4.6a shows a sketch of the sample geometry. Dispersed gold particles are
located at the backside of the Si3N4 membrane. The sample is imaged from the top, i. e.,
the membrane acts as a spacer between the s-SNOM tip and the nanoparticles.
In Fig. 4.6b, a TEM image of the sample is shown. It clearly reveals two individual
nanoparticles. Their diameter d is 50 nm. The s-SNOM image (scattering amplitude)
in Fig. 4.6c was taken at the same position as the TEM image. The laser was set to
ν = 1240 cm−1, where the permittivity of silicon nitride is expected to be in the order of
+2 [105]. Therefore, the membrane does not support surface waves. In order to optimize
the imaging conditions in terms of the relative noise level and the contrast the tip oscillation
amplitude was set to 60 nm (c. f. Sec. 4.2.2).
iThe results presented in this section are taken from the master’s thesis of L. Jung [120], which has been
prepared under my supervision.
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5.3 Experimental Resolution and Visibility of Particles in Different Depths
(a) (b)
Fig. 5.3: A TEM image and the corresponding SNOM image (amplitude signal of the
second demodulation order) of the same region of a silicon nitridemembrane
with 30nm thickness and gold particles with a diameter of 50nm under-
neath are shown. Three single gold particles can be seen in the TEM image
and correspondingly three bright spots in the SNOM image. The resolution
could be calculated to be (130±6) nm. The darker region in the upper left
corner of the TEM image (respectively the brighter region in the SNOM image)
presumably has its origin from leftovers of the chemical agents in the gold
particle solution.
Considering the actual particle sizes in both cases being much smaller than the spot width,
about the same results can be expected. This assumption is supported by the statistical
evaluation of Engelhardt that gave no hint about single particles being distinguishable from
clusters of two particles by the width of the spot.
The results of the measurements for the membrane with 50nm thickness are shown in
Fig. 5.4a and 5.4b. As for the membrane with 30nm thickness bright spots can be seen whose
equivalent can be found in the TEM image. Additionally, some dark spots can be seen in the
SNOM image. These correspond to bumps in the topography and have their origin in dirt on
top of the membrane. Two single particles are marked with a black circle in the TEM and in
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6.2 Experimental Results for Different Particle Sizes
Tab. 6.1: The particle concentrations in the gold particle solutions are listed for the
different particle sizes. In the last column the amount of solution that has to
be taken from each particle size in order to get 100µl of solution with about
the same number of particles of all sizes is listed.
particle diameter particle concentration amount in mixed solution
[nm] [×108 particles/ml] [µl]
30 2000 0.22
50 450 0.96
80 110 3.93
100 56 7.72
150 17 25.43
200 7 61.75
time and scans have to be done between two images. The SNOM images have been made
with the same parameters as the ones in chapter 5.3. The wavelength is again λ= 8.06µm.
Fig. 6.2 shows the results of this investigation and for comparison the theoretical predictions
from the model calculation. Spot size and signal strength have been determined as described
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Fig. 6.2: The experimentally evaluated data for (a) FWHM and (b) signal strength are
plotted against the particle size determined by TEMmeasurements. Measure-
ments on different samples are marked by color andmarkerstyle. Addition-
ally, the prediction from the model calculation is shown for comparison.
in chapter 5.1. With red circles the data points from the measurement on the sample with
mixed particle sizes are plotted. The data points in blue (diamonds) and green (squares) are
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Figure 4.6: Investigation of resolution and contrast of nanoparticles below the surface.
The geometry of the sample is sketched in a. Dispersed gold nanoparticles are positioned at the
backside of the Si3N4 membrane with a thickness of 30 nm. The sample is imaged from the topside.
b is a TEM image of the sample showing two single gold nanoparticles with a diameter of 50 nm. The
same position of the sample was imaged in s-SNOM. The near-field scattering amplitude is shown
in c. d shows the experimentally determined width (FWHM) of the spots measured in s-SNOM for
different particle diameters d. Different symbols correspond to different measurements series. The
solid line is calculated using a model of coupled dipoles which is sketched in the inset of e. The red
curve in this inset illustrates the magnitude of the scattered field as a function of the lateral position of
the tip dipole. rom this bell-shaped curve, the expectation for the FWHM can e calculated. The
relative enhancement of the scattering signal ∆S2 due to the presence of a nanoparticle is plotted
in e. The solid line is calculated according using the same model as before. Parts of this figure are
adapted from Ref. [120].
Clearly the two particles can be seen in the s-SNOM image as bright spots, which is
a demonstration of subsurface near-field imaging. The spot size is (130± 6)nm. Given
that the geometry of the sample here is different from the sample of Krutokhvostov et
al. [122], the determined resolution is comparable. However, here, the imaged particles
have a diameter of only 50 nm and are therefore significantly smaller than the resolution
limit of s-SNOM through a dielectric spacer of 30 nm thickness. The comparison to TEM
images is therefore indispensible here since it ensures that the spots in the s-SNOM images
stem from individual particles rather than agglomerates.
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Furthermore, the FWHM has been determined as a function of the particle diameter d.
Figure 4.6d shows the experimental results for various gold particles. Red diamonds stem
from a single experiment on one sample that has been prepared with a mixture of gold
particles. The other symbols represent measurements on different samples with the same
geometry. The plot shows an increase of the FWHM with increasing particle diameter, as
intuitively expected.
A simple theoretical model is used to qualitatively explain this trend [118, 120]. Both
the tip and the nanoparticle are modeled as point dipoles with a polarizability of a metal
particle with a comparable size. The inset in Fig. 4.6e shows the geometry where the
dipole representing the tip is moved with respect to the nanoparticle (arrow). The vertical
distance is kept constant according to the thickness of the membrane. In order to describe
the membrane, the entire surrounding space is set to the dielectric function of silicon
nitride, i. e., the Si3N4/air interfaces are neglected. The scattered field of the coupled
dipoles under illumination is calculated as a function of the position of the tip, which
results in a bell-shaped curve around the position where the two dipoles are aligned, as
illustrated in the inset. From this curve the FWHM can be determined as a function of d.
The resulting relation is plotted in Fig. 4.6d (solid line). Details on the formalism can be
found in Refs. [118, 120].
A qualitative agreement between this model and the experimental data is given. In
general, the FWHM is underestimated by the model. Still, both experiment and theory
show a value larger than zero for d → 0, which can be interpreted as the resolution
limit for the given sample geometry. From the experimental data the resolution limit of
s-SNOM through a dielectric layer of 30 nm is estimated to be around 100 nm. However, the
sensitivity is high enough that even particles with a diameter below 50 nm can be detected.
To evaluate the sensitivity to small particles under the surface further, the relative signal
enhancement ∆S2 above the nanoparticles, normalized to the background of the bare
membrane, is plotted in Fig. 4.6e as a function of the particle size d. ∆S2 is the brightness of
the spot and can be interpreted as the additional near-field above the membrane due to the
presence of a particle. The measured values indicate a clear increase of ∆S2 with increasing
particle diameter. This is intuitively explicable since the higher amount of material of larger
nanoparticles will result in a stronger interaction with the tip. Also here, the trend given by
the measured data is in agreement with the model calculation. The solid line in Fig. 4.6e is
obtained from the height of the bell-shaped curves that describe the dipole coupling.
Ultimately the sensitivity to small volumes of material below the surface is limited by
the noise that is present in the measurements. By preparing membranes with different
thicknesses it has been found that the detection of single particles with a diameter of
50 nm is feasible up to a depth of 50 nm [120]. One way to increase the sensitivity of
s-SNOM to objects below the surface would be employing surface waves on suitable cover
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materials using an properly chosen illumination frequency [23, 24]. Li et al. demonstrated
that even if the given cover material itself does not support surface waves, a layer of
graphene can be deposited on top of the sample to improve the imaging conditions via
graphene plasmons [123]. However, for purely dielectric cover layers (Re(e) > 0) the
imaging conditions can also be improved by suitably selecting the oscillation amplitude of
the tip. This aspect will be discussed in the following section.
4.2.2 Visibility of buried structuresi
Due to the reduced contrast of buried objects subsurface near-field imaging is hampered by
noise disturbances. For this reason the visibility of buried structures in s-SNOM images
has been investigated as a function of the oscillation amplitude A of the tip and the
demodulation order n. The term visibility denotes the possibility to visually distinguish
an object from its surrounding. It has been found that operating the s-SNOM at a low tip
oscillation amplitude leads to relatively high contrasts of buried objects [11, 122]. This is in
agreement with earlier findings for imaging contrasts on the surface [124]. However, a low
tip oscillation amplitude leads to a low absolute signal strength due to the low modulation
depth of the near-field. Therefore the relative noise disturbances are high. This indicates
that a trade-off has to be made between high resolution and contrast on the one hand and
low relative noise on the other.
A sketch of the sample that has been used for this study is shown in Fig. 4.7a. The sample
consists of a silicon substrate with gold triangles fabricated by nano-sphere lithography
[125]. The gold triangles have a height of 25 nm and a side length of about 500 nm. The
whole sample is covered by a polymethylmethacrylat (PMMA) layer with a thickness of
54 nm on the substrate and about 32 nm on the gold triangles. The dimensions of the
triangles are chosen in a way that no antenna resonances occur [89] at the illumination
frequency of ν = 944 cm−1.
The measurement series shown in Fig. 4.7b shows an area of 2× 2 µm2 that has been
imaged six times. After each scan the tip oscillation amplitude A has been increased.
Particular care was taken that no other parameters changed during the series. Especially
the illumination power of the laser was kept constant. By reproducing the first scan after
recording the series it has been ensured that the quality of the tip did not change during
the measurements.
The columns in Fig. 4.7b depict the topography and the unnormalized scattering ampli-
tude in the second and third demodulation order. Note the different color scale bars. In
the topographic images the triangles are blurred since the covering polymer layer wraps
around them [118]. For different tip oscillation amplitudes they show almost no variation,
iThis section is based on an earlier publication [12], which summarizes some of the results of the master’s
thesis of A. Engelhardt [118]. The manuscript for the publication was written by me.
50
4.2 Lateral material composition and resolution
0.0
0.0
0.0
0.0
0.0
11.0
11.1
11.0
10.6
9.9
0.0
10.5
0.0
0.3
0.5
0.5
1.0
0.8
1.0
1.3
1.5
1.9
1.5
2.5
0.00
0.00
0.00
0.00
0.00
0.38
0.46
0.44
0.54
0.57
0.04
0.73
Topography
(nm)
S2
(a.u.)
S3
(a.u.)
29 
45 
55 
62 
76 
117 
A
(nm)
0
100 
25nm 
54nm 
PMMA 
Au 
Si 
(a)
(b)
(a)
1
2
3
A (nm)
S
N
R
C
on
tra
st
 S
3
C
on
tra
st
 S
2
2
1
2
1
S2
S3
(a)
(b)
(c)
(b)
(c)
(d)
(e)
Figure 4.7: Determination of visibility and contrast of buried structures.
a shows a sketch of the sample. The image series in b shows the topography and the optical
amplitudes in the second and third demodulation order at different tip oscillation amplitudes (right
arrow). The black scale bar corresponds to 500 nm. c and d show the relative near-field contrast
between the marked areas on the triangles and the polymer-covered silicon for the second (c) and
third (d) demodulation order. The inset in c depicts the evaluated areas and the corresponding
numbers. The signal-to-noise ratio (SNR) of each image for both demodulation orders is plotted in e.
which attests stable mechanical imaging conditions for all values of A. In the optical images
S2 and S3 the triangles become more distinct, with increasing oscillation amplitude A. Also,
the demodulated scattering amplitude Sn increases as A is increased since the modulation
depth becomes higher. Strikingly, the shape of the triangles can be identified more clearly
in the optical images than in the topographic images. Therefore it can be excluded that the
optical signals are only artifacts due to an insufficient decoupling between topographic and
optical information [126].
In the S2 images for A = 29 nm the triangles can barely be identified whereas for
A = 117 nm they stand out clearly. The behavior of the S3 signals is comparable, even
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though the triangles can only be perceived for A = 55 nm and higher. From the image series
it can be clearly seen that increasing the tip oscillation amplitude enhances the visibility of
the buried triangles.
To analyze the images a small area on each of the two triangles and one larger area
on the region in between have been selected. These selections are shown in the inset
of Fig. 4.7c. By overlaying all images it has been ensured that the exact same areas are
selected and evaluated on every image. The plots in Fig. 4.7c and d show the evolution
of the relative optical contrast Sn(Au)/Sn(Si) between the polymer-covered triangles and
the polymer-covered substrate for the second and third demodulation order, respectively.
The two triangles are evaluated individually, since slight variations in the thickness of the
PMMA cover layer cannot be completely excluded. The data points show a decrease in the
relative contrast with increasing tip oscillation amplitude A. This finding is consistent with
Refs. [11,122]. However, the error bars, which are calculated from the standard deviation of
the signals in each area, are high for low tip vibration amplitudes. This shows, consistently
with the impression given by the image series in Fig. 4.7b, that the contrast alone is not the
only measure for the quality of an image.
For a direct comparison, the signal-to-noise ratio (SNR) on the polymer-covered silicon
area is plotted in Fig. 4.7e. The noise is evaluated as the standard deviation σn of the
average signals Sn. From the plot it can be seen that the SNR increases almost linearly
with A. The noise itself shows no distinct dependence on the vibration amplitude, which
indicates that most of the noise in the experiment is captured elsewhere like in the detector
or the electronics. Also, it has been found that the noise does not deviate significantly
between the three areas of evaluation. Therefore the increase in the SNR must be solely
due to the increase in the signal.
In order to quantify the visibility of the triangles on a color plot, the image contrast must
be brought into relation with the noise. The color scale can easily be adjusted to the region
of interest. Therefore the decisive parameter, which determines whether or not an object
can be visually perceived, is given by the difference in absolute signals compared to the
noise level. That way it becomes evident that a possible constant background signal on the
whole image does not influence the visibility of an object, as long as the background does
not influence the noise level. To quantify the visibility, it is therefore useful to define the
signal-difference-to-noise ratio (SDNR) between two regions A and B as
SDNR =
|Sn(A)− Sn(B)|
σn
. (4.13)
The evolution of the SDNR with the tip oscillation amplitude A is plotted in Fig. 4.8
for the second and third demodulation order. In both cases the SDNR increases with
increasing A, which is consistent with the qualitative impression when regarding the image
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Figure 4.8: Quantification of the visibility.
The plot shows the signal-difference-to-noise ratio (SDNR) in the second and third demodulation
order evaluated for both triangles separately (1 – solid, and 2 – dashed in the inset of Fig. 4.7c). For
values above 0.5 the triangles can be recognized in Fig. 4.7b.
series. When comparing the values of the SDNR to the subjective impression of visibility in
Fig. 4.7b, it can be found that there is a lower limit of roughly SDNR > 0.5 below which
the triangles cannot be identified. From this finding it can be concluded that only relative
contrasts between two regions A and B for which
Sn(A)
Sn(B)
> 1+ 0.5
σn
Sn(B)
(4.14)
is fulfilled can be identified in s-SNOM. Therefore the noise ultimately limits the detectabil-
ity of objects with a low contrast to the surrounding material and sets a lower bound to the
tip oscillation amplitude.
In conclusion, it has been demonstrated here that the tip oscillation amplitude influences
both the contrast and the visibility of buried objects imaged in s-SNOM. If the identification
of a buried objects is the only goal of a measurement, high tip oscillation amplitudes in the
range of A ≈ 100 nm reduce the relative noise and therefore increase the visibility of the
structures significantly. This finding is not restricted to subsurface imaging but can also be
applied in case of low material contrasts at the surface.
For a quantitative analysis of s-SNOM measurements, however, a compromise for an
appropriate oscillation amplitude and demodulation order must be made. Reasons besides
the lower contrast that oppose the use of high tip vibration amplitudes are the lower lateral
resolution that must be accepted [122, 127], and the higher background (depending on the
demodulation order) that hampers the quantitative analysis of the measurements [90]. For
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quantitative measurements it can therefore be beneficial to keep the tip vibration amplitude
in the order of the tip radius, but high enough to have a significant signal difference in
comparison to the noise level of the individual experiment.
Note
So far, the results presented in this work are related to the imaging properties of s-SNOM.
Therefore, the underlying physical processes have been quantified using theoretical and
experimental investigations on model systems. In the remaining chapters the perspective
is changed, and the focus is set on the investigation of fundamental material properties of
samples beyond model systems, using s-SNOM.
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Free charge carriers in nanoparticles
The coupling between the near-field generated at the tip and surface plasmon polaritons
(SPPs) can be used to characterize the free charge carriers in nanostructures. As discussed
in Chap. 3, the spectral dependence of the scattered field depends on the position of the
surface plasmon frequency νsp, which is a function of the charge carrier density. This
correlation can be used to extract the density of free charge carriers on a local scale without
any need for electrical contacts or complicated sample preparation [9,63,99,100,102,128,129].
The broad spectral range that is covered by the lasers used in this work allows for a precise
analysis of the near-field spectra, revealing relative variations in the charge carrier density
in the order of 10% on a length scale below 100 nm. This makes s-SNOM an alternative to
established electric measurements like Hall characterization.
In this chapter, the free charge carriers in highly doped indium arsenide (InAs) nanowires
and in antimony telluride (Sb2Te3) hexagonal platelets are addressed. Owing to the high
spatial resolution of s-SNOM, remarkable new findings about their local distributions
could be made. This provides a deep insight into the material properties of the respective
nanostructures.
In case of the nanowires it is shown that the spectroscopic data of a single nanowire
can be used as a calibration that allows for quantitative charge carrier mapping of similar
structures with only one single near-field image. If the observed contrast on a sample is
only due to an inhomogeneous charge carrier density, this method enables a quick routine
characterization of nanostructures in science or of large nanostructured areas as they appear
for example in semiconductor industry.
5.1 Free charge carriers in indium arsenide nanowires
Nanowires are a promising building block for the bottom-up fabrication of future electronic
devices such as high-performance field-effect devices [130, 131]. Technologically, they
allow for the use of materials that cannot be grown as epitaxial layers on standard silicon
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wafers [132, 133]. Additionally, nanowires exhibit fundamentally interesting quantum
effects in their transport properties [134–136]. The III-V semiconductor indium arsenide
(InAs) is specifically interesting due to its high electron mobility, low effective mass, and
small band gap [137]. These properties make InAs a suitable material for high-speed
electronics [130, 131], near-infrared photonic devices [138], quantum cascade lasers [133],
and mid-IR semiconductor-based plasmonics [47, 139].
5.1.1 Introduction
The InAs nanowires investigated in this section are grown using selective-area metalorganic
vapor phase epitaxy (SA-MOVPE).i MOVPE is a common method for the fabrication of III-V
semiconductor epitaxial layers [133]. Initially, the group-III and group-V atoms (here In and
As) are bound in metalorganic precursors. The precursors used here are trimethylindium
(TMIn) and arsine (AsH3). A carrier gas (e. g. nitrogen) is used to transport the precursors
into a heated reaction chamber (working pressure 20 mbar, substrate temperature 650°C [13])
where they decompose in the gas phase or by surface reactions at the substrate [133]. That
way an epitaxial crystal growth takes place.
In SA-MOVPE, the substrate is partly covered by a patterned SiO2 layer in a way that
epitaxial growth only takes place where the SiO2 layer is interrupted. Here, GaAs (111)B
was used as a substrate that was covered by a 30 nm thick SiO2 layer which reveals holes
with a diameter of 50 nm [13]. That way, nanowires can grow out of the holes. SA-MOVPE
is an alternative to vapor liquid solid (VLS) growth [140], where catalyst particles (e. g. gold
nanoparticles) mediate the development of nanowires. The absence of catalyst particles
in SA-MOVPE raises hope that the resulting material could be cleaner, since no extrinsic
impurities can be incorporated [141].
The nanowires investigated here are doped with silicon, which acts as a donor [13]. High
doping concentrations offer a way to a better understanding of the transport properties of
InAs nanowires [13], which is otherwise tremendously influenced by the surface chemistry
[142–144]. Silicon is incorporated by introducing disilane (Si2H6) as a third precursor. The
doping concentration can be adjusted by tuning the partial pressure of Si2H6 and TMIn.
For the nanowires investigated here, the set pressure ratio p(Si2H6)/p(TMIn) was kept
constant at 3.75× 10−2 [referred to as doping factor (DF) 500] or 7.5× 10−2 (referred to as
DF 1000) throughout the entire growth process.
After the growth process, where the nanowires develop as upright standing structures
on the GaAs (111)B substrate, they have been shaved from the substrate. The nanowires
where then dispersed onto a gold substrate where they are lying in order to be imaged
in s-SNOM, as illustrated in Fig. 5.1a. The gold substrate serves as a spectrally invariant
iAcknowledgements for the preparation of the samples: H. Hardtdegen, F. Haas, K. Sladek, and T. Schäpers
(FZ Jülich).
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reference area for the optical measurements. Due to the crystalline growth of the nanowires,
they have a hexagonal cross-section [13].
Figure 5.1b shows a comparison between an SEM image of a nanowire and optical images
recorded at 892 cm−1. All s-SNOM images used for the analysis of the nanowire were taken
prior to this SEM image (c. f. Sec. 5.1.4). In the SEM image, the realistic shape of a typical
nanowire with DF 500 can be seen. It has a length of 2.47 µm and a diameter of 130 nm.
The straight edge at the right side of the image is the base (B) where the nanowire has
been broken from the GaAs substrate. The topside of the nanowire (left in the SEM image,
T) is roundish. Below the nanowire there is a dirt particle that appeared in s-SNOM only
after all measurements that are relevant for the evaluations presented here were taken. The
s-SNOM amplitude and phase image in Fig. 5.1b are taken on the same nanowire. For
nanowires with DF 500 there is typically one side brighter than the other in amplitude at
892 cm−1. The comparison to SEM images reveals that the bright side corresponds to the
topside of the nanowire.
Comparing the outer shape of the nanowire in s-SNOM with the SEM image reveals
that the s-SNOM tip is too blunt to allow for a direct assignment of the top and substrate
side. Also replacing the tip with a new one of the same type (NanoWorld Arrow NCPt) does
not lead to different results here. Figure 5.1c shows the cross-sectional topography of the
nanowire measured with a given s-SNOM tip that has not been changed throughout all
measurements presented in this section. The expected hexagonal cross-section can hardly
be recognized. Instead the actual shape of the tip largely influences the topography. The
absolute height can only be taken as an estimate due to the uncertainty of the calibration of
the sample stage. All s-SNOM images were analyzed along the line that marks the center
of the topographical elevation (red arrow in Fig. 5.1c). Interestingly, Fig. 5.1b reveals that
the variation of the optical phase towards the side of the nanowire is significantly smaller
than for the optical amplitude. This demonstrates that the phase signal is very stable even
if the geometric arrangement of tip and nanowire is unfavorable (e. g. the tip touches the
nanowire at a side facet).
The amplitude and phase images of the same nanowire recorded at various illumination
frequencies are compared in Fig. 5.1d and e, respectively (demodulation order n = 3, tip
oscillation amplitude A = 35 nm). Here, the topside of the image corresponds to the topside
of the nanowire during growth. The nanowire bears a huge internal amplitude contrast
and a phase contrast (up to 1pi) that is gradually varying with the illumination frequency.
Interestingly, the pattern that can be found in the phase images is richer and extends up to
higher wavenumbers. The variation of the signal along the nanowire can be assigned to
variations in the charge carrier density, which will be demonstrated in this section.
According to the Drude model, free charge carriers can cause the dielectric function
Re(e) to become negative. In that case, surface plasmon polaritons can be excited, as
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Figure 5.1: Near-field images of an InAs nanowire.
a shows the geometry of the sample. Highly doped InAs nanowires are deposited on a gold substrate.
That way they can be imaged along the side in s-SNOM. The gold substrate is taken as a reference for
all s-SNOM images. In b, an SEM image of a nanowire is compared with s-SNOM images recorded at
892 cm-1. The topside (T) and the base (B) according to the growth direction are marked throughout
the following figures. The color scales of the optical images are printed in d and e, respectively. A
cross-section through the corresponding AFM topography image is shown in c. The topography is a
convolution of the shape of the nanowire with the shape of the tip. For analysis of the optical images
the center of the topographical elevation was chosen (marked with the red arrow). The dependence
of the optical amplitude and phase images on the illumination is shown in d and e, respectively.
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discussed in Sec. 2.2.2. However, for a quantitative analysis of Fig. 5.1d and e, the behavior
of surface waves must be understood. In principle, there can be thought of several ways
how SPPs could play a role in the observed contrasts on the nanowire (c. f. Sec. 3.3). For
example, looking at the image recorded at 882 cm−1 in Fig. 5.1e, the optical phase reveals an
almost regular periodic pattern along the nanowire. Such a pattern reminds of a standing
wave that is reflected at both ends of the nanowire. To test whether the edges of the
nanowire play a role for the excitation of propagating SPPs (c. f. Fig. 3.5c), the sample has
been rotated about 45° and 90° around its surface normal. That way the incident angle
of the light illuminating tip and sample is changed. However, the optical pattern did not
vary between the measurements. This leads to the conclusion that the observed contrast
cannot be explained by propagating SPPs launched from the edges of the nanowire, since
otherwise the measured interference of the SPPs with the illuminating field would differ
depending on the angle of illumination [111].
A different mechanism that could lead to a standing wave pattern involves propagating
SPPs that are launched by the tip and reflected at the ends of the nanowire [62] (c. f. Fig. 3.5d).
The underlying assumption is that due to the geometric constriction of a nanowire the SPP
dispersion relation is significantly altered in comparison to a flat surface [61]. In order
to get an estimate of this alteration, the dispersion relation of SPPs on an infinitely long
cylinder of doped InAs has been calculated and compared to that of SPPs on a flat surface.
The calculation for the cylinder follows the analytical theory presented in Ref. [60] for
the fundamental, axially symmetric mode. Both the substrate and the damping of charge
carriers are neglected in the calculation. Figure 5.2 shows the results for a diameter of
d = 130 nm (red, solid) and d = 20 nm (red, dashed) and a charge carrier concentration of
N = 1.2× 1019 cm−3 (upper curve) and N = 5× 1018 cm−3 (lower curve). For comparison,
the respective dispersion relations of undamped SPPs on a flat surface are plotted as
black solid lines. The black dashed lines include a realistic damping of γ = 120 cm−1
(τ−1 = 2.3× 1013 s−1), which is consistent with the values extracted later in this section.
For the cylindrical geometry, the dispersion curves are far away from the light line (red,
dotted), which means that the polariton wavelength is reduced tremendously with respect
to the free-space wavelength of light. (Note the logarithmic scales.)
The blue shaded range corresponds to the q-values that are most efficiently excited
by the s-SNOM tip (c. f. Sec. 4.1.2). Other than for a flat surface where the tip can only
excite localized SPPs,i very thin cylinders (d = 20 nm) show a strongly dispersive behavior
in this range, i. e., propagating surface waves could be expected [62]. For d = 130 nm
which corresponds to the diameter of the investigated nanowires, the dispersion within
the blue shaded range is rather small. Furthermore, it can be expected that realistic
iThe term localized SPP in this context is defined as the range of the dispersion relation where the curve is flat,
i. e., the SPP dispersion is far from the light line and close to the surface plasmon frequency. In this range,
significant propagation lengths are prohibited by large damping factors [53]. Therefore, an SPP excitation is
expected only locally under the s-SNOM tip.
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Figure 5.2: Dispersion relation of SPPs on a cylinder.
Shown are dispersion relations for the axially symmetric mode of SPPs propagating along an infinitely
long cylinder of InAs. The calculation is performed for a diameter of d = 130 nm (red, solid) and
d = 20 nm (red, dashed) and a charge carrier concentration of N = 12× 1018 cm-3 (upper curve)
and N = 5 × 1018 cm-3 (lower curve). Damping is neglected. For comparison, the respective
dispersion relations of undamped SPPs on a flat surface are plotted as black solid lines. The black
dashed lines include realistic damping according to Ref. [13]. The red dotted line is the light line. The
spectral range of the experiments shown in this section is shaded in gray. The blue shaded range
corresponds to the q-values that are most efficiently excited by the s-SNOM tip (c. f. Sec. 4.1.2). Note
the logarithmic scales of the plot.
damping spectrally broadens the lines to an extend that the dispersion is smeared out and
a propagation over the whole length of the nanowire is unlikely.
An additional argument against a contrast that can be explained by propagating SPPs
launched by the tip is that the periodic pattern in Fig. 5.1e shows no clear dispersive
behavior, i. e., the period does not change significantly if the light frequency is changed.
This is in contrast to the trend of SPP dispersion curves close to the surface plasmon
frequency.
For these reasons, the observed optical contrast is interpreted as an effect of localized SPPs
under the tip and the local near-field signal is assumed not to be afflicted by any non-local
effects (as defined in Sec. 3.3). Thus the contrasts along the nanowire are interpreted solely
as a spatially varying charge carrier concentration. Before discussion the origin of this
spatial variation the local charge carrier concentration will be quantified in Sec. 5.1.2 and
5.1.3.
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5.1.2 Spectroscopic analysis
For a quantitative analysis a line profile along the nanowire has been extracted along with
the center of the topographical elevation from every image shown in Fig. 5.1d and e. The
position of this line is marked by the blue arrows next to the s-SNOM images in Fig. 5.3.
The waterfall plots in Fig. 5.3a and b show the spectral dependence of this line profile taken
from the amplitude image and phase image, respectively. The actual top of the nanowire
according to the SEM image is located roughly at x = 0.2 µm. The optical amplitude shows
a bright feature at low frequencies between x = 0.2 µm and x = 1.3 µm, that gradually
vanishes if the frequency is increased. Noticeably, the spectral behavior of each point along
the nanowire varies in a different way. This is even more apparent for the line profiles of the
phase images (Fig. 5.3b). Instead of further discussing the line profiles, the spectroscopic
data of points along the line have been extracted every 100 nm.
The spectra of the positions x = 0.6 µm and x = 2.3 µm (red arrows) are shown in
Fig. 5.4a–d as representative examples. Figure 5.4a shows the experimental data points for
amplitude (black) and phase (red) directly extracted from the plots in Fig. 5.3 at x = 0.6 µm.
The phase spectrum shows a clear peak at about 1000 cm−1. The amplitude spectrum shows
high values that exceed the scattering amplitude on gold by a factor of 2 at about 900 cm−1
followed by a strong decrease towards 1150 cm−1 from where on the signal level remains
roughly constant around 0.2. The combination of amplitude and phase on the complex
plane is plotted in Fig. 5.4b. In this representation, the trajectory of the complex scattering
signal describes a characteristic loop [49], which allows for a detailed assessment of the
fit quality of model calculations, as will be demonstrated in the following. Figure 5.4c
and d show similar plots for the position x = 2.3 µm in Fig. 5.3. Here, the phase shows a
steady decrease within the covered spectral range while the amplitude value recovers with
increasing wavenumber but stays below 0.4.
This spectral dependence can be explained by the spectral signature that is associated
with free charge carriers according to the Drude model (c. f. Sec. 3.2). The dielectric function
of doped InAs in the regarded spectral range is not influenced by phonons [46]. For the
Drude model, the following parameters are taken: e∞ = 12.25 [145]. The effective mass
depends on the charge carrier density N and can be described by the formula [46]
m∗(N)
m0
=
1+ 4P2
3Eg
(
1+
8P2h¯2(3pi2N)2/3
3m0E2g
)−1/2−1 , (5.1)
where P2 = 11.9 eV and Eg = 0.416 eV. This function is plotted in Fig. 5.5. According to
Ref. [46], it gives a good approximation of experimental data for N < 2.7× 1019 cm−3
(dashed line). The gray shaded range corresponds to the results used in this work. It shows
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Figure 5.3: Line profiles along the InAs nanowire.
Line profiles through the optical images are extracted along the line that connects two blue arrows
next to the s-SNOM images on top, which show the nanowire imaged at 892 cm-1 exemplarily. The
waterfall plot shows the spectral dependence of this line profile in amplitude (a) and phase (b). The
top of the nanowire is located roughly at x =0.2 µm. T and B mark the topside and the base of the
nanowire.
that the electron effective mass m∗(N) for highly doped InAs is a factor 3 to 4 higher than
m∗(0) = 0.022m0. Equation 5.1 has been introduced explicitly into the Drude model.
The charge carrier mobility at room temperature of bulk InAs can be modeled by the
empirical formula [145]
µ(N) = µmin +
µmax − µmin
1+ (N/Nref)
ξ
, (5.2)
with µmin = 1000 cm2/Vs, µmax = 34 000 cm2/Vs, Nref = 1.1× 1018 cm−3, and ξ = 0.32.
For the case of InAs nanowires, however, field effect measurements have shown that the
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Figure 5.4: Extraction of the local material properties.
Shown are representative spectra of two characteristic points on the nanowire at the positions
x = 0.6 µm (a, spectral representation; b, complex plane representation) and x = 2.3 µm (c and d).
These points are marked by the red arrows in Fig. 5.3. Dots represent experimental values. The
lines are calculated using the finite dipole model and the Drude model for free charge carriers, as
explained in the main text. The horizontal error bar labeled ∆N illustrates the spectral shift of the
calculated curve due to an uncertainty of ∆N = 1018 cm-3. e and f show the effect of a variation of
20% for the two fitting parameters N and CIR on the near-field spectra in amplitude (e) and phase (f ).
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Figure 5.5: Electron effective mass of InAs.
The model of Li et al. [46] delivers a good approximation of experimentally obtained results for
N < 2.7× 1019 cm-3 (dashed line). The gray shaded range corresponds to the results used in this
work.
mobility is reduced by almost one order of magnitude compared to InAs layers [13, 146].
This reduction can be attributed to the large density of stacking faults in nanowires [13]. An
additional reduction of the mobility can usually be observed at the high probing frequency
of infrared light compared to the DC measurements [47, 49, 99]. Since there is no reliable
data available for the reduction of the mobility due to size effects in the nanowire and the
measurement at infrared frequencies, an empirical correction factor CIR is introduced. CIR
is expected to be in the order of 0.1 [13, 49]. The damping coefficient γ(N) of the Drude
model is then given by
γ(N) =
1
CIR 2pic
e
µ(N)m∗(N)
. (5.3)
Inserting m∗(N) and γ(N) from Eqs. 5.1 and (5.3) in Eq. (2.6) completes the Drude model
for doped InAs nanowires. The dielectric function depends only on the charge carrier
density N and the correction factor CIR for the mobility.
The dielectric function obtained that way is applied in the finite dipole model (FDM,
c. f. Sec. 3.1.2) to fit the experimental data in Fig. 5.4. It is assumed that the nanowires
are sufficiently large to be treated as a homogeneous sample in the scope of the FDM.
Figure 5.4e and f illustrate the effect of a variation of the dielectric function of 20% around
N = 1019 cm−3 and CIR = 0.1 on the spectrum of the near-field scattering amplitude and
phase. Increasing the charge carrier density N increases the plasma frequency according
to Eq. (2.6) and therefore shifts the near-field resonance peak to higher frequencies. The
correction factor CIR is inversely proportional to the damping coefficient. Therefore, a
64
5.1 Free charge carriers in indium arsenide nanowires
higher value for CIR means less damping of the charge carriers, which results in a more
pronounced near-field resonance, both in amplitude and in phase.
The solid lines in Fig. 5.4a–d are calculated according to this model, where N and
CIR are used as fit parameters. The extracted values for N(x) are 9.5 × 1018 cm−3 for
x = 0.6 µm and 5.5× 1018 cm−3 for x = 2.3 µm. The error of these values is estimated with
∆N = 1× 1018 cm−3, which corresponds to a spectral shift of the curves of about 40 cm−1,
as indicated in Fig. 5.4a and c. Outside this range of uncertainty there is a considerable
mismatch between the calculated curves and the experimental data. This error corresponds
to about 10%. Only in those cases, where the peak in the phase spectrum is fully covered
by experimental data, the error can be down to 5%.
Proper values for CIR were found mostly between 0.08 and 0.1. The spectrum of the
phase can then be fitted very precisely. The calculated spectrum of the amplitude is always
slightly higher than the experimental values. Therefore, the calculated amplitude has been
multiplied by a factor of 0.7 or 0.8, as written in Fig. 5.4a and c, to fit the experimental
data. This slight deviation of the calculated values from the experimental data can probably
be explained by a limitation of the model, which is strictly only valid for flat, laterally
invariant samples (c. f. Sec. 3.1.2). As stated in the discussion of Fig. 5.1b, the amplitude
signal is much more sensitive to the actual geometric arrangement between tip and sample
than the optical phase. Apart from this factor, the general shape of the calculated near-field
scattering amplitude fits the experimentally obtained values very well. This can also be
seen in the complex representation, especially in Fig. 5.4b, where the data points lie close
to the calculated trajectory and cover most of the resonance. In case of Fig. 5.4d, only a
small fraction of the trajectory is supported by the measurement since the resonance peak
in Fig. 5.4c lies outside the experimentally accessible spectral range.
Results The same fitting routine has been applied to 26 point spectra extracted every
100 nm from the line plots shown in Fig. 5.3. From the fits, the charge carrier density can be
extracted with an error bar of about 10%. The results for N along the nanowire are plotted
in Fig. 5.6a (black dots with error bars). The absolute values in the order of 1019 cm−3 are in
good agreement with the trend that is shown in Ref. [13] for N depending on the doping
factor, determined by electrical measurements.
However, the spatially resolved optical measurement presented here also reveals that the
charge carrier density along the nanowire varies by a factor of two. The highest carrier
densities can be found at the tip of the nanowire. A very similar result has been obtained
for a second nanowire with DF 1000 (Fig. 5.6b), which has been imaged at 30 frequencies
between 882 cm−1 and 1800 cm−1. Here, the extracted charge carrier density is about twice
as high as for the nanowire with DF 500, as intuitively expected.
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Figure 5.6: Extracted charge carrier density and damping along the nanowire.
The distribution of charge carriers along the nanowire is plotted in a (DF 500, as in Fig. 5.3) and b
(DF 1000). The black dots with error bars are extracted from fits of the Drude model to spectroscopic
data as demonstrated in Fig. 5.4. c shows the extracted correction factor CIR along the nanowire with
DF 500. From these values the damping coefficient γ (or the inverse scattering time τ−1) can be
calculated using Eq. (5.3) (d). Black lines serve a guide to the eye. The red dots are extracted from
the complex-plane representation of the line profiles recorded at ν = 922 cm-1 in Fig. 5.7, and are
discussed in Sec. 5.1.3. T and B mark the topside and the base of the nanowire.
Of course also the damping coefficient γ(x) can be obtained from the data. For the
nanowire with DF 500 this is demonstrated in Fig. 5.6c and d. The correction factor CIR
that has been extracted at each position from the fits to the spectra is plotted in Fig. 5.6c
(black dots with error bars). From these values the charge carrier damping γ (or the inverse
scattering time τ−1) can be calculated using Eq. (5.3). The result is plotted in Fig. 5.6d. A
significant variation of the damping along the nanowire cannot be found. However, at the
base of the nanowire, the damping tends to be slightly lower.
For the nanowire with DF 1000 the extracted damping factor is γ = (106± 10) cm−1
(τ−1 = (2.0± 0.2)× 1013 s−1) over the entire length. The observation that the charge carrier
damping for the nanowire with the higher doping is lower than for the lower doping
suggests that the mobility increases with increasing charge carrier density. This is in
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contradiction to Eq. (5.2) for bulk InAs, however in agreement with the trend of the field
effect mobility of nanowires reported in Ref. [13]. The effect can be explained with the
different radial distribution of charge carriers depending on the carrier density [13].
5.1.3 Monochromatic analysis
Before discussing the origin of the observed inhomogeneity of the carrier density along the
nanowires, a very efficient approximative method for the spatially resolved extraction of N
and CIR will be introduced. As already discussed in Sec. 3.1.3, there is a distinct (injective)
relation between the dielectric function of the sample and the complex scattering signal in
s-SNOM. In Sec. 5.1.2, the dielectric function of InAs nanowires has been described using
the two parameters N and CIR, i. e., the local charge carrier density and a factor that is
related to their damping. At a given wavenumber ν, a pair of values N and CIR results
in a certain permittivity e = e1 + ie2, which further translates distinctly into a complex
scattering signal. In Fig. 5.7, it is demonstrated that at a suitable fixed wavenumber (here
ν = 922 cm−1, which is close to the near-field coupling resonance) also N and CIR are
distinctly connected to the complex scattering signal S3eiφ3 .
The trajectories of an increasing charge carrier density N at various fixed damping
coefficients are plotted as black solid lines. They describe almost closed loops on the
complex plane. The largest distances from 1 (normalized near-field signal of gold) are
reached if the value of N fulfills the condition for a near-field resonance associated to the
excitation of localized SPPs by the tip. For ν = 922 cm−1, this condition is fulfilled around
N = 9× 1018 cm−3 (red numbers). Varying the correction factor CIR for the charge carrier
damping at fixed values for N results in the red trajectories.
Together, the red and black lines define a ”coordinate system” from which the charge
carrier density and damping of an InAs nanowire at a specific position can be read out
even if only the complex scattering signal at one single illumination frequency is known.
The line profiles of the complex near-field scattering signal at ν = 922 cm−1 along the
two nanowires that have been investigated spectroscopically before are plotted in this
graph as points (black: DF 500, gray: DF 1000). This means, each point corresponds to the
signal that has been measured at a certain location on the nanowire under an illumination
frequency of 922 cm−1. The blue numbers in the plot mark the position along the nanowire
in micrometers from the tip (T) to the base (B).i
From these trajectories it is possible to read out the local charge carrier density N at
each position along the nanowire. The values extracted that way are shown as red dots
in Fig. 5.6a and b. They tend to lie slightly above the values that have been obtained
from spectroscopy but reproduce the general trends very well. The offset might be caused
by the individual measurement error at the specific wavelength. However, the overall
iThe ends of the nanowires are not shown in the plot because the rough topography leads to instable
measurement conditions and artifacts that obscure the polar representation of the line profiles.
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Figure 5.7: Extracted charge carrier density along the nanowire.
The polar plot shows trajectories for constant CIR and varying N (black) and vice versa (red) for
ν = 922 cm-1 on the complex plane. Red numbers correspond to the charge carrier density N in
1018 cm-3. The damping correction factor CIR is set to CIR = 0.05, 0.075, 0.1, and 0.125 (smallest
loop to largest loop). Dots represent the complex near-field scattering signal along the two nanowires
(black: DF 500, gray: DF 1000). The blue numbers in the plot mark the position along the nanowire in
micrometers from the tip to the substrate side. From this representation, the red dots in Fig. 5.6 have
been extracted.
agreement with the values obtained from spectroscopy demonstrates that already a single
measurement at one properly chosen wavelength contains enough information to extract
local charge carrier densities with reasonable precision.
Furthermore, the damping along the nanowire can also be estimated. For example the
damping of the nanowire with DF 500 (black dots) is almost invariant between x = 1.0 µm
and x = 1.3 µm, even though charge carrier density decreases by about 30% within the
same distance. A pointwise evaluation of CIR along the nanowire with DF 500 from the
polar plot leads to the red dots in Fig. 5.6c and d. Also here a generally good agreement
with the values obtained from spectroscopy is given. Only at three positions outliers can be
found. However, from Fig. 5.7 it can be seen, that for the respective position of the nanowire
the condition for near-field coupling is not well fulfilled. This causes the trajectories with
constant CIR (black) to be very dense and therefore makes the extraction of values imprecise.
An obvious workaround would be here to perform the same analysis a lower illumination
frequency, i. e., around 700 cm−1, which was however not available in this study.
In summary, the comparison between the black dots (spectroscopically obtained values)
and the red dots (from monochromatic analysis) in Fig. 5.6 demonstrates that already
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one single s-SNOM measurement can have a very high quantitative informative value.
It is important to note that a spectroscopic investigation of the sample is not rendered
unnecessary by this method. At least at selected points a near-field spectrum is needed
in order to test the model assumptions or in order to calibrate the underlying model to
generate the coordinate system of N and CIR. However, after this step is done, similar
samples or large areas can be scanned at one wavelength in order to get a quick insight into
the distribution of charge carriers. Also explicit two-dimensional maps of the charge carrier
density can instantaneously be generated by directly translating the complex scattering
signal into a plot of N(x, y) and γ(x, y). In principle, a similar approach is also supposable
for other contrast mechanisms that are not due to charge carriers, but for example due to the
shift of optical phonons caused by strain [147] or material composition, et cetera. However,
in all cases the method relies on an appropriate model. In combination with upcoming
broadband light sources, which allow for fast spectroscopy at selected points [79–83], this
monochromatic concept could be of high value in the future.
5.1.4 External influences and discussion
Until here it has been shown that the investigated highly doped InAs nanowires grown
by MOVPE exhibit strong spatial variations in the charge carrier density. Both nanowires
grown with a doping factor of 500 and 1000 generally show a similar behavior. High carrier
concentrations can be found at the topside of the nanowire, i. e., the end that develops later
during the growth process. It has been verified that comparable local contrasts can also be
found on nanowires that are deposited on an SiO2 substrate. Diffusion of gold atoms from
the substrate can therefore be excluded as the origin of the optical contrast. Instead, the
variations are interpreted as an intrinsic feature of the nanowires.
It is assumed here that the concentration of dopands along the nanowire is uniform. In
future this could be verified for example in atom probe tomography, where the sample is
decomposed ion by ion, and a three-dimensional position is computationally reconstructed
[148]. Potential reasons for the variation of the charge carrier density along the doped
nanowires are a higher defect density [149] or strain fields [150] at the side of the substrate.
Such modifications could trap charges and therefore reduce the local charge carrier density.
For InAs nanowires with low doping levels it has been shown that also the surface
chemistry and surface defects have a major impact on transport properties [142, 143].
Surface potential fluctuations can cause a Coulomb blockade which results in the formation
of quantum dots on the nanowire [136]. However, at higher doping levels this effect
is significantly reduced [136] and transport through the volume of the nanowire plays
an important role [13]. The strong influence of the surface properties on the electrical
transport of non-intentionally doped nanowires has also been demonstrated via electron
irradiation [144]. The electron beam of an SEM alters the surface to an extend that the
resistance can be reduced by one order of magnitude [144].
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Figure 5.8: Effect of electron irradiation on the near-field images.
The line profiles of the optical amplitude (a) and phase (b) taken before (solid) and after (dashed)
the irradiation of the nanowire with an electron beam of 10 keV show no significant difference for
ν = 886 cm-1. T and B mark the topside and the base of the nanowire.
In order to determine whether electron irradiation has a similarly strong impact on
optical images of a highly doped nanowire (DF 500), the nanowire has been imaged in an
SEM with an electron energy of 10 keV. An s-SNOM image at 886 cm−1 has been taken
before and immediately after the electron irradiation, using the same tip. The resulting line
plots along the nanowire for amplitude and phase are shown in Fig. 5.8a and b. The solid
(dashed) line corresponds to the line profile taken before (after) the SEM image. Apparently,
the electron beam does not have a strong impact on the near-field images of the highly
doped nanowire since the line profiles show no significant difference except for the higher
noise on the second image (dashed). This leads to the conclusion that the observed infrared
properties are dominated by properties of the bulk rather than the surface of the nanowire.
Therefore the optically determined values for N can be interpreted as a (local) three-
dimensional charge carrier density. For the assessment of this result it is important to note
that not necessarily all charge carriers that contribute to the infrared near-field signal also
contribute to the electrical transport properties of a nanowire. A comparative study of
the charge carrier density of undoped nanowires extracted by field-effect measurements
(sensitive to the three-dimensional charge carrier density) and Hall measurements (sensitive
to the surface accumulation layer) results in values that differ by a factor of four [151]. The
authors of Ref. [151] state that only the charge carriers in the surface accumulation layer are
relevant for the electrical transport. To investigate this issue further, an explicit comparison
of infrared measurements with Hall measurements would be highly interesting. That
way the application of mid-IR s-SNOM as a contact-less and non-invasive characterization
method with high spatial resolution for electronic material properties could be further
corroborated.
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5.2 Near-field investigations on antimony telluridei
Antimony telluride (Sb2Te3) has gained lots of attention due to its exotic physical properties
and the resulting potential for new device applications [153]. It is related to the class
of phase change alloys [15, 16] located on the tie line between Sb2Te3 and GeTe (i. e., the
GeSbTe compounds). At the same time it can be used in thermoelectric devices [19, 20]
and was shown to be a three-dimensional topological insulator [17, 18, 154]. Topological
insulators have a conducting surface due to a topologically nontrivial band structure that
is caused by strong spin–orbit coupling [155–157]. Furthermore it has been reported that
under pressure, Sb2Te3 becomes superconducting [158].
Here, the mid-IR properties of Sb2Te3 hexagonal platelets grown by solvothermal syn-
thesis [14] will be discussed and compared to Sb2Te3 films grown via metalorganic vapor
phase epitaxy (MOVPE), molecular beam epitaxy (MBE) [154], and sputter deposition.ii
A short description of the different fabrication methods is given in the Appendix. In the
following section, the physical and optical properties of crystalline Sb2Te3 will be reviewed.
The s-SNOM images of the platelets that are presented and discussed in Sec. 5.2.2 and
5.2.4 reveal a highly symmetric pattern that is interpreted as domains with different charge
carrier densities.
5.2.1 Physical and optical properties of antimony telluride
Crystal structure In its crystalline state at ambient conditions, Sb2Te3 has a rhombohedral
structure [space group R3m (D53d), lattice constants a = 4.264 Å, c = 30.458 Å] with five
atoms in a unit cell [17, 159]. In Fig. 5.9a and b, the crystal structure is shown. The
three-dimensional view in Fig. 5.9a shows the rhombohedral unit cell (black). Along the
z-axis (crystal c-axis), the material is characterized by a layer structure with hexagonal close-
packed atomic layers. It can be divided into strongly coupled quintuple layers, which are
terminated by a tellurium layer. Between the quintuple layers the coupling is predominately
of van der Waals type and therefore much weaker than the other bonds [17]. Figure 5.9b
shows a top view on a quintuple layer along the z-axis, which reveals a three-fold rotation
symmetry of the system. Looking from the side at one quintuple layer one can count the
uppermost atoms at the exposed surfaces. The ratio for Sb:Te evaluates to 3:3, and 2:3,
respectively, as can be seen in Fig. 5.9c.
The main focus of tis section is on nano-optical investigations of Sb2Te3 hexagonal
platelets grown from solution via solvothermal synthesis [14]. In brief, the reaction was
performed in a teflon lined autoclave by heating antimony- and telluriumdioxide in the
iParts of this section are also published elsewhere [152].
iiAcknowledgements for the preparation of the samples: T. Saltzmann, U. Simon (RWTH Aachen – solvother-
mal synthesis), S. Rieß, H. Hardtdegen (FZ Jülich – MOVPE), J. Kampmeier, G. Mussler (FZ Jülich – MBE),
F. Lange, M. Wuttig (RWTH Aachen – sputter deposition).
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Figure 5.9: Crystal structure and topography of an Sb2Te3 hexagonal platelet.
The three-dimensional view a shows a rhombohedral unit cell and the hexagonal close-packed atomic
layers aligned along the z-axis. The atomic layers can be divided into strongly coupled quintuple
layers. The top view on a quintuple layer b reveals a three-fold rotation symmetry of the system. Te1
and Te2 denote different chemical states. The lateral surface of one quintuple layer is illustrated in c
(solid lies: first row, dashed lines: second row). Depending on the crystallographic orientation (A or B
in b), the Sb concentration is different. d shows an SEM image of a Sb2Te3 hexagonal platelet with a
diameter of more than 10 µm. The topography (AFM) in e reveals a growth spiral. The recorded area
is marked by the black square in d . a and b are modified from Ref. [17].
presence of polyvinylpyrrolidone (PVP), which is applied as a capping ligand, under
basic solvothermal conditions. The resulting platelets are interesting due to their large
surface-to-volume ratio and the resulting multitude of possible applications [160] including
nanoelectroics [161]. An SEM image of a platelet is shown in Fig. 5.9d. The diameter of the
platelets can be up to 10 µm while their height is only in the order of 300 nm. The quasi
two-dimensional structure can be explained by the van der Waals coupling between the
quintuple layers, which causes the growth along the crystal c-axis to be much slower than
in other directions [159, 160]. Due to the size of the platelets a detailed analysis of material
properties and possible substructures on individual hexagons is challanging compared to
bulk material or extended films.
On regular platelets, one or more growth spirals with a very regular trigonal shape can
be found. They indicate the presence of a screw dislocation with a Burgers vector along the
crystal c-axis in the center [162,163]. A topography map (AFM) of a growth spiral is shown
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in Fig. 5.9e. The height of the steps is about 1 nm, which corresponds to the height of one
quintuple layer. Note that the image is flattened to an extend that the steps become visible.
The pyramidal shape of the growth spiral has therefore been subtracted.
Already in 1949, Frank et al. pointed out that the growth rate of crystals is significantly
increased when screw dislocations are present [162, 163]. Since then, growth spirals have
been observed in many crystalline materials, amongst others in bulk Sb2Te3 [164] and
Sb2Te3 nanostructures [165]. It is striking that the spirals observed in this study have a
triangular shape whereas the spirals reported in Ref. [165] are round. Triangular spirals,
however, have been reported for the isomorphous crystal structure of Bi2Se3 [166]. They
indicate growth conditions close to chemical equilibrium [167, 168].
Here, the focus will not be on the sole presence of growth spirals in Sb2Te3 platelets
but on their mid-IR near-field optical signature. Therefore platelets have been imaged
in s-SNOM. The geometry of the experiment is illustrated in Fig. 5.10a. As discussed in
Chap. 3, the near-fields are oriented dominantly parallel to the crystal c-axis.
Optical properties As suggested by the layered crystal structure of Sb2Te3, the material
is optically anisotrope. This is mainly due to an anisotropic electron effective mass [169].
The reflectivity in the mid-IR spectral range therefore differs significantly depending on
whether the electric field component of the light is polarized perpendicular or parallel to
the crystal c-axis [169–171]. Reflectivity measurements also show that Sb2Te3, which is not
intentionally doped, has a plasma edge around 1000 cm−1. This plasma edge originates
from an excess hole concentration which develops due to negatively charged antisite defects
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Figure 5.10: Dielectric function of Sb2Te3.
a shows the geometry under which the platelets were imaged. The near-fields are dominantly
oriented parallel to the crystal c-axis. In b, the dielectric function e(ν) of Sb2Te3 is shown for the
electric field component E aligned parallel (solid) and perpendicular (dashed) to the crystal c-axis
(black: real part, red: imaginary part). The constants are taken from Ref. [169]. The charge carrier
density was set to 1.2×1020 cm-3.
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(Sb on a Te position) [172–174]. Typical free charge carrier concentrations for Sb2Te3 are
between 1019 cm−3 and 1021 cm−3 [169, 171].
The infrared-active phonons of Sb2Te3 are below 175 cm−1 [169, 175]. This is far lower
than the smallest wavenumber used in this study. On the other hand, the indirect electronic
band gap is at 2250 cm−1 (0.28 eV) and is therefore too large to be reached with the light
sources used for this study [176]. The dielectric function of Sb2Te3 in the mid-IR spectral
range is plotted in Fig. 5.10b. It consists out of two Lorentz oscillators for the IR-active
phonons and a Drude term. The corresponding constants are taken from Ref. [169] and are
given in the Appendix. It has been reported in Ref. [177] that in case of thin films up to a
thickness of 350 nm, the dielectric function also depends on the film thickness.
5.2.2 Near-field optical measurements
Figure 5.11a shows the optical images recorded with s-SNOM of the exact same region
as the topography image shown in Fig. 5.9e for five different illumination wavelengths in
scattering amplitude S2 and phase φ2 (tip oscillation amplitude A = 30 nm). The measured
signals are normalized to the respective values measured on the silicon substrate. All
optical images show a very distinct pattern with trigonal rotation symmetry. Depending on
the wavelength, the contrasts change and can even be inversed. In case of the amplitude
there are two inversion points between 957 cm−1 and 1150 cm−1 and between 1600 cm−1 and
1850 cm−1, whereas the phase images only show one inversion point between 1250 cm−1
and 1600 cm−1.
A schematic overlay of the optical pattern with the topography of the growth spiral is
illustrated in Fig. 5.11b. Obviously both the optical pattern and the growth spiral show
a trigonal rotation symmetry around the screw dislocation in the center. Apart from
that, however, the optical and topographical information differ a lot. Similar near-field
optical structures have been found on various hexagonal platelets that were grown by
solvothermal synthesis. It has been verified that the measured contrast does not depend
on the orientation of the sample with respect to the direction of illumination, i. e., it is not
affected by polarization from the far-field (c. f. Sec. 3.3). Also a non-linear behavior with
the illumination power [178] has been excluded within the experimentally applicable range
(about one order of magnitude). By removing the magnet that can be used in the setup to
hold samples in position, it was verified that the optical pattern is not due to any magnetic
polarization.
Before comparing different growth mechanisms for Sb2Te3, first the contrasts in Fig. 5.11a
will be analyzed in more detail. Besides the obvious optical pattern there is a smooth
long-range gradient observable towards the edge of the platelet. This could be due to an
independent sample property or due to an effect of indirect illumination of the tip (c. f.
Sec. 3.3). A reliable reference to the silicon substrate is therefore hampered. Since the focus
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Figure 5.11: Near-field pattern of an Sb2Te3 hexagonal platelet.
a shows optical near-field images in scattering amplitude S2 (first row) and phase φ2 (second
row), normalized to silicon (upper left corner). The five columns show measurements for different
illumination frequencies. A schematic overlay of the optical pattern from a with the topography of the
growth spiral from Fig. 5.9e is shown in b. In c and d , the relative contrast between the domains, as
labeled in b, is plotted in amplitude and phase (dots). In the inset iof c, the area of 500 nm radius
around the screw dislocation that is used for the evaluation of the relative contrasts is sketched.
The lines are calculated near-field contrasts under the assumption of different Drude terms for the
domains A and B: NA = 2.1× 1020 cm-3, NB = 1.5× 1020 cm-3. In the lower plots the respective
contrast to silicon is shown.
here is on the origin of the optical pattern with its sharp boundaries, the average relative
contrast between the two domains marked with A and B in Fig. 5.11b have been extracted
within 500 nm radius around the screw dislocation in every image. The results are plotted
in Fig. 5.11c and d for the scattering amplitude and phase, respectively (dots, upper plots).
The inversion of contrast can be seen here as an intersection with the horizontal lines at
S2(A)/S2(B) = 1 and φ2(A)− φ2(B) = 0, respectively.
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To explain the observed optical behavior, different contrast mechanisms can be considered.
Firstly, a quantitative interpretation in terms of domains with different charge carrier
densities will be given. Other supposable contrast mechanisms will afterwards be disproved.
Domain structure and charge carrier density The sharp boundaries within the optical
pattern in Fig. 5.11a suggest the presence of two different domains. Since the mid-IR
dielectric properties of Sb2Te3 are dominated by the Drude contribution and the plasma
frequency can be supposed within the investigated spectral range [169–171], the optical
contrasts are interpreted as domains with different charge carrier density.
The solid lines in Fig. 5.11c and d are calculated near-field contrasts where the dielectric
function of Sb2Te3 is described by the Drude model with parameters e∞ = 29.5, m∗ =
0.25 m0 (for E||c) according to Ref. [169], and a damping constant of γ = 540 cm−1. (For
comparison: In bulk Sb2Te3, γ = 300 cm−1 [169].) The only variable parameter was the
free charge carrier density NA,B of the domains A and B. NA and NB were set in a way
that the resulting curves reproduce the contrast inversion of the experiments correctly
in both amplitude and phase. The resulting values are NA = 2.1× 1020 cm−3 and NB =
1.5× 1020 cm−3. The error of NA,B lies within about 10% — otherwise the frequencies where
the contrast is inverted are not correctly reproduced. In the lower panels of Fig. 5.11c and
d, the corresponding calculated near-field contrasts with respect to silicon are shown.
Birefringence and strain The strong optical anisotropy of Sb2Te3 suggests that the mate-
rial exhibits birefringence in the mid-IR spectral range. Birefringence effects can be observed
in near-field optical images [179–182]. However, this requires domains with substantially
different orientation of the crystal c-axis, which is not expected for the platelets. A different
source of birefringence is strain, which can be observed around defects. For example in
silicon carbide, birefringence can be observed around micropipes [183], which are hollow
core dislocation with a large Burgers vector (c. f. Chap. 6). However, since the Burgers
vector in case of the screw dislocations in Sb2Te3 is only one or few quintuple layers in
z-direction strain fields should be much lower.
A further argument that stands against any effect associated with strain is that strain-fields
relax with increasing distance from their source [147], which causes the contrast to blur out.
Additionally, strain in van der Waals crystals relaxes over very short distances [184]. The
images in Fig. 5.11a, however, show sharp boundaries over distances of several micrometers
from the center of the pattern. This argument also excludes stress-induced defects [173] as
a reason.
Effects associated to the surface conductivity Defects like screw dislocations and grain
boundaries have a local effect on the surface states in topological insulators [184–186].
Also the presence of low contents of substitute atoms and the thickness of the crystal can
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have drastic influences on the topological surface states [187]. In principle, the surface
conductivity of topological insulators should be observable in s-SNOM since they support
surface waves [59] similar to the sheet conductivity of graphene [57, 63–65]. However, due
to the high intrinsic (bulk) charge carrier density of Sb2Te3 the Fermi level usually lies
within the valence band which causes the surface states to be unoccupied [18]. As for
other three-dimensional topological insulators like Bi2Se3 [188] and Bi2Te3 [189], a possible
optical signature of surface states is therefore most likely masked by bulk effects. This
leads to the assumption that the optical pattern in Fig. 5.11a is not explicitly related to the
surface states of Sb2Te3.
5.2.3 Comparison to other samples
The pattern shown in Fig. 5.11 could be qualitatively reproduced on most solvothermally
synthesized platelets from various syntheses. Differences are that the angles enclosed by
domains A and B vary from platelet to platelet. Also the precise values of NA and NB are
not necessarily identical for all platelets. The three-fold symmetry, however, is always the
same. In many cases the structures are more complicated because two or more patterns
can be overlaid, which can be attributed to the presence of more than one growth spiral. A
representative example is shown in Fig. 5.12a and b (detail).
Additionally, in Fig. 5.12 the near-field optical behavior of the Sb2Te3 platelets is compared
to Sb2Te3 films grown by other means. All images where taken at 1250 cm−1, where the
domain contrast according to Fig. 5.11a is expected to be high. Figure 5.12c shows an
Sb2Te3 film (bright) grown on a silicon substrate via MOVPE. A hexagonal shape of the
crystallites can also be found throughout the sample. However, neither growth spirals
nor any comparable optical contrast has been found, which leads to the conclusion that
the charge carrier density is uniform within the MOVPE layer. The relative contrast to
silicon is comparable to the one of solvothermally synthesized hexagons. Therefore it can
be assumed that the charge carrier density is in a similar range. The wavy modulation with
a period of about 5 µm that is overlaid to Fig. 5.12c is most likely a far-field illumination
artifact due to an insufficiently suppressed background.
In Fig. 5.12d and e, an MBE-grown Sb2Te3 film is shown in topography and near-field
scattering amplitude. Since the film is closed the signal is not referenced to the substrate.
Also here, hexagonally shaped crystallites can be found which in this case also exhibit small
pyramidally shaped growth spirals. However, the spirals are not accompanied by character-
istic optical patterns. Interestingly, some crystallites are tilted and therefore presumably
have a different crystallographic orientation. In the optical image these crystallites appear
significantly darker which could be evidence for the optical anisotropy. Figure 5.12f shows
the scattering amplitude of a crystalline Sb2Te3 film that was sputtered. The crystallites
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Figure 5.12: Near-field images of differently grown Sb2Te3 samples.
a shows a solvothermally synthesized hexagonal platelet that exhibits a more complicated optical
pattern due to the presence of several growth spirals in scattering amplitude. In b, the region marked
by the square in a is shown in higher magnification. c is the image of a MOVPE film (bright) on
silicon (dark). Growth spirals were not found on the film. The upper scale bar refers to a-c. d is
the topography of an MBE film. Note that the appendant scale bar is saturated. The highest feature
is in the range is 230 nm. e is the corresponding optical image. The optical image of a crystalline
sputtered film is shown in f . The lower scale bar refers to e and f .
here are too small to be examined in detail. The dynamic range, however, is the same as for
the MBE film.
5.2.4 Interpretation of the results
Solvothermally synthesized Sb2Te3 hexagonal platelets reveal a pattern in mid-IR near-field
images that is not found on samples grown by other means (MOVPE, MBE, and sputtering).
The pattern is always correlated with a growth spiral. According to the evaluation in
Sec. 5.2.2 the optical contrast mechanism is most likely due to a domain structure with
different intrinsic charge carrier densities. The open question that remains is what causes
this domain structure. It can be presumed that the explanation lies in the specific growth
mechanism of platelets in solution.
Zhang et al. have shown that the development of hexagonal platelets in solvothermal
synthesis can be described in four steps [14]:
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1. Sb2O3 and TeO3 are reduced by ethylene glycol, which leads to the formation of Sb
nanocrystals and Te nanowires.
2. The Sb nanocrystals and Te nanowires are dissolved and recrystallize as irregular
Sb–Te alloy nanocrystals.
3. In a self-assembly process called oriented attachment mechanism, the nanocrystals form
hexagonal particles with a single crystalline center and a polycrystalline frame. Figure
5.13a shows this stage of development.
4. These structures develop further into single crystalline hexagons.
The last step in this mechanism is not yet fully understood. Obviously, the hexagons
investigated here exhibit distinct growth spirals, which suggests that spiral growth is the
dominant mechanism for the development of the monocrystalline center. Penn et al. have
shown that the growth of nanocrystals from solution can be initiated by an imperfect oriented
attachment, where crystallites overlap and form a dislocation with screw character [190]. It
is suspected here, that the development of the platelet is characterized by spiral growth in
the center, and dissolution of the crystallites from the outer frame. This process is close
to chemical equilibrium.i The almost perfectly trigonal symmetry of the spirals observed
on the platelets is related to the trigonal rotational symmetry of the crystal lattice (c. f.
Fig. 5.9b).
Recently, Zhuang et al. investigated the screw-dislocation-driven growth of (isomorphous)
Bi2Se3 platelets [191]. An important result of their work is that the development of platelets
from solution happens via bidirectional spiral growth, i. e., both surfaces of the platelets
develop equivalently via spiral growth from one common screw dislocation. The chirality
of this screw determines the rotational direction of both spirals. Figure 5.13b shows a three-
dimensional view of a platelet where also the growth spiral on the backside is illustrated
(red, dashed) according to Ref. [191]. Interestingly, the orientation of corners and edges
of the two spirals is exchanged. This can also be seen in the top view in Fig. 5.13c. It
is presumably owed to this behavior that the platelets develop as hexagons rather than
triangles.
The bidirectional spiral growth is a fundamental difference between platelets grown
from solution and any other technique where a substrate is involved. Both sides of the
chemically synthesized platelets are geometrically equivalent. Therefore, the platelet itself,
and the unit cell of Sb2Te3 have the same inversion symmetry. Due to the interchanged
roles of edges and corners, however, it seems likely that in an early stage of development
the lateral growth in each of the six directions is dominated by either of the two spirals.
This might lead to the development of so-called growth twins, which are domains with a
iFurther work towards a more detailed understanding for the development of Sb2Te3 platelets synthesized
from solution is in progress [168].
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Figure 5.13: Oriented attachment mechanism and development of the growth spiral.
a shows the starting point of the oriented attachment mechanism. A three-dimensional view of a
hexagonal platelet showing the two growth spirals that emerge from one screw dislocation is shown
in b. The red dashed lines illustrate the spiral on the backside of the hexagon. Both spirals emerge
from one screw dislocation (thick black line). The top view in c reveals that the position of corners
and edges of the triangular screws on front side and backside are exchanged. d is a sketch of the
relation between one growth spiral and hypothetic twin domains (gray and white). As illustrated by
the hexagonal symbols in the dashed box to the right, the unit cell is rotated by 180° with respect to
one another. The symbols A and B refer to the lateral surfaces of the a quintuple layer, as labeled in
Fig. 5.9b and c.
unit cell that is rotated by 180° about the c-axis with respect to one another (or equivalently
the stacking order in z-direction is reversed) [167, 192].
For the example of cadmium telluride (zincblende lattice), it has been shown that
depending on the growth conditions and the crystallographic direction of step growth,
different twin domains can develop in a reproducible way [193]. The twin domains reported
in Ref. [193] geometrically resemble the optical signature in Fig. 5.11a. In Fig. 5.13d, the
growth of one spiral after the formation of the twin domains (gray versus white) is sketched.
During the development of a hexagon, the crystallographic structure that is determined by
the already existing layers is further pursued, resulting in six single-domain regions [193].
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Boundaries between growth twins are known to have an effect on thermal transport due
to phonon scattering without degrading the electronic properties [192, 194]. It is, however,
not clear how a domain structure of differently oriented twins could directly lead to an
optical contrast. As mentioned in Sec. 5.2.1, the frequency of IR active phonons is below
the measured spectral range. Also a charge polarization cannot be expected from the
crystal structure. Even single quintuple layers, which consist of five hexagonal layers in the
stacking order Te-Sb-Te-Sb-Te are not polar.
However, the sketch in Fig. 5.13d reveals that depending on the domain, a different
crystallographic surface is laterally exposed at the edges of the spiral (A or B in Fig. 5.9c).
In epitactically grown films it has been reported that different directions of growth go along
with slight deviations from stoichiometry [195], which can be explained with the different
surface stoichiometry of the laterally exposed crystal faces (c. f. Fig. 5.9c). This effect could
potentially be much stronger for solvothermally grown platelets since the crystallites that
develop into a hexagon vary significantly in stoichiometry [14]. Twin domains in Sb2Te3
platelets might therefore lead to the formation of regions with different densities of antisite
defects. Since antisite defects act as dopants in Sb2Te3, this effect could explain the observed
optical contrast.
In conclusion, the s-SNOM images reveal information that might be related to the specific
growth process of solvothermally synthesized Sb2Te3 hexagonal platelets. Even though the
origin of the observed domain structure could not be definitely determined, the s-SNOM
images clearly show regions with different optical properties. According to the analysis
above this optical contrast can be traced back to different charge carrier densities. This
unexpected finding might be relevant for the application of chemically synthesized platelets
as building blocks for novel electronic devices, such as nanoscale electronic switches or
data storage devices.
It has been shown that s-SNOM provides a very direct and convenient way for the
visualization of the domain structure on Sb2Te3 hexagonal platelets. The strength lies
in the high spatial resolution in combination with the low requirements to the sample
fabrication. Especially a thin layer (∼1 nm) of polyvinylpyrrolidone (PVP) that covers the
synthesized platelets [14] can be an obstacle for any alternative method that relies on electric
contacts. However, further studies are required for a definitive explication of the origin of
contrast. In future the interpretation of the s-SNOM results in terms of free charge carriers
could possibly be approved by PEEM [29] or high-resolution EELS [196]. Also confocal
Raman spectroscopy could in case of Sb2Te3 provide a way to address the charge carrier
density via coupled plasmon–phonon modes [169]. Furthermore, for future investigations
with s-SNOM it might be interesting to image both sides of a platelet. Additionally, an
exfoliation [197, 198] of solvothermally synthesized platelets could potentially provide a
detailed insight into the inner structure of Sb2Te3 hexagonal platelets.
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Silicon carbide (SiC) is a very interesting wide-bandgap semiconductor that can be applied
for high power, high temperature, and high frequency electronics [199, 200]. Furthermore,
SiC has a strong Reststrahlen band in the mid-IR spectral range (c. f. Fig. 3.4), which makes
the material interesting for phonon-based optical applications [21, 22, 24, 147]. On the
crystallographic level, however, the material is challenging since it can grow in a large
number of polytypes [201].
This has important consequences on device technology, since due to the similar formation
energies of different polytypes, stacking faults and other defects are likely to form during
growth [202] and as a result of electrical stress [203] or thermal annealing [201, 204].
Many extended defects in SiC are known to have a strong impact on the electronic device
operation [205, 206] since defects significantly reduce the free charge carrier lifetime as a
result of Shockley-Reed-Hall recombination processes [207]. Additionally, some defects
can even migrate if a bias voltage is applied to the sample [208, 209]. Meanwhile, both
electrical [205, 206, 209] and structural [202, 210, 211] properties of many typical defects are
widely investigated.
For phonon-based optical applications, however, the significance of structural defects in
SiC has not been previously studied. Due to their size, these defects can hardly be examined
by far-field techniques in the spectral range of the optical phonons. From earlier near-field
studies it is known that polytypes [212], strain [147], and regions with different crystalline
quality [106] can be distinguished in the near-field at frequencies where surface phonon
polaritons (SPhP) can be excited (c. f. Sec. 3.2). It can therefore be expected that extended
defects can also be detected in s-SNOM. In this chapter, the near-field signatures of two
technologically relevant types of defects are presented. First, the appearance of a carrot
defect will be described in Sec. 6.1. Also micropipes have a strong influence on near-field
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images. This will be discussed in Sec. 6.2. Finally, possible explanations for the observed
near-field contrasts are given at the end of the chapter, in Sec. 6.3.
6.1 Near-field investigation of a carrot defect
The sample investigated here consists of a 4H-SiC substrate with a surface plane that is
tilted 8° off normal (c-axis), in [1120]-direction.i (4H describes a polytype of SiC where
the stacking order of the planes in the hexagonal lattice follows the sequence ABCB [215].)
The substrate has a free electron density of 3× 1018 cm−3. An epitaxial layer of SiC with a
thickness of 50 µm is grown on the substrate by hot-wall chemical vapor deposition (CVD,
c. f. Appendix) [216]. Following the stacking order of the substrate, a 4H-SiC epitaxial layer
results from growth. However, the charge carrier density in the epitaxial layer is only in
the order of 1× 1014 cm−3. The control over the charge carrier density in the epitaxial layer
allows for the fabrication of electrical devices from SiC [199, 200].
A common type of extended defect in SiC epitaxial layers is the carrot defect. Its structure
has been investigated by Benamara et al. via KOH etching and cross-sectional transmission
electron microscopy [202]. The results of their study are illustrated in Fig. 6.1a. In the
image, the atomic steps of the substrate go downwards from left to right, i. e., the c-axis
is tilted about 8° to the left. Carrot defects nucleate from a threading dislocation (TD) in
the substrate. This dislocation splits into two to three partial dislocations at the nucleation
point (NP). In all cases, this splitting results in the continued propagation of the TD through
the epitaxial layer, but also forms a stair-rod dislocation (SR). These two partial dislocations
(TD and SR) serve as the boundaries of a prismatic fault, which forms in the {1100}-plane,
perpendicular to the substrate surface. In many instances, a third, Frank partial dislocation
(FP) is formed, resulting in a second stacking fault which lies in the 8° off-axis basal
plane ({0001}-plane). This is referred to as a basal plane (B) or in-grown stacking fault
in literature [217]. This latter fault has been investigated heavily due to their deleterious
impact upon device performance both as a component of a carrot defect [202, 213], but also
as an isolated defect [217, 218]. It can exhibit a broad range of different stacking orders
with different luminescence properties [219].ii A carrot defect causes a huge topographical
feature at the surface that resembles a lying carrot and gives the structure its name.
The microscopic image in Fig. 6.1b shows the appearance of a carrot defect in conventional
optical microscopy. The defect is clearly visible and extends over more than 200 µm. At
the characteristic points (i. e., the dislocation lines TD, SR, and FP, as assigned according to
iAcknowledgements for the preparation of the sample and the pre-characterization using ultraviolet photolu-
minescence imaging [213], electron channeling contrast imaging [214], and secondary electron microscopy:
J. D. Caldwell, R. E. Stahlbush, N. A. Mahadik, and J. Hite (Naval Research Laboratory, Washington, D. C.).
iiInterestingly the basal plane defect investigated here does not show any signature in ultraviolet photolumi-
nescence imaging, which is rather untypical [220].
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Figure 6.1: Carrot defect in s-SNOM and electron microscopy.
a shows a sketch of a carrot defect according to Ref. [202]. The carrot nucleates from a threading
dislocation (TD) in the substrate. This point is marked as nucleation point (NP). Two stacking faults
called prismatic fault (P) and basal plane dislocation (B) intersect in a stair-rod dislocation (SR). At
the opposite edge, the prismatic fault [basal plane] is bounded by a threading dislocation (TD) [Frank
partial dislocation (FP)]. The microscopic image in b shows the appearance of a carrot defect in
conventional optical microscopy. The estimated positions of the line defects are shown with arrows.
The topography and near-field optical images recorded at 934 cm-1 of these three characteristic point
are shown in c–e. The color scales for the optical images which are shown above e refer to all
images. ECCI and SE images taken by J. D. Caldwell and J. Hite (Washington, D. C.) are shown for
comparison.
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the description of Benamara et al. [202]) s-SNOM images have been taken at a frequency of
934 cm−1, which is close to the near-field coupling resonance of 4H-SiC. (Demodulation
order n = 3, tip oscillation amplitude A = 35 nm). The respective images are shown in
Fig. 6.1c–d. Their orientation is as in the microscopic image in Fig. 6.1b. The near-field
images are compared to electron channeling contrast imagesi (ECCI) and to conventional
electron microscopy images using secondary electrons (SE). In topography (top), the defects
appear as pits with a depth between 50 nm and 200 nm. The optical images reveal huge
contrasts in both amplitude and phase. Also ECCI and SE images show the defects. In the
following, the images will be qualitatively discussed.
The area around the threading dislocation (Fig. 6.1c) appears optically dark. Furthermore,
there is a contrast between the upper half and the lower half of the image in both amplitude
and phase. The amplitude image reveals an arrow-shaped wavy pattern from the dark area
to the left. This structure is probably due to atomic steps at the surface of the epitaxial
layer, which stem from the tilted growth. Also in the SE image, this pattern can be seen. In
the optical phase image, the dark region extends further to the left, probably indicating
a contrast from below the surface. ECCI and SE microscopy reveal a similar feature.
Especially the ECCI image reveals a slightly brighter line, which might be caused by strain
from the subsurface TD.
Around the stair-rod dislocation (Fig. 6.1d), the optical images reveal lots of features. Both
the prismatic fault (extending from the center to the left) and the basal plane dislocation
(extending from the center to the bottom) are clearly visible. Furthermore, they appear in
amplitude as a sequence of dark–bright–dark. The branch running towards the top of the
image runs dead. It can be assumed that the stair-rod dislocation is located in the center.
There is a further feature visible, which stands out most clearly in the phase. It extends
from the center to the upper right corner. This defect could not be identified. Interestingly
it is not visible in SE microscopy. Unfortunately, the ECCI image does not contain the full
region. However, clearly the s-SNOM images reveal most details around the SR.
In the vicinity of the Frank partial dislocation (Fig. 6.1e), the general features of the
s-SNOM images are similar to the SR. The basal plane dislocation is visible from the top
of the image to the center, where the position of the FP is assumed. Here, the optical
amplitude image reveals a very strong wavy pattern parallel to the basal plane dislocation.
Again, this can most likely be explained with atomic steps at the surface and is also visible
in SE microscopy. Additionally, there is a line going from the FP to the left. This might be a
further prismatic fault connecting the FP with a threading screw dislocation [220]. Around
the FP, the richness of features in the s-SNOM amplitude image and the SE image is very
similar.
iECCI is an imaging mode in scanning electron microscopy where the sample is tilted to fulfill the Bragg
condition [214]. The intensity of backscattered electrons is then strongly modified by topographical
unevenness and defects [221].
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Already here, it can be concluded that extended defects like the dislocations and stacking
faults associated with a carrot defect have a strong impact on the local phononic properties
of SiC. For this reason, the near-field scattering signal, which for defect-free 4H-SiC can
be assumed very strong at 934 cm−1 due to the coupling to SPhPs, is strongly modified
in the vicinity of defects. By rotating the sample with respect to the direction of the
incoming light it has been assured that the images are not overlaid with strong artifacts
from propagating surface phonon polaritons (SPhP) [111]. In order to get a deeper insight
into the modifications of the near-field signal, the region around the stair-rod dislocation
has been investigated at different frequencies.
6.1.1 Spectroscopic analysis
A more detailed near-field investigation of the region around the stair-rod dislocation, i. e.,
the cone end of the carrot, is shown in Fig. 6.2. The topographic image in Fig. 6.2a shows a
region that is extended further along the prismatic fault in comparison to Fig. 6.1d. The
groove associated with the prismatic fault stands out clearly.
In Fig. 6.2b, the respective optical images are shown for ν = 891 cm−1 (left) and ν =
944 cm−1 (right) in near-field amplitude (top) and phase (bottom). These frequencies have
proven to reveal most distinct differences in the near-field images since they are located in
the rising/falling edge of the near-field coupling resonance. For ν = 891 cm−1, the prismatic
fault (P) appears dark in amplitude at the topographically deepest line. Furthermore, there
is a contrast between the region below this line (dark) and above (bright). In the phase
image, the prismatic fault causes a strong but not sharply confined contrast. Additionally,
the phase reveals numerous small spots that might be caused by threading edge (TE)
dislocations [222], according to their density [220]. The basal plane defect (B) only causes a
very weak contrast at ν = 891 cm−1 in both near-field amplitude and phase. Interestingly,
there are two further lines observable at this frequency. One of them emerges from the
stair-rod dislocation (SR) towards the upper right; a second one runs almost parallel a bit
higher. According to Fig. 6.1a, these features are not expected. Also at other carrot defects,
they have not been observed. Therefore this feature can be interpreted as an independent
extended defect intersecting with the carrot defect.
At ν = 944 cm−1, this feature is hardly visible. Also the dots caused by threading edge
dislocations disappear. On the other hand, the basal plane defect stands out clearly and
reveals an interesting contrast modulation (bright–dark–bright) in near-field amplitude.
Also the region around the stair-rod dislocation appears very bright in near-field amplitude
and causes a strong modulation of the phase over more than 2pi. The amplitude image
reveals a wavy pattern due to the step-growth of the epitaxial layer.
In the following, the focus will be on the spectral behavior of the region around the
prismatic fault. The arrows in Fig. 6.2b mark the line along which profiles have been
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Figure 6.2: Spectral dependence of the near-field images of a carrot defect.
a shows the topography of the investigated carrot defect around the stair rod dislocation. In b,
near-field images are shown in amplitude (top, in relative units) and phase (bottom) for ν = 891 cm-1
(left) and ν = 944 cm-1 (right). Note the different scale bars of the phase images. The positions
of the stair rod dislocation (SR), the prismatic fault (P), the basal plane dislocation (B), and the
unexpected defect (unknown) are marked. The arrows mark the position where line profiles plotted in
c (amplitude) and d (phase) have been extracted. y = 0 corresponds to the deepest point in the
topographic image. The normalization took place with respect to the respective signal on the pristine
4H-SiC layer, marked by the dashed lines. The distance between two lines corresponds to ∆S3 = 1
and ∆φ3 = pi.
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extracted. The plots in Fig. 6.2c and d show line profiles of the near-field scattering
amplitude and phase along these arrows for six frequencies between ν = 891 cm−1 (top) and
ν = 1053 cm−1 (bottom). The profiles have been centered in a way that y = 0 corresponds
to the deepest point in the topographic image along the line. The normalization was done
with respect to the signal on the pristine 4H-SiC layer, marked by the dashed lines. For
clarity, the profiles are shifted along the ordinate.
In both amplitude and phase, the weakest contrasts can be observed for the two outermost
frequencies. Large contrasts can be found between ν = 924 cm−1 and ν = 944 cm−1,
which is around the resonance near-field coupling between the tip and the SPhPs on SiC.
Interestingly, the highest contrasts are not observed at y = 0, where the intersection of the
prismatic fault with the interface is expected. In fact the contrast at y = 0 is very weak
for all frequencies, and especially in the phase always close to zero. The absence of strong
signal variations at this singularity in topography also indicates that topographic artifacts
do not play a major role for all observed contrasts.
Large contrasts can be found a few hundred nanometers next to the prismatic fault. In
the near-field amplitude at ν = 944 cm−1 (Fig. 6.2c), there are regions where the signal
almost vanishes (y = −0.1 µm, and y = 0.1 µm to y = 0.3 µm). The respective phase
signal reveals a contrast of almost +pi around y = −0.1 µm, and −pi between y = 0.1 µm
and y = 0.3 µm. With decreasing frequency, the left feature in amplitude shifts from
y = −0.1 µm (at ν = 944 cm−1) to y = −40 nm (at ν = 924 cm−1). The phase behaves
accordingly. The right feature between y = 0.1 µm and y = 0.3 µm gets less pronounced
with decreasing frequency.
It is important to note here, that the asymmetry of the near-field images with respect
to the prismatic fault (y = 0) has not been observed for other carrot defects. Other
carrot defects exhibit a symmetric behavior where the pattern for y < 0 looks like for the
carrot defect shown here. Ultraviolet photoluminescence imaging revealed the presence
of recombination-induced stacking faults (RISF) above the prismatic fault (y > 0) [220].
These faults move within the crystal lattice upon carrier injection and can be healed by
thermal annealing [208, 209]. A possible correlation between the observed asymmetry in
the near-field images and the presence of RISFs could be tested in future by imaging the
sample again after annealing it. Also an investigation of the unknown defect marked in
Fig. 6.2b would be interesting. This could be done by preparing a cross-sectional lamella
from the sample that can be imaged in TEM. Before discussing possible origins for the
observed contrasts, the near-field images of micropipes will be discussed.
6.2 Micropipes and surface waves
A further example for a common type of defect are micropipes [210], which are hollow core
dislocations. In epitaxial layers, these cavities are often associated to so-called arrow defects.
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Figure 6.3: Near-field optical signature of micropipes associated with an arrow defect.
a shows a group of micropipes with different sizes in topography (top) and near-field scattering
amplitude (middle) and phase (bottom) for ν = 891 cm-1 (left) and ν = 944 cm-1 (right). The red
arrow marks the projection of the direction of illumination onto the sample surface. A smaller micropipe
at a higher magnification in shown in b. In the topographic image, the exposed {0001}-plane is marked
by the direction of the c-axis. In the optical images, the micropipe (µP), the rims which are most likely
due to a surface morphological effect (M), and threading edge dislocations (TE) are marked.
Arrow defects result from an interruption of the step growth of 4H-SiC due to inclusions of
spheroid polycrystalline 3C-SiC (cubic lattice) particles close to the substrate [223].
Figure 6.3a shows an example of a group of micropipes with different sizes. The
topographic image (top) reveals them as deep pits. Presumably the actual size of the hollow
core cannot be reproduced due to the dimensions of the tip itself. The optical images
below show the near-field scattering amplitude (top) and phase (bottom) at a frequency of
ν = 891 cm−1 (left) and ν = 944 cm−1 (right). At ν = 891 cm−1, the micropipes are clearly
visible in both the amplitude and the phase image as dark spots. Further dark spots could,
according to their density, be due to threading edge dislocations [220].
The image taken at ν = 944 cm−1 reveals the same features, however, additionally there
is a distinct wavy pattern overlaid with the optical images. The waves are centered to the
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largest micropipe and they are distorted along one diagonal axis marked by the red arrow
in the phase image. This axis is also the projection of the direction of illumination onto the
sample surface. Therefore it is very likely that the pattern can be explained by propagating
SPhPs launched at the micropipe. The actual pattern is due to an interference effect with
the illuminating wave [111], which also explains the distortion along the diagonal axis.
The observed fringe spacing of roughly 3 to 5 µm along the red arrow is consistent with
the measurements and calculations reported by Huber et al. [111] for SPhPs launched
at an edge.i This finding is a strong evidence that the presence of micropipes would
have a significant impact on the application of SiC for SPhP resonators [21, 22] and other
phonon-based optical applications [24, 147] since micropipes can act as sources for SPhPs
themselves.
Interestingly, the image taken at ν = 891 cm−1 does not contain any waves. There are
two possible explanations for this: The SPhP wavelength could be too long to be observed
in the image. According to Huber et al. [111], the fringe spacing would indeed be about
20 µm and therefore the first bright ring around the micropipe would be outside the imaged
region. However, it seems more likely that the micropipe does not provide sufficiently low
momenta to launch the SPhP at ν = 891 cm−1 efficiently.
A more detailed image of a small micropipe is shown in Fig. 6.3b. The topography reveals
an asymmetric pit, which has a slope of roughly 8° at the right side. This is consistent
with the tilt of the substrate. Therefore this slope is assumed to be a {0001}-plane. At
ν = 891 cm−1, the core of the micropipe appears dark in amplitude. The topography reveals
numerous small humps that also appear dark in the optical amplitude and phase. As before,
these features are probably threading edge (TE) dislocations [220, 222]. At ν = 944 cm−1,
many of these dark spots vanish, which indicates that they have a spectroscopic signature
of their own. The remaining spots might be due to another type of defect like threading
screw dislocations [222] or due to contaminations of the sample. The micropipe itself looks
slightly different at this frequency. To the left, there is a bright rim that is most likely due
to a surface morphological effect (M) or probably due to strain.
The exposed {0001}-plane (right side of the micropipe) reveals a contrast in both optical
amplitude and phase at ν = 944 cm−1. This might be due to the optical anisotropy of SiC
with respect to the c-axis, which results in a contrast in the near-field signal [92, 180, 181].
Also in this image, evidence of propagating SPhPs can be found in form of a long-range
modulation of brightness around the micropipe.
iHuber et al. [111] demonstrated that propagating SPhPs launched at a discontinuity on the sample are visible
as periodic fringes in s-SNOM images. These fringes are due to an interference between the field ESPhP of
the SPhP and the field Ein of the direct illumination of the sample. Depending on the position x of the tip
on the sample, the sum of these fields varies, which causes the observed spatially oscillating pattern. The
fringe spacing d can be calculated by d = 2pi/(q− |k| cos(θ)), where q is the momentum of the SPhP, k
is the wave vector of the illuminating field, and θ is the angle of illumination with respect to the sample
normal. For 4H-SiC with the dielectric function given in the Appendix and θ = 60°, d evaluates to 6 µm for
ν = 944 cm−1 and 19 µm for ν = 891 cm−1.
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6.3 Possible origin for near-field contrasts of SiC defects
The near-field scattering signal related to the coupling to SPhPs is very sensitive to small
variations in the phonon frequencies and their damping. Defects are essentially modifi-
cations of the lattice structure and are therefore very likely to influence the properties of
phonons, i. e., lattice vibrations. For example a stacking fault can be understood as a local
variation of the polytype. Different polytypes of SiC have already been demonstrated to
cause contrasts in s-SNOM [212] due to a slight shift of the frequency of the longitudinal
optical (LO) phonon. This effect is illustrated by the calculated spectra shown in Fig. 6.4
(a: near-field amplitude, b: phase). Dielectric data have been provided by J. D. Caldwell
and are given in the Appendix. The solid line shows the near-field spectrum of 4H-SiC. For
comparison, the dashed line shows the corresponding spectrum for 3C-SiC. The spectrum
of 3C-SiC is slightly shifted to higher frequencies and reveals a higher phonon damping.
A similar effect has been observed as a result of strain [147], which also shifts the LO
phonon frequency. Since strain is also very likely to play a role in the vicinity of lattice
defects, these two effects can hardly be distinguished in the present case. Potentially,
additional Raman measurements could deliver further insight [201]. A local variation
in the crystal quality around extended defects, for example due to a higher density of
point defects, could lead to an increased phonon damping, which decreases the near-field
scattering amplitude [106].
Glembocki et al. reported that 3C-stacking faults in 4H-SiC act as a quantum well since the
conduction band edge is distorted around the fault [201]. This leads to a redistribution of
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Figure 6.4: Calculated near-field spectra for different SiC polytypes.
The near-field spectra of SiC are shown in scattering amplitude (a) and phase (b) for the polytypes
4H (solid) and 3C (dashed). Additionally, the dotted line shows the effect of a Drude term for a charge
carrier density of 5× 1018 cm-3 on the spectrum of 3C-SiC. The dielectric data have been provided
by J. D. Caldwell (Washington, D. C.), c. f. Appendix.
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charge carriers in the sample, for example from the substrate, in a way that they accumulate
in the quantum well defined by the stacking fault. In this case, local charge carrier densities
can reach up 1× 1020 cm−3 in the quantum well. The dotted line in Fig. 6.4 shows the effect
of an additional Drude term due to a free charge carrier density of 5× 1018 cm−3 on the
near-field spectrum of 3C-SiC. For a charge carrier density of 1× 1020 cm−3, the curves
would be almost completely flat. Obviously, the free charges mainly dampen the surface
phonon resonance and shift the resonance peak to higher frequencies.
So far, non of the above-mentioned contrast mechanisms can fully explain the observed
contrasts in Fig. 6.2 and 6.3. It has already been shown before that also finite-size effects
can significantly modify near-field spectra — especially if they are related to surface waves
(c. f. Fig. 5.2). Additionally, the optical anisotropy of SiC could play an important role
in the explanation of the contrasts [179–182]. Given the multitude of possible contrast
mechanisms, a final assignment of contributions is not possible with the given level of
information. In future, further complementary investigations might provide more insight
into the structural properties of the defects. This involves plans for Raman imaging in
order to detect strain fields and transmission electron microscopy on cross-sections of the
relevant regions. Potentially, knowledge about the detailed structure of the defects will
help making conclusions on the local optical properties, and finally lead to a quantitative
explanation of the near-field contrasts.
Still, it can be concluded that extended defects like carrot defects and micropipes have a
major influence on the local properties of phonons in SiC. This implies that the performance
of devices based on optical effects related to SPhPs [21, 22, 24, 147] will drastically suffer
from the presence of defects. On the other hand, the presented results also show that
s-SNOM can serve as a tool to detect and also investigate relevant defects in SiC. This
possibility is especially useful if the optical properties of SiC are relevant since it is a way
of directly addressing these properties. Similar studies can of course also be made on other
epitaxial layers with IR-active phonons like for example on gallium nitride [84].
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Summary
In this work, scattering-type scanning near-field optical microscopy (s-SNOM) in combina-
tion with tunable mid-IR laser sources in the spectral range from 5 µm to 11 µm has been
used to investigate samples with respect to their free charge carriers and optical phonons.
The results presented in this work can be grouped into two categories: The first category
is related to the quantification of near-field responses, especially from stratified samples.
In order to describe the effect of layered structures, the finite dipole model [90, 92] has
been extended appropriately into a new model for near-field contrasts in s-SNOM. This
new model offers the possibility to analyze measurements in order to quantify properties
of thin films, or the material under dielectric cover layers. Also complicated structures
involving two-dimensional electron gases, like graphene, have been addressed in this work.
The depiction of the near-field coupling in terms of relevant in-plane momenta plays a very
important role for such structures.
Furthermore, the resolution and the contrast of nanostructures below the surface have
been quantified. It has been demonstrated that gold nanoparticles with a diameter down
to 20 nm can be detected under a dielectric membrane with a thickness of 30 nm. These
particles are even smaller than the resolution of s-SNOM at the surface (40 nm, according
to Ref. [121]). If buried structures should be made visible, the experimental conditions
play an important role. After a systematic study of the influence of the tip oscillation
amplitude on the visibility of buried structures, conducive advice can be given regarding
the choice of this parameter. Together, these results are contributions to the development of
a quantitative subsurface near-field microscopy that could potentially lead to the possibility
of near-field tomography in the future.
The second category of results presented in this work is related to the near-field investiga-
tion of novel nanostructures with high scientific relevance. Owed to the high resolution
of s-SNOM, these studies provide evidence for previously unknown substructures on
nanoparticles. Near-field microscopy on highly doped indium arsenide nanowires revealed
local inhomogeneities in the charge carrier density on a length scale of 100 nm. In a de-
tailed spectroscopic analysis, the local charge carrier density could be quantified with an
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accuracy of about 10% between 5× 1018 cm−3 and 2× 1019 cm−3. Furthermore, it has been
demonstrated that a representation of the complex valued near-field scattering signal in
a previously calibrated coordinate system defined by the charge carrier density and their
damping, can serve for a very fast analysis of free charges in similar structures. In this case
only one measurement at one illumination frequency can be sufficient to quantify the local
density of charge carriers.
A near-field investigation of chemically synthesized antimony telluride showed that
these nanostructures reveal a structure of domains with different charge carrier densities.
An explication for the development of these domains based on the growth process of the
platelets is suggested.
Also in case of the analysis of extended defects in silicon carbide epitaxial layers, s-SNOM
provided insight into local material properties. It has been shown the properties of IR-active
phonons in silicon carbide are significantly modified in the proximity of defects.
Altogether, these results demonstrate that mid-IR s-SNOM can serve as a quantitative
and non-invasive tool for the extraction of fundamental electronic and vibrational material
properties. This indicates that in future, s-SNOM could become a routine characterization
method in materials science. It can serve as a method on its own, but more importantly,
s-SNOM delivers complementary information to other established methods for nano-
characterization and can therefore contribute to a more complete understanding of material
properties.
An example of such a combination of methods is shown in the Outlook, where s-SNOM
and transmission electron microscopy are used to investigate the phase-transition of the
phase-change material Ag4In3Sb67Te26. In s-SNOM, a huge material contrast between
amorphous and crystalline regions is detected through a 100 nm thick capping layer.
In this example, the two above-mentioned categories of this work are combined. The
data encourage future applications of s-SNOM for the investigation of phase transitions.
Furthermore, a way to exploit the momentum-dependence of s-SNOM for the mapping
of dispersion relation is suggested in the Outlook. This idea is based on theoretical
considerations in context with the extended finite dipole model.
To end with, mid-IR s-SNOM has been classified in the Introduction according to the
addressed energy scale and the lateral resolution, or the accessible range of momenta.
A further important scale that has not been regarded in this work is the time scale of
physical phenomena. It has already been demonstrated in other studies that s-SNOM can
be combined with pulsed laser sources [79–82, 84]. Even pump-probe experiments have
been demonstrated in combination with s-SNOM [83]. The possibility of performing time-
resolved near-field spectroscopy will further extend the scope of s-SNOM in fundamental
research. Within the most significant physical scales (energy, real-space/momentum-space,
time) s-SNOM can cover an important range of parameters for the application in solid state
physics [41, 42], which holds great promise for the future.
96
Outlook
In the Outlook, two very interesting, but not yet fully examined topics will be outlined.
First, an unexpectedly high near-field optical contrast between amorphous and crystalline
areas of the phase-change material (PCM) Ag4In3Sb67Te26 has been measured through a
100 nm thick capping layer. This very promising result demonstrates that mid-IR s-SNOM
has a great potential for the investigation of PCM. Another topic which is discussed here
is related to the model for near-field contrasts presented in Sec. 4.1.2. The dependence of
near-field spectra on the height of the tip above an interface that supports surface waves
could lead to conclusions on the corresponding dispersion relation.
Phase transition of Ag4In3Sb67Te26i
Ag4In3Sb67Te26 (AIST) belongs to the class of phase-change materials. This material class
is characterized by a stable phase transition between the amorphous and the crystalline
state, which can take place on a nanoseconds timescale [224]. The phase transition can be
triggered by thermal [225], electrical [15], or optical means [224], and is reversible. Since
the electrical and optical conductivity (i. e., the refractive index) is significantly different in
the amorphous and the crystalline state, PCM can be used for optical storage devices and
for nonvolatile memory applications [15, 226]. Also, interesting applications in switchable
metamaterials can be thought of [227].
In this section, an example is shown where the crystallization behavior of amorphous
AIST is investigated using s-SNOM. Figure 8.1a shows a sketch of the sample. This sample
has been prepared for the investigation in transmission electron microscopy (TEM). The
illustrated layer stack, which contains a 30 nm thick AIST layer under a 100 nm thick
capping layer of ZnS:SiO2 has originally been prepared on a silicon substrate. After a
heat treatment in which the initially amorphous AIST layer was partly crystallized the
substrate has been removed by mechanical and chemical means, in order to obtain an
electron-transparent membrane. The final sample system is shown in Fig. 8.1a.
Figure 8.1b sows a combination of TEM micrographs taken at the edge of the membrane.
The left side of the image is dark since here the substrate has not been fully removed.
iThe results presented in this section are taken from the master’s thesis of M. Lewin [119], which has been
prepared under my supervision.
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Figure 8.1: Near-field investigation of a partly crystallized Ag4In3Sb67Te26 sample.
a shows a sketch of the sample system. A 3 nm thick film of AIST is covered by a 100 nm thick capping
layer of ZnS:SiO2. The layer stack is designed to be electron-transparent for TEM investigations. b
shows a combination of TEM micrographs. The homogeneous matrix corresponds to amorphous
AIST. Crystalline areas appear as circular features. s-SNOM images of the same region are shown
in c and d in near-field amplitude and phase (recorded at ν = 1240 cm-1). The spots in the s-SNOM
images can be correlated to the crystalline areas in the TEM image. Sample preparation: J. Benke
and M. Bornhöfft, TEM image: M. Bornhöfft, s-SNOM images: L. Jung.
For the rest, the TEM shows large homogeneous areas, in which the AIST has not been
crystallized. Within this homogeneous matrix, circular areas revealing a radial structure
can be seen. These circular regions are crystalline spots in the AIST film. Since the kinetics
of the crystallization process in AIST is dominated by growth of crystallites, rather than by
nucleation of new crystalline seeds, the observed spots are round [224].
The exactly same region of the sample was imaged in s-SNOM at a frequency of 1240 cm−1.
The near-field scattering amplitude and phase are shown in Fig. 8.1c and d. In both images,
bright spots are visible at the position where the TEM image reveals crystallites. The
amplitude signal level of the brightest crystalline spots is about two times larger than the
estimated average signal level in the amorphous region. Given that this variation originates
from a 30 nm thin film that is located 100 nm under the surface, this is a surprisingly high
optical contrast.
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Besides the sole visibility of the crystalline regions in s-SNOM, there is also a substructure
observable on the spots. The spots in the amplitude image are accompanied by a dark
area at their lower left side. Similarly, in the phase image the spots appear slightly
crescent-shaped. It has been verified that the orientation of these deviations from axial
symmetry does indeed depend on the orientation of the sample with respect to the incident
illumination. In case of the images shown here, the incident light hits the sample from the
lower left corner. Structurally, the observed pattern strongly resembles typical near-field
images of plasmonic modes on nanodiscs [78].
So far, the origin of the observed contrasts is not fully understood. Infrared reflectance
measurements on AIST suggest a huge dielectric contrast between the crystalline state
and the amorphous state (ec ≈ 46 + xi, with x > 50 and ea ≈ 20) [225]. However, since
in both cases Re(e) > 0, plasmonic effects are not to be expected. Still, for a purely
dielectric near-field contrast, the observed image contrast is astonishing and demands
for a deeper experimental and theoretical study. For example, the crystallization process
could be described by an effective-medium theory [228] in order to determine whether
the optical properties on a macroscopic scale [225] are in fact comparable to the observed
microscopic contrasts. Furthermore the role of the reflected far-field contribution needs to
be examined in detail for the given layer structure to evaluate the observed contrast. Also
possible Fabry–Pérot interferences, that might be an alternative explication for the observed
substructure of the spots, should be considered.
In future, a detailed near-field analysis of the crystallization kinetics of PCM could
add great value to recent studies in TEM [224]. Unlike in TEM, the mid-IR near-field
contrast stems directly from the dielectric function. This is a physical property of PCM
that is of fundamental interest for the understanding of their unique properties [225]. In
the mid-IR spectral range, the permittivity of crystalline AIST is strongly influenced by
a Drude term. Using s-SNOM, important effects like the resonant bonding in crystalline
PCM [225] could be investigated on a local scale, and potentially enable further insight into
the fundamental physics that distinguish PCM from other materials. Further research on
this topic is currently being executed in the framework of a master’s thesis by M. Lewin.
Dispersion mapping on extended surfaces
In Sec. 4.1.2, it has been shown that the near-field coupling between the tip and the sample
can be described by a coupling weight function Wq. This function goes into the coupling
integral in Eq. (4.10). Wq has a peak at qmax that is interpreted as the dominant in-plane
momentum with which the coupling can be characterized. This means that s-SNOM is
mainly sensitive to values of q around qmax. When imaging materials that support surface
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Figure 8.2: Suggested method for measuring the dispersion relation of surface waves.
The upper panel in a shows the dependence of qmax as a function of height H0 of the tip above
the sample (black curve). The color shading illustrates the distribution of Wq (red: maximum, white:
0). In the lower panel, the dispersion relation of SPPs on free-standing graphene (hole doping
N2D = 4.5× 1012 cm-2) is shown as an example for strongly dispersive surface waves around qmax.
Green lines illustrate that depending on the height of the tip, different ranges of the dispersion relation
can be addressed. In b, the calculated spectrum of the phase signal is plotted for H0 = 0 . . . 50 nm
(arrow). In the lower panel, the corresponding spectra of Im(rp(q)) are plotted for the respective
value of q = qmax(H0).
waves with a strong dispersion around qmax, the exact value of qmax is highly relevant (c. f.
Fig. 4.4).
In Eq. (4.11), Wq has been derived for the coupling of a point charge in the height
z = z0 = W0 above the sample where W0 = 1.31ρ is the position of the primary monopole
according to the finite dipole model. Actually, the distribution of Wq is very sensitive to
the height of this monopole. Therefore it can be influenced either by the radius ρ of the
tip or, more conveniently, by the height H0 of the tip above the sample. The height H0 is
the minimum distance between tip and sample during the oscillation of the tip, where the
near-field coupling is strongest. In Fig. 8.2a (upper panel), the magnitude of qmax is plotted
as a function of H0 (black curve). For representation purposes, the abscissa is plotted
vertically here. With increasing height qmax decreases, which is consistent with the expected
lower lateral resolution for increasing height (c. f. Sec. 4.2.1). The color shading illustrates
the distribution of Wq (red: maximum, white: 0).
Green vertical lines show the values of qmax for selected heights between 0 nm and 50 nm.
The lower panel in Fig. 8.2a shows the dispersion relation of surface plasmon polaritons
(SPP) on free-standing graphene (hole doping N2D = 4.5× 1012 cm−2), plotted as in Fig. 4.4.
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The green lines illustrate that depending on the height of the tip, different ranges of the
dispersion relation can be addressed. This implicates that spectra of strongly dispersive
surface waves will depend significantly on the height of the tip above the sample (or the
radius of the tip).
In Fig. 8.2b (upper panel), the calculated spectrum of the phase signal is plotted for
H0 = 0 . . . 50 nm. The calculation was performed according to the description in Sec. 4.1.2.
In the lower panel, the corresponding spectra of Im(rp(q)) are plotted for the respective
value of q = qmax(H0). As discussed in Sec. 3.2, the position of the peak of Im(rp), which
reveals the spectral position of the SPP [57], approximately coincides with the peak in the
spectrum of the near-field phase. This is illustrated by the black dashed arrows in Fig. 8.2b.
Figure 8.2b shows that according to the predictions of the model, height-dependent
near-field spectra could potentially be used to map out dispersion relations without making
use of interference effects at edges [58, 63, 64]. More importantly, however, the height-
dependence of near-field spectra could help determining whether or not dispersion effects
play a role on a given sample. In the example above, the peak in the spectrum shifts over
more than 200 cm−1. A comparable experiment on silicon carbide by Taubner et al. showed
a shift of only about 9 cm−1 due to the changed tip–sample coupling over a height of
45 nm [229]. As shown in Fig. 2.2, the dispersion of the surface phonon polariton (SPhP)
around qmax is negligible. Large variations of the near-field spectrum upon a variation
of H0 therefore indicate that propagating surface waves play a role in the measurement.
Especially in combination with broadband lasers, this could be an interesting aspect.
The example of freestanding graphene, which was exemplarily chosen here, might be
experimentally very challenging. However, the principle also applies to other sample
geometries and materials such as boron nitride [58] or topological insulators [59]. Further-
more, this result also implies that the spectral response of interfaces supporting surface
waves depends on their depth in the sample. Two-dimensional electron gases in semicon-
ductor heterostructures are an example for a system with a conductive interface below the
surface [230].
It is important to emphasize here that the spectra in Fig. 8.2b are not supported by any
experiment, so far. They result as a consequence of the model presented in Sec. 4.1.2 and
require experimental verification.
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The Fresnel reflection coefficient rp(q) as a function of the in-plane component q of the
wave vector is the basis for many calculations presented in this work. For example, in
the finite dipole model, rp(q) or β = lim
q→∞rp(q) describes the properties of the sample (c. f.
Sec. 3.1.2 and 4.1). Also the behavior of surface waves can be analyzed by calculating rp(q),
as demonstrated in Sec. 2.2.2 and 3.2.
In general, the reflection of light from stratified samples depends on the properties of
all involved materials and interfaces. Therefore, using the standard formulae of Snell’s
law [26] leads to rather bulky calculations. A more elegant way to solve this problem for an
arbitrary number of layers is the transfer matrix method [26, 55].
In the second part of the Appendix, it is demonstrated that the potential response of
a sample with one cover layer according to Eq. (4.2) can also be derived by repeatedly
applying the method of image charges [52].
Finally, the constants that are necessary to calculate the dielectric functions of Sb2Te3
and of SiC are provided, and the methods used to grow the samples used in this work are
shortly introduced.
Transfer matrix method
The electric or magnetic fields of light traveling through a plane interface can be described
using a transmission matrix that relates the fields before the interface to those after the
interface. For p-polarized (transverse magnetic) light, the magnetic field before and after
an interface at z = 0 can be written as [55]
H1,y = (a1eik1,zz + b1e−ik1,zz)eiqx for z < 0, (9.1a)
H2,y = (a2eik2,zz + b2e−ik2,zz)eiqx for z > 0. (9.1b)
Without loss of generality, the k-vector is supposed to lie within the x-z-plane. The
z-component ki,z of ki, where i denotes the index of the layer, is given by
ki,z =
√
|ki|2 − q2 =
√
ei|k|2 − q2. (9.2)
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q is the in-plane component of ki and is maintained across each interface according to
Snell’s law.
The relation between the coefficients a1, b1 and a2, b2 can be obtained from the boundary
conditions [52]
n× (E2 − E1)|z=0 = 0, and (9.3a)
n× (H2−H1)|z=0 = J with Jx = σ12 Ex|z=0 . (9.3b)
n is the unit vector normal to the interface and J is the surface current density on a
conducting interface according to Ohm’s law. The interface conductivity σ12 can for
example describe the two-dimensional conductivity of a graphene layer [57, 231] as in
Sec. 4.1.2. In matrix notation, the boundary conditions lead to [55]a1
b1
 = D12
a2
b2
 with D12 = 12
1+ χ+ ζ 1− χ− ζ
1− χ+ ζ 1+ χ− ζ
 . (9.4)
D12 is the so-called transmission matrix for p-polarized light. The parameters χ and ζ are
given by
χ =
e1k2,z
e2k1,z
and ζ =
σ12k2,z
e0e2ω
, (9.5)
where e0 is the vacuum permittivity.
Additionally to the transmission through interfaces the propagation of light within each
layer needs to be considered. Light traveling over a distance ∆z in a homogeneous medium
can be described by the propagation matrix
P(∆z) =
e−ikz∆z 0
0 eikz∆z
 . (9.6)
With these matrices, the interaction of light with a layer stack of an arbitrary number of
layers can be described using the respective transfer matrixM. The fields in the Nth layer is
then connected to the fields above the sample via [55]a1
b1
 =M
aN
bN
 . (9.7)
With the notations used in Fig. 9.1,M can be calculated from the transmission matrices for
each interface and the propagation matrices for each layer:
M = D12P(∆z2)D23P(∆z3) . . .P(∆zN−1)DN−1,N . (9.8)
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Figure 9.1: Stratified sample and notation for the transfer matrix method.
The incident light hits the surface of the sample from the volume above (e1). Light is described by
its wave vector, which is decomposed into an in-plane component q and a vertical component kz.
Each layer of the sample is characterized by its permittivity ei and its thickness ∆zi. The interface
conductivity between two layers i and j is given by σij.
The reflection coefficient rp can be calculated directly from the matrix elements M21 and
M11 ofM:
rp =
M21
M11
. (9.9)
Note that in the notation used here, Dij and P(∆zi) depend on ki,z and k j,z. Using Eq. (9.2),
the dependence of rp(q) on the in-plane component of the wavevector becomes obvious.
For the sake of completeness, the transmission coefficient is given by tp = 1/M11. The
respective formulae for s-polarization can be found in Ref. [55].
The electrostatic case
In Sec. 4.1.1, the electrostatic limit of rp(q) for |k| = ω/c = 0 is needed to calculate
the potential response of a layered sample to a static point charge above its surface [c. f.
Eq. (4.5)]. For |k| = 0, Eq. (9.2) delivers ki,z = iq, which simplifies the parameter χ in
Eq. (9.5) to χ = e1/e2. Since ζ is divergent for ω → 0, conductive interfaces cannot be
treated this way, i. e., it is demanded that σij(ω = 0)
!
= 0. Furthermore, the propagation
matrix in Eq. (9.6) becomes
P(∆z) =
eq∆z 0
0 e−q∆z
 . (9.10)
The results obtained in this way can be transformed into the formulae obtained by explicitly
solving the boundary conditions for two and more interfaces [11].
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In cases where interface conductivities play a role, it is more convenient to use the
quasi-electrodynamic approach as described in Sec. 4.1.2, since surface conductivities might
go along with surface waves.
Image charges for layered samples
Brehm [113] derived an analytic extension to the electrostatic point dipole model for samples
with one cover layer by repeatedly mirroring the dipole on both interfaces, using the method
of image charges [52]. Here it is demonstrated that the general potential response given
in Eq. (4.2) is identical with the potential response that can be calculated from a series
of image charges in the sample for the case that the series converges (|β12β23| < 1). The
mathematical identities
1
1− β12β23e−2kd =
∞
∑
m=0
(β21β23)
me−2mkd, (9.11)
for |β12β23| < 1, and∫ ∞
0
e−k|z| J0(kr)dk =
1√
z2 + r2
(9.12)
enable a transformation of Eq. (4.2) into
Φ = β12
1
2z0 − z + γ12γ21
∞
∑
m=1
βm−121 β
m
23
2z0 − z + 2md (9.13)
for r = 0. The electrostatic transmission coefficient γij is given by γij = βij + 1 and
βij = −β ji. This result is identical with the potential of a series of image charges
R0 = β12Q, (9.14a)
Rm>0 = γ21βm−121 β
m
23γ12Q (9.14b)
at the position zm = z0 + 2md under the sample surface which was derived by Brehm [113].
The advantage of the representation in Eq. (4.2) is that the mathematical constraint
|β12β23| < 1 or |(e1 − e2)(e2 − e3)| < |(e1 + e2)(e2 + e3)| does not need to be fulfilled.
Additionally, an extension to multiple layers is straightforward.
Dielectric functions of Sb2Te3 and of SiC
Unlike for InAs (Sec. 5.1), where all constants are given in the main text, the constants that
are necessary to calculate the dielectric functions of Sb2Te3 and of SiC will be provided in
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the following tables. The constants are necessary for the calculations presented in Sec. 5.2
(Fig. 5.10 and Fig. 5.11) and in Sec. 6.3, respectively. In both cases, the dielectric function is
given by a combination of Lorentz oscillators that describe the IR-active phonons and a
Drude term that captures free charge carriers:
e(ν) = e∞
(
1+∑
i
ν2L,i − ν2T,i
ν2T,i − iνγi − ν2
− ν
2
P
ν2 + iνγd
)
(9.15)
with
νP =
1
2pic
√
Nq2c
e0e∞m∗
. (9.16)
All variables and constants have been introduced and defined in Sec. 2.2.1.
Optical constants of Sb2Te3 The optical contrasts of Sb2Te3 reveal a strong anisotropy
depending on the polarization direction of the electric field component E with respect to
the crystal c-axis. Both for E ‖ c and for E ⊥ c there are two IR-active phonon bands (i. e.
i = 1, 2 in Eq. (9.15)). Their parameters have been deduced form infrared reflectivity data in
Ref. [169]. Also the Drude contribution is anisotropic as a result of the anisotropic effective
mass tensor [171]. The constants that are necessary to calculate the dielectric functions
shown in Fig. 5.10 are given in Tab. 9.1.
Table 9.1: Optical constants of Sb2Te3 within the harmonic oscillator approximation.
Depending on the polarization of the electric field with respect to the crystal c-axis there are two
different sets of parameters. The resulting dielectric function according to Eq. (9.15) is plotted in
Fig. 5.10. All frequencies and damping parameters are given in cm-1. If not marked differently they
are taken from Ref. [169].
Lorentz 1 Lorentz 2 Drude
e∞ νT,1 νL,1 γ1 νT,2 νL,2 γ2 m∗/m0 γd
E ‖ c 29.5 110 112.3 4.3 157 171.3 6.2 0.25 300
E ⊥ c 48 56 76.5 10 91 124.5 18 0.11i 300
i Ref. [171]
Optical constants of SiC Also in SiC, the permittivity is anisotropic [90, 232]. However,
in this work the dielectric function is treated as a scalar. Depending on the polytype
the IR-active phonon band is slightly shifted in frequency (c. f. Sec. 6.3). The dielectric
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functions for SiC epitaxial layers used in this work have been provided by J. D. Caldwell in
table form. Optical constants for the Lorentz term have been extracted by fitting a single
harmonic oscillator to the data. The Drude contribution in 3C-SiC is added based on data
from literature [201, 232, 233]. Note that the damping factor γd for the Drude term can be
estimated from the charge carrier mobility µ(N) with the formula [3].
γ(N) =
1
2pic
e
µ(N)m∗
. (9.17)
A possible correction factor that accounts dependence of the mobility on the frequency of
mid-IR light as in Sec. 5.1.2 is neglected here.
The constants that are necessary to calculate the near-field spectra shown in Fig. 6.4 are
given in Tab. 9.2.
Table 9.2: Optical constants of SiC within the harmonic oscillator approximation.
Depending on the polytype of SiC the parameters are different. All frequencies and damping
parameters are given in cm-1. The constants for the Lorentz oscillator are extracted from data
provided by J. D. Caldwell in table form. The Drude parameters for 3C-SiC are taken from literature
[201,232,233].
Lorentz Drude
e∞ νT νL γ m∗/m0 γd
4H-SiC 5.68 802 972 2.7
3C-SiC 6.7 796 972 1.8 0.35i 178ii
i Ref. [201], based on Ref. [232] ii Ref. [233]
Fabrication methods
In this section, the methods used to grow the samples that were investigated in this work
are shortly outlined.
Solvothermal synthesis The hexagonal Sb2Te3 platelets investigated in Sec. 5.2 are grown
from solution via solvothermal synthesis [14]. In this synthesis, Sb2O3 and TeO3 are
reduced in ethylene glycol. Polyvinylpyrrolidon is used as a stabilizing agent. At elevated
temperatures, the formation of hexagonal platelets takes place in a four-step process, as
described in Sec. 5.2.4. The particles can then be dried and deposited on any substrate.
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Chemical vapor deposition (CVD) CVD refers to a huge class of chemical processes that
can be used to deposit thin films. They have in common that gaseous precursors are used
that decompose by surface reactions at elevated temperatures or under the influence of
a plasma. The desired reaction products can then form epitaxial layers. Examples for
CVD process are metalorganic vapor phase epitaxy (MOVPE) used for the growth of InAs
nanowires (c. f. Sec. 5.1) and an Sb2Te3 film (c. f. Sec. 5.2.3), and hot-wall CVD which is
used for the growth of the SiC epitaxial layers used in this work (c. f. Chap. 6).
Sputter deposition Unlike CVD, sputtering is a physical vapor deposition (PVD) technique
in which usually the desired material is already available in the correct stoichiometric
composition as a sputter-target. The target is atomically decomposed by physical means,
e. g., by a plasma and an electric field that is applied between the target and the substrate
on which the film should be deposited. Sputtering is also used in this work for one of the
Sb2Te3 films investigated in Sec. 5.2.3.
Molecular beam epitaxy (MBE) Also MBE belongs to the PVD techniques. It is a method
for the epitaxial deposition of very pure single crystalline layers and complicated het-
erostructures. MBE requires ultra-high vacuum and elemental, usually solid sources, that
are heated until they sublime. On the substrate the atoms condense and react with each
other in a way that they form an epitaxial layer. Using multiple atom sources that are
controlled by individual shutters the stoichiometry can be regulated. One of the Sb2Te3
films investigated in this work was grown via MBE (c. f. Sec. 5.2.3).
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