Abstract-We introduce new rules for channel access and a new metric for use with the routing protocol for ad hoc networks that utilize multiple heterogeneous channels. The networks we investigate employ frequency-agile radios that are able to change their carrier frequency and chip rate over a wide range of possibilities. These protocols have the capability to increase the network performance of an ad hoc network by utilizing the multiple bands available to the network. We show that our jointly designed channel-access and routing protocols significantly increase network performance over an approach in which the channelaccess and routing protocols are not designed to cooperate. We also show that the channel-access and routing protocols should be adapted jointly according to the specific characteristics of the network.
framework for routing and channel/interface assignment in heterogeneous multi-channel networks where a terminal may be equipped with heterogeneous radios. The link layer of their proposal selects the channel and interface to use for each packet based on interface-configuration and channel conditions and also computes link costs that reflect the local contention levels and available diversity. The network layer uses these link costs to select suitable routes. A routing, channel assignment, and link scheduling algorithm is presented in [10] for wireless mesh networks with heterogeneity in terms of the number of radios assigned to a terminal and the different radio technologies. The Layer 2.5 Joint Channel Assignment and Routing (JCAR) protocol presented in [11] coordinates channel selection and route selection among interfaces for heterogeneous multi-radio multi-channel wireless networks. In [12] , the authors propose the Multi-Channel Routing protocol, in which terminals are equipped with a single transceiver and different channels are allocated to different flows. However, this protocol does not consider heterogeneity in channel characteristics.
We consider a network in which each terminal is equipped with one frequency-agile radio with a single half-duplex transceiver that can be tuned to a particular carrier frequency and its associated chip rate for each transmission or reception. We extend the previously developed channel-access protocol for multiple channels [13] such that the traffic channel for a data packet is selected based on current channel conditions and characteristics. Our routing protocol utilizes our new channel metric and least-resistance routing (LRR) [14] to assign a link resistance for each link that accounts for the different channel characteristics.
In this investigation, we show that a jointly designed channel-access and routing protocol that accounts for heterogeneity in channel characteristics outperforms a channel-access and routing protocol that assumes homogeneous channels. Considered independently, the new channel-access protocol or the new routing metric do not provide significant improvement to the network performance, but cooperation is required between the two protocols in order to be able to exploit the capabilities of the heterogeneous traffic channels. However, we also demonstrate that the network topology and channel characteristics have a significant impact on the design of the channel-access and routing metrics, and that among the channel-access and routing protocols we investigate, the combinations of protocols that perform well changes dramatically in different network scenarios. We show that an approach to adaptation that selects one protocol (such as channel-access) and adapts the other protocol (such as routing) to the demands of the scenario is unable to consistently provide good network performance. Our results show that a joint approach to adapting both channel-access and routing is required and the adaptation performed for each type of protocol must be coordinated. It remains an open problem how to design a jointly adaptive channel-access and routing protocol that is able to provide good network performance in a wide range of network scenarios and channel characteristics.
II. SYSTEM MODEL A. Physical Layer Model
Each terminal employs direct-sequence spread-spectrum modulation and utilizes binary phase shift keying with coherent demodulation. Error-control coding is modeled by a convolutional code with a rate R = ½ and constraint length 7. Data packets have a fixed number of information bits, and an encoded data packet has S symbols. A spread-spectrum waveform consisting of N chips is used to spread each symbol such that a data packet consists of NS chips where N is the spreading factor.
The terminals in our system model have frequency-agile radios. Each terminal has a single half-duplex transceiver that can be tuned to any one of M nonoverlapping channels characterized by different carrier frequencies and chip rates. All terminals tuned to a particular channel use an identical carrier frequency and chip rate. The carrier frequency for channel i is f i , and the channels are numbered such that f 1 < f 2 < … < f M . The chip duration for channel i is T i and for this system we assume that if f i < f j , then T i > T j (i.e., a channel with a larger carrier frequency has a faster chip rate). We further assume that N and R are fixed and the same for each channel, meaning the data rate for channel i is
Our channel model is characterized by additive white Gaussian noise, path loss, multiple-access interference, and a single omni-directional antenna model in which we assume the antenna gains are unity for all carrier frequencies. The symbolenergy to interference plus noise ratio (EINR) is used to determine the probability that a packet is acquired and decoded. The details of the analytical model for the acquisition and decoding probabilities along with the model for multipleaccess interference from partially overlapping transmissions are found in [13] and [15] .
Let d denote the distance between the transmitter and receiver, P T denote the transmit power, and λ i = c/f i denote the wavelength of the carrier frequency for channel i where c is the speed of light. Then, the received power for channel i is modeled as
where α is the path loss factor [16] (and the same for each channel). The received symbol energy for channel i is NP i T i . Let N 0 denote the one-sided noise power spectral density, and allow I i to denote the received power at channel i due to multiple-access interference from all transmissions except the intended transmission. The receiver bandwidth for channel i is B i = 1/T i . The average spectral density due to multiple-access interference for channel i is I i / B i . The EINR for channel i is defined as
To gain insight as to how a channel's characteristics affect the range for which a packet can be received with high probability, we examine the communication range. The communication range differs among heterogeneous channels and is defined as the maximum distance between a transmitter and receiver to achieve a target EINR in the absence of multiple-access interference. To find the communication range of channel i denoted by Δ i , we consider a target EINR of β and find the maximum distance d that achieves this target EINR assuming no multiple-access interference. Using (1), (2) , and (3) and solving for d gives
As the data rate and carrier frequency increase, Δ i decreases. By our assumptions, channel 1 of our system has the smallest carrier frequency and longest communication range among all the channels.
B. Link Layer Model
We consider a system with multiple channels as in [13] , but with different carrier frequencies and chip rates for the traffic channels. Of the M channels, channel 1 is the control channel and the remaining channels are for traffic. Packets sent on the control channel to reserve access to a traffic channel include request-to-send (RTS), and clear-to-send (CTS) packets whereas data packets, acknowledgement (ACK), and negative-acknowledgement (NACK) packets are transmitted on the traffic channels.
A transmission is initiated when the source terminal sends an RTS packet to the destination terminal using a receiverdirected spreading code. This RTS packet includes a list of the unblocked channels at the source terminal. If the destination terminal acquires and decodes the RTS packet, it checks whether the transmission is acceptable. An acceptable transmission is one in which at least one channel listed in the RTS packet matches a channel that is unblocked at the destination terminal. For an acceptable transmission, the destination terminal transmits a CTS packet to the source terminal indicating the traffic channel on which the data packet transmission will occur. This CTS packet is transmitted using a common spreading code. After acquiring and decoding the CTS packet, the source terminal transmits the data packet to the destination terminal using a receiver-directed spreading code. Upon acquiring the data packet, the destination terminal transmits an ACK packet if the data packet is decoded and a NACK packet if the data packet is not decoded. Both types of acknowledgement packets are transmitted using receiverdirected spreading codes.
An overheard CTS packet is a CTS packet acquired and decoded at a terminal, but intended for a different terminal. Channel-access protocols such as [13] , [17] , or the DCF mode of the IEEE 802.11 standard require that after a terminal acquires and decodes an overheard CTS packet, it refrain from using the traffic channel indicated in the CTS packet for an amount of time equivalent to the duration of the data packet and subsequent ACK packet transmissions. This traffic channel is considered blocked. For the system considered in this paper, the communication range of the control channel can be significantly larger than for some of the traffic channels, and reception of an overheard CTS packet on the control channel may not be a good indication that the traffic channel needs to be blocked.
Packet radio organization packets (PROPs), data packets, and ACK/NACK packets provide information that is needed for our protocols. Each terminal periodically transmits a PROP, which contains control information used by the network layer to build routing tables. A terminal broadcasts an RTS packet on the control channel indicating which traffic channel will be used for the transmission of the PROP. Each PROP is transmitted using a common spreading code, and the traffic channel on which a PROP is transmitted is determined in a round-robin manner.
III. PROTOCOLS
We have investigated a collection of channel-access protocols and routing metrics for a wide range of network scenarios with frequency-agile radios. We describe two approaches to channel access that have resulted in good network performance in certain scenarios. The channel-access protocols describe how a traffic channel is selected for a data packet transmission and includes new rules for blocking channels that account for the significant differences that may be encountered with heterogeneous channels. We describe a routing metric that can be tuned to provide good network performance in specific scenarios. The routing metric considers the significant difference in data rates of the traffic channels. We find that both the channel-access strategy and the routing metric must be jointly considered, and must be selected for the specific scenario. Our simulation investigations also show that selecting one of the channelaccess strategies and then updating the routing metrics to the scenario, or similarly, selecting a routing metric and adjusting the channel-access strategy to the scenario does not consistently lead to good network performance. The preferred channel-access protocol and routing metric must be jointly selected to take advantage of the multiple traffic channels available to the terminals. Hence, our results demonstrate that a jointly adaptive channel-access and routing protocol is required.
A. Channel-Access Protocol
In our new channel-access protocol, each terminal has the ability to declare each traffic channel to each of its neighbors as good or bad. The status of a channel is determined by the recent transmissions and receptions on that traffic channel to a particular neighbor. Terminal A is allowed to transmit to terminal B on a traffic channel declared good from terminal A to B, but is not allowed to transmit to terminal B if that traffic channel is declared bad. Initially, each traffic channel between each source and destination is declared bad. A traffic channel for transmissions from terminal A to B is only declared good when a PROP is received at terminal A from terminal B on that particular channel. A counter C err is maintained by a source terminal for each traffic channel to each of its neighbors. This counter tracks the number of NACK packets received and the number of CTS packets received without the corresponding ACK or NACK packet for the data packet. The source terminal declares a traffic channel bad to a neighbor whenever C err exceeds a threshold γ, and C err is reset to zero when the source terminal receives a transmission on that traffic channel from that neighbor. Note that a terminal must update its routing table when the last good channel to a neighbor is declared bad.
Due to the heterogeneous nature of the channels, the communication range for different channels can be significantly different. We assume that channels with a higher carrier frequency also have a larger data rate resulting in a smaller communication range. Since the communication range is largest for the control channel, it is possible that a terminal will overhear a CTS packet on the control channel in which both the source and destination terminals of the CTS packet are outside the communication range of the terminal on the channel indicated in the CTS packet. Hence, we update the blocking protocol so that a terminal that overhears a CTS packet does not block the traffic channel indicated in the CTS packet if the terminal has declared this channel bad to both the source and destination terminals of the CTS packet.
A free channel refers to a channel that is declared good and is unblocked. The RTS packet includes the list of free channels at the source terminal. After the RTS packet is acquired and decoded at the destination terminal, the transmission is acceptable if at least one of these channels matches a free channel at the destination terminal. For the fastest data rate with blocking approach, the destination terminal selects the traffic channel with the fastest data rate that is both free at the destination terminal at the time the RTS is received and listed in the RTS packet. For the fastest/deferred approach, the source terminal does not build a list of free channels, but instead considers only the channel with the fastest data rate that is good. Only when this channel is not blocked is the RTS generated. Also, the destination terminal will ignore the RTS if the channel is blocked at the destination (but not at the source). This limits the channelaccess protocol to using the channel with the fastest data rate only, and a forwarding attempt must wait for the channel to become unblocked rather than use a slower channel that is not blocked.
B. Routing Protocol
For LRR, each link between two terminals is assigned a resistance using a link metric. Prior investigations of LRR did not consider heterogeneous traffic channels in which there can be considerable differences in the capabilities of the traffic channels. Hence, we extend LRR by defining a new channel metric that is based on the data rate of a traffic channel that is available between two terminals. Let D max denote the maximum data rate among all traffic channels. The data rate channel metric for channel i is defined as
where the value of ω i is 1 unless noted otherwise. The channel metric accounts for the duration of a data packet transmission, and a transmission takes less time on a traffic channel with a lower channel metric value. The link metric for terminal A to B is simply the minimum channel metric value among all the traffic channels that are declared good from A to B. The link resistance for A to B is incremented by 0.25 if terminal A does not receive a CTS packet in response to an RTS packet that is transmitted to B, and the link resistance is reset to the minimum of the channel metric values if the CTS packet is received. If there does not exist any good channels from A to B, then the link resistance is infinity. Prior investigations of LRR have considered link metrics that also account for the link quality, the ability of a terminal to forward packets on a link, energy consumption, and other factors, but for the investigations reported here the link metric utilizes the channel metrics only.
IV. SIMULATION MODEL AND RESULTS
An OPNET simulation with detailed physical, link, and network-layer models is used to investigate the performance of our channel-access and routing protocols. The acquisition and packet error probability models are detailed in [13] and [15] . The acquisition header is fixed, and an acquisition threshold is chosen for each channel based on the work of [18] such that the performance is limited by the probability of successfully decoding the packet rather than acquiring it. Although the link layer follows the channel-access protocol of [13] and the network layer uses LRR of [14] , these protocols are modified to include the channel-access protocol and routing metric described earlier. Table 1 lists the simulation parameters for the following experiments.
We have examined an extensive combination of channelaccess strategies, channel metrics, topologies and channel scenarios, and in this paper we present a selection of the results that demonstrate the wide range in network performance for the various combinations. We present results for three different channel scenarios each consisting of three heterogeneous traffic channels and one control channel. The channel scenarios differ in the data rates and carrier frequencies associated with each traffic channel, and the specific attributes of each channel scenario are listed in Table  2 . Notice that the data rate for channel 2 is 125kbps for each channel scenario, and the data rate for channel 4 is 3, 9, and 9 times larger for channel scenarios 1, 2, and 3, respectively. The carrier frequencies are 1 GHz, 3 GHz, and 9 GHz for traffic channels 2, 3, and 4, respectively for channel scenarios 1 and 2. For channel scenario 3, the carrier frequencies are 1 GHz, 1.5 GHz, and 2 GHz for traffic channels 2, 3, and 4, respectively. To ensure that the control channel and channel 2 are nonoverlapping, their carrier frequencies differ by a small amount.
We consider networks consisting of 25 and 50 terminals. The grid topology employs channel scenarios 1 and 2 and consists of 25 terminals arranged in a 5 by 5 grid in which the distance between horizontally and vertically adjacent nodes is 87m. For this network topology, a terminal can transmit to any other terminal on channel 2, a subset of terminals on channel 3, and only its closest neighbors on channel 4. The cluster topology employs channel scenario 3, and 25 nodes are arranged in three clusters as shown in Figure 1 where d 1 , d 2 , and d 3 , are 285m, 632m and 407.5m, respectively. The distances between clusters A and B, d AB , clusters B and C, d BC , and clusters A and C, d AC , are 1100m, 752m and 752m, respectively. Communication between terminals in clusters A and B can only occur on channel 2, while communication between terminals in clusters A and C and between terminals in clusters B and C can occur on channels 2 or 3. Specifically, a terminal can transmit to a subset of terminals on channel 2, a smaller subset of terminals on channel 3, and with only its closest neighbors on channel 4. The small-and large-scaled topologies consist of 50 terminals placed randomly with a uniform distribution in a square area of 1900m 2 and 2500m 2 and channel scenario 3 is employed. A Poisson generator is used to generate traffic for each terminal in the network. The destination of each packet is determined randomly with a uniform distribution among the other terminals in the network. For each destination, a terminal determines a primary and secondary outgoing link on which the packet can be forwarded toward its destination. The primary link corresponds to the smallest route resistance and the secondary link to the next smallest. A failed forwarding attempt occurs if the source terminal fails to receive a CTS packet after an RTS packet transmission or fails to receive an ACK packet after a data packet transmission. Each terminal is allowed up to F forwarding attempts for each packet in which P forwarding attempts occur on the primary outgoing link, and if needed the remaining F-P occur on the secondary outgoing link. If the packet is not successfully forwarded after F forwarding attempts, it is discarded.
We evaluate the performance of our protocols by considering the end-to-end success probability. We also consider the performance threshold, which is the largest generation rate for which the end-to-end success probability is greater than 90%. We analyze the performance metric and threshold as the packet generation rate is increased. We compare the performance of our fastest data rate with blocking and fastest/deferred channel-access protocols when used with different channel metrics. These channel metrics include the data rate, min-hop and alternative data rate channel metric. The min-hop channel metric assigns a value of one as the channel metric for each traffic channel and is essentially the same as minimum-hop routing. For the data rate channel metric, the W i 's for channels 2, 3, and 4 are 3, 1.5, and 1, respectively, for scenario 1 ( Figure 2 ) and are 9, 3, and 1, respectively, for scenarios 2 and 3 (Figures 3-6 ). We examined various values for ω i of (5) and for the results in Figures 2-6 , we selected ω i 's such that the W i 's are 9, 4.5, and 1 for channels 2, 3, and 4, respectively. In Figures 2-6 , we refer to this particular set of weights as the alternative data rate channel metric. Figures 2 and 3 show the end-to-end success probabilities for the grid topology with channel scenarios 1 and 2, respectively, and Figure 4 depicts the end-to-end success probabilities for the cluster topology with channel scenario 3. Lastly, Figures 5 and 6 show the end-to-end success probabilities for the small-and large-scaled topologies with channel scenario 3.
Figures 2-6 show that our data rate and alternative data rate channel metrics outperform the min-hop channel metric for the fastest data rate with blocking and fastest/deferred channelaccess approaches. The data rate and alternative data rate channel metrics account for the heterogeneous nature of the traffic channels by assigning lower weights to faster channels. Therefore, transmissions complete faster with these metrics than they do with the min-hop channel metric, which assigns a uniform cost to all traffic channels. These results show that modifying the channel-access protocol to account for the heterogeneous characteristics of the traffic channels but not including a corresponding change to the routing protocol does not allow the network to significantly take advantage of the higher rate traffic channels.
Transmission attempts for long distances require a traffic channel with a lower carrier frequency. The fastest data rate with blocking and fastest/deferred channel-access approaches increase the probability that these traffic channels are available by not assigning them to transmission attempts that do not require them. In many scenarios, the fastest/deferred channelaccess approach when combined with the channel metrics that are tuned to the specific network topology and channel scenario results in the best network performance. However, if the channel metrics are not adjusted to the best values for a particular scenario, the fastest/deferred approach can result in significantly poorer performance than if the fastest data rate with blocking approach is employed. For example, both Figures 2 and 3 illustrate that if the alternative data rate metric is not employed, the fastest data rate with blocking channelaccess approach results in much better network performance than if the fastest/deferred approach is employed for the same channel metrics. Good network performance for the fastest/deferred channel-access approach depends critically on careful adjustment of the channel metrics used with routing, and in some scenarios (not included here due to space limitations) the fastest/deferred approach to channel-access is also inferior to fastest data rate with blocking for any channel metric.
Adjusting the channel metrics of the routing protocol is critical for good performance. For example in Figure 3 , the alternative data rate channel metric outperforms the data rate channel metric by 13% and 69% at the performance threshold for the fastest data rate with blocking and fastest/deferred channel-access approaches, respectively. In Figure 4 , the two channel metrics result in similar network performance, and the fastest/deferred channel-access approach is necessary to obtain the best performance. When the fastest/deferred channelaccess approach is employed with the alternative data rate channel metric, as shown in Figure 5 , then poorer performance is achieved than if either the data rate channel metric or the fastest data rate with blocking channel-access approach is employed. In Figure 6 , the fastest data rate with blocking channel-access approach is best for generation rates less than approximately 1.25 for either of the channel metrics. In investigating a wide variety of network topologies and channel scenarios, we have found that the data rate channel metric generally provides a good guide to appropriate channel metrics, but that the network performance is sensitive to small changes in the channel metrics in some scenarios. Furthermore, it is not sufficient to simply adjust the channel metrics for a particular scenario, but an appropriate channelaccess approach also needs to be selected.
V. CONCLUSION For an ad hoc network employing multiple heterogeneous channels, it is critical that the channel-access strategy and the channel metrics for the routing protocol be jointly designed to be able to take advantage of the available traffic channels, topology, and traffic load. Our jointly designed channel-access and routing protocol shows significant improvements over simply updating the channel-access protocol but employing minimum-hop routing. Cooperation between selecting traffic channels by the channel-access protocol and routes through the channel metrics is needed to reduce the unnecessary interference to other terminals and to minimize the delay in transmitting packets. Our results show that independently adjusting the channel-access or routing protocol does not consistently lead to good network performance. Instead, the channel-access and routing protocols must be considered jointly and adjusted to the particular network for which they are employed. It remains an open problem on how to design a cross-layer adaptive protocol that both adapts the channelaccess strategy and the channel metrics to a dynamically changing range of topologies and heterogeneous channel characteristics.
