Stabilization of a system of information agents represents a capability to eventually get correct information. We argue that the stabilization of a system could be understood as the convergence of the behavior of the whole system toward the behavior of a "superagent", who has the sensing and computing capabilities of all agents combined. We give sufficient conditions for stabilization.
INTRODUCTION
There are many systems of cooperative information agents operating in the Internet today. One of the key characteristics of these systems is their resilience in the faces of unpredictable changes in their environment. This is possible because agents in such systems cooperate by exchanging tentative partial results to eventually converge on correct and consistent global view of the environment. Together they constitute a stabilizing system that could recover from failures that happen when the environment changes unpredictably causing many agents to have incorrect information about their surroundings.
Copyright is held by the author/owner. AAMAS'03, July 14-18, 2003, Melbourne, Australia. ACM 1-58113-683-8/03/0007. This paper studies the problem of stabilization of systems of cooperative information agents where an information agent is viewed as a deductive database which consists of 3 parts:
an observation database containing the facts the agent has observed or sensed from its surrounding environment;
an input database containing the information the agent has obtained from other agents;
an intensional database which is a set of rules for computing derived information from the information stored in the observation and input databases.
Stabilization of a multiagent system refers to the capability of agents to eventually get correct information about the environment despite unpredictable changes of the environment. It is not a simple task even if they honestly exchange information and every change in the environment is immediately sensed by some of the agents. We introduce sufficient conditions for stabilization.
The rest of this paper is organized as follows. We formalize the problem in section 2. Conclusions are given in section 3.
PROBLEM FORMALIZATION
An agent is represented by a 5-tuple A = (IDB, HBE, HBI, HIN, δ) where: IDB, the intensional database, is an acyclic logic program; HBE is the set of all (ground) environment atoms whose truth values the agent could sense; HBI is the set of all (ground) atoms appearing in the heads of clauses in IDB; HIN is the set of all input atoms, whose truth values the agent must obtain from other agents; δ is the initial state of the agent. No atom in HIN ∪ HBE appears in the head of the clauses in IDB and HIN ∩ HBE = ∅.
An We say that Ai depends on Aj if Ai needs input from Aj, i.e. HINi∩(HBIj ∪HBEj) = ∅. The dependency of Ai on Aj is defined to be the set D(i, j) = HINi∩(HBIj ∪HBEj).
There are two types of state transitions → where = (σ1, . . . , σn), A run of a multiagent system A is an infinite sequence
A transition
, such that: there is a point h such that at every k ≥ h in the run, there is no more environment change; and for all agents Ai, Aj such that Ai depends on Aj, the following condition is satisfied: For each h, there is a k ≥ h such that k j;i −−→ k+1 . This condition is introduced to capture the idea that agents periodically exchange information with other agents
The set EDB = EDB 1,h ∪ · · · ∪ EDB n,h is called the stabilized environment of R.
We often refer to the stable model of Ai at state σ i,k as the stable model of Ai at point k of R.
Consider a superagent whose sensing capability and problem solving capability are the combination of the sensing capabilities and problem solving capabilities of all agents. Formally, the superagent of a multiagent system A = (A1, . . . , An), Ai = (IDBi, HBEi, HBIi, HINi, δi), δi = (EDBi, INi), can be represented by PA = (IDBA, δ), where IDBA = IDB1 ∪ · · · ∪ IDBn δ, the initial state of PA, is equal to EDB1 ∪ . . . EDBn.
Definition 2.1. Let A be a multiagent system. The I/O graph of A denoted by GA is a graph obtained from the atom dependency graph of its superagent's intensional database IDBA by removing all nodes to which there is no path in the atom dependency graph of IDBA from any input atom of HIN1 ∪ · · · ∪ HINn.
A is IO-acyclic if there is no infinite path in its
. be a run and M i,k be the stable model of Ai at point k. R is convergent for an atom a if there is a point h such that at every point k ≥ h, either for every agent Ai with a ∈ HBi, a ∈ M i,k , or for every agent Ai with a ∈ HBi, a ∈ M i,k . We write Conv(R, a) = true for the first case and Conv(R, a) = false for the later one.
R is convergent if it is convergent for each atom. R is strongly convergent if it is convergent and there is a point h such that at every point k ≥ h, for every agent Ai,
Define Conv(R) = {a | Conv(R, a) = true} as the convergence model of R. Definition 2.3. A multiagent system is said to be weakly stabilizing if every run R is convergent, and its convergence model Conv(R) is a stable model of IDBA ∪ EDB where EDB is the stabilized environment of R.
A multiagent system is said to be stabilizing if it is weakly stabilizing and all of its runs are strongly convergent.
Theorem 2.1. An IO-acyclic and bounded multiagent system is weakly stabilizing.
Unfortunately, the above theorem does not hold for more general class of multiagent systems. 
CONCLUSIONS
In this paper, a logic programming based framework for cooperative multiagent systems is introduced, and the stabilization of a system is then formally defined. We showed that IO-acyclic and bounded multiagent systems are weakly stabilizing. But IO-acyclicity and boundedness are not sufficient to guarantee the stabilization of a multiagent system. We showed that IO-acyclic and IO-finite multiagent systems are stabilizing.
We have assumed that information sent by an agent is obtained immediately by the recipients. But communications in real networks always have delay and errors in transmissions. We believe that the results presented in this paper could also be extended for the case of communication with delay and errors.
In this paper communications for agents are based on push-technologies, i.e. agents periodically send needed information to specific recipients. It is interesting to see how the results could be extended to multiagent systems whose agent communication is based on pull-technologies i.e. agents requiring an information have to send a request to other agents and wait for a reply.
