Abstract. In this paper, we disscuss the boundedness of (k + 1)-linear fractional integrals with variable kernels on product L p spaces. Our results improved some known results.
Introduction
It is well known that the multilinear theory has developed a lot in the past twenty years. In 1992, Grafakos ([9] ) first studied the following multilinear fractional, that is for fixed nonzero real numbers θ i (i = 1, · · · , m) and 0 < β < n, spaces to L q spaces with 1/p 1 + · · · + 1/p k − 1/q = β/n. Obviously, Ding and Lu's results improved the main results in [9] .
In 1999, Kenig and Stein [11] studied a new kind of multilinear fractional integral associated with the bilinear fractional integrals operators, that is fix k ∈ N , for each 1 ≤ i ≤ k + 1 and 1 ≤ j ≤ k + 1, given an n × n matrix A ij and define a linear
and 0 < α < kn , we define the (k + 1)-linear fractional integral as
where the matrix A satisfies the following assupmtions ,
Obviously, when k = 1 and
(1.4)
In [11] , Kenig and Stein proved that
Later, Ding and Lin [5] considered the case that
For the research of partial differential equation, mathematicians pay more attention to the singular integral (or fractional integral) with a variable kernel Ω(x, y), see [1] or [2] for more details. We call a function
Recently, Chen and Fan [3] considered the following bilinear fractional integral with a variable kernel,
Obviously, Chen and Fan's result improved the main results in [5] and the method they used is different from [5] .
In this paper, we will consider the (k+1)-linear fractional integral with a variable kernel Ω(x, y). Before state the main results in this paper, we first introduce a multiple variable function
Now we define the (k+1)-linear fractional integral with a muitiple variable kernel
where the linear mapping j is defined as in (1.3) and the corresponding matrix A satisfies the assumptions (I),(II) and (III). What's more, we assume that for each 1 ≤ j 0 ≤ k + 1, A j0 is an invertible kn × kn matrix.
Our main results are as following, Theorem 1.1 Assume that (I), (II) and
As far as we know, our results are also new even in the case that if we replace Ω(x, y) by Ω 0 ( y) ∈ L r (S nk−1 ) Remark 1.4 Obviously, our results improved the main results in [11] , [5] and [3] .
Proof of Theorem 1.1
In this section, we will give the proof of Theorem 1.1. First we introduce some definitions and lemmas that will be used throughout this paper.
Denote
thus we have the following conclusion, Lemma 2.1 Let Ω(x, y) be as in Theorem 1.1 and assume (I), (II) and (III) hold, then
Proof : By Hölder's inequality, we have
Then by the estimate of [11] (page 8), we have
So far, the proof of lemma 2.1 has been finished. Lemma 2.2 Suppose the same conditions and notations of that in Theorem 1.1, we define 
(ii) if r i = r for some i, then there exists a constant C such that
Proof: In [13] , Lemma 2.2 was proved in the case Ω(x, y) = Ω 0 ( y) ∈ L r (S nk−1 ). When consider the case if the multiple kernel function is a variable kernel, by a similar argument as in [13] or [6] , we can prove Lemma 2.2. Here we state the main steps to prove Lemma 2.2 for the completeness of this paper.
First, denote the following multilinear fractional maximal function M α ( f )(x) and multilinear fractional maximal function with a variable kernel M Ω,α ( f )(x), respectively.
By Hölder's inequality, the boundedness of M α ( f )(x) on product L p spaces can be easily got, and the following fact is also obvious,
which implies the boundedness of M Ω,α ( f )(x) on product L p spaces. Then by a classical augument as in [6] or [13] , we have the following point estimate for I α,Ω ( f )(x),
So, from (2.1) and the boundedness of M Ω,α ( f )(x) on product L p spaces, we get Lemma 2.2 easily.
To finish the proof of Theorem 1.1, we define
For r > kn kn−α , we have
Now use the linear change of variables as in page 14 of [11] , that is for each 1 ≤
A ij x i , thus we have
For the estimate of H(x), first by Lemma 2.1, we have
So when 
Combine the estimate above can we easily get
for any p 1 ≤ min{p 2 , · · · , p k+1 } with 1/q = 1/p 1 + · · · 1/p k+1 − α/n. Similarly for any p i (1 ≤ i ≤ k + 1) that is larger than and sufficiently close to r , we can also get
for any p i ≤ min{p 1 , · · · , p i−1 , p i+1 , · · · p k+1 } with 1/q = 1/p 1 +· · · 1/p k+1 −α/n. Now we obtain Theorem 1.2 by a multilinear interpolation from [10] or [11] .
