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ABSTRACT PAGE

This dissertation presents various investigations into the structure-property correlations in highly
anisotropic FePt and FePd thin films and nanostructures. These binary alloy thin films may exhibit
long-range chemical ordering (e.g. L 10 ), which induces a strong uniaxial magnetic anisotropy
whose orientation is dependent on the ordering direction in the thin film. The chemical ordering,
and hence the magnetic anisotropy, in these thin films can be controlled and tailored through
sputter deposition and ion implantation conditions followed by subsequent processing. Two novel
fabrication methods, x-ray rapid thermal annealing (XRTA) and heavy ion implantation,
successfully demonstrate the ability to obtain highly anisotropic nanometer-sized L 10 ordered
regions in thin films. XRTA has the advantage of using high brilliance x-ray undulator radiation to
simultaneously induce and probe microstructural changes in real time and is shown to favorably
modify the chemical order in partially-ordered FePt thin films without affecting the average
ordered grain size. Heavy ion implantation has the advantage of fabricating nonequilibrium
nanocomposite thin films, which in the case of Fe+ implanted Pt thin films requires lower
activation energies to nucleate and grow the L 10 phase thus implying lower processing
temperatures. The magnetic anisotropy in these binary alloy thin films is not only tailored through
the chemical ordering, but can be further influenced by an adequate choice of the capping layer.
Magnetically polarizable capping layers (e.g. Pd) decrease the perpendicular magnetic anisotropy
(PMA) of FePd thin films, while non-polarizable capping layers (e.g. MgO) have no effect on the
PMA. Different magnetization profiles of the films obtained from x-ray resonant magnetic
scattering measurements explain this change observed in the magnetic anisotropy. The magnetic
domain structure in these highly anisotropic thin films is also important and influenced by the
magnetic anisotropy. An analytical model shows good quantitative agreement with experiment for
FePd thin films above a critical thickness, thus showing the direct correlations between chemical
order, magnetic anisotropy, and magnetic domain structure in these films.
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Chapter 1
Introduction

The macroscopic physical properties of most materials are largely dependent
on their atomic and electronic structure. Investigating and understanding the origin,
behavior, and modification of these physical properties is important from a
fundamental point of view, as it increases the knowledge of certain mechanisms and
processes that govern the physical world. In addition, this knowledge may allow the
possibility of tailoring these macroscopic physical properties through modification
and control of the atomic and electronic structure of the material, thus opening up
novel application venues.
This close interplay between the structure of a material and its properties is
especially relevant in the field of magnetism. Every material exhibits some form of
magnetism, whether it be paramagnetism, diamagnetism, ferromagnetism, etc. In
particular, ferromagnetism is known to be one of the oldest physical phenomena
observed in the history of science. Lodestone or magnetite, from which the word
magnetism was derived, was found mostly in Magnesia of Asia Minor and had been
known to attract iron since 600 B.C.[1,2].
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The field of magnetism is vast and encompasses an impressive amount of
knowledge that would prove too exhaustive to cover in full within this dissertation.
However, relevant background information will be introduced within the context of
the presented experiments and results. Therefore, it will be helpful if the reader has a
working knowledge of the field, and if not, texts such as "The Physical Principles of
Magnetism" by Morrish [1], "Physics of Magnetism" by Chikazumi [2], "Introduction
to the Theory of Ferromagnetism" by Aharoni [3], and "Introduction to Magnetic
Materials" by Cullity [4] may prove useful.

1.1 Ferromagnetic thin ftlms
The overall objective of this dissertation is to explore the highly correlated
structural and magnetic properties in binary alloy thin ftlms that exhibit long-range
chemical ordering. Such alloys are of interest because they also exhibit strong uniaxial
magnetic anisotropy that in the case of thin fllms can be oriented in the direction
normal to their surface and is known as perpendicular magnetic anisotropy (PMA).
The main property of interest here is the magnetocrystalline anisotropy (MCA),
which is a strong component of the overall or global magnetic anisotropy in
crystalline fllms, and demonstrates the close interplay between the crystallographic
structure of the thin fllm and its response in the presence of a magnetic field (i.e.
there are energetically favored magnetization directions).

2

Magnetic anisotropy was first observed and studied in bulk samples,
specifically single-crystals of Co, Fe, and Ni by Honda and Kaya [5, 6, 7]. Recent
advances in the ability to control the structural quality of samples at the atomic scale
have allowed the study of magnetic anisotropy in crystalline thin fllms. These
advancements in thin fllm deposition techniques have also made possible the
stabilization of metastable phases that would otherwise be difficult or even
impossible to form in bulk materials, thus opening up new discoveries such as PMA.
Detailed studies on the influence of chemical order on the magnetic anisotropy in
binary alloy thin fllms are therefore needed and will be presented in this dissertation.

1.2 Overview
The overall objective of this research has been the exploration of structural
and magnetic property correlations in ferromagnetic binary alloy thin fllms that
exhibit long-range chemical ordering. The various studies on these thin films
presented in this dissertation are organized as detailed below.
Chapter two reviews relevant background concepts related to ferromagnetic
thin filins. Specifically, different contributions to the magnetic anisotropy in thin
filins are discussed, as well as how to calculate and experimentally measure them.
Chapter three discusses the experimental techniques used to fabricate and
characterize thin filins. Specifically, thin fllm samples were fabricated by sputter
deposition and/ or heavy ion implantation of suitable thin film matrices. X-ray

3

diffraction (XRD) was used to structurally characterize the samples and atomic force
microscopy (AFM) was used to characterize their surface morphology. Magnetic
characterization of the samples was carried out using x-ray resonant magnetic
scattering (XRMS), magnetic force microscopy (MFM), superconducting quantum
interference device (SQUID) magnetometry, and the magneto-optical Kerr effect
(MOKE).
Chapter four discusses long-range chemical ordering in binary alloys,
specifically L1 0 and L1 2 order, detailing its theoretical description and experimental
quantification.
Chapters five through eight elaborate in detail the investigations carried out in
this work on binary alloy thin fllm samples that exhibit long-range chemical ordering.
Chapter five discusses x-ray rapid thermal annealing (XRTA), a novel technique that
can be used to simultaneously induce, probe, and control microstructural changes in
binary alloy thin fllms. Chapter six discusses the use of heavy ion implantation to
achieve non-equilibrium nanocomposite binary alloy thin fllm samples with certain
structural and magnetic properties. Chapter seven discusses capping layer influence
on the global magnetic anisotropy in binary alloy thin fllm samples. Chapter eight
discusses the correlation of the chemical ordering, magnetic anisotropy, and magnetic
domain structure in binary alloy thin fllms.
Chapter nine concludes this dissertation with a synopsis of the knowledge
gained from this work and possible future directions.
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Chapter 2
Background

2.1 Thin ft1ms
A thin film is typically defined as a structure in which one of its dimensions is
constrained as compared to the other two dimensions. The length scale of this
constrained dimension (i.e. the thickness of the thin film) is typically on the order of
nanometers, whereas the other two dimensions (i.e. the lateral size or length and
width) are on the order of millimeters or centimeters [8]. This is the type of thin film
discussed in the present work.
The fabrication or growth of thin films has become feasible only recently due
to the improvement of vacuum technology and physical vapor deposition (PVD)
techniques, such as sputter deposition which will be discussed in Section 3.1.1.
Substrate quality has also improved such that thin films can be grown with different
epitaxial relationships by choosing a suitable substrate. These improvements provide
a means to control the structure, and hence properties, of the thin film.

5

Epitaxial growth is a continuation of the registry from a single-crystal
substrate to a single-crystal thin fllm that is deposited onto the substrate. This means
that the crystallographic atom positions of the thin fllm occupy lattice positions on
the substrate. Two types of epitaxial growth exist: homoepitaxy and heteroepitaxy.
Homoepitaxy is when the thin fllm and substrate material are the same, whereas
heteroepitaxy is where they are different materials. In the latter case, there is often a
lattice mismatch between the fllm and substrate, therefore the strain induced at the
interface has a significant effect on the subsequent growth and ultimate physical
properties of the thin film. The fabrication and characterization of heteroepitaxial
thin fllms will be discussed throughout chapters 5 - 8.

2.2 Magnetic anisotropy
Magnetic anisotropy is a property of ferromagnetic thin fllms that
demonstrates the close relationship between the structure of the thin fllm and its
physical response to an applied magnetic field. One important component of the thin
fllm's magnetic anisotropy is the magnetocrystalline anisotropy (MCA), which
exhibits the crystal symmetry of the thin fllm. Thus, the magnetic properties of a
crystalline thin fllm are dependent upon the crystallographic direction in which they
are measured.

6

2.2.1

Magnetic anisotropy energy
The magnetic anisotropy energy (MAE) EKu in a thin fllm depends on the

orientation of the magnetization M with respect to the anisotropy axis, which is
typically along one of the crystallographic axes in a crystalline thin fllm. The physical
origin of this anisotropy results from spin-orbit interactions, which will be discussed
in Section 2.4. The simplest form of the MAE is found in hexagonal and tetragonal
crystal systems with uniaxial anisotropy and can be written as

E Ku = K ul sin

2

(}

+ K u2 sin

4

(}

+ ... '

(2.1)

where Ku 1 and Kuz are the first-order and second-order uniaxial anisotropy
constants, respectively, and 0 is the angle between the uniaxial anisotropy easy axis
and the magnetization M. The first term in Eq. (2.1) is in most cases sufficient to
describe the anisotropy [2] and therefore the first-order uniaxial constant will be
expressed as Ku from here onwards. The MAE is minimized when the magnetization

M is parallel to the anisotropy easy axis (0

= 0°

and 180°) and increases as the

magnetization M rotates away from the anisotropy easy axis, taking a maximum value
along the anisotropy hard axis (0 = 90°). One method of determining the first-order
uniaxial anisotropy constant Ku is from M(H) loops, which will be discussed in
Section 8.3.3.
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2.2.2

Shape anisotropy
Other forms of anisotropy also influence the global magnetic anisotropy in

thin f1lms, most notably the shape anisotropy. Shape anisotropy is present in any
nonspherical sample since it is easier to magnetize a sample along a long axis than a
short axis. This is simply due to the fact that the demagnetizing or stray field H d is
stronger along a short axis than a long axis, and hence a stronger magnetic field H
must be applied to align the magnetization M along the short axis as opposed to the
long axis.
The demagnetizing or stray field H d acts in the opposite direction to the
magnetization M and is proportional to a demagnetizing factor Nd as

(2.2)

For example (see Fig. 2.1) [4], a bar is magnetized in an external field H, such that
north and south poles are formed on its ends, and then removed from this external
field H. Therefore, only a demagnetizing field H d exists, acting opposite to the
magnetization M, such that the relationship

B=H+4J(M,

(2.3)

now becomes

(2.4)
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(a)

B
Hd

•

}

Inside the
magnet

41rM

(b)

Fig. 2.1 The (a) H field and (b) B field of a bar magnet in zero applied magnetic
field with the vector quantities B, Hd, and M shown for inside the magnet (taken
from [4]).
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The demagnetizing factor Nd depends on the shape of the sample and can
only be calculated exactly for an ellipsoid [9, 10]. Thus, for a general ellipsoid with
three unequal axes (i.e. 2a, 2b, 2c), the demagnetizing factors along each axis may be
written as

(2.5)

However, other cases may be approximated by rotating this general ellipsoid about
one of its axes, which is known as an ellipsoid of revolution or spheroid. A thin film
can be approximated by taking an oblate spheroid or disc (a
the condition of c

* b = c) that satisfies

» a. This leads to the solution of
(2.6)

(2.7)

for thin films. Thus, the demagnetizing field H d parallel to the film plane approaches
zero, forcing the magnetization easy axis in the plane of the film. Therefore, the
magnetization hard axis will be perpendicular to the surface of the thin film with the
demagnetizing field H d approximately equal to 4rrM. Thus, in thin films it is
generally found that the magnetization easy axis lies in the plane of the film while its
normal is a hard direction. As will be seen in this dissertation, it is possible to
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overcome this general scenano by cleverly playing with other anisotropies in the
materials used to make the Hlms.

2.2.3

Mixed magnetic anisotropies
The realistic situation where two different magnetic anisotropies are present in

a physical system can be illustrated for the appropriate and applicable case of a
ferromagnetic thin Hlm with perpendicular uniaxial magnetocrystalline anisotropy
(M:CA). The easy axis of magnetization for this perpendicular uniaxial MCA will be
oriented out-of-plane (i.e. normal to its surface), while another easy axis due to the
shape anisotropy will be oriented in-plane (i.e. parallel to its surface). Therefore, these
two easy axes will be perpendicular to one another as depicted in Fig. 2.2. Eq. (2.1)
can be used to write the total magnetic anisotropy energy (MAE) of the system as

EMAE

E MAE

= EMCA

+£Shape

'

= K MCA sin 2 (} + K Shape cos 2 (} •

(2.8)

(2.9)

If both of the anisotropy constants are equal (i.e. KMcA = Kshape), then there will be

no anisotropy present in the system because there will be no dependence of EMAE on
(}. However, if the anisotropy constants are not equal (i.e. KMcA =I= Kshape), then
there will be an anisotropy present in the system because EMAE will depend on (}.
This anisotropy can be found by solving for the energy minimum
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dEMAE
d(}

--'="-

= (K MCA -

. 2(} .
K Shape )sm

(2.10)

Two possible solutions exist: 8 = 0° and 90°, which may be either maXlma or
rmruma. This can be verified by taking the second derivative of the energy with
respect to the angle, which must be positive for a minimum.

d2EMAE

-----"'2==-

d(}

= 2(K MCA -

K Shape

The solution of 8 = 90° is a minimum if Kshape

)

.

(2.11)

> KMcA,

and therefore the system

COS 2(}

has a stronger in-plane anisotropy. Whereas the solution of 8 = 0° is a minimum if
KMcA

> Kshape'

and in this case the system will have a stronger out-of-plane

anisotropy. Therefore, the easy axis of magnetization will always be along one of the
two anisotropy directions, as dictated by the stronger anisotropy constant, and not at
some intermediate angle. The reason for this is that a uniaxial anisotropy cannot exert
a torque on the magnetization M when it is perpendicular (i.e. 8 = 90°) to it.
However, if the two mixed anisotropies are not perpendicular to each other as in the
previous case, then it can be proven that the easy axis of magnetization will lie at an
intermediate angle between the two uniaxial anisotropy axes.

12

MCA

Shape

Fig. 2.2 Two uniaxial magnetic anisotropies of different physical origin, namely
shape and magnetocrystalline anisotropies (MCA), that are perpendicular to each
other generate an easy axis of magnetization along the stronger anisotropy axis.
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2.3 M(H) loops
One typical measurement of the magnetic properties of a ferromagnetic thin
fllm sample is an M(H) loop. These M(H) or hysteresis loops are obtained by
measuring the magnetization M as a function of the applied magnetic field H, while
the thin fllm sample is held at a fixed temperature T. Ferromagnetic thin ftlms exhibit
M(H) loops with distinct properties as shown in Fig. 2.3 and are measured according
to the following procedure.

-J!l Ms

·::l
.
.c
s:::::

....

ca

-H s

0

Hs

Applied Magnetic Field, H (arb. units)
Fig. 2.3 Ferromagnetic thin fllm hysteresis or M(H) loop (red solid) with the initial
induction curve (red dashed). The important loop parameters are denoted, such as
the saturation magnetization M5 , remanent magnetization Mr, coercive field He, and
saturation field H5 .
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2.3.1

Measuring an M(H) loop
An M(H) loop is acquired at a fixed temperature T by applying a magnetic

field H along a certain direction, which in the case of crystalline thin fllms may
coincide with a crystalline direction in the sample. The magnitude of the applied field

H is changed, from the positive saturation field H5 of the sample to its negative
saturation field -H5 and then back to its positive saturation field H5 , while the
magnetization M of the ferromagnetic thin fllm sample is measured by one of many
various methods (e.g. superconducting quantum interference device magnetometry,
magneto-optical Kerr effect) such that a full distinctive M(H) loop is obtained as
shown in Fig. 2.3.
The ferromagnetic thin filin sample is assumed to start in a demagnetized state
(i.e. M

= 0)

and the applied magnetic field H is increased from zero in the positive

polarity direction (i.e.

IHI >

0). The magnetization M of the sample is measured as

H is increased and follows an initial induction curve eventually reaching a positive
maximum or saturation value M5 . His then decreased to zero field where a positive
remanent magnetization Mr is typically observed, thus indicating that the sample has
a net magnetization (i.e.

IMI > 0) without the assistance of an applied magnetic field

H. The applied magnetic field His then increased in the negative polarity direction
(i.e.

IHI <

0) and the magnetization M returns to zero at a certain value of

IHI

called

the coercive field He. As H is further increased in the negative polarity direction,
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magnetization reversal occurs (i.e.

IMI < 0)

and afterward a negative saturation

magnetization -M5 is obtained. The other half of the M(H) loop may be traced out
by increasing the applied magnetic field H in the positive polarity direction back to
positive saturation M5 .
Ferromagnetic thin fllms exhibit this hysteresis or irreversibility in their M(H)
behavior. Therefore, the M(H) loop shown in Fig. 2.3 will only be obtained if the
sample reaches saturation M5 in both directions of the applied magnetic field H. If
saturation M5 is not attained prior to changing the polarity of the applied field H,
then minor hysteresis loops will be measured, which are not shown here for clarity
(please see [1, 4]).

2.4 Spin-orbit interactions
The physical ongm of the magnetocrystalline anisotropy (MCA) is due
primarily to the spin-orbit interaction, which couples the spin vector si and orbital
vector li of the electron. A resultant spin vector S and orbital vector L are obtained
for each atom by summing up each electron's si and li. The energy of the spin-orbit
interaction may be written as [2]

Eso

= .AL•S,

where il is the spin-orbit parameter.
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(2.12)

The spin-orbit interaction is relatively weak, but can create pronounced effects
in the following way. The spins of the electrons in a ferromagnetic thin filin will
reorient themselves to align with an externally applied magnetic field H. The electron
orbits, on the other hand, are strongly coupled to the crystal lattice and will resist
reorientation to the magnetic field H. Therefore, the spins become aware of the
crystal lattice through spin-orbit coupling, thereby creating difficulty for the spins to
rotate when the magnetic field H is applied along directions other than the anisotropy
easy axis. This barrier preventing the spins from rotating can be overcome with a
certain amount of energy above E50 • This overall effect is known as the
magnetocrystalline anisotropy (MCA) and it is easy to see that the crystal lattice
symmetry is responsible for it.
The strength of the MCA can be sufficiendy determined from the first-order
uniaxial anisotropy constant Ku as noted earlier for ferromagnetic thin fllms with
uniaxial anisotropy. Theoretical calculations of the MCA from first-principles [11]
have been performed for certain binary alloys (e.g. FePt) using the full potential local
orbital method [12] and the spin-polarized relativistic Korringa-Kohn-Rostoker
coherent-potential approximation [13] yielding good agreement with experimental
results.
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Chapter 3
Experimental techniques

The experimental techniques used in this dissertation research may be grouped
into two kinds: deposition and fabrication of thin fllms and nanostructures and
characterization of these structures. Two different fabrication techniques for thin
filins are discussed in detail [i.e. direct current (DC) magnetron sputter deposition
and heavy ion implantation]. This is followed by a brief description of structural [i.e.
x-ray diffraction (XRD)], surface [i.e. atomic force microscopy (AFM)], and magnetic
[i.e. x-ray resonant magnetic scattering (XRMS), magnetic force microscopy (MFM),
superconducting quantum interference device (SQUID) magnetometry, and the
magneto-optical Kerr effect (MOKE)] characterization techniques for thin fllms and
nanostructures.
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3.1 Deposition and fabrication techniques
3.1.1

Direct current magnetron sputter deposition
Direct current (DC) sputter deposition is one of the most common methods

of physical vapor deposition (PVD) techniques used to deposit conducting thin fllms
[14]. A schematic of a vacuum chamber used for DC sputter deposition is shown in
Fig. 3.1. A pair of electrodes within the vacuum chamber, consisting of the target
material to be deposited (cathode) and a substrate holder (anode), is separated along a
line of sight usually on the order of a few tens of centimeters. The vacuum chamber
is evacuated to its lowest achievable pressure or base pressure, typically in the ultrahigh vacuum (UHV) range (< 10-9 Torr), by a variety of vacuum pumps (e.g.
roughing pump from atmospheric pressure to low vacuum followed by turbomolecular and/or cryo-pumps for HV or UHV conditions). This process removes
contaminants, such as gas impurities, prior to deposition.
The vacuum chamber is then backfilled with an ultra-high purity (99.999%)
inert gas, typically argon, to pressures in the 10-3 Torr range. The range of pressures
inside the chamber is measured with a multitude of vacuum gauges depending on the
process stage (e.g. convection or Pirani gauges for low vacuum and ion gauges for
HV and UHV). The substrate holder (anode), along with the entire vacuum chamber,
is grounded and a high negative DC voltage is applied to the target (cathode) in order
to create a plasma, which is a quasi-neutral gas consisting of electrons, ions, and
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neutral atomic and molecular species. A plasma is created when a free electron near
the cathode is accelerated towards the anode due to the applied DC potential and
collides with a neutral gas atom, knocking out an electron and creating an ion. These
two electrons collide with other neutral gas atoms creating more ions and electrons
through an avalanche and the plasma becomes self-sustaining. The gas ions are
accelerated towards the cathode (target), strike a target atom, and eject or sputter
neutral target atoms and secondary electrons through momentum transfer. These
ejected neutral target atoms then travel in all directions and condense or deposit on
surfaces including the substrate holder.

l

Substrate

-

1

Pumping
(Vacuum)

Fig. 3.1 Schematic of a DC sputter deposition chamber. A plasma is created and the
Ar+ ions are accelerated towards the target (cathode) and knockout neutral target
atoms via momentum transfer. These target atoms provide thin film growth by
moving throughout the chamber and depositing on surfaces including the substrate.
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DC magnetron sputter deposition is the most widely used variant of DC
sputter deposition and has many advantages over other DC sputter deposition
techniques (diode, triode, etc.). Increased current, on the order of one to two orders
of magnitude, is drawn for comparable applied voltages, which results in both higher
deposition rates and lower voltage operation. Magnetron guns are able to achieve
plasma conditions at lower operating pressures, thus allowing sputtered atoms to be
ballistic, and therefore avoiding the gas phase collisions and scattering at higher
pressures that tend to lower the deposition rate. This ballistic nature of the sputtered
atoms also preserves the unidirectional character of the flux as opposed to a more
randomized one caused by collisions and scattering. The advantages of DC
magnetron sputter deposition arise from the magnetic fields due to permanent
magnets installed behind the target as indicated in Fig. 3.2. A balanced configuration,
where all magnetic field lines begin and end on the magnets (i.e. intermediate), along
with two unbalanced configurations, where all magnetic field lines either begin or end
on the cylindrical or annular magnets can be realized. These configurations determine
whether the ion and electron fluxes at the substrate will be small (i.e. Type
!/intermediate) or large (i.e. Type II) and are used for different applications [15]. The
magnetic field lines perpendicularly intersect the radial electric field lines between the
cathode (target) and anode for the Type !/intermediate cases. This keeps electrons,
and more importandy secondary electrons ejected from the target material, traveling
along a helical path and trapped close to the target, thus gready increasing the gasionization probability. The UHV deposition system that was used to grow thin films
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by DC magnetron sputter deposition is shown in Fig. 3.3.

CYLINDRICAL

MAGNET

ANNULAR
MAGNET

TYPE I

INTERMEDIATE

TYPE If

Fig. 3.2 Schematic of a DC magnetron sputter gun with two unbalanced magnetic
configurations (Type I and Type II) and a balanced magnetic configuration
(Intermediate). These different configurations determine the ion and electron fluxes
at the substrate (taken from [15]).
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Fig. 3.3 Photograph of the UHV deposition chamber that was used to grow the DC
magnetron sputtered thin fllms presented in this dissertation.
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3.1.2

Heavy ion implantation
Ion implantation is an important technique used to modify the subsurface

structure, composition, and physical properties (e.g. mechanical, electrical, optical,
magnetic, superconducting) of a thin fllm through the introduction of foreign atoms.
These foreign atoms are introduced by accelerating ions to energies of a few eV to
MeV, where there is a high probability that these ions will be buried beneath the
surface of the thin fllm sample. A large range of impurity concentrations and
distributions otherwise not attainable is possible because ion implantation is a nonequilibrium process.
Ion implantation was accomplished using the Toledo Heavy Ion Accelerator
(fHIA) located at the University of Toledo in Toledo, Ohio, a schematic of which is
shown in Fig. 3.4 [16]. The accelerator is a Danfysik model 1080-150, which is a
variant of the Cockcroft-Walton electrostatic design [17], which has been upgraded to
a maximum terminal voltage of 300 kV. The source material is heated in an oven
capable of reaching 1700 °C to create a gaseous form of the material, which is then
ionized. Electrons are thermionically emitted from a fllament/ cathode assembly and
accelerated (0 - 30 kV) towards an anode thus causing ionization of the gaseous
atoms. These gaseous ions are then accelerated back to the hollow cathode and
extracted to a mass analyzing magnet that selects only the ions that satisfy a preselected mass-to-charge (m/q) ratio. The ions that satisfy this condition are further
focused and steered down the main acceleration column, in addition to being swept
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or straggled, via electrostatic lenses to the ion implantation chamber. Ion currents of
a few to a few hundred nanoAmperes (nA) and energies up to 330 keV are possible
with this heavy ion accelerator.

Hi&h Voltace
Terminal

Toledo Heavy lon Accelerator (THIA)

..___ _ _...,.
Electrostatic Deflection Chamber

Column

Mass Selector
Bleetromacnet

Scale
I

O.D

I

Ka~(ler~at::io::n~~~

I
D.5

1.0 meter

Fig. 3.4 Schematic of the Toledo Heavy Ion Accelerator (fHIA) that was used for
ion-implantation studies (adapted from [16]).
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The base pressure for ion implantation is 10-6 Torr, which is achieved using
roughing and oil diffusion pumps. A custom-built sample holder with a Faraday cup
and space for up to three samples is used. A mask allows only one of these four
positions to be illuminated by the ion beam at one time over a circular area of 23.65
mm2 • The Faraday cup, with a 100 V bias to exclude secondary electron
contributions, is used to measure the ion currents.
The amount of material implanted into the sample, or ton dose, may be
tailored by controlling the ion current and the implantation time. The penetration
depth of the implanted material into the sample is important as well and can be
controlled via the energy of the ion.
One of the important aspects of any ion-solid interaction is the resulting depth
or range distribution of the implanted ions into the target [14, 18]. This range R
depends upon random processes that include the ion's collisions with atoms and
electrons in the target and can be determined from the rate of energy-loss dE I dx
along the path of the ion, which can be written as

R=ro

1

JEo dE/ dx

dE.

(3.1)

E0 is the incident energy of the ion as it penetrates the target. dE I dx is
determined to a good approximation by grouping the screened Coulomb ion-solid
interactions into two terms: (1) nuclear collisions and (2) electronic collisions. The
rate of energy-loss can then be written as
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(3.2)

where the subscripts n and e refer to the nuclear and electronic collisions,
respectively. The nuclear stopping power or rate of energy-loss is the energy lost by a
moving ion due to elastic collisions per unit length traveled in the target and can be
written as

dE
dx

I

= N rM

n

Tmrn

TdCT(E) dT.
dT

(3.3)

N is the target's atomic density, Tis the recoil or transfer energy (from the ion to the
target), E is the energy of the moving ion, and da(E)fdT is the differential energytransfer cross-section. The upper limit on the integration TM is the maximum energy
transfer, which is given by TM = 4MiMtEf(Mi

+ Mt)Z, where Mi

is the mass of the

ion and Mt is the mass of the target atom. The lower limit on the integration Tmin is
the minimum energy needed to displace a target atom from its lattice site and is
typically on the order of 20 - 30 eV.
There are two different regimes for the electronic stopping power based on
the velocity of the ion v: (i) v

> v 0 Z~ 13 and (ii) v < v 0 Z~ 13 , where v 0

@

2.2

X

106

m/ s and is the Bohr velocity of an electron in the innermost orbit of a hydrogen
atom and Zi is the atomic number of the ion. In the first case, the ion can be viewed
as a positive point charge Zi moving with a velocity v that is greater than the mean
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orbital velocity of the electrons in the target atoms. This leads to Bohr's theory of
stopping power, from which the influence of the ion on a target atom can be
regarded as a sudden, small external perturbation and can be written as [18]

(3.4)

where e is the charge of the electron, Zt is the atomic number of the target atom, me
is the mass of the electron, and I is the average excitation energy, which is typically

I "' 10Zt for most elements. In the second case, the ion is not fully stripped of
electrons and the mean orbital velocity of the electrons in target atoms is faster than
the ion velocity v, therefore the target electrons cannot gain energy by direct
collisions with the ions as in the first case. Instead, momentum is transferred from
the ion to the target electrons as they are captured by the ion and accelerated to the
ion velocity v. There are three major models (i.e. Fermi-Teller, Firsov, and LindhardScharff) that describe this second case, which all yield the similar result that dE/ dx ex:

v. In the Lindhard-Scharff model, the electronic energy-loss equation may be written
as [19]

(3.5)

where ~L

:::

zJ16 is a correction factor, and a
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0

is the Bohr radius.

These nuclear and electronic rates of energy-loss can be calculated easily using
the freeware computer program "The Stopping and Ion Ranges in Matter (SRIM)" as
shown in Table 6.1 [20, 21]. However, care must be taken as SRIM does not take into
account the crystal structure or dynamic compositional changes in the material.

3.2 Structural characterization techniques
3.2.1

X-ray diffraction
X-ray diffraction (XRD) is a scattering phenomenon that occurs due to x-ray

energy photons

(~8

keV for Cu Ka) interacting with the charge density of electrons

(Thomson scattering). If these electrons are tightly-bound to atoms that are arranged
in a periodic way within a crystal and the wavelength of the photons

(~0.1541

nm for

Cu K a) is comparable to the periodicity of the atoms, then constructive and
destructive interference occurs along certain directions. The arrangement of the
atoms in space limits the directions of these diffracted beams, which are fixed by
Bragg's law

n2=2dsinB,

(3.6)

where n is the order of diffraction (whole number of wavelengths), II. is the x-ray
wavelength, dis the lattice spacing of diffracting planes, and 8 is the Bragg angle (see
Fig. 3.6) measured between the incident beam and the crystal planes under
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consideration.
A simplified two-dimensional (2D) model of x-rays scattering from atoms
arranged in a 2D periodic lattice is shown in Fig. 3.5 and is sufficient to demonstrate
Bragg's law, in which scattered x-rays must be in phase to reinforce one another to
create a diffracted beam. Suppose incident x-rays 1 and 2, which are in phase at
wavefront XX', are scattered in all directions by atoms E and F located in different
atomic planes A and B, respectively, that are separated by spacing d. Scattered x-rays
1' and 2' will be completely in phase at wavefront YY' only if their path difference is
equal to a whole number n of wavelengths. This can be written as

GF + FH = dsinB+ dsinB = nA.,

and was first formulated by W. L. Bragg in 1912.
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(3.7)

1

Plane Normal

1'

F
Fig. 3.5 Bragg's law is formulated from this simplified 2D model consisting of
atomic crystal planes A and B separated by spacing d and containing atoms E and F,
incident x-rays 1 and 2 that are in phase at wavefront XX', and scattered x-rays 1'
and 2' that must be in phase at wavefront YY' for the occurrence of a diffracted
beam. Therefore, the path difference between the two wavefronts for the two x-rays
scattering from atoms E and F must satisfy Eq. 3. 7.

XRD scans can be acquired with a () - 2() diffractometer, which can be a
laboratory instrument used for measuring Bragg reflections of crystalline thin films
and includes a four-circle goniometer with angles [20, (),¢,and x(or t/J)] as
depicted in Fig. 3.6. A four-circle goniometer is necessary for thin film measurements
to precisely orient the crystal planes in order to obtain optimal diffraction conditions.
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,,

~:~-- -Fig. 3.6 The standard four circles of rotation [28,8, cp, and x(or l/J)] are shown for
a 8 - 28 goniometer with the sample located at the center of rotation. The incident
radiation ki from an x-ray tube is scattered from the sample and this scattered
radiation k1 is collected in a detector on the 28 circle.

In a standard laboratory diffractometer, x-rays are generated by an x-ray tube
in the following manner. Electrons are thermionically emitted from a hot ftlament
and accelerated towards an anode (typically Cu). These electrons can knockout coreshell electrons in the anode, which cause outer-shell electrons to fill these lower
energy states by releasing energy in the form of x-ray photons. These x-rays are
reflected, focused, and collimated by x-ray optics in order to create a quasi-parallel
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monochromatic x-ray beam. The sample is illuminated by this incident x-ray beam ki
and the diffracted beam k 1 is detected, thus probing the momentum transfer

qz

= kt- ki,

which is normal to the surface of the sample. Thus, atomic planes

parallel to the sample's surface are probed in symmetric scans, where the 20 angular
range scanned is typically 15 - 90°.
The x-ray characteristics (e.g. luminosity, energy, polarization) of a standard
laboratory XRD are not always sufficient for all experimental investigations. Certain
techniques require increased brightness, variable x-ray energies, and polarized beams,
which synchrotron radiation can provide (see Section 5.2.2). Synchrotron radiation is
created by accelerating electrons to nearly the speed of light using electromagnetic
fields. These electrons travel in a storage ring that has a number of insertion devices
(e.g. undulators). These undulators consist of alternating magnetic fields that cause
the electrons to accelerate and thus radiate x-ray energy. Each insertion device is
associated with a different beamline laboratory, thus allowing a number of
experiments to be simultaneously carried out. Two techniques requiring synchrotron
radiation are discussed in this present work: x-ray rapid thermal annealing (see
Chapter 5) and x-ray resonant magnetic scattering (see Chapter 7), which were
performed at Sectors 7 and 4 of the Advanced Photon Source, respectively.
Important structural information including the orientation of crystal planes,
lattice parameters, strain, crystallite size, and mosaic structure of thin fllm samples can
be attained from the analysis of XRD scans. The orientation of the crystal planes
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within the thin fllm sample can be easily determined by comparing the reflection(s) of
those obtained in a symmetric (J - 20 scan with those of a powder diffraction
reference data flle provided by the International Centre for Diffraction Data (ICDD).
An example of such a powder diffraction reference flle for MgO is shown in Fig. 3. 7.
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The lattice parameters of these crystal planes d in the thin ftlm may be
calculated from the Bragg law as stated in Eq. (3.6) and the strain associated with
them as compared to bulk lattice parameters

dbulk

(taken from ICDD flies) can be

calculated using

Strain =

d-d
hulk •

(3.8)

dbulk

The average crystallite or grain size L in the thin fllm sample may be calculated
using the Scherrer equation expressed as [23, 24]

L

=

kA,
Br cos() '

(3.9)

where k is a constant near unity (0.94 for cubic crystals) and Br is the corrected
FWHM of the diffraction peak. The observed FWHM of the diffraction peak Bobs
from the thin fllm sample must be corrected for instrumental broadening Binstr by
using a standard with large crystallite or grain sizes (e.g. single-crystal Si wafer). Thus,
for Gaussian fittings

(3.10)

Single-crystalline thin fllms can be somewhat imperfect, consisting of small
mosaic blocks or crystallites that are slighdy misoriented with respect to each other.
This mosaic structure or mosaicity can be experimentally measured via an XRD
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rocking curve to determine the degree of imperfection of the crystalline thin fllm.
This is accomplished with w scans, whereby the 28 angle is fixed on a certain
reflection and the 8 angle is rotated or "rocked" back and forth by a few degrees. In
this way, all crystallites successively satisfy the Bragg law as the thin filin is rotated.
The degree of chemical ordering S in binary alloys can also be quantified by
XRD and will be discussed in Chapter 4.

3.2.2

X-ray reflectivity
X-ray reflectivity or reflectometry (XRR) is a grazing incidence application of

XRD to determine the surface layer and interfacial characteristics of a thin fllm [25].
Characteristics such as thickness, interfacial roughness, and density can be
\t
experimentally determined for both crystalline and non-crystalline'thin fllms. This is
because the XRR profile (shown in Fig. 3.8) is dependent upon the change in the
average electron density across the thin fllm interface and not upon the periodic
nature of the electron density from the crystal structure.
A similar configuration and alignment procedure that is used for standard
symmetric 8- 28 XRD scans (see Section 3.2.1) is used for XRR with one minor
difference. A symmetric 8- 28 XRR scan is only performed within an approximate

28 angular range of 0 - 8°. The XRR scan is a plot of the intensity of specular
reflected x-rays versus the angle of incidence with respect to the surface 8 as shown
in Fig. 3.8.
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Fig. 3.8 XRR plot of the normalized intensity versus angle of incidence 8 for a thin
ftlm sample.

The main parameters that determine an XRR plot of a thin ftlm structure are
the quality of each layer (i.e. thickness and electron density) and interface (i.e.
roughness, homogeneity). However, other sample factors (e.g. lateral size, flatness,
inhomogeneous electron density) and instrumental factors (e.g. beam size, wavelength
spread, divergence) can affect and complicate the analysis of XRR scans. These
parameters that affect the XRR scan are determined by fitting the data using an
algorithm based on Parratt's recursive formalism [26].
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3.3 Surface characterization techniques
3.3.1

Atomic force microscopy
The atomic force microscope (AFM) is a variation of the scanning probe

microscope (SPM), which developed out of the invention of the scanning tunneling
microscope (STM) in 1982 by Binnig and Rohrer [27]. The AFM was realized in 1986
by Binnig, Quate, and Gerber [28] and has progressed from its inception into a
versatile tool that can achieve true atomic resolution, three-dimensional (3D)
measurements and control of atomic forces, measurement of mechanical response,
mechanical manipulation of individual atoms, and mechanical assembly atom by atom
[29]. These unique characteristics are achieved using the noncontact mode of atomic
force microscopy (NC-AFM), which was realized in 1995 and will be described in
further detail here.
AFMs (and correspondingly all SPMs) function in relatively the same manner
with the following components: (i) a piezoelectric scanning stage on which the thin
fllm sample is placed, (ii) a force sensor with a probe or tip mounted on the end, and

(iii) electronics which control both of these components. The tip is brought close to
the surface of the sample such that an interaction occurs between them. The force
sensor behaves in a certain way that is monitored by the electronics and used as a
feedback loop. The tip-sample distance is kept constant via this feedback by adjusting
the z-directional motion of the piezoelectric scanner. This z-motion is recorded as
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the tip is raster scanned over the sample to produce a topographical 3D image of the
surface of the sample. Each of these components, specifically for NC-AFM, will be
explained in further detail.
The thin film sample being investigated rests on a piezoelectric scanning stage
that has 3D positioning in

X-,

y-, and z-directions with subatomic

(~

1 pm)

precision, thus enabling the possibility of atomic resolution. Positioning is
accomplished with a tube of piezoelectric material, typically lead zirconium titanate
(PZT), that has four symmetric electrodes placed on the outside of the tube and one
electrode on the inner wall of the tube. The x- andy-directional motion occurs by
applying equal and opposite voltages to the outer symmetric electrodes to make the
tube bend.

2
d31
y
~lJ- - - - - ' - -

2-fi

~-

1

trDh

u

'

(3.11)

where d 31 is the transverse piezoelectric coefficient, l is the length of the tube, Uy is
the voltage applied to the opposite electrodes, D is the average diameter of the tube,
and his the wall thickness of the tube [30]. The z-directional motion occurs when a
voltage is applied to the inner electrode, such that the tube contracts

(3.12)

The force sensor in an AFM is a micro-fabricated cantilever with a sharp tip
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mounted at the end. Cantilevers are characterized by their spring constant k,
resonance frequency

f0 ,

and quality factor Q, which are expressed in Eqs. (3.13),

(3.14), and (3.15), and depend upon the Young's modulus Ey, width w, length L,
thickness t, and mass density p of the cantilever, along with the influence of the
environmental medium through the damping factory [31]. The Q-factor depends on
damping mechanisms present in the cantilever. Typical values of these quantities can
be k- 40 N/m, fo- 300kHz, and Q- 300 [32].

(3.13)

(3.14)

Q= mm0
2y

•

(3.15)

The cantilever is vibrated at constant amplitude Adrive and drive frequency

fdrive that is close to the resonance frequency fo. Tip-sample interactions cause the
cantilever's amplitude A and phase¢ (relative to the driving signal) to change, hence
these can be used as feedback signals and monitored by optical techniques (e.g. laser
reflected off of the cantilever into a segmented photodetector). Therefore, the
amplitude A will be kept constant, which means that the tip-sample distance will also
remain constant. This is achieved by moving the piezoelectric scanning stage in the zdirection, which is then recorded as the tip is raster scanned over the sample to
40

obtain a topographical map.
The AFM must be isolated from all noise, including mechanical vibrations, in
order to achieve near atomic resolution. This can be accomplished by placing the
AFM on a platform with large mass that is suspended via springs with strong
damping.
The topographical map of the surface of the thin fllm sample contains a
wealth of information that may be quantified with a detailed and systematic analysis
of the image. The root mean square (rms) roughness Rrms of the sample surface is
one of the parameters that may be quantified and is defined for a two-dimensional
(2D) image as [33]

(3.16)

where M and N are the size of the 2D image in pixels,

Zij

is the height of the image

at pixel (i,j), and (z) is the average height of the 2D image considering all pixels.
Surface features, such as island size and separation, may be quantitatively
calculated using an auto-correlation function that is defined as [33]

00

Gx,y(rx,ry)

= J Jz 1z 2 w(zpz 2 ,rx,ry)dz1dz 2

(3.17)

-00

(3.18)
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where z1 and z2 are the height values at (xv y 1 ) and (x 2 , y 2 ) respectively, Tis the
distance between these two points Tx = x 2 - x 1 and Ty = y 2

-

y1 , and the function

w(zvZz,Tx,Ty) is the 2D probability density of the random function

~(x,y)

corresponding to points (xv y 1 ) and (x 2 , y 2 ) and hence T. This autocorrelation
function may be evaluated using the discrete data from this 2D image, and therefore
can then be written as

(3.19)

A radial average of the 2D autocorrelation function using r =

.Jx

2

+ y2

may be

taken to obtain a one-dimensional (1D) autocorrelation function that may be written
as

Gr ( Tr )

=

1
(-r/ I 2a2 }
~e
av2:r

(3.20)

if it has the form of a Gaussian function, where a is the standard deviation and
Tr

= r2 -

r 1 is the distance between two points. The average size of the islands w on

a sample surface is related to the full width half maximum (FWHM) of the central
peak in the 1D Gaussian autocorrelation function Gn and may be calculated using

w=2a..J2ln2.

(3.21)

The average nearest neighbor separation of the islands il is equal to the distance
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between the central and secondary peaks that appear in the 1D autocorrelation
function. Since the central peak is always centered at r

= 0, il is simply equal to the

position of the secondary peak. Calculations of these quantities are demonstrated in
Section 8.3.
The AFM images presented in this dissertation were acquired using a Nanotec
scanning probe microscope utilizing the WSxM software [34] and Si tips from App
Nano.

3.4 Magnetic characterization techniques
3.4.1

X-ray resonant magnetic scattering
In addition to providing structural information of crystalline thin films as

discussed in Section 3.2, x-ray scattering can also be sensitive to magnetic information
and is termed x-ray resonant magnetic scattering (XRMS). This technique is typically
used in conjunction with synchrotron radiation, which offers benefits as previously
discussed in Section 3.2. It was first theoretically discussed by Platzman and Tzoar
[35] and experimentally confirmed by de Bergevin and Brunei [36]. XRMS is sensitive
to the structure and magnetism of crystalline thin fllms via the resonant absorption of
polarized synchrotron radiation in the vicinity of the L absorption edges for transition
metals or M absorption edges for rare earth metals. Thus, specific elements, sites, and
valences can be probed by tuning the energy of the synchrotron radiation and the
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control of the polarization of the radiation allows the separation of the spin and
orbital contributions of the magnetic moments. XRMS, like polarized neutron
reflectometry (PNR), measures the spatial Fourier transform of the magnetization
from which the spatial distribution of the magnetization in a unit cell and the
configuration of the moments can be deduced thus complementing PNR.

3.4.2

Magnetic force microscopy
Magnetic force microscopy (MFM) is a specialized operational mode of the

atomic force microscope (AFM) discussed in Section 3.3 and has become one of the
most widely used magnetic imaging techniques. MFM was first realized shortly after
the invention of the AFM [37, 38, 39, 40] and in principle, any AFM can be used as
an MFM by simply using a Si tip coated with a ferromagnetic material (typically a CrCo alloy). This magnetically coated tip will have a net magnetic moment and thus can
be used to probe the stray field distribution above the surface of a thin fllm sample
from which an image of the magnetic domain structure can be realized.
Imaging magnetic forces is non-trivial since they are usually a few to tens of
picoNewtons (pN) and therefore two to three orders of magnitude smaller than nonmagnetic forces. Thus, the magnetically coated tip must be scanned at a larger tipsample distance (typically tens of nanometers), such that non-magnetic forces (e.g.
van der Waals) are avoided. In order to image these magnetic forces, the Cr-Co
coated Si tip is magnetically saturated along the z-axis, such that it will remain in its
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remanent state, and is then raster scanned over the sample, scanning each line twice
at two different distances from the tip to sample surface. The tip-sample distance is
set to a few nanometers (nm) during the flrst scan, such that the van der Waals
interaction is dominant, thus providing topographical information. The magnetic
interaction begins to dominate over the van der Waals interaction at a few tens of
nm, and therefore during the second scan the tip is lifted by 20 - 30 nm or more
from the sample surface to provide the stray fleld distribution information.
These magnetic forces are deduced from the dynamic changes of the
cantilever, typically in the phase ¢,amplitude A, or resonance frequency fo [30]. The
cantilever is driven at a ftxed frequency !drive' near to the resonance frequency [ 0 ,
and changes in this frequency !1f are detected from changes in the amplitude A or
phase¢. This resonance frequency shift can be calculated from Eq. (3.22) where k is
the spring constant and F[z0 +A sin(wt)] is the tip-sample force [30].

!J..f
1 2Jr
-kA = - f 01 sinat[F(z 0 + Asinat)]dt.
fo
7rJo

(3.22)

In the limit of small frequency shifts, and where the derivative of the force is constant
within the tip-sample distance covered by the cantilever's oscillation, Eq. (3.22)
simplifles to

!J..f
fo

1 CJF

=-----

2kL dZ '
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(3.23)

where kL is the force constant of the free cantilever and aF jaz is the Z-component
of the force derivative of the magnetic tip-sample interaction forces. The MFM
images presented in this dissertation were acquired using a Nanotec scanning probe
microscope utilizing the WS:xM software [34] and Cr-Co magnetically coated Si tips
from App Nano.
The analysis of the domain structure from MFM images of ferromagnetic thin
fllms that exhibit strong perpendicular magnetic anisotropy (PMA) will be deferred
until Section 8.3.

3.4.3

Superconducting quantum interference device
magnetometry
Superconducting quantum interference device (SQUID) magnetometry is one

of the most sensitive techniques for measuring magnetic fields, capable of resolving
changes on the order of 10-15 Tesla. Highly accurate measurements of the magnetic
moment [from 10-8 to 2 electromagnetic units (emu)] can be made in external
magnetic fields up to 70 kOe and temperatures ranging from 2- 400 Kin a well
calibrated Quantum Design MPMS XL system [41].
The SQUID magnetometer consists of a variety of components working
together to achieve highly accurate measurements of the magnetic moment. These
include (i) a temperature control system, (ii) magnet control system, (iii) SQUID, (iv)
sample handling system, and (v) computer operating system.
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Precise control of the temperature and magnetic field within the sample space
is imperative to make accurate magnetic measurements on a sample. The temperature
control system allows high thermal uniformity within the sample space where two
thermometers provide precise control of the temperature between 2 K and 400 K.
The magnet control system provides uniform magnetic fields up to 70 kOe in both
polarity directions across the sample space through the use of a solenoidal closedloop superconducting magnet.
The high sensitivity of a SQUID magnetometer is possible due to the device
that gives the instrument its name. A SQUID consists of a closed superconducting
loop with a Josephson junction(s) in the current path of the loop. This device
measures the magnetic moment of the thin fllm sample, from which other parameters
such as the magnetization M and susceptibility X can be determined, by translating it
through a superconducting pickup coil configured as a second-order (secondderivative) gradiometer [see Fig. 3.9(a)]. The magnetic moment from the sample, as it
moves through the pickup coil, induces an electrical current in the pickup coil. This
current is converted to a voltage by the SQUID and is proportional to the magnetic
moment of the sample, assuming that the response of the sample as it moves through
the second-order gradiometer is that of a magnetic dipole.
The sample handling system provides movement to a sample across the
sample space. The sample is driven through the superconducting SQUID detection
coil in discrete steps, where SQUID voltage measurements are acquired. All of these
components, as well as the output signal analysis, are simultaneously controlled by the
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computer operating system.

(b)
(a)
-1
lllllfiUIIEIT

Fig. 3.9 (a) Schematic of the second-derivative pickup coil and (b) cross-sectional
view of the sample space area, including the superconducting magnet and pickup
coils (taken from [41]).
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The SQUID data obtained in this dissertation research are represented as
M(H) or magnetic hysteresis loops that were discussed in Section 2.3. The raw data
are a superposition of each thin fllm sample component [i.e. substrate, thin filln
layer(s)], since the entire sample is simultaneously measured, plus a possible
background component. Fortunately, the components that are not of interest (i.e.
background, substrate) are usually paramagnetic or diamagnetic, therefore their
magnetic response is linear, and can easily be subtracted from the ferromagnetic
components of interest. These components (i.e. substrate and background) can be
measured before a thin fllm is deposited and then subtracted from the raw data as
well. The magnetic moment of the sample is measured in emu and can be divided by
the mass or volume to obtain units of emu/ g or emu/ cm3.

3.4.4

Magneto-optical Kerr effect
The magneto-optical Kerr effect (MOKE), discovered by Kerr [42], is a slight

rotation (typically

«

1 °) of the plane of polarization of a light beam upon reflection

from a magnetized sample. This is similar to the Faraday effect, where the
polarization of a light beam is altered upon transmission through a magnetic material.
If plane-polarized light is reflected from a magnetic thin fllm with non-zero
magnetization M, then the reflected light will be elliptically polarized with its major
axis rotated slightly with respect to the original direction (in polar and longitudinal
geometries). This rotation depends on the magnetization M of the thin filln sample
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relative to the plane of incidence of the light beam. Thus, there can be three principle
MOKE orientations: (i) transverse, (ii) longitudinal, and (iii) polar, as depicted in Fig.
3.10.

Fig. 3.10 Schematic of the three possible orientations of MOKE [i.e. (a) transverse,
(b) longitudinal, and (c) polar]. The orientation of the magnetization M (red) with
respect to the plane of incidence (black) of the light beam is shown for each case
(adapted from [43]).

50

Magneto-optical effects can be understood by exammmg the complex
dielectric tensor E, which relates the displacement field D to the electric field E, while
in the presence of a magnetic field.

D=[e]E.

(3.24)

The form of the complex dielectric tensor E can be deduced from the symmetry of
the crystal structure, following Neumann's principle [44], which states that any
physical property of the crystal must exhibit at least the symmetry group of the crystal
[45]. Also, the complex dielectric tensor E can be written in "gyrotropic form" if the
magnetization M is parallel to an axis of three-fold or higher symmetry [43]. For the
polar case, the magnetization M is parallel to the z-direction and the complex
dielectric tensor E can be written as

OJ
0 '

(3.25)

8 zz

where

Exx

= E~x

+ i E~x·

Furthermore, from symmetry considerations, the diagonal

elements must be even functions of the magnetization M (i.e. independent of M to
first-order) and the off-diagonal elements must be odd functions of the
magnetization M (i.e. linear in M to first-order) in ferromagnetic thin filins.
Therefore, the off-diagonal components of the complex dielectric tensor E represent
the MOKE contribution.
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Further descriptions on how to directly measure and obtain the Kerr rotation
ek

and Kerr ellipticity

Ck

from the complex dielectric tensor E can be found in the

literature [43, 45, 46] and will not be discussed here. Only the measurement of
magnetic hysteresis or M(H) loops are of interest here because they are sufficient to
characterize the magnetic behavior of thin ftlms. MOKE is a useful technique for this
because the surface of a thin ftlm can be optically smooth allowing light to be
reflected from it. The Kerr rotation 8k of the light beam, which is proportional to the
magnetization M of the sample, is measured as a function of the applied magnetic
field H using a custom-built setup described below and shown in Fig. 3.11 to obtain a
magnetic hysteresis or M(H) loop.

Mechanical Chopper
Electromagnet

Photodetector
Fig. 3.11

Schematic of a typical MOKE setup used to measure the magnetic

hysteresis loop of a thin ftlm.
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MOKE can be measured by using an adequate single wavelength light source,
such as a stabilized HeNe laser (ll = 632.8 nm), which is adequate for the samples
studied here. The collimation of the radiation keeps the laser spot size small such that
it illuminates a uniformly magnetized area of the sample. Of course, lenses may be
used to further focus the laser beam into a smaller size on the sample, which can be
positioned directly before and after the sample in the setup shown in Fig. 3.11. The
laser beam is sent through a mechanical chopper, which is connected to a lock-in
amplifier, in order to modulate the beam at a set frequency for noise reduction
purposes. The beam becomes s-polarized (i.e. perpendicular to the plane of
incidence) after being sent through a linear polarizer and is then reflected from the
thin fllm sample. The sample is situated on a rotational stage between two pole pieces
of an electromagnet, such that the sample can be azimuthally rotated with respect to
the applied magnetic field H for each loop. This allows the magnetic field to be
applied along different crystallographic directions and allows hysteresis loops to be
collected as a function of azimuthal angular dependence.
The reflected light beam is sent through an analyzer (i.e. second polarizer) that
is almost crossed at 90° with respect to the initial polarizer. The intensity of this light
beam is then measured by a photodetector at the set frequency of the mechanical
chopper to optimize the signal-to-noise ratio. This measured intensity is proportional
to the Kerr rotation 8k and hence the magnetization M of the sample, thus yielding
an M(H) loop.
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Chapter 4
Chemical ordering in binary alloys

4.1 Introduction
The two kinds of atoms, A and B, present in a metallic binary alloy thin film
are typically randomly arranged at all possible temperatures. However, there are some
binary alloy thin films that below a critical temperature Tc, allow the A and B atoms
to arrange themselves in an orderly and periodic manner on certain atomic sites in the
crystal lattice. This is termed "long-range ordering" when the ordering persists over
large (many interatomic) distances in the thin film. The research presented in this
dissertation involves binary alloy (FePt and FePd) thin film structures that exhibit
long-range chemical ordering, specifically L1 0 and L1 2 ordering.
The bulk equilibrium phase diagrams for the FePt and FePd binary alloys (see
Fig. 4.1) show the conditions that must be satisfied for L1 0 and L1 2 chemical
ordering to occur.
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Fig. 4.1 The bulk equilibrium phase dtagrams for (a) FePt and (b) FePd (taken from
[47]). The cherrucally ordered phases (e.g. L1 0 , L1 2 ) that may occur are labeled and
shaded tn gray.
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4.2 L10 chemical order
Both of the FePt and FePd binary alloy systems may order in the L1 0
structure with adequate stoichiometric ratios. The Strukturbericht notation is used
here [48], where the prototype structure is the CuAu I structure and the space group
is P4jmmm [49]. The unit cells for this L1 0 ordered structure and corresponding
chemically disordered structure are shown in Fig. 4.2. The disordered structure is a
face centered cubic (fcc) unit cell, where the atoms (A and B) occupy random sites
in the unit cell as shown in Fig. 4.2(a). Upon ordering, A and B atoms occupy specific
positions in the unit cell decreasing the symmetry. Thus, for the L1 0 structure, a face
centered tetragonal (f ct) unit cell, A atoms occupy (0,0,0) and (V2, 1/2, 0) sites and B
atoms occupy (0, 1/2, 1/2) and (V2, 0, 1/2) sites as shown in Fig. 4.2(b). However, this

f ct

unit cell is in fact a primitive tetragonal cell with a basis, where the A atom at

(0,0,0) and the B atom at (V2, 0, V2) are both associated with the lattice point at
(0,0,0).

(b)

Fig. 4.2 (a) The disordered fcc unit cell, where the A (red) and B (blue) atoms
occupy random lattice sites and (b) the ordered L1 0 fct structure, where the atoms
occupy specific sites.
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This tetragonal distortion from a fcc to f ct structure is due to the
segregation of A and B atoms on alternate (002) lattice planes, as depicted in Fig.
4.2(b). The difference between the A and B atoms causes this contraction along the
(001) direction or c-axis and expansion along the (100) direction or a-axis, thus
giving a cja ratio slightly less than unity. Lattice parameters for the L1 0 ordered fct
and disordered fcc structures, c /a ratios, and critical temperatures Tc for the bulk
phases of FePt and FePd are given in Table. 4.1.

TABLE4.l
BULK LATTICE PARAMETERS AND CRITICAL TEMPERATIJRES FOR SELECT Llo ORDERED BINARY ALLOYS

Binary Alloy

c (A)

a(A)

cia

Disordered
ao(A)

FePt
3.80
3.71
3.85
0.96
1300
3.84
FePd
0.97
800
3.85
3.72
Perpendicular (c) and in-plane (a) lattice parameters, cia ratio, critical temperature (T.), and fcc disordered (ao) lattice
parameter for the bulk FePt and FePd alloys [50].
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Long range chemical ordering calculation

4.2.1

The long-range chemical ordering parameter S is a quantitative measure of the
fraction of atoms that are occupying the correct lattice site(s), which can be calculated
in the following way [23].
Let us consider a binary alloy sample such that there are two types of atoms: A
and B. There will also be two positions in the ordered structure in which atoms A
and B can occupy: a-sites and

p-sites. The composition of the sample must be such

that the atom fractions equal unity

XA

+ x8

= 1 and the site fractions equal unity

Ya

+ Yp = 1 as well. The numbers of each of these kinds of atoms,

N8

= x 8 N,

and sites, Na

= YaN

and Np

= YpN,

NA

= xAN and

are therefore given by the total

number of atoms N in the sample.
In a perfectly ordered structure, all of the A (B) atoms would be on the a (p)
sites. In order to determine which site an atom is occupying, four parameters are
introduced:

Ta- fraction of a-sites occupied by A (correct) atoms,
Wa- fraction of a-sites occupied by B (incorrect) atoms,
Tp - fraction of p-sites occupied by B (correct) atoms,
Wp- fraction of P-sites occupied by A (incorrect) atoms.
Therefore, the following relations must be true: Ta

+ Wa

=1

and Tp

+ Wp

= 1.

Furthermore, the fraction of A (B) atoms must equal the fraction of sites occupied
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by A (B) atoms:

( 4.1)

The long-range chemical ordering parameter S can now be defmed such that it is
linearly proportional to Ta

+ Tp:
(4.2)

Thus, S
and S

=0

for a completely disordered, or random, arrangement [see Fig. 4.2(a)]

= 1 for a completely ordered arrangement [see Fig. 4.2(b)] with stoichiometric

composition:

0 = a(0.5 + 0.5) + b,

Therefore, a

1 = a(l + l)+b.

(4.3)

= 1 and b = -1, and
(4.4)

A convenient expression for interpreting the measured value of S is obtained by
combining Eq. (4.1) and (4.4):

(4.5)

S reaches its maximum value only for a perfect stoichiometric composition as
shown here using Eq. (4.5). In the L1 0 ordered structure, 50% of the sites are for A
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atoms and 50% are forB atoms. Therefore, Ya = Yp = 0.5. If all of the atoms are on
the correct sites, then

Ta

= rp = 1, and it can be seen that S = 1 only if XA = x 8 =

0.5.

4.2.2

Evidence of chemical ordering
Chemical ordering within thin film samples may cause changes in numerous

properties (e.g. magnetic) thus allowing structure-property correlations, which will be
discussed throughout this dissertation. Although the possible existence of chemical
ordering may be inferred from these property changes, it can only be conclusively and
quantitatively determined with the use of XRD or transmission electron microscopy
(fEM). XRD is more widely used because it averages over the sample volume and is
nondestructive, whereas TEM is a local probe and is destructive.
The XRD pattern differs depending on whether the two atomic species, A and

B, are arranged in a random disordered fcc structure [Fig. 4.2(a)] or in an L1 0
ordered fct structure [Fig. 4.2(b)]. The major difference between these two unit cells
is the occupation of the lattice sites by either A or B atoms, which change the
diffraction line intensities for certain hkl reflections. This can be demonstrated by
calculating the structure factor

Fhkl

for a random disordered fcc unit cell and an L1 0

ordered f ct structure.
The structure factor

Fhkl

involves a summation over all atomic positions in
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the unit cell and can be written as a sum over the a-sites and the

p-sites

using

average scattering factors. These average scattering factors depend on whether a
correct or incorrect atom (A or B) occupies each lattice site (a or p) as defined in
Section 4.2.1.

Fhkl

=

L (raJA +

W

afB )e2.m(hxn+A:vn+lzn) + L ~p/B + W p/A )e2.m(hxn+A:vn+lzn)'

(

4.6)

p

a

where fA and f 8 are the atomic scattering factors for the A and B atoms, respectively,
and (Xn, Yn, Zn) is the position of each atom in the unit cell.
In a completely disordered fcc unit cell, the A and B atoms have equal
probability of being on each lattice site (ra
are no preferred a- and

P-sites

= Wa = rp = Wp = 0.5), and thus there

(i.e. a- and

P-sites

are equivalent). Therefore, an

average of the A and B atomic scattering factors fA and f 8 can be taken, and the
structure factor

Fhkl

can be re-written as a sum over all lattice sites as

(4.7)

There are four atoms per unit cell as discussed at the beginning of Section 4.2, thus
following Eq. (4.7), the structure factor

F

w

= (fA +Is
2

Fhkl

)rll +

is given by

em(h+k)

which simplifies to
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+ em(k+l) + el1r(h+l)]

'

(4.8)

(4.9)

for hkl unmixed [e.g. (111), (002)]; and

(4.10)

for hkl mixed [e.g. (001), (110)]. Therefore, mixed hkl reflections are forbidden,
similar to the case for a fcc unit cell with only one type of atom.
However, this is not the case when chemical ordering occurs. Now it matters
whether an A or B atom is situated on the two a-sites at (0,0,0) and (1/z, Vz, 0) and the
two fJ -sites at (0, 1/z, Vz) and (Vz, 0, 1/z). The structure factor

Fhkl

for chemical

ordering, following Eq. (4.6) may be written as

(4.11)

This may be further simplified into three different situations using definitions from
Section 4.2.1:

(4.12)

for hkl unmixed [e.g. (002), (202), (111)];

( 4.13)

for hkl mixed with h

+k

=even and k

+ l =odd [e.g. (001), (110)]; and
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(4.14)

for hkl mixed with h + k = odd [e.g. (011), (121)].
Reflections from planes of unmixed hkl indices [Eq. (4.12)] are termed
fundamental reflections because they are independent of chemical order as the
structure factor

Fhkl

is independent of the long-range chemical ordering parameterS.

Thus, they are present in the diffraction scans of both ordered and disordered alloys.
This is clearly demonstrated by inspecting Eqs. (4.9) and (4.12), which are equivalent
ifXA

=

X8

= 0.5.

Reflections from planes of specific mixed hkl indices [Eq. (4.13)] are termed
superstructure reflections because they are dependent on the amount of chemical
order, as the structure factor

Fhkl

is dependent on the long-range chemical ordering

parameter S. Therefore, superstructure reflections only appear if there is some degree
of chemical ordering (S =I= 0). If there is complete disorder (S

= 0), then Fhkl = 0

and Eqs. (4.10) and (4.13) are equivalent and there are no superstructure reflections.
Further inspection of Fig. 4.2 qualitatively reveals why superstructure reflections are
dependent on chemical ordering. Suppose that the Bragg law is satisfied for the (001)
superstructure reflection from a disordered structure as in Fig. 4.2(a). The x-rays
scattered from the top and bottom planes of the unit cell scatter in phase and
reinforce each other, but the x-rays scattered from the middle plane scatter out of
phase with the top and bottom planes. Since the structure factors

Fhkl

for each plane

of atoms are equivalent, complete destructive interference results, and there is no
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(001) superstructure reflection. However, if the structure is ordered as in Fig. 4.2(b),
then there will not be complete destructive interference because the structure factor

Fhkl for the middle plane differs from the top and bottom planes of atoms (since
they contain different atoms) and the (001) superstructure reflection will appear.

4.2.3

Quantitative calculation of chemical ordering
The long-range chemical ordering parameter S can be calculated by comparing

the integrated intensity of a superstructure reflection [e.g. (001)] with that of a
fundamental reflection [e.g. (002)] and taking into account correction factors for the
experimentally measured x-ray diffracted intensities such as the Lorentz, polarization,
structure, and Debye factors. This is possible because the intensity of the
superstructure reflections is proportional to 5 2 (due to the structure factor Fhkz),
while the intensity of the fundamental reflections is independent of S. Thus, the
integrated area A of a reflection may be written as [23, 50]

(4.15)

where C0 is a constant dependent on incident intensity and other factors, L is the
Lorentz factor, Pis the polarization factor, and Fhkl and Fhkl are the structure factor
and its complex conjugate, and

e-ZM

is the Debye-Waller factor.

The Lorentz factor L corrects for trigonometric factors that influence the
intensity of an x-ray diffracted beam and can be written as [51]
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L=

(-si-~-8)(-co-~-8)cos 8{-si_nl_2_8) = -si_n_8-~i_n_2_8'

(4.16)

where 8 is the diffraction angle. The first term accounts for the angular range of
crystal rotation over which appreciable energy will be diffracted, while the second
term is related to the breadth or full width half maximum (FWHM) of the specified
diffraction curve or reflection. The third term corrects for the number of crystals
favorably oriented for diffraction in a polycrystal. The fourth term accounts for that
when comparing relative intensities, the total diffracted energy in one cone of x-rays
is not directly compared with another, but rather the integrated intensities per unit
length are compared.
X-rays are partially polarized upon scattering at any angle and the polarization
factor P corrects for the polarization of the diffracted x-ray beam and can be written
as [50]

P

= P0 + [(1- P0 )cos 2 (20)],

(4.17)

where P0 is the extent of polarization of the incident x-ray beam and 8 is the
diffraction angle. Thus, for a typical unpolarized laboratory x-ray source P0 = 0.5
and thus Eq. (4.17) becomes

(4.18)

The Debye-Waller factor

e-ZM

is a temperature correction factor that accounts for
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the decrease in intensity of a diffracted beam due to the thermal vibration of atoms
about an equilibrium position on the lattice. It can be written as [23]

12h T [<I>(x) + x](sinB)
2

2 M=

mkB 8 D2

4

....l

2
,

(4.19)

where h is Planck's constant (J · s), m is the mass of the atom (kg), k 8 is
Boltzmann's constant (J · K- 1 ), 8v is the Debye temperature of the atom (K), Tis
the temperature (K), (}is the diffraction angle (degrees), A. is the x-ray wavelength
(m), and

(4.20)

where X= 8v/T.
The structure factor

Fhkl

describes how the atomic arrangement in the unit

cell affects the diffracted x-ray beam and was derived in Section 4.2.2 for
superstructure and fundamental reflections in disordered fcc and L1 0 ordered fct
structures. The structure factors

Fhkl

expressed in Section 4.2.2 must be expanded

further in order to allow for dispersion corrections, since most of the electrons in a
periodic lattice are bound and not free. This is accomplished by considering that the
atomic scattering factor

f

includes a real part correction llf' and an imaginary part

correction llf", such that f = { 0

+ llf' + ill{", where fo

is the normally tabulated

atomic scattering factor that assumes the electronic binding energy is small compared
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to the x-ray photon energy (i.e. the scattering power is similar to that of a free
electron). Thus, the structure factor

Fhkl>

incorporating the Debye-Waller factor

e- 2 M, for a fundamental reflection [Eq. (4.12)] may be written as
(4.21)

with the complex conjugate

Fhkl

expressed as

(4.22)

Therefore, multiplying Eqs. (4.21) and (4.22) together yield the square magnitude of
the structure factor F~kl

Fhk!Fh~t = 16l{xJJA +11//)e-MA

+x 8 (!8 +11J/)e-Ms

Y

+(xA11fA"e-MA +xs11fs"e-Ms

The structure factor

Fhkl

and its complex conjugate

Fhkl

Jj.

(4.23)

can be written in a similar

fashion for a superstructure reflection [Eq. (4.13)], such that the square magnitude of
the structure factor F~kl may be expressed as

Fhk!Fh~t = 4S2l((JA + 11/A •)e-MA

- (fs + 11fs •)e-Ms

Y

+ (11JA "e-MA - 11fs "e-Ms

Jj.

(4.24)

Hence, the long-range chemical ordering parameter S can be calculated by taking a
ratio of the integrated areas A of a superstructure and fundamental reflection, which
is accomplished through the use of Eqs. (4.15- 4.24). The atomic scattering factors
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for the elements of interest are given in Tables 4.2 and 4.3 [52].

TABLE4.2
MEAN ATOMIC SCATib1UNO FACTORS

(sin 0) lA. (A"1)

Element

z

0.00

0.05

0.10

0.15

0.20

0.25

0.30

26
23.71
19.71
18.03
16.56
26.00
25.36
21.66
48
45.07
42.67
39.65
31.67
34.06
46.00
36.70
78
73.38
60.91
57.21
Pt
78.00
76.71
64.87
69.13
Mean atomic scattering 18ctors/o. in electrons. from the Tbomas-Fenni-Dirac statistical model [52].
Fe
Pd

035

0.40

0.50

0.60

0.70

0.80

15.24
29.46
53.74

14.05
27.46
50.57

12.11
24.08
45.04

10.54
21.28
40.34

9.29
18.98
36.39

8.25
17.05
33.01

TABLE4.3
DISPERSION CORRECTIONS FOR ATOMIC SCATTERING FACTORS

,1/''

,1f'
1
)

(sin 8) I A. (A(sin 8) I A. (A- 1)
Element
z
0.6
0.4
0.6
0.0
0.0
Fe
26
-1.1
3.4
3.3
3.3
-1.1
Pd
48
4.1
3.9
-0.6
-0.5
4.3
7
78
-5
-5
7
Pt
8
Dispersion corrections for atomic scattering factors ,1f' and ,1f' ·, for Cu Ka
radiation (A.= 1.541 A) [52].
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4.3 L12 chemical order
The FePt and FePd binary alloy systems may also order in the L1 2 structure
with adequate stoichiometric ratios, which is similar to the L1 0 structure, but where
the prototype structure is the CuJAu type and the space group is Pm3m. The unit
cells for this L1 2 ordered structure and corresponding disordered structure are shown
in Fig. 4.3. The disordered structure is a face centered cubic (fcc) unit cell, where

the atoms A and B occupy random sites in the unit cell as shown in Fig. 4.3(a). Upon
ordering, the A and B atoms occupy specific positions in the unit cell thus decreasing
the symmetry, from an fcc to simple cubic crystal structure. This is the L1 2
structure, a simple cubic unit cell with a basis, where the A atom occupying the (0,0,0)
site and the B atoms occupying the (Vz, Vz, 0), (0, Vz, 1/z), and (Vz, 0, Vz) sites are
associated with the (0,0,0) lattice site as shown in Fig. 4.3(b).

(b)

Fig. 4.3

(a) The disordered fcc unit cell where the A (red) and B (blue) atoms

occupy random lattice sites and (b) the L1 2 ordered structure where the atoms
occupy specific sites.
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The chemical ordering in the L1 2 structure does not cause a distortion in the
lattice as in the L1 0 ordering case because A and B atoms are not segregated on
alternating atomic planes. However, a very slight change in the size of the unit cell
does occur upon L1 2 ordering. Table 4.4 indicates the lattice parameters and critical
temperatures Tc for the bulk phases of FePt and FePd.

TABLE4.4
BULK LATTICE PARAMETERS AND CRITICAL TEMPERATURES
FOR SELECT L h ORDERED BINARY ALLOYS

Binary Alloy

a(A)

3.86
3.74
3.85
Lh ordered lattice parameters (a) and critical temperatures (Tc)
and FePd alloys [50].
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1350
835
820
for the bulk FePt

The procedure for calculating the long-range chemical ordering parameter S
for the L1 2 ordered phase is accomplished in a similar manner as with the L1 0
ordered phase. The only differences between the calculations of S for the two phases
are a change in stoichiometry and the positions of the A and B atoms, which only
affect the structure factor
Fhkl

Fhkl

for mixed reflections. Therefore, following Eq. (4.6),

for the L1 2 ordered phase may be written as

(4.25)

This equation may be further simplified into two different situations using definitions
from Section 4.2.1:

(4.26)

for hkl unmixed [e.g. (002), (202), (111)]; and

(4.27)

for hkl mixed [e.g. (001), (110), (011)].
As in the case for L1 0 ordering, reflections from planes of unmixed hkl
indices [Eq. (4.26)] are termed fundamental reflections because they are independent
of chemical order, thus they are present in the diffraction scans of both ordered and
disordered alloys. Reflections from planes of mixed hkl indices [Eq. (4.27)] are
termed superstructure reflections because they are dependent on the amount of
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chemical order, as the structure factor

Fhkl

is dependent on the long-range chemical

ordering parameter S.

4.4 Effects of chemical ordering
The influence on the magnetic anisotropy energy (MAE) is one of the most
important effects that chemical ordering has in magnetic binary alloy thin fllms. The
magnetocrystalline anisotropy (MCA) is almost zero for fully disordered thin fllms
and increases with L1 0 chemical order, which orients the magnetization easy axis
along the ordering direction. This increase in MCA is due to the large spin-orbit
coupling (discussed in Section 2.4) of the Sd electrons and the Sd-3d hybridization in
these L1 0 ordered binary alloys.
This strong correlation demonstrates the importance of fundamental
structure-property

correlated

studies

as

presented

here.

The

fundamental

understanding and ability to control magnetic properties in binary alloy thin fllms will
be presented in the following chapters. These studies add to the existing knowledge
of these materials and illustrate methodologies that are technologically relevant.
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Chapter 5
X-ray rapid thermal annealing

5.1 Introduction
Elevated substrate temperatures during deposition and/ or post-deposition
thermal annealing treatments are often necessary to achieve chemically ordered
structures such as the L1 0 and L1 2 phases in thin fllms. However, technologically
adverse effects such as excessive grain growth can also occur. Rapid thermal
annealing (RTA) treatments [53], where heating rates are on the order of 200 °C per
second, have been shown to limit excessive grain growth in FePt thin film samples.
Zeng et al. have shown that the disordered fcc to L1 0 ordered fct phase
transformation in FePt multilayered fllms [54] and FePt nanoparticle arrays [55]
occurs at lower temperatures with faster times, in addition to minimal grain growth or
nanoparticle agglomeration, by using a RTA process as opposed to standard or
conventional annealing.
Real time microstructural investigations in thin fllms can be accomplished
under RTA through the use of a novel technique known as x-ray rapid thermal
annealing (XRTA). XRTA was pioneered by Roy Clarke and is a novel application of
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x-ray undulator radiation that uses sufficient power available in a pink x-ray beam to
induce microstructural modifications in thin fllms, while simultaneously probing this
microstructural evolution in real time with a monochromatic portion of the pink
beam. It is shown below that XRTA was successfully applied to partially-ordered
epitaxial FePt thin fJ.lms and favorably modified the degree of chemical order Sorder
in these fllms without affecting the average ordered grain size.

5.2 Experimental conditions
5.2.1

Epitaxial FePt thin ftlm sample preparation
The epitaxial FePt thin fJ.lm samples used in this study were DC triode sputter

deposited in an ultra-high vacuum (UHV) deposition system with a base pressure of 2
X

10-9 Torr. A fresh 10 nm thick MgO buffer layer was deposited at 0.17 A/s by

normal incidence pulsed laser ablation from a monocrystalline MgO target onto
Mg0(001) single-crystal commercial substrates at a temperature of 450 °C prior to
the FePt growth. It was found that this MgO buffer layer improved the flatness and
crystalline quality of the original Mg0(001) substrate surface [56]. The FePt growth
was achieved by co-sputtering from high purity (99.99%) Fe and Pt targets at a
deposition rate of 0.17

A! s using high purity Ar at a pressure of 3 x 10-4 Torr. The

deposition temperature was varied between 450- 600 °C in order to further tailor the
degree of chemical ordering in the fllms. Pe-rich 30 nm thick FePt layers were grown
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onto the MgO buffer layers to explore the evolution of multiple ordered phases (i.e.

L1 0 and L1 2 ) in thin film form.

5.2.2

U ndulator radiation
These XRTA studies were performed at the Sector 7 beamline of the

Advanced Photon Source (APS) at Argonne National Laboratory. X-ray undulator
radiation was produced using a Type-A undulator with a 3.3 em period tuned to
produce a spectrum with the peak of the first harmonic at 10 keV (A. = 1.2398 A) and
was chosen to maximize power absorption in the FePt samples as it is above the Fe

K edge (7.1 keV). This tunability of x-ray undulator radiation with a high brilliance
over a large energy range [57], as shown in Fig. 5.1, allows for the optimization of
power absorption on the sample. These are important aspects of XRTA that are not
possible with a standard laboratory x-ray diffractometer (XRD).
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40
50
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0
X-ray Energy (keV)

Fig. 5.1 The high brilliance and versatile tunability of the Advanced Photon Source's
Type-A undulator with a 3.3 em period is demonstrated in this plot of on-axis
brilliance versus photon energy.

76

The white beam, or full spectral output of the synchrotron, was collimated by
slits placed 26.5 m from the source and set to an opening of 0.1 mm

X

0.1 mm. The

white beam was then reflected from a water-cooled flat Rh mirror at a vertical grazing
angle of 0.415° to attenuate the higher harmonics. This produces the desired pink
beam, which has a spectral peak with a 2% energy bandwidth and a footprint of 0.34
mm

X

0.16 mm on the thin fllm sample in the horizontal and vertical directions,

respectively.
Fig. 5.2 shows the theoretical spectral power of the white and pink beams for
photon energies from 7 - 22 keV and has good agreement with an actual symmetric
() - 2() XRD

scan of a Si(111) reflection from the analyzer crystal (inset). The total

power delivered by the white and pink beams can be calculated by integrating the area
under their respective curves and are 700 mW and 46.2 mW, respectively. Although
the true total power produced by the undulator, when set to 10 keV with a 100 rnA
current in the accelerator, is 608 W for the white beam, collimation and attenuation
throughout the beamline significandy reduce this power by three orders of magnitude
when delivered to the thin fllm sample.
Furthermore, the power absorbed by the sample, that is the FePt thin film and
MgO substrate, was calculated to be 0.8 mW and 45.4 mW, respectively, using the

XPOWER module of the software package XOP [58].
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Fig. 5.2 The theoretical spectral powers of the white (blue dashed) and pink (red
solid) beams are shown for photon energies between 7 - 22 keV. The inset shows a
symmetric 8- 28 XRD scan of a Si(111) reflection from the analyzer crystal.
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5.2.3

Goniometer setup
A six-circle Huber goniometer located 37.5 m from the source was used in

8- 28 geometry to collect XRD scans in real time. Only four of the six
goniometer's motors/angles were used (28, 8, cp, and X) as shown in Fig. 3.6 and
the sample was placed at the goniometer's center of rotation. The need to have highresolution, real time detection of the sample's diffraction peaks while using a
polychromatic pink beam warranted the use of a Si(111) crystal, which was mounted
on the analyzer stage of the goniometer's 28 detection arm. The Si(111) analyzer
crystal was used to satisfy the Bragg condition for only the 10 keV x-rays, thus
providing a monochromatic portion of the pink beam with resolution 11£/E of 10-4
for detection with a Bicron Nal scintillator.

5.3 Experimental results and discussion
5.3.1

Microstructure of as-grown FePt thin fllms
Preliminary symmetric 8- 28 XRD scans of the as-grown epitaxial FePt thin

fllms were carried out using a standard laboratory Cu Ka (A. = 1.5406 A) XRD as
described in Section 3.2.1. A room temperature XRD scan of an epitaxial FePt thin
fllm sample that was grown at 600 °C is shown in Fig. 5.3 and only exhibits the
FePt(001) superstructure and FePt(002) fundamental reflections, in addition to the
Mg0(200) reflection that is not shown for clarity. A convolution of multiple
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reflections are needed to accurately fit the XRD data and these are interpreted as the
L1 0 and L1 2 ordered phases, since the FePt thin fllm was grown to be Pe-rich in the

vicinity of 3:2 Fe:Pt.
The two FePt(002) fundamental reflections (one for the L1 0 ordered phase
and another for the L1 2 ordered phase) were fitted in the qz region of 3.30- 3.42 A-1,
where qz = 4n(sin 8)/A and is the momentum transfer perpendicular to the fllm
plane, (} is the angle at which the Bragg condition is satisfled, and A is the x-ray
wavelength. The two corresponding FePt(001) superstructure reflections were fltted
in the qz region of 1.62 - 1.72

A-1

and lattice parameters of 3.76 and 3.72

A were

determined for the L1 0 and L1 2 ordered phases, respectively.
The degree of chemical order Sorder. volume percentage %, and average
ordered grain size L (parallel to the momentum transfer qz) for the L1 0 and L1 2
ordered phases are given in Table 5.1. The calculation of these and other parameters
from XRD scans are discussed in Sections 3.2.1, 4.2, and 4.3. A high resolution
transmission electron microscopy (HRTE.M) image of a similar epitaxial FePt thin
fllm (see Fig. 5.4) shows an L1 2 ordered grain near the FePt/MgO buffer interface.
The size of this L1 2 ordered grain, along a direction perpendicular to the interface, is
17 5

A and

agrees with the average grain size value of 200

± 15 A obtained

from

XRD analysis. Fast Fourier transform (FFT) analysis of the L1 2 ordered grain (top
inset) indicates two orthogonal directions of doubled periodicity, due to either L1 2
order or orthogonal grain boundaries in the L1 0 phase. There is no evidence of the
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latter case in the XRD analysis thus further supporting that the grain has L1 2 order.
FFT analysis of a disordered region (bottom inset) has no doubled periodicity and is
shown for comparison.
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Fig. 5.3

Symmetric 8- 28 XRD scan of an as-grown FePt(001) [30 nm] /

Mg0(001) buffer [10 nm] I Mg0(001) substrate (black data). Only the FePt(001)
superstructure and FePt(002) fundamental reflections for the L1 0 (red dashed curves)
and the L1 2 ordered phases (green dotted curves) are observed; the Mg0(200)
reflection is not shown for clarity.
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Fig. 5.4 High resolution transmission electron microscopy (HRTEM) image of an
as-grown epitaxial FePt thin ftlm showing an L1 2 ordered grain near the FePt/MgO
buffer interface. The size of this grain along a direction perpendicular to the interface
is 175

A (white dashed line) and agrees with the average grain size from XRD

analysis. FFT analysis of the ordered grain (top inset) supports L1 2 ordering due to a
doubled periodicity along two orthogonal directions. FFT analysis of a disordered
region (bottom inset) shows no doubled periodicity.
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A 5 1-1m X 5 1-1m atomic force microscopy (AFM) image shown in Fig. 5.5
reveals the surface morphology of an as-grown 30 nm epitaxial FePt thin fllm
deposited at 600 °C. The z-scale on this image ranges from 0-25 nm, the root mean
square (rms) roughness Rrms is 5.9 nm, the average roughness is 4.8 nm, and the
peak to peak distance is 24.5 nm. The average size and separation of the FePt grains
is 100 and 250 nm, respectively, and can be calculated using an auto-correlation
function as described in Section 3.3.1.

Fig. 5.5

Two-dimensional (2D) Oeft) and three-dimensional (3D) (right) AFM

images (5 1-1m x 5 1-1m) reveal the granular surface morphology of an as-grown 30 nm
epitaxial FePt thin fllm grown at 600 °C. The z-scale for the 2D image is 0-25 nm.
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5.3.2

Microstructural changes under XRTA
Microstructural changes in partially ordered L1 0 and L1 2 epitaxial FePt thin

films were induced and probed in real time using x-ray undulator radiation as
described previously in Section 5.2. Fig. 5.6 shows a symmetric() - 2() XRD scan of
an epitaxial FePt thin film sample discussed in Section 5.2.1 after ten minutes of
XRTA with the extracted microstructural parameters from the XRD analysis
tabulated in Table 5.1. The structural modifications observed include an increase in
the degree of chemical order Sorder for the L1 0 phase with no increase in the average
grain size L. This is accompanied by a complete disordering of the L1 2 phase,
whereby Fe and Pt atoms randomly change from occupying "correct" to "incorrect"
sites on the cubic lattice without altering the stoichiometry as depicted in Fig. 4.3.

TABLE 5.1
MICROSTRUCTURAL PARAMETERS EXTRACTED FROM XRD ANALYSIS

As-Grown Epitaxial FePt Thin Film
Phase

Sort~er

%

L(A)

Same FePt Thin Film Under XRTA
Sort~er

%

L(A)

Llo
0.38 ± 0.02
0.54 ± 0.07
180 ± 15
0.41 ± 0.01
0.51 ±0.06
160 ± 15
£12
0.40 ± 0.05
200± 15
0
0.49±0.06
0.46 ± 0.05
Degree of chemical order Sort~er.. volume percentage %, and average grain size L for the Llo and Lb
ordered phases in an as-grown epitaxial FePt thin film grown at 600 oc and the same film under XRTA.

84

-·-

0.30

s = 0.41

U)
..,
0.25

0.86

S=O

c:::

.

FePt(002)

0.70

~

E
'-

-·0

c:::

0.20
FePt(001)

0.15
I

>.
..,
U)

c:::

..,Cl)
c:::

4

I

0.10

~

'

''

I

0.00

I

'

I

,, •
1.64

. ''

\

I

0.38

:'

''

I

0.05

0.54

\

"' .. _._

•

1.68

3.32

••
•
••
•
••
••

0.22

\
\

3.36

\

''

. 0.06
3.40

qz {A-1)
Fig. 5.6 Symmetric()[10 nm]

I

2()

XRD scan of an FePt(001) [30 nm]

I

Mg0(001) buffer

Mg0(001) substrate under XRTA (black data). Only the FePt(001)

superstructure reflection for the L1 0 phase (red dashed curve) can be fit to the data
indicating complete disordering of the L1 2 phase (green dotted curve). Both
FePt(002) fundamental reflections can be fit to the data as these do not change with
chemical ordering. The Mg0(200) reflection is not shown for clarity.
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This slight increase of the degree of chemical order Sorder in the L1 0 phase
without further increasing the grain size L can be attributed to the photon-induced
rapid thermal annealing. The temperature of the FePt thin film under XRTA may be
calculated using a simple equation of linear thermal expansion

l!..d

d

= ai!..T

(5.1)

'

where lld and d are the change in length and original length of the FePt unit cell
parallel to the momentum transfer qz, respectively, a is the thermal expansion
coefficient, and llT is the change in temperature. The shift of the L1 0 reflections
must be used to calculate the temperature of the FePt film under XRTA because the
Fe3Pt L1 2 phase is an Invar alloy and thus has a very low thermal expansion
coefficient [59]. A weighted average of a

= 10.6

x 10-6 K- 1 for the FePt thin film at

298 K [60] was calculated using a ratio of 3:2 Fe:Pt. This 3:2 Fe:Pt ratio was
calculated from the integrated areas A of the FePt(002) reflections according to

with A(L1 0 ) and A(L1 2 ) equal to the % values stated in Table 5.1. The lattice
parameters of the L1 0 phase at room temperature and under XRTA were calculated
from the position of the FePt(001) superstructure reflections in the XRD scans.
Values of d = 3.760 A and lld = 0.01582

A were obtained, which lead to a calculated
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!J.T = 397 K for the FePt thin ftlm under XRTA. Thus, the temperature of the FePt
thin ftlm under XRTA is calculated to be approximately 420 °C.

5.4 Conclusions
X-ray rapid thermal annealing (XRTA) is a very powerful tool for real time
studies of microstructural changes in thin fllm binary alloy samples that exhibit
temperature-induced phase transformations. X-ray undulator radiation can be tuned
to the absorption edge of a specific element in the sample to optimize heat
absorption, focused to sub-micron lateral sizes to probe different length scales, and
used for real time studies due to its high brilliance. For the case studied here,
modification of the degree of chemical order Sorder was achieved in partially-ordered
epitaxial FePt thin fllms under XRTA without substantially affecting the average grain
size. This allows modification (e.g. direction and strength) of the uniaxial magnetic
anisotropy that is induced by the L1 0 chemical ordering (see Section 4.4), which can
be used to tailor the global magnetic anisotropy. In addition, the small footprint and
further focusing of the pink beam might allow the possibility of nanopatterning thin
fllms, which would be especially advantageous with a nanocomposite material. Thus,
XRTA is a tool that can be used to modify structural and magnetic properties of
technologically important binary alloy systems [61].
Another method to influence the chemical ordering direction in thin fllms,
thereby controlling whether the global magnetic anisotropy is out-of-plane, in-plane,
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or canted, is through the use of a suitable crystallographic template and is discussed
in the next chapter.
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Chapter 6
N anocom.posite thin films

6.1 Introduction
Nanocomposite materials and the processes involved in their synthesis are
technologically important, particularly in the case for Fe-Pt nanocomposite thin fllm
samples. The importance of obtaining chemically ordered grains with small size was
successfully demonstrated and discussed in the previous chapter. Recently, Sellmyer

et al. have shown that nanocomposite FePt thin fllms can be fabricated by a number
of techniques, including multilayer deposition followed by annealing treatments [62].
However, temperatures greater than 550 °C were required to orient the c-axis along
the fllm normal direction to obtain an out-of-plane magnetocrystalline anisotropy
(MCA) [63].

Another suitable method for obtaining Fe-Pt nanocomposite thin fllms is
through the use of ion-implantation, where the ion dose can be selected to tailor the
average size and separation of nanoclusters and the ion energy can be tuned to select
the penetration depth [64]. White et al. have implanted Fe and Pt ions into
monocrystalline Ah03 and amorphous SiOz substrates at elevated temperatures (200
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- 550 °C) followed by an annealing at 1100 °C to synthesize highly ordered Fe-Pt
nanoparticles with multiple crystallographic orientations, where only a small quantity
exhibited perpendicular magnetic anisotropy (PMA) [65, 66].
We have applied this ion beam technique to implant ferromagnetic Fe
nanoclusters into a nonmagnetic Pt thin film matrix to obtain a segregated
nonequilibrium nanocomposite thin fllm. Subsequent thermal annealing treatments
yield an Fe-Pt nanocomposite material with desirable magnetic properties (e.g.
decoupled FePt nanoclusters with PMA). The nonmagnetic Pt matrix not only
facilitates the coupling or decoupling of the magnetic nanoclusters [67] but also
forces the nanoclusters to follow the crystallographic orientation of the matrix [i.e.
FePt(001) nanoclusters will form if the Pt matrix is (001) oriented]. We have also
used synchrotron radiation to investigate the real time microstructural evolution of
these ion implanted nanocomposite thin fllms.

6.2 Experimental conditions
6.2.1

Nanocomposite Fe-Pt sample preparation
Epitaxial Pt thin filins with a thickness of 30 nm were DC triode sputter

deposited at room temperature (RT) on Mg0(001) substrates in an ultra-high vacuum
(UHV) system with a base pressure of 5

X

10-9 Torr. The epitaxial orientations were

determined to be either (001)[110]Ptii(001)[110]Mg0 or (111)[110]Ptii(001)[110]Mg0
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based on the growth conditions, particularly the deposition temperature [68]. Pt
grows "cube on cube" in the former case, while in the latter case the Pt(111) direction
is normal to the f.tlm plane and parallel to the Mg0(001) direction. The Toledo Heavy
Ion Accelerator (fHIA) described in Section 3.1.2 was used to implant singly-charged
Fe ions into these Pt thin f.tlms at RT and at a pressure of 10-6 Torr. FeBrz powder
was used as a source material where a typical Fe+ current density of 200 nA/ cm2 was
achieved. Stopping and Range of Ions in Matter (SRIM) [20] simulations were used to
calculate various ion implantation parameters as shown in Table 6.1 and 30 keV Fe+
were chosen to achieve a projected range of 7.7 nm into the Pt thin fllm. Fe+
implantation doses in the 1016-1017 ions/cm2 range were used for all studies.

TABLE6.1
STOPPING AND RANGE OF IONS IN MATIER (SRJM) SIMULATIONS
Ion= Iron [26], Mass = 55.935 amu

Ion Energy
(keV)

Target = Platinum [78], Target Density = 21.450 g/cm3 = 6.6215 X l 022 atoms/cm3
dE/dx electronic
dE!dx nuclear
Projected
Longitudinal
(eV/nm)
(eV/nm)
Range (nm)
Straggling (nm)

Lateral

Straggling (nm)
10
102.7
1197
3.5
3.9
3.0
20
145.3
1450
5.7
5.9
4.5
177.9
1585
7.7
7.6
5.9
30
205.4
1670
9.6
9.3
7.2
40
229.7
1727
11.4
10.8
50
8.4
Various ion-implantation parameters calculated for Fe+ implantation into aPt target using the SRJM-2008.04 version [20].
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6.2.2

Use of x-ray undulator radiation
Real time, high resolution x-ray diffraction (XRD) experiments to investigate

the mass-transport kinetics for the formation of the L1 0 ordered phase in Fe+
implanted Pt thin fllm samples were performed at the Sector 7 beamline of the
Adavanced Photon Source at Argonne National Laboratory. A single bounce Kohzu
diamond (111) crystal monochromator provided 9.2 keV (A.= 1.348 A) x-ray
undulator radiation with a resolution llE / E of 7

X

10-5 and an Oxford Cyberstar

X1000 Nal scintillator was used to detect the diffracted x-rays from the sample. A
six-circle

Huber

goniometer,

(2 (J, (J, x, and ¢), was used in

(J -

utilizing

only

four

of

the

motors/ angles

2 (J geometry to collect XRD scans in real time.

The sample was placed at the goniometer's center of rotation, located at the center of
all four circles as in Fig. 3.6, inside a high vacuum chamber capable of reaching a base
pressure of 3 x 10-7 Torr. The high vacuum chamber was equipped with a Be dome
to allow x-ray penetration and a resistive heating oven to allow the sample to be
annealed up to 700 °C. The temperature of the sample was monitored via multiple
thermocouples inside the high vacuum chamber, as well as the angular position of the
Mg0(400) substrate reflection using its well-known thermal expansion coefficient

[69].
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6.3 Results and discussion
6.3.1

Burke and Turnbull model
The Burke and Turnbull (B-T) model [70, 71] for isothermal grain growth

assumes that the driving pressure P on a grain boundary arises only from the
curvatures of that grain boundary such that

(6.1)

where r 1 and r 2 are the principal radii of curvature of a grain boundary with energy

Yb· The pressure P becomes

P= 2rb
r

'

(6.2)

if the assumption that the grain is a sphere is made, such that the radii of curvature
are equal to the radius of curvature of the sphere r. If further assumptions are made,

Yb is the same for all grain boundaries and r is proportional to the mean radius R of
an individual grain, thus yielding

P= arb

R'

(6.3)

where a is a small geometric constant. Another assumption, that P is proportional to
the boundary velocity dRfdt, allows Eq. (6.3) to become
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(6.4)

where c 1 is a constant. Eq. (6.4) can be solved using separation of variables:

(6.5)

where Rt is the average grain size at time t and R0 is the initial average grain size at

t

= 0. Eq. (6.5) can be written into simpler forms by combining all constants into c2
(6.6)

or in the limit where

Rt »

R~

(6.7)

However, this parabolic law for isothermal grain growth rarely holds because the
grain growth exponent n, which in the B-T model is 2, is usually larger. Therefore,

Eq. (6.7) may be written in a more general form, as first suggested by Becket al. [72]
as

(6.8)

The grain growth exponent n, as experimentally measured for a variety of metals and
ceramics [73], is generally larger than the value of 2 for the B-T model and can also
vary with both composition and temperature [72]. Ostwald ripening, where large
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grains continue to grow at the expense of small grains that reduce in size and
disappear, contributes to the grain growth exponent n depending on the diffusion
mechanism [74]. For example, in polycrystalline materials, n

= 3 if volume diffusion

controls grain growth [75], n = 4 for grain boundary diffusion, n = 5 for diffusion
on dislocations [76], and n can be randomly large if surface nucleation controls the
grain growth [77].

6.3.2

Activation energy determination
A suitable temperature, time, and activation energy required to nucleate and

grow L1 0 ordered nanoclusters was determined via sequential isothermal annealing
treatments performed at Sector 7 at the Advanced Photon Source. The superstructure
FePt(001) reflection of 30 nm epitaxial Pt thin fllms implanted with an Fe+ dose of 3
X

1016 ions/cm2 was tracked in real time during various isothermal annealing

treatments in the range of 400- 600 oC. The onset of L1 0 ordered FePt nanoclusters
occurs around 450 oC with the appearance of the FePt(001) reflection, which is much
lower than 1100 oC reported by White et al. for L1 0 ordered FePt nanoparticles in
dielectric matrices [65, 66]. Furthermore, it was found that the L1 0 ordered phase
nucleates and grows with its c-axis following the crystallography of the Pt thin fllm
matrix [e.g. in Fe+ implanted Pt(111) fllms, the c-axis of the L1 0 ordered phase
maintains a similar orientation to the Pt fllm crystallographic direction rather than
being parallel to the surface normal, as in the case of Fe+ implanted Pt(001) fllms].
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The FePt(001) reflections needed to be fit with two Gaussian functions, thus
revealing the presence of two different average FePt nanocluster sizes L in the
sample. A time evolution of the FePt(001) reflection is shown in Fig. 6.1, where the
growth of the L1 0 ordered nanoclusters versus time t can be observed from the
narrowing and intensification of the FePt(001) reflection. The average nanocluster
size L for the L10 ordered phase was calculated using these Gaussian fittings and the
Scherrer equation as described in Section 3.2.1 and can be plotted versus time t for
various annealing temperatures as shown in Fig. 6.2. Two distinct average sizes of
L1 0 ordered nanoclusters can be observed; those with L < 10 nm and L > 20 nm.

This time evolution follows the general form of the B-T model for isothermal grain
growth (Eq. 6.8) and can be used to establish scaling laws for the coarsening of the

L1 0 ordered nanoclusters in these nonequilibrium nanocomposite Fe-Pt samples.
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Fig. 6.1 Time evolution of the FePt(001) reflection for an Fe+ implanted Pt sample.
The nucleation and growth of the L1 0 ordered nanoclusters versus time t can be
observed from the appearance, intensification, and narrowing of the FePt(001)
reflection.
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growth kinetics are found. One for L > 20 nm (n = 15 and Ea = 0.5 eV) and one for

L < 10 nm (n = 5-6 and Ea = 0.3 eV).
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Eq. 6.8 can be rewritten by replacing Rt with Land

L

= kf (lin)

ci1n with k,

'

(6.9)

and if the diffusion mechanism is a thermally activated process [78], then

(6.10)

where k 0 is a constant, Ea is the activation energy for gram growth, kb is
Boltzmann's constant, and T is the temperature. The isothermal annealing data, as
shown in Fig. 6.2, is fit using Eqs. 6.9 and 6.10, thus yielding values of nand Ea that
are dependent on the nanocluster size. Values obtained for the smaller nanoclusters

(L < 10 nm) are n

= 5-6 and Ea = 0.3 ± 0.1 eV, whereas n = 15 and Ea = 0.5 ± 0.1

eV for the larger nanoclusters (L > 20 nm), thus indicating different nanocluster
growth kinetics.
Surface nucleation, surface diffusion, and Ostwald ripening are postulated to
control the nanocluster growth in these nanocomposite samples due to the large
values of n that were obtained. Correspondingly, smaller activation energies Ea, as
were measured in these nanocomposite samples, are needed to nucleate and grow the
L1 0 ordered phase, which have also been found in other FePt nanoparticulate
systems. Wiedwald et al. were able to lower the activation energy Ea required to
form the L1 0 phase in FePt nanoparticles to 0.7 eV by using 350 kV He+ ionirradiation [79]. Our results contrast with many other studies on near stoichiometric
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bulk and thin film FePt samples. Barmak et al. have measured activation energies Ea
on the order of 1 - 2 eV for stoichiometric and non-stoichiometric FePt thin ftlms
using differential scanning calorimetry [80, 81, 82]. Additionally, Jj et al. found Ea =
0.9 eV for DC magnetron sputter deposited FePt thin films using a saturation-state
growth rate model [83]. This leads to the conclusion that strain-induced surface mass
transport mechanisms, which are particularly noticeable in small nanoparticulate
systems due to the increased surface area to volume ratio, dominate the nucleation
and growth of the L1 0 ordered phase. The interfacial strain between the Fe clusters
and the Pt thin film matrix (discussed in Section 6.3.3) is the main driving force
behind the surface dominated mass-transport, which typically leads to smaller
activation energies than bulk dominated processes [84]. This further leads to a
lowering of the temperature for the onset of nucleation and growth of the L1 0 phase.

6.3.3

Microstructural and magnetic correlations
Correlations between the microstructure, as determined from XRD scans, and

the magnetic anisotropy, as determined from magneto-optical Kerr effect (MOKE)
measurements in polar and transverse geometries and magnetic force microscopy
(MFM) images, were investigated for nanocomposite Fe-Pt thin films before and
after thermal annealing treatments. An epitaxial 30 nm Pt thin ftlm was implanted
with an Fe+ dose of 5 x 1016 ions/cm2 following the procedure described in Section
6.2.1. This Fe+ implanted Pt thin ftlm was then annealed at 450 °C, a temperature
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determined from the previous study described in Section 6.3.2, for one hour in UHV
(base pressure of 5 x 10-9 Torr).
Fig. 6.3 shows symmetric (} - 2(} XRD scans of this sample throughout
various stages of the implantation and annealing process: (a) Pt thin fum, (b) Pt thin
ftlm after Fe+ implantation, (c) Pt thin ftlm after Fe+ implantation and UHV
annealing. Relevant microstructural parameters (e.g. lattice constants and average
grain size) for this sample were calculated and tabulated in Table 6.2 using these XRD
scans, the Bragg law, and Scherrer equation (see Section 3.2.1). The as-grown Pt thin
fum

exhibited

an

epitaxial

orientation

with

the

substrate

of

(001)[110]Ptjj(001)[110]Mg0, a tensile strain of 0.5% due to the large lattice
mismatch of 7% between Pt and MgO, and two distinct grain sizes. The Pt lattice
relaxed to the bulk value of 3.924 A after 30 keV Fe+ implantation due to the amount
of energy and radiation damage impinged on the Pt f1lm. The implantation also
caused the average grain size in the Pt ftlm to decrease. No Fe or FePt reflections
were found in the XRD scans, thus indicating the presence of only amorphous Fe
within a Pt matrix after ion implantation. The onset of the L10 ordered phase after
UHV annealing at 450 °C for one hour was evidenced by the appearance of the
superstructure FePt(001) reflection, which was used to calculate relevant structural
parameters. In-plane (a) and out-of-plane (c) lattice parameters of 3.904 and 3.783

A,

corresponding to a cja ratio of 0.969, and an average grain size of 4.1 nm were
calculated for the FePt nanocrystallites. The epitaxial orientation of the FePt
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nanocrystallites with the MgO substrate is the same as the one between the Pt fllm
and the substrate, namely (001)[110]FePtii(001)[110]MgO, thus corroborating that the
Pt lattice determines the direction of growth of the FePt nanoclusters.

TABLE6.2
MICROSTRUCTURAL PARAMETERS ExTRACTED FROM XRD ANALYSIS

Pt lattice parameters(± 0.001

A)

Average Pt grain sizes(± 1.0 A)

30 nm Epitaxial
Pt Thin Film

Fe· Implanted
Pt Thin Film

Fe•lmplanted Pt Thin
Film after Annealing

3.948
3.934

3.929
3.905

3.901
3.883

220

177

225
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74

81

FePt lattice parameter, c-ruds(± 0.001 A)

3.783

FePt lattice parameter, a-axis(± 0.001 A)

3.904

Average FePt grain size(± 1.0 A)

41

Pt and Llo FePt lattice parameters and average grain sizes are tabulated for the same epitaxial Pt thin film as-grown, after Fe• implantation.
and after Fe• implantation and UHV annealing. The Fe• implanted Pt thin film was UHV annealed at 450 oc for one hour after ion
implantation. The Pt thin film showed two characteristic lattice parameters and average grain sizes.
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Fig. 6.3 Symmetric (} - 2(} XRD scans for (a) an epitaxial 30 nm Pt thin film, (b)
same Pt film after Fe+ implantation, and (c) same Fe+ implanted Pt film after UHV
annealing at 450 °C for one hour (black). Only after the UHV annealing treatment
does the L1 0 ordered phase nucleate and grow as demonstrated by the appearance of
the superlattice FePt(OOl) and fundamental FePt(002) reflections (green solid lines).
The Pt(200) reflections (blue dashed lines), cumulative fits (red dotted lines), and bulk
lattice parameters (vertical dashed gray lines) are also shown. The intensity for qz
1.5- 1.9 is magnified by two orders of magnitude as compared to qz = 3.0- 3.5.
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Complete magnetic characterizations to correlate the microstructure with the
magnetic anisotropy were carried out on this Fe+ implanted Pt thin ftlm sample
before and after UHV annealing using MOKE and MFM. Fig. 6.4 shows these room
temperature measurements, specifically the polar Kerr (upper row) and transverse
Kerr (middle row) hysteresis loops and MFM images (bottom row) measured (a)
before and (b) after UHV annealing at 450 °C for one hour. Clear in-plane magnetic
anisotropy is observed for the Fe+ implanted Pt thin film before UHV annealing,
demonstrated by a large in-plane remanent magnetization Mr/Ms of 0.92, coercive
field He of 60 Oe, and a large perpendicular saturation field Hs > 15 kOe. These
magnetic characteristics are consistent with the presence of amorphous Fe clusters
within a Pt ftlm that are large enough (i.e. greater than 25 nm) to overcome the
superparamagnetic effect at RT considering spherical clusters [56]. Furthermore,
there is strong coupling between the Fe clusters due to the observed squareness of
the in-plane loop, since isolated clusters would produce a smooth magnetization
reversal due to a distribution of coercive fields. This strong coupling can be attributed
to polarized Pt at the interfaces and between adjacent Fe clusters that acts as an
exchange transmitter [85]. MFM images confirm magnetic domains that have in-plane
magnetization and were magnetically soft due to their local modification by a hard
magnetic MFM tip after consecutive scans [86].
Remarkable changes in the magnetic characteristics of the Fe+ implanted Pt
thin film are observed after UHV annealing at 450 °C for one hour [Fig. 6.4(b)]. The
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onset of perpendicular magnetic anisotropy (PMA) is demonstrated by a remarkable
increase in the perpendicular remanent magnetization Mr/M5 and coercive field He
(2.7 kOe), accompanied with a large in-plane saturation field H5 of 10 kOe, all of

which are compatible with the XRD observations of the formation of the L1 0
ordered phase. The shape of the perpendicular hysteresis loop reveals the
inhomogeneous nature of this sample. Additional polar Kerr loops (not shown) were
measured with smaller laser spot sizes on different areas of the sample and revealed
opposite values of the polar Kerr rotation, which are due to FePt nanocrystallites
with different degrees of chemical order Sorder and interparticle coupling. The
resultant perpendicular loop shown in Fig. 6.4(b) is due to the superposition of these
different nanocrystallites that are sampled with a larger spot size. MFM images
confirm the inhomogeneity of the sample with black and white regions
corresponding to north and south magnetic poles at the surface ascribed to magnetic
domains with PMA Oabeled P) and gray regions ascribed to no magnetic constrast
Oabeled 0) being observed. Consecutive scans of this MFM image revealed no
change since the coercive field He is now much larger than the stray field of the MFM
tip. These inhomogeneities are attributed to the nonuniform ion beam coupled with a
high Fe+ ion dose that results in consequential charge effects and cannot be
attributed to differential mass transport of Fe atoms within the Pt fllm because the Fe
diffusion coefficient at the annealing temperature of 450 °C (0.2-0.3 nm2/s) [87] leads
to diffusion lengths several orders of magnitude shorter than the observed
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inhomogeneities. Furthermore, these inhomogeneities were not detected before UHV
annealing due to the soft in-plane magnetic anisotropy of the sample with
significantly larger magnetic domains (see MFM images with different scales in Fig.
6.4).

106

a) Before UHV annealing
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Fig. 6.4 Polar (upper row) and transverse (middle row) Kerr hysteresis loops along
with MFM images (bottom row) taken at RT for an Fe+ implanted Pt thin film (iondose of 5 x 1016 ions/cm2) (a) before and (b) after UHV annealing at 450 °C for one
hour. The as-implanted Fe-Pt thin fllm exhibits clear in-plane magnetic anisotropy
from the polar and transverse Kerr hysteresis loops, whereas PMA is demonstrated
due to the formation of L1 0 phase after UHV annealing. MFM images (different
scales) corroborate the Kerr results and show the inhomogeneity of the sample after
UHV annealing, where domains with (labeled P) and without (labeled 0)
perpendicular magnetization are imaged.
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The magnetic coupling between clusters during the early stages of L1 0 ordered
nucleation was further investigated in a second epitaxial Pt(001) thin filin grown
under identical conditions and implanted with half of the Fe+ dose (2.5

X

1016

ions/cm2) to improve the homogeneity. No PMA, and hence no L1 0 ordered FePt
phase, was detected after Fe+ implantation demonstrated by the large perpendicular
saturation field H 5 exhibited in the polar Kerr loop shown in Fig. 6.5(a). The UHV
annealing time was reduced from one hour to five minutes to monitor the early stages
of formation of the L1 0 ordered phase. A "two-shoulder" polar Kerr hysteresis loop
is evidenced after 5 minutes of UHV annealing at 450 °C as shown in Fig. 6.5(b) and
is attributed to the superposition of two L1 0 ordered phases with PMA, but different
degrees of chemical ordering Sorden coercive He and saturation fields H5 , and
remanent magnetization Mr. Little or no exchange coupling between these two L1 0
ordered phases is evidenced and is in agreement with prior results [88, 89]. A second
UHV annealing for an additional 8 minutes at 450 °C as shown in Fig. 6.5(c) allows
the L1 0 ordered phase with a higher degree of chemical order Sorden higher coercive
field He (400 Oe), and 100% remanent magnetization Mr/Ms to grow and prevail at
the expense of the other L1 0 phase (Ostwald ripening). An MFM image after 13
minutes of UHV annealing [Fig. 6.5(c) inset] shows the characteristic stripe domain
pattern of L1 0 ordered thin fllms [90] indicating magnetic coupling between domains
and good homogeneity since only regions with PMA are observed.
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Fig. 6.5 Polar Kerr hysteresis loops for an Fe+ implanted Pt thin film (ion-dose of
2.5 x 1016 ions/cmZ) (a) before annealing, (b) after UHV annealing at 450 °C for 5

minutes, and (c) after UHV annealing at 450 °C for 13 minutes. The as-implanted FePt thin f.tlm exhibits no PMA, whereas PMA is evidenced after 5 minutes of UHV
annealing by a "two-shoulder" hysteresis loop. Annealing the sample for an additional
8 minutes at 450 °C (13 minutes total) further improves the PMA and homogeneity
as revealed by an MFM image that shows the characteristic stripe domain pattern.
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6.4 Conclusions
Non-equilibrium nanocomposite Fe-Pt thin fllms were fabricated by ionimplantation of singly-charged Fe ions into a Pt thin ftlm followed by subsequent
thermal annealing treatments. The time evolution of mass transport leading to L1 0
chemically ordered nanoclusters in a Pt matrix was investigated in real time using
synchrotron radiation to determine a suitable annealing temperature and time. The
mass transport mechanisms during the nucleation and growth of the L1 0 ordered
nanoclusters were found to be dominated by interfacial strain-driven surface
diffusion. This leads to lower activation energies Ea that are dependent on the
nanocluster size, therefore requiring lower annealing temperatures to nucleate and
grow the L1 0 phase. Thus, controlling the implantation and annealing conditions
offers the possibility to tailor the structural and magnetic properties in these
nanocomposite Fe-Pt thin f1lms. Highly ordered nanoclusters with an average grain
size of 4 nm, exhibiting strong perpendicular magnetic anisotropy (PMA), high
coercive fields

He, and magnetic decoupling were obtained using specific

implantation and annealing conditions. These findings have important implications
for the design of other binary alloy nanocomposite materials.
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Chapter 7
Influence of capping layers

7.1 Introduction
Tailoring the magnetic anisotropy in chemically ordered binary alloys was
demonstrated in the previous chapters through control of the long-range chemical
ordering parameterS for both near stoichiometric thin fllms and non-stoichiometric
nanocomposite thin fllms. Additionally, the magnetic anisotropy in these thin highly
anisotropic thin ftlms may be controlled via the deposition of a capping layer
material. Beauvillain et al. have shown that different capping layer materials (e.g. Au,
Cu, Pd) affect the perpendicular magnetic anisotropy (PMA) in ultrathin Co ftlms
[91]. Navarro et al. have shown that depositing a polarizable capping layer (e.g. Pt,
Pd) on top of Fe nanoislands dramatically affects their magnetic properties, whereas
depositing a nonpolarizable capping layer (e.g. AI, MgO) has no effect on the
magnetic properties of the Fe nanoislands [85, 92]. These results were explained by
Huttel et al. as due to the alloying at the interfaces between the Fe nanoislands and
the Pt/Pd capping layers [93]. These studies reveal how the choice of capping layer
depositions on thin films and nanostructures dramatically affects the magnetic
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anisotropy. The effects that different capping layer depositions have on the PMA in
highly ordered FePd thin films was investigated by using a magnetically polarizable
(e.g. Pd) and a dielectric (e.g. MgO) capping layer.

7.2 Experimental details
Epitaxial FePd thin ftlms

7.2.1

The epitaxial FePd thin film samples investigated in this study were DC triode
sputter deposited in an ultra-high vacuum (UHV) deposition system with a base
pressure of 5
rate of 0.17

X

10-9 Torr. A fresh 10 nm thick MgO buffer layer was deposited at a

A! s by normal incidence pulsed laser ablation from a monocrystalline

MgO target onto Mg0(001) single-crystal commercial substrates at a temperature of
450 °C prior to the FePd growth. This MgO buffer layer improves the flatness and
crystalline quality of the original Mg0(001) substrate surface [56]. The FePd growth
was achieved by co-sputtering from high purity (99.99%) Fe and Pd targets at a
deposition rate of 0.23

A!s using ultra-high purity (99.999%) Arata pressure of 3 x

10-4 Torr. Two thickness series of FePd films between 3 - 20 nm were deposited at a
temperature of 450 °C to provide an optimal degree of L1 0 chemical order Sorder as
determined previously [94]. One series was capped with 3 nm of MgO at room
temperature (RT) by pulsed laser ablation and the other series was capped with 3 nm
of Pd at RT by sputter deposition at a rate of 0.33
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A! s.

7.3 Results and discussion
7 .3.1

Microstructure
The microstructure of these epitaxial FePd thin fllms was probed with x-ray

diffraction (XRD) using a standard four-circle goniometer (see Fig. 3.6) and Cu Ka
radiation (ll = 1.5406 A). The L1 0 ordered phase was achieved in all of the fllms in
the FePd series capped with MgO due the appearance of both the superstructure
FePd(001) and fundamental FePd(002) reflections as shown in Fig. 7.1(a). Two
different average grain sizes for the L1 0 ordered phase were evidenced due to the two
Gaussian profiles needed to fit the XRD data. A small amount of the FePd
disordered phase was detected in the 20 nm thick fllm due to the appearance of the
FePd(200) reflection.
Reflections other than the FePd(001) and FePd(002) that correspond to the
L1 0 ordered phase were observed in the FePd film series capped with Pd as shown in

Fig. 7.1(b). The Pd(200) reflection and a secondary FePd reflection were observed at
smaller scattering angles than the FePd(002) reflection, along with a reduction in the
L1 0 ordered FePd(001) reflections. Thus, these fllms exhibit lower amounts of L1 0

phase due to this secondary FePd phase, which corresponds to a phase with a smaller
degree of chemical ordering Sorder or a Pd-rich FePd phase. This is the only phase
evidenced in the Pd capped FePd films with thickness of 4 nm or less, whereas
thicker fllms exhibited increasing amounts of the L1 0 ordered phase suggesting that
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the secondary FePd phase is most likely formed in the uppermost layers of the fllm
during the Pd capping deposition at RT.
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Fig. 7.1 Symmetric 8- 28 XRD scans (black data) for the 4 and 20 nm thick FePd
fllms capped with 3 nm of (a) MgO and (b) Pd. The L1 0 ordered phase is evidenced
by the appearance of both the superstructure FePd(001) and fundamental FePd(002)
reflections (red solid fits), whereas the FePd disordered phase is evidenced by the
FePd(200) reflection (green dashed fits). A Pd(200) reflection appears in the Pd
capped samples (blue dotted fits). Bulk value positions of these reflections are
denoted by vertical lines and background fits are not shown for clarity.
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7.3.2

Magnetic properties
The

magnetic

anisotropy

of these

samples

was

investigated

with

superconducting quantum interference device (SQUID) magnetometry at RT and the
M(H) loops for the 4 nm and 20 nm FePd ftlms are shown in Fig. 7.2. The 4 nm
FePd ftlm capped with MgO shows perpendicular magnetic anisotropy (PMA)
demonstrated by a large perpendicular coercive field He and high remanent
magnetization Mro along with a large in-plane saturation field H5 • Thicker FePd ftlms
capped with MgO also exhibit PMA, but with a reduction of He and Mr evidencing
the continuous layer nature of the ftlms as compared to the granular nature of thinner
samples [94]. Different behavior is found in the Pd capped FePd samples, particularly
the 4 nm thick FePd sample. This sample only exhibits in-plane anisotropy
demonstrated by the drastic reduction of the in-plane saturation field H5 and loss of
perpendicular coercive field He and remanent magnetization Mro which corroborates
the existence of only the disordered FePd phase found in this sample from the XRD
data shown in Fig. 7.1. The thicker FePd ftlms capped with Pd exhibit a mixed or
canted magnetic anisotropy evidenced from high values of both the in-plane and
perpendicular He and Mro and agree with the XRD analysis of the existence of both
L1 0 and a secondary FePd phase.
Magnetic force microscopy (MFM) images of these FePd samples are shown
in the insets of Fig. 7.2 and were acquired in a remanent magnetization state after a
demagnetizing process along the perpendicular direction. The black and white regions
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correspond to magnetic domains with perpendicular magnetization pointing upwards
and downwards, respectively. Perpendicular magnetic domains are evidenced in all of
the films that exhibited PMA from the M(H) loops (i.e. all except the 4 nm FePd fllm
capped with Pd). The MFM image for this sample shows no regions with
perpendicular magnetization (i.e. no black and white regions, only gray with little
contrast) indicating that the magnetization is in-plane and uniform in the scanned
reg10n.
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Fig. 7.2 Perpendicular (black solid) and in-plane (red dotted) M(H) loops for the 4
and 20 nm thick FePd fllms capped with 3 nm of MgO Qeft) and Pd (right) measured
with SQUID magnetometry at RT. MFM images (1 f..Lm x 1 f..Lm) of the samples in a
remanent magnetization state after a demagnetizing process along the perpendicular
direction are shown in the insets.
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7.3.3

Magnetization depth profue measurements
X-ray resonant magnetic scattering (XRMS) measurements were used to

further elucidate the influence of the Pd capping layer on the magnetization depth
prof:tle in the FePd f:tlms (see Section 3.4.1 for details on XRMS). Two 14 nm thick
FePd f:tlms, capped with MgO and Pd, respectively, were first measured with x-ray
reflectivity (XRR) using Cu K a radiation and the data were fit using Parratt's
recursive formalism with roughness [26, 95]. The two fits yielded Mg0(7 nm)

I

FePd(14 nm)

I MgO buffer(6.5 nm) I Mg0(001) substrate and Pd(4.2 nm) I

FePd(14 nm)

I MgO buffer(10 nm) I Mg0(001) substrate as shown in Figs. 7.3(a)

and 7.3(b). All of the fitted layer densities were within 80% of their bulk values and
each interface had an rms roughness Rrms between 1.0 - 1.5 nm.
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Fig. 7.3 Fits (blue) to XRR data (black) for 14 nm thick FePd ftlms capped with (a)

I FePd(14 nm) I MgO buffer(6.5 nm) I
Mg0(001) substrate and (b) Pd(4.2 nm) I FePd(14 nm) I MgO buffer(10 nm) I
MgO and (b) Pd yield (a) Mg0(7 nm)

Mg0(001) substrate. The asymmetry ratio llR for the (c) MgO and (d) Pd capped
samples are plotted with the magnetic field applied in opposite directions [blue(down)
and red(up) triangles]. (e) The llR data (black) for the (e) MgO capped sample could
be fit with a homogeneous magnetization proftle (red), whereas (f) the Pd capped
sample could not (green), and needed a nonuniform magnetization proflle (red).
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XRMS measurements in the charge-magnetic interference mode were taken
on these two FePd samples using synchrotron radiation at Sector 4 of the Advanced
Photon Source. The asymmetry ratio ll.R = (I+ - 1-)/(1+ + 1-), where (+,-)
denote opposite x-ray helicity, is plotted for opposite directions of the applied
magnetic field as a function of qz in Figs. 7.3(c) and 7.3(d). It was expected that an
applied magnetic field of 30 kOe was large enough to magnetically saturate the
samples in the filin plane from the M(H) loops shown in Fig. 7.2. The asymmetry
ratio ll.R is mostly sensitive to the magnetization density in the plane of the filin,
which coincides with the applied magnetic field, hence magnetization density along
the perpendicular direction results in no magnetic contrast [96]. Fits to these XRMS
data were carried out within the distorted-wave Born approximation [97, 98] and
utilized the structural parameters from the XRR fittings. The real parts of the
resonant chemical and magnetic scattering factors at the Pd L3 edge were obtained
through a differential Kramers-Kronig transform, while the imaginary parts were
taken from published x-ray absorption and x-ray magnetic circular dichroism
(XMCD) spectra [99]. This procedure uses tabulated scattering factors away from
resonance for absolute normalization.
A good fit to the XRMS data for the MgO capped sample was obtained if the
entire FePd filin (14 nm) was modeled with a uniform magnetization proftle as shown
in Fig. 7.3(e). However, this same model with a homogenous magnetization proftle
could not explain the XRMS data in the Pd capped sample as shown in Fig. 7.3(£). A
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nonuniform magnetization proflle, where the FePd fllm is split into two regions with
different magnetizations, yielded a good fit. A top region (7.8 nm) near the Pd/FePd
interface that is 50% more strongly magnetized in-plane than the bottom region (6.2
nm) near the FePd/MgO buffer interface was able to explain the XRMS data. These
results clearly demonstrate the presence of an enhanced in-plane magnetization near
the Pd capping despite the limited spatial resolution (6 nm) in the magnetization
depth proflle measurements.

7.4 Conclusions
It has been shown that different capping layers, whether of polarizable or
non-polarizable material, drastically affect the global magnetic anisotropy of thin
films in different ways. A polarizable capping layer, such as Pd, tends to decrease the
PMA of FePd thin fllms, whereas a non-polarizable capping layer, such as MgO, has
no effect. This can be explained using different magnetization proflles within the
FePd thin ftlm. A homogenous magnetization proflle is obtained with nonpolarizable capping layers yielding no net effect on the magnetic anisotropy.
However, a nonuniform magnetization proflle, where the FePd thin fllm is split
between two regions, was obtained with a polarizable capping layer. The upper region
has a stronger in-plane magnetization than the lower region due to the possible
alloying of the Pd capping layer with the FePd thin ftlm.
These results have important implications for ferromagnetic thin fllms,
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especially those that exhibit PMA. Understanding how the choice of capping layer
affects the magnetic properties of the underlying thin film will be advantageous in its
design for applications.
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Chapter 8
Magnetic anisotropy and domain
structure correlations

8.1 Introduction
Magnetic domain analysis is applicable to further understand the relationship
between microstructure, magnetic anisotropy, and magnetic domain structure,
particularly when the magnetic materials are in thin fllm form. Much work has been
accomplished in this research area [1 00], especially on strong perpendicular magnetic
anisotropy (PMA) materials. Thus, correlations between magnetic anisotropy and
other properties, such as magnetic domain structure, is of interest and will be
presented here.
Kooy and Enz (K-E) developed an analytical energy model to explain the
domain pattern configuration and magnetization process in transparent single-crystals
of BaFe12019 (garnet) using the optical Faraday effect [101]. Such analytical energy
models are applicable to understanding the domain structure in strong PMA
materials, such as FePd and the other L1 0 ordered alloys, thus alleviating the need for
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a micromagnetic approach. Recent work by Gehanno et al. [90, 102] has shown that
this analytical energy model can be used to understand magnetic domain
configurations in FePd fllms, but has only been studied as a function of thickness.
Furthermore, the FePd fllms were grown at elevated temperatures (425 °C) on 60 nm
Pd seed layers to decrease the 9% lattice mismatch with MgO to favor formation of
the Ll 0 ordered phase. They were also capped with a 2 nm Pd capping layer. The use
of such magnetically polarizable materials, whether deposited at room temperature
(R1) or high temperature, drastically alter the global magnetic anisotropy of the thin

fllm as is thoroughly discussed in Chapter 7 and should be used with caution. Few
studies of FePd deposited directly on single-crystal Mg0(001) substrates without the
use of magnetically polarizable materials can be found in the literature (see Kamp

et al. [103] and Clavero et al. [94]). Therefore, a systematic and correlated study
between the microstructure, magnetic anisotropy, and magnetic domain structure on
epitaxial FePd fllms grown directly on single-crystal Mg0(001) substrates and capped
with Au (i.e. without a magnetically polarizable seed or capping layer) was
undertaken. Good qualitative and quantitative agreement between the experimentally
measured values of the magnetic anisotropy and magnetic domain structure with the
K-E analytical energy model was found.
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8.2 Experimental conditions
8.2.1

Epitaxial FePd thin ftlms
Epitaxial FePd thin filins were grown by DC magnetron sputter deposition

with a base pressure in the low 10-9 Torr range. Mg0(001) polished substrates were
ultrasonically cleaned in subsequent baths of acetone and methanol for 10 minutes
each. The substrates were ultra-high vacuum (UHV) annealed at 700 °C for 30
minutes to degas and recrystallize the surface layers of the substrate. Atomic force
microscopy (AFM) images of a polished substrate (not shown) have a root mean
square (rms) roughness Rrms of 0.17 nm and a peak to peak distance of 1.0 nm.
Although the surface layers are smooth as indicated by AFM, they are not perfecdy
crystalline due to the polishing, and therefore a thermal annealing pretreatment is
necessary to provide a controlled template in which to grow single-crystal metallic
fllms [104]. This recrystallization process can be probed with in-situ reflection high
energy electron diffraction (RHEED) [1 05]. RHEED patterns of a single-crystal
Mg0(001) substrate before the UHV thermal annealing pretreatment appear diffuse,
whereas a sharper pattern is observed after the pretreatment (see Fig. 8.1). This
indicates that the surface layers of the substrate have recrystallized and are able to
better support the growth of epitaxial fllms.
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Fig. 8.1 RHEED patterns of a single-crystal Mg0(001) polished substrate along the
<110> direction before (left) and after (right) a thermal annealing pretreatment in
UHV at 700 °C for 30 minutes. The RHEED pattern becomes sharper after the
pretreatment thus indicating a crystalline surface.

Epitaxial FePd thin fllms with thicknesses ranging from 5 - 80 nm were
grown direcdy on pretreated Mg0(001) substrates by co-sputtering from high purity
(99.99%) Fe and Pd targets. The FePd fllms were grown at temperatures ranging
from room temperature (RT) to 600 °C with ultra-high purity (99.999%) Ar at a
pressure of 5 mTorr. An FePd deposition rate of 0.26

A! s or 4.2 monolayers (ML)

per minute was used for all thin fllm samples. The FePd thin fllms were then capped
with a 5 nm Au layer to prevent oxidation and to provide a simpler analysis of the
magnetic properties of the samples. Magnetically polarizable capping materials, such
as Pd or Pt, have been shown to create substantial effects that alter the global
anisotropy of the sample as extensively discussed in Chapter 7 [106]. This was
avoided by using non-magnetically polarizable materials, such as Au, which was
deposited at RT with 5 mTorr of Ar pressure and at a rate of 0.28 A! s.
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8.3 Results and discussion
8.3.1

Optimal deposition temperature
It is well known that deposition conditions affect the growth of FePd thin

fllms, particularly the degree of chemical order Sorder· Clavero et al. [94] have
shown that Sorder is maximum at a deposition temperature of 450 °C for 22 nm
thick FePd fllms triode sputter deposited directly on single-crystal Mg0(001)
substrates. Kamp et al. [103] have shown that Sorder is maximum at 350 °C for 30
nm FePd fllms grown by molecular beam epitaxy (1\ffiE) directly on Mg0(001). The
deposition technique utilized in this study was DC magnetron sputter deposition and
therefore an investigation of the optimal deposition temperature for maximum Sorder
was carried out.
A series of 40 nm thick FePd fllms were grown as described in Section 8.2.1
where only the deposition temperature was varied from RT to 600 °C. Only the fllms
grown at temperatures ranging from 400-600 °C exhibited chemical ordering, which
can be quantified from x-ray diffraction (XRD) scans as discussed in Chapter 4.
Symmetric 8- 28 XRD scans for these fllms are shown in Fig. 8.2 where Gaussian
fits to the superstructure FePd(001) and the fundamental FePd(002) and FePd(200)
reflections can be observed. Table 8.1 lists relevant structural parameters for these
fllms extracted from XRD analysis including in-plane a and out-of-plane c lattice
parameters, average grain sizes L, mosaic structure, degree of chemical order Sorden
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and the volume percentage% for the L1 0 ordered phase.
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Fig. 8.2 Symmetric 8- 28 XRD scans showing L1 0 ordering for the 40 nm thick
FePd fllm series deposited at temperatures ranging from 400- 600 °C (black data).
Gaussian fits for the superstructure FePd(001) and fundamental FePd(002)
reflections indicate the presence of chemical ordering (red solid lines), whereas
FePd(200) reflections indicate the face-centered-cubic (fcc) disordered phase (green
dashed lines). Cumulative fits (blue dotted lines) are shown whereas background fits
have been removed for clarity. Vertical lines denote bulk lattice parameters for the
respective reflections.
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TABLES. I
MICROSTRUCTURAL PARAMETERS EXTRACffiD FROM XRD ANALYSIS FOR TilE 40 NM FEPD FILM SERIES GROWN AT DIFFERENT TEMPERATURES

Average
Mosaic Structure
% of L 1o phase
Grain Size (nm)
(degrees)
s.,.
(± 1%)
(±0.1 nm)
(± 0.01 degrees}
400
3.852
3.688
0.9574
11.9
2.60
0.80±0.03
75%
450
3.685
3.851
0.9569
12.7
2.63
0.75±0.04
84%
500
2.27
65%
3.855
3.696
0.9588
12.8
0.77±0.04
550
3.709
3.847
11.7
2.58
69%
0.9641
0.58 ±0.04
600
3.720
3.850
13.8
2.13
0.62±0.04
0.9662
65%
Perpendicular (c) and in-plane (a) lattice parameters, cia ratio, average grain size, and mosaic structure for the Llo ordered phase extracted from XRO
analysis. S.,.S.. and the% of L 10 phase is also calculated for the FePd film series grown at different deposition temperatures with fixed thickness (40 nm).
FePd Deposition
Temperature ("C)

c(A)
(±0.001 A)

a(A)
(±0.001 A)

cia
(± 0.0005)

In addition, magnetic properties for these fllms were measured using
superconducting

quantum

interference

device

(SQUID)

magnetometry

to

corroborate the structural information obtained from XRD. M(H) loops were
measured at RT with magnetic fields up to 45 kOe applied both perpendicular (outof-plane) and parallel (in-plane) to the plane of the sample and are shown in Fig. 8.3.
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Fig. 8.3 Comparison of the out-of-plane (black solid lines) and in-plane (red dashed
lines) M(H) loops for the 40 nm thick FePd fllm series deposited at RT, 450 °C, and
550 °C.
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These combined structural (XRD) and magnetic (SQUID) results indicate that
the optimal degree of chemical order Sorder for DC magnetron sputter deposited 40
nm thick FePd filins occurs at a deposition temperature of 450 °C in our case.
Maximum values of Sorder and % for the L1 0 ordered phase are found at 450 °C,
which is further supported by the M(H) loops. The out-of-plane loop for the FePd
fllm deposited at 450 °C exhibits a sharper magnetization reversal and the in-plane
loop exhibits a larger saturation field H5 than the other temperatures, thus signifying
that the strongest PMA occurs at 450 °C.
These results, as shown in Fig. 8.4, are similar to those found by Clavero

et al. [94] although larger Sorder values more similar to MBE grown films by Kamp
et al. [103] were obtained in this study and were attributed to the UHV thermal
annealing pretreatment of the single-crystal Mg0(001) substrates discussed in Section

8.2.
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Fig. 8.4 Comparison of the degree of chemical order Sorder in FePd thin films
grown by different deposition methods directly on single-crystal Mg0(001) substrates
as a function of deposition temperature. MBE grown 30 nm thick FePd fllms by
Kamp et al. (green squares), triode sputter deposited 22 nm thick FePd fllms by
Clavero et al. (blue triangles), and DC magnetron sputter deposited 40 nm thick
FePd fllms from this study (red circles) are shown.
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8.3.2

FePd thickness dependent structural properties
A thickness dependent FePd thin film series was grown at the deposition

temperature of 450 °C, at which Sorder is a maximum, to investigate the FePd
thickness dependence on various structural (Sorder) and magnetic (PMA) properties.
The FePd thickness was varied from 5 - 80 nm keeping all other deposition
parameters constant as discussed in Section 8.2. The superstructure FePd(OOl) and
fundamental FePd(002) and (200) reflections could be fit to the XRD scans for the
FePd thickness dependent film series (not shown) in a similar manner as the
temperature dependent series shown in Fig. 8.2. Various structural parameters,
including the degree of chemical order Sorder and the volume percentage % of L1 0
order, for these fJlms are calculated from the symmetric (J - 2(} XRD scans and
tabulated in Table 8.2.

TABLE8.2
MEASURED VALUES OF SoRDER AND Ku FOR THE FEPD THICKNESS SERIES

t (run)
5
10
20
30
40
80

Sorder

0.58 ± 0.19
0.64± 0.06
0.65 ± 0.04
0.75 ± 0.04
0.82± 0.02

Ku (J/m3) (± 2%)
9.56
9.60
1.04
1.07
1.10
1.24

X
X
X
X
X
X

105
105
106
106
106
106

Degree of chemical order (Sorder) and first order uniaxial anisotropy constants
(Ku) for the FePd film series grown at 450 °C with varied thickness (t = 5 - 80
nm). Linear trends can be evidenced between t, Sorder, and Ku.
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It can be seen from Table 8.2 and Fig. 8.5 that Sorder increases linearly with

the FePd ftlm thickness when all other deposition conditions are held constant. This
correlation can be attributed to the large lattice mismatch of 9% between FePd and
MgO that hinders the degree of chemical order Sorder during the early stages of
growth. Relaxation of the FePd lattice is needed to improve the chemical ordering
and occurs through microtwins formed by the pileup of partial dislocations as the
FePd filin grows thicker [107, 108].
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Fig. 8.5 Linear dependence (black dashed line) of the degree of chemical order
Sorder on the FePd ftlm thickness in DC magnetron sputter deposited thin ftlms on

Mg0(001) substrates. An increase in Sorder is observed as the FePd ftlm thickness
increases due to strain relaxation between the FePd and MgO.
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8.3.3

FePd thickness dependent magnetic properties
The magnetic anisotropy can be quantified from magnetization measurements

carried

out

using

superconducting

quantum

interference

device

(SQUID)

magnetometry. M(H) loops, shown in Fig. 8.6, were measured at RT with magnetic
fields up to 45 kOe applied both perpendicular (out-of-plane) and parallel (in-plane)
to the plane of the sample in order to correlate the magnetic properties, specifically
the PMA, with the FePd thickness. All of the fllms qualitatively exhibit PMA through
the following observations: the in-plane saturation fields H5 are larger than the outof-plane saturation fields H5 , and the out-of-plane loops show a sharper
magnetization reversal and a larger coercive field He than the in-plane loops. Thus,
the easy axis of magnetization is clearly along the perpendicular direction for all
thicknesses studied, as should be expected for PMA materials.
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Fig. 8.6 Out-of-plane (black solid lines) and in-plane (red dashed lines) M(H) loops
for the thickness dependent FePd thin film series deposited at the optimal chemical
ordering temperature of 450 °C. Corresponding MFM images (3 J.lm

X

3 J.lm in size)

for the demagnetized films at zero field are shown in the insets where light (dark)
regions indicate magnetic domains with perpendicular magnetization pointing
upwards (downwards).
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The effective uniaxial anisotropy constant Keff may be calculated from the
area between the out-of-plane (easy axis) and in-plane (hard axis) M(H) loops as
illustrated in Fig. 8.7 [109]. The in-plane (hard axis) loops shown in Fig. 8.6 deviate
from an ideal case, showing a small hysteresis that can be corrected by averaging the
hysteresis loop branches. Ketf is then related to the first-order uniaxial anisotropy
constant Ku by the relation

(8.1)

where Kd is the stray field energy coefficient calculated from the measured saturation
magnetization M 5 of each ftlm and

flo

is the permeability of free space. Table 8.2lists

these calculated magnetic anisotropy values for the thickness dependent FePd ftlms,
approaching near the bulk value of 2.6 x 106 J/m3 [50]. One can reason that as the
degree of chemical order Sorder increases so should the uniaxial magnetic anisotropy,
and indeed it can be observed that Ku scales linearly with the FePd ftlm thickness (see
Fig. 8.8) and also with Sorder (see Fig. 8.9). These correlations between FePd fllm
thickness, Sorder' and Ku are also in agreement with previous observations for MBE
grown 30 nm thick FePd ftlms [103].
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The correlation between the microstructure (degree of chemical order Sorder),
the PMA (first-order uniaxial anisotropy constant Ku), and the magnetic domain
structure using an analytical energy model was investigated. Analytical energy models,
such as the one used in this study, may be used with strong PMA filins (Qu > 1)
because the domain sizes d 1 and d 2 are always large compared to the Bloch domain
wall widths. This is contrary to the case of low-anisotropy filins (Qu < 1), where a
micromagnetic approach would be needed to analyze and understand these
correlations between the magnetic anisotropy and the magnetic domain structure.
The analytical energy model proposed by Kooy and Enz (K-E) [101, 100]
contains three terms that are due to (i) the domain wall energy Ew, (ii) applied
perpendicular field (Zeeman) energy EH, and (iii) the stray field energy ED. The stray
field energy ED can be written exacdy for an infinite filin of thickness D with periodic
one-dimensional domains of alternating surface charge density and perpendicular easy
axis (normal to the ftlm plane).

ED

= DK d { m 2 + 8p3 ~-1
. 2
£....J 3 sm
"

n=l

n

[mr(m + 1)]
2

sinh{n1rjp I p)
]}
[
x sinh(n1rjp I p) + jp cosh(n1rjp I p) '

(S. 2)

where Kd is the stray field energy coefficient defined in Eq. (8.1), m = (d 1

d 2 )/(d 1

+ d2 )

is the reduced magnetization, p

= (d 1 + d 2 )/D

-

is the reduced

domain period, and J1 = 1 + Kd/ Ku is the effective permeability for a uniaxial
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crystal. In the present case, for strong PMA materials J1

~

1. The first term in Eq.

(8.2) can be interpreted as the demagnetizing energy for a homogenously magnetized
film of thickness D, while the second term is a correction due to the deviation from
homogeneity caused by the domain structure within the film. However, this equation
cannot be solved analytically and therefore a substitution of cosh (nrr{~Jp) =

(1/2)enrr{/i/p can be made ifnrr....ffi/p

»

1. This yields

The domain wall energy Ew can be expressed as

(8.4)

where Ac

= Ywf(2DKd)

is the reduced characteristic length and Yw is the specific

wall energy. The reduced characteristic length Ac is a measure of the critical thickness
between single- and multi-domain states [11 0]. The applied perpendicular field
(Zeeman) energy EH can be written as

(8.5)

where h = H/Ms is the reduced bias field, His the applied magnetic field, and M5 is
the saturation magnetization. The total energy of the domain pattern Erotal 1s
obtained by combining the energy terms expressed in Eqs. (8.3 - 8.5) to yield
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which can be minimized with respect to the reduced domain period p (i.e. a ETotazl
ap) to obtain corresponding values of the reduced characteristic length

Ac

=

2
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-JP

p: f~sin2[n7r(m+1)J[1-(1+
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n
2
p

7r
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n=i

The total energy ETotal may also be minimized with respect to the reduced
magnetization m (i.e. aETotazfam) to obtain values of the reduced bias field

(8.8)

The relationship between the reduced characteristic length Ac and the reduced
domain period p expressed in Eq. 8. 7 was used to experimentally verify the
correlation between the magnetic domain structure and magnetic anisotropy in these
strong PMA fllms. The reduced characteristic length Ac depends on the first-order
uniaxial anisotropy constant Ku and the stray field energy coefficient Kd, as well as
the thickness D and exchange stiffness A as shown in Eq. 8.9.

A.=
c

4~AKu
2DKd
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(8.9)

Values of Ku and Kd were measured from the M(H) loops as described
previously, nominal thicknesses of the FePd fl].ms were used for D, and a bulk
exchange stiffness A = 1.91

X

10-11 J/m was used for all thin fllms.

In order to analyze the magnetic domain structure and compare to the
reduced characteristic length Ac in the K-E model, magnetic force microscopy
(MFM) images were acquired in the absence of an applied magnetic fleld (i.e. H
and with the samples prepared in a demagnetized state (i.e. m

= 0)

= 0)
by a

demagnetizing process along the perpendicular direction, thus eliminating the
Zeeman energy term EH. Therefore, a delicate balance between lowering the domain
wall energy Ew (by creating large domains with few walls) and lowering the stray fleld
energy Ev (by creating small domains with many walls) exists within the system.
Representative 3

~m

x3

~m

MFM images are shown as insets in Fig. 8.6 and

a discernible trend can be seen versus FePd fllm thickness and magnetic anisotropy.
The light and dark regions correspond to north and south magnetic poles at the
surface of the fllms, ascribed to magnetic domains with perpendicular magnetization
pointing upwards and downwards, respectively. The magnetic domains did not
exhibit straight parallel walls making the measurement of their size non-trivial.
Therefore, two different methods were used to measure the sizes of the domains, an
autocorrelation function as discussed in Section 3.3.1 and the stereological method

[111], which are in good agreement (± 3%) with each other and were averaged
together for the flnal result.
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The stereological method can be used to determine domain widths in any
arbitrary domain pattern. Test lines are randomly drawn on the MFM images shown
in Fig. 8.6 and the total length of these test lines, along with the number of
intersections with the domain walls are used to calculate the reduced domain period p
as

= (___i__J ( Total length of test lines J .
p

1r D

Number of intersections

(8.10)

Fig. 8.10 shows good qualitative agreement between the experimentally
determined parameters p and llc with the K-E model for all FePd fllm thicknesses
studied, as well as good quantitative agreement for FePd fllms with D > 20 nm. The
deviation from the K-E model for fllms with D < 20 nm is most likely due to the
unsatisfied condition of nrr{jifp

»

1 for the approximation of cosh (nrr{jifp)

=

(1/2)enrrv'li/Pused to make the model analytically solvable. In addition, interfacial
anisotropy effects can dominate as the fllms become thinner.
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Fig. 8.10 The reduced domain period pis correlated with the reduced characteristic
length Ac· Experimentally measured values (red data) of p (from MFM images) and

Ac (from M(H) loops) show good qualitative agreement with the K-E analytical
energy model (black dashed line) for all D and good quantitative agreement forD
20nm.
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8.4 Conclusions
Detailed investigations of structure-property correlations in thin ftlms are
warranted to advance our understanding of them. The correlation between the
magnetic anisotropy and domain structure in thin films that exhibit strong
perpendicular magnetic anisotropy (PMA) has been shown to follow the Kooy and
Enz (K-E) analytical energy model. Good qualitative agreement was found for all
FePd ftlms with good quantitative agreement for ftlms thicker than 20 nm [112].
Deviations in thinner ftlms are attributed to interfacial magnetic anisotropy effects
that have not been considered in the model used. This knowledge is an important
addition to the set of other structure-property correlations, such as chemical order to
PMA, which can be tailored and controlled in a useful manner.
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Chapter 9
Summary and outlook

9.1 Summary
Investigations into the structure-property correlations in ferromagnetic binary
alloy thin fJlms that exhibit chemical ordering (e.g. FePt, FePd) have been presented
and discussed in this dissertation. The influence of chemical ordering on the magnetic
anisotropy in thin fllms, an important magnetic parameter, was studied in a number
of related experiments.
The novel technique of x-ray rapid thermal annealing (XRTA) was shown to
be able to induce microstructural changes in partially-ordered FePt thin fllm samples,
specifically modifying the degree of chemical order Sorder without drastically
affecting the grain or crystallite size. These microstructural changes were induced
using synchrotron x-ray radiation (i.e. a polychromatic pink beam) and were
simultaneously probed in real time by analyzing a monochromatic portion of the pink
beam. This was possible due to the advantages ofXRTA, including the tunability and
high brilliance of synchrotron radiation that led to maximum heat absorption and fast
scans.
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Heavy ion implantation, another novel technique, was demonstrated as a
viable method to obtain nanocomposite Fe-Pt thin ftlms. Fe+ ions were implanted
into single-crystal Pt thin fillns followed by thermal annealing treatments to obtain
L1 0 ordered nanoclusters embedded in the Pt thin ftlm matrix with specific structural

and magnetic properties. Various properties (e.g. size, crystallographic orientation,
magnetic anisotropy) of these nanocomposite Fe-Pt thin fillns could be controlled
through the ion implantation conditions (e.g. ion energy and dose) and the thermal
annealing (e.g. temperature and time) parameters.
In addition to tailoring the magnetic anisotropy in thin ftlms through the
degree of chemical order Sorder as in the previous experimental studies, it was also
shown that it is possible to influence the anisotropy via the choice of capping layers.
X-ray resonant magnetic scattering (XRMS) studies showed that the magnetization
proftles of thin ftlms that exhibit strong perpendicular magnetic anisotropy (PMA)
are different depending on the capping layer. Uniform magnetization proftles were
found if a non-polarizing (e.g. MgO) capping layer was used, whereas a polarizing
capping layer (e.g. Pd) induced a nonuniform magnetization proftle, thus reducing the
overall PMA compared to the uniform magnetization proftle.
The inherent relationship between the chemical order and the magnetic
anisotropy in binary alloy thin ftlms extends even further to the observed magnetic
domain structure. An analytical energy model was used to experimentally correlate
the observed magnetic domain structure with the magnetic anisotropy in strong PMA
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thin filins.

9.2 Outlook
Fundamental structure-property investigations usually have applicability in
many different avenues of research, most notably in the development of real world
devices. The investigations, results, and discussions presented in this dissertation are
no exception, and can be applied towards the advancement of a number of devices.
One of the well-known applications for strong perpendicular magnetic anisotropy
(PMA) materials is for next-generation ultra-high density perpendicular magnetic
recording media [113]. Strong PMA materials have large anisotropy constants that
allow smaller, thermally stable grains, which allow a dramatic increase in the areal
density. However, there are still design issues associated with using these materials in
storage devices that must be solved with new fabrication processes or materials [114].
Strong PMA materials are also being heavily researched for another memory
related application: perpendicular magnetic tunnel junctions (P-MTJs). A novel
magnetic memory that uses P-MTJs is spin torque transfer random access memory
(SIT-RAM) [115], which is predicted to read/write data faster, consume less power,
scale beyond 10 nm, and outperform all other existing nonvolatile memories [116].
STT-RAM is likely to become a universal nonvolatile memory due to the advantages
that P-MTJs have over in-plane M1Js: an increase in the speed of switching [117],
decrease in critical current for switching [118], increase in density [119], and superior
150

stability against thermal fluctuations [120]. Further improvement of the tunnel
magnetoresistance (fMR) m P-MTJs is necessary to achieve these characteristics
[121].
P-MTJs utilizing the spin torque transfer concept have the potential to impact
other various areas in the semiconductor and spintronics industries [116]. The
development of a low-power spin-based logic device that can replace CMOS
transistors (whose scaling will end within the next fifteen years), the improvement of
battery life in portable applications, and the improvement of magnetic and magnetoplasmonic sensors are all possible with the further development of these strong PMA
materials.
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