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1. Introduction
A system of linear ordinary differential equations with coefficients inC(t) can be transformed into
a first-order linear differential system
d
dt
z(t) = A z(t)
where A is a square matrix over C(t) of size, say n, and z(t) = (z1(t), . . . , zn(t))τ , provided that
the original system has a finite-dimensional solution space. There is a one-to-one correspondence
between the solutions of these two systems. Consequently, the solution spaces of both systems have
dimension n over C. From Proposition 1.20 in van der Put and Singer (2003), this conclusion remains
true for systems over a differential field (F , δ), provided that F is of characteristic zero and has an
algebraically closed field of constants.
Assume that F is a field endowedwith an automorphism σ , and thatΣ stands for a system of linear
homogeneous ordinary difference equations over F whose solution space is finite-dimensional over
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the constants. Like in the differential case, Σ can be converted into a first-order system σ(z) = Bz
where B is a square matrix over F of size, say n, and z is a column vector (z1, . . . , zn)τ of unknowns.
Unlike the differential case, if the coefficient matrix B is singular, the linear relations among its rows
allow us to transform the system further into a new one whose coefficient matrix has smaller size,
since σ is an automorphism. Doing this recursively yields a partition
{z1, . . . , zn} = {y1, . . . , yd} ∪ {yd+1, . . . , yn},
a d×d invertiblematrix P , and an (n−d)×dmatrixQ such that the new system consists of a first-order
difference system
σ(y1, . . . , yd)τ = P(y1, . . . , yd)τ , (1)
and n− d linear relations
(yd+1, . . . , yn)τ = Q (y1, . . . , yd)τ .
There is a one-to-one correspondence between the solutions of Σ and (1). By the construction
of Picard–Vessiot rings in van der Put and Singer (1997), the solution spaces of Σ and (1) have
dimension d, provided that F is of characteristic zero and has an algebraically closed field of constants.
A linear functional system consists of linear partial differential, difference equations or anymixture
thereof. Such a system is said to be ∂-finite if its module of formal solutions is a finite-dimensional
vector space over the ground field (Bronstein et al., 2005). The dimension of this module is called the
linear dimension of the system, and corresponds to the dimension of its solution space. It is shown
in Bronstein et al. (2005) and Wu (2005) that a ∂-finite system is equivalent to a fully integrable
system, whose linear dimension equals the number of its unknowns. For fully integrable systems,
a factorization algorithm is developed in Li et al. (2006) and Wu and Li (2007), and a Galois theory is
presented in Hardouin and Singer (2008). These results motivate us to transform ∂-finite systems into
fully integrable ones.
A naive way to transform a ∂-finite system is to compute a Gröbner basis of its corresponding
submodule over a Laurent–Ore algebra (see Wu, 2005 and Zhou and Winkler, 2008), and construct
the desired fully integrable system from the basis. As Laurent–Ore algebras are localizations of Ore
algebras, it is easier to compute Gröbner bases in free modules over Ore algebras (see Cox et al., 2004,
Ch. 5, Chyzak and Salvy, 1998, Chyzak et al., 2004). This observation motivates us to transform ∂-
finite systems by the latter Gröbner baseswhenever possible. Moreover, we avoid computing Gröbner
bases of any kind when transforming an integrable system, which is a common special case of linear
functional systems.
The contributions of this paper include: an algorithm for determining the reflexive closure of the
zero submodule of a finite-dimensionalmodule over a noncommutative domain (see Section 3.2), and
an algorithm for transforming a ∂-finite system into a fully integrable one (see Section 5). The former
algorithm evolves from discussions with Manuel Bronstein and the algorithm LinearReduction inWu
(2005, Section 2.5.2). It enables us to use linear algebras to transform an integrable system. The latter
algorithm uses the method in Chyzak et al. (2004) to compute a Gröbner basis of the Ore submodule
defined by the input system. This Gröbner basis tells us whether to use the former algorithm or to
compute a Gröbner basis over Laurent–Ore algebras. Indeed, we have only one artificial example (see
Example 33), for which a Gröbner basis over some Laurent–Ore algebra has to be computed.
The rest of this paper is organized as follows. In Section 2, we recall how to localize modules over a
noncommutative domain, and introduce the notion of reflexive closures of submodules. An algorithm
is presented in Section 3 for computing a linear basis of the reflexive closure of the zero submodule
in a finite-dimensional module. We extend an equivalence relation among linear ordinary differential
(difference) equations to linear functional systems in Section 4, and describe in Section 5 a method
for transforming a linear functional system to its integrable connection, which is fully integrable and
equivalent to the given system. Our results are summarized in Section 6.
Throughout this paper, rings are not necessarily commutative, while fields are always commuta-
tive. An (integral) domain is a ring without zero-divisors. All modules, vector spaces and ideals are
left ones, unless mentioned otherwise. Vectors are denoted by the boldfaced letters u, v,w, etc., and
vectors of unknowns by x, y, z, etc. The notation (·)τ stands for the transpose of a vector or matrix.
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2. Localizations and reflexive submodules
In this section, we recall a standard way to localize a module over a noncommutative domain by
a left Ore set described in Cohn (1985, Section 0.9) or Rowen (1988, Section 3.1). The localizations
help us to describe the transformation algorithm concisely.We define the notion of reflexive closures,
which enables us to get information about localizations.
Let R be a (noncommutative) domain, and denote R \ {0} by R×, which is a monoid. A submonoid T
of R× is called a left Ore set of R if Rt ∩ Tr ≠ ∅ for all t ∈ T and r ∈ R×. If t1 and t2 are in a left Ore
set T , then Rt1 ∩ Tt2 contains an element t such that t = r ′1t1 = t ′2t2 for some r ′1 ∈ R and t ′2 ∈ T . So t is
in T . We say that t is a common left multiple of t1 and t2 in T . An easy induction implies that a finite
number of elements in T have a common left multiple in T .
LetM be a module over R. The (left) localization ofM at T is defined to be
T−1M = {t−1v | t ∈ T , v ∈ M}.
Two elements t−11 v1 and t
−1
2 v2 in the localization are equal if there exist r1, r2 ∈ R× such that r1t1 =
r2t2 ∈ T and r1v1 = r2v2 inM .
For any two elements t1−1v1, t2−1v2 ∈ T−1M with t1, t2 ∈ T and v1, v2 ∈ M , their sum is defined
as:
t1−1v1 + t2−1v2 = t−1 (r1v1 + r2v2) ,
where t is a common left multiple of t1 and t2 in T , and t = riti with ri ∈ R for i = 1, 2.
Observe that, for t ∈ T and r ∈ R, there exist r ′ ∈ R and t ′ ∈ T such that r ′t = t ′r . So we define
the left-hand scalar multiplication as:
r

t−1v
 = t ′−1 r ′v for all v ∈ M.
Equipped with these two operations, T−1M becomes a left module over R.
TakeM to be the ring R itself. For t−11 r1, t
−1
2 r2 ∈ T−1Rwith t1, t2 ∈ T and r1, r2 ∈ R, we define the
product of t−11 r1 and t
−1
2 r2 as
t−11 r1
 
t−12 r2
 = (t3t1)−1r3r2 where t3r1 = r3t2 for some t3 ∈ T and r3 ∈ R.
Then the left R-module T−1R becomes a domain.
The reader is referred to Fu et al. (2009) for a detailed account that verifies the above three
operations are well-defined. Elementary constructions of T−1R and T−1M are also presented and
verified in Rowen (1988, Section 3.1).
The following examples will be frequently used in the sequel.
Example 1. Let R be a commutative domain and T a submonoid of R×. Then T is an Ore set, and the
(left) localization T−1R of R coincides with the usual localization defined in commutative algebra.
Example 2. Let F be a field and σ an automorphism of F . The ring of shift operators with respect to σ
is denoted by R = F [∂; σ ], whose commutation rule is ∂ f = σ(f )∂ for all f ∈ F . Let T be the monoid
generated by ∂ , which is a left Ore set of R. The localization T−1 (F [∂; σ ]) is the ring F [∂, ∂−1] defined
in van der Put and Singer (1997).
Example 3. Let F be a field, δ1, . . . , δℓ be derivations on F , and σℓ+1, . . . , σm be automorphisms of F .
Assume that all these maps commute pairwise. According to Chyzak and Salvy (1998), the ring of Ore
polynomials over F is F [∂1, . . . , ∂ℓ, ∂ℓ+1, . . . , ∂m] endowed with the following commutation rules:
(i) ∂i∂j = ∂j∂i for all i, jwith 1 ≤ i < j ≤ m;
(ii) ∂if = f ∂i + δi(f ) for all iwith 1 ≤ i ≤ ℓ and f ∈ F ; and
(iii) ∂jf = σj(f )∂j for all jwith ℓ+ 1 ≤ j ≤ m and f ∈ F .
Let T be the monoid generated by ∂ℓ+1, . . . , ∂m. Then T is a left Ore set by rules (i) and (iii). The
localization T−1R is the Laurent–Ore algebra
F [∂1, . . . , ∂ℓ, ∂ℓ+1, ∂−1ℓ+1, . . . , ∂m, ∂−1m ]
defined in Bronstein et al. (2005).
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The canonical R-homomorphism φ from M to T−1M maps v to 1−1v. It is straightforward to
see that ker(φ) = {v ∈ M | tv = 0 for some t ∈ T }. This observation motivates us to borrow a
terminology from Cohn (1965).
Definition 4. Let R be a domain, T a left Ore set of R and M a module over R. A submodule N of M is
said to be reflexive (with respect to T ) if tv ∈ N implies v ∈ N for every t ∈ T and v ∈ M . The reflexive
closure of a submodule N , denotedN , is the intersection of all reflexive submodules containing N .
Since the intersection of reflexive submodules is again reflexive, the reflexive closure of a
submodule N is the smallest reflexive submodule containing N .
Example 5. Let R and T be given in Example 2. The submodule R(∂2 + ∂) is not reflexive, because it
does not contain ∂ + 1. Its reflexive closure is the submodule R(∂ + 1).
We call the submodule {0} of an R-moduleM the zero submodule of M and denote it by 0M . A set-
theoretic characterization of reflexive closures is given in
Proposition 6. Let R be a domain and T a left Ore set of R. If N is a submodule of an R-module M, thenN = {v ∈ M | ∃ t ∈ T , tv ∈ N}. In particular,0M is the kernel of the canonical homomorphism from M
to T−1M.
Proof. Let N ′ = {v ∈ M | ∃ t ∈ T , tv ∈ N}. It is a submodule because it equals the kernel of the
composition of the canonical homomorphisms M → M/N → T−1(M/N) sending v to 1−1(v + N).
Clearly,N ′ is reflexive byDefinition 4. Thus,N = N ′ becauseN ′ is a subset of every reflexive submodule
containing N . 
It follows from Proposition 6 that0M/N = {v+N | ∃t ∈ T , t(v+ N) = 0} = {v+ N | ∃t ∈ T , tv ∈ N}=N/N,
which leads to
Corollary 7. With the notation introduced in Proposition 6, we have0M/N = N/N. In particular, N is
reflexive if and only if 0M/N is reflexive.
The above corollary enables us to characterize reflexive submodules by their quotients.
Corollary 8. With the notation introduced in Proposition 6, we have that N is reflexive if and only if N
contains a submodule L such that N/L is reflexive in M/L.
Proof. Let M ′ = M/L and N ′ = N/L. Then M/N and M ′/N ′ are isomorphic. Therefore, 0M/N is
reflexive if and only if 0M ′/N ′ is reflexive. Consequently, N is reflexive if and only if N ′ is reflexive
by Corollary 7. 
Remark 9. Since the ring T−1R is a bi-module over R, T−1R ⊗R M is well-defined, and isomorphic
to T−1M canonically by the discussion on page 47 of Cohn (1985) (see also Fu et al. (2009, Section 5)).
Therefore, T−1M is a module over T−1R. LetN be a submodule ofM . It is clear thatψ : T−1N → T−1M
defined by t−1v → t−1v for all t ∈ T and v ∈ N is a monomorphism, which, together with the right
exactness of⊗R, implies that T−1(M/N) and (T−1M)/(T−1N) are isomorphic.
3. Finite-dimensional modules and their localizations
In this section, we assume that R is a domain containing a field F . Then a module over R is also a
vector space over F . An R-moduleM is said to be finite-dimensional if dimF M is finite.
Let T be a left Ore set of R. Assume further that, for every t ∈ T , there exists an automorphism σt
of F such that
tf = σt(f )t for all f ∈ F . (2)
Typical examples for such domains are Ore algebras over F (see Examples 2 and 3).
Under these assumptions, we describe a relation between the dimension of M and that of T−1M
in Section 3.1, and present an algorithm for computing an F-basis of T−1M by solving linear systems
over F in Section 3.2.
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3.1. Dimensions and bases
For two elements a, b ∈ Z∪ {+∞}, by a = bwemean either a, b ∈ Z and a = b, or both a = +∞
and b = +∞.
Lemma 10. For an R-module L, dimF L/0L = dimF T−1L, and L/0L is R-isomorphic to T−1L whenever
either one is finite-dimensional.
Proof. We claim that dimF L ≥ dimF T−1L. Suppose that t1−1v1, . . . , tn−1vn are linearly independent
over F , where vi ∈ L and ti ∈ T for all i with 1 ≤ i ≤ n. Set t to be a common left multiple
of t1, . . . , tn in T . Then t = riti for some ri ∈ R. Suppose thatni=1 firivi = 0 in L with fi ∈ F . Then
0 = t−1(ni=1 firivi) = ni=1 t−1(firivi) in T−1L. By (2), tσ−1t (fi) = fit . So the scalar multiplication
of T−1L by R implies that
t−1(firivi) = σ−1t (fi)

t−1 (rivi)
 = σ−1t (fi) t−1i vi
for each i. Hence
n
i=1 σ
−1
t (fi)

t−1i vi
 = 0, which implies fi = 0 for all i with 1 ≤ i ≤ n.
Hence, r1v1, . . . , rnvn are linearly independent over F . The claim is proved.
Let φ be the canonical homomorphism from L to T−1L. By Proposition 6, L/0L and φ(L) are
isomorphic. Thus dimF L/0L cannot exceed dimF T−1L. On the other hand, T−1L = T−1(φ(L)) ∼=
T−1(L/0L). Note that T−1(φ(L)) is the localization of the R-submoduleφ(L) of T−1L, inwhich the action
is defined as t−1(1−1v) = t−1v for any t ∈ T and v ∈ L. By the claim, T−1(L/0L)has dimension nomore
than dimF L/0L. So dimF T−1L cannot exceed dimF L/0L either. Consequently, dimF L/0L = dimF T−1L.
The rest follows from the above equality and the observation that the canonical injection from L/0L
to T−1(L/0L) is an R-isomorphism if either dimF L/0L or dimF T−1L is finite. 
By Lemma 10, we have that dimF L ≥ dimF T−1L. It is possible that dimF L is infinite,
while dimF T−1L is finite.
Example 11. Let R = F [∂1, ∂2] be given in Example 3 with ℓ = 0 andm = 2. Then
T =

∂
d1
1 ∂
d2
2 | d1, d2 ∈ N

.
Let I be the (left) ideal of R generated by L1 = ∂1∂2(∂1 + 1) and L2 = ∂1∂2(∂2 + 1). Then
T−1I = T−1R L1 + T−1R L2 = T−1R (∂1 + 1)+ T−1R (∂2 + 1).
By Remark 9, T−1 (R/I) ∼= T−1R/T−1I is a one-dimensional vector space over F . However, computing
a Gröbner basis of I yields that R/I is infinite-dimensional over F .
R-modules are usually infinite-dimensional, while their quotient modules may be finite-
dimensional.
Corollary 12. Let M be an R-module and N a submodule of M. If M/N is finite-dimensional, then the map
φ¯ : M/N → T−1M/T−1N
v+N → v+ T−1N
is an R-isomorphism.
Proof. By Corollary 7, (M/N)/0M/N = (M/N)/(N/N) ∼= M/N. Putting L = M/N , we see that φ¯ is the
R-isomorphism induced by φ in the proof of Lemma 10. 
We are going to present some special properties of reflexive submodules in finite-dimensional
modules over R in order to develop an algorithm for computing F-bases of their localizations with
respect to T .
Let M be an R-module with a finite F-basis b1, . . . , bn. For every t ∈ T , there exists an n × n
matrix At over F such that
t(b1, . . . , bn)τ = At(b1, . . . , bn)τ .
We call At the matrix associated with t and the F-basis b1, . . . , bn. When the basis is clear from
context, At is simply called the matrix associated with t .
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Lemma 13. Let M be a finite-dimensional R-module. Then 0M is reflexive if and only if all the matrices
associated with t ∈ T and an F-basis are invertible.
Proof. Let b1, . . . , bn be an F-basis ofM , and At the matrix associated with t ∈ T . Let v =ni=1 fibi ∈
M with fi ∈ F . By (2),
tv = (σt(f1), . . . , σt(fn)) At(b1, . . . , bn)τ for all t ∈ T . (3)
If At is invertible for all t ∈ T , then tv = 0 implies that σt(fi) = 0, and, hence, fi = 0 for all i
with 1 ≤ i ≤ n. Consequently, v = 0 and 0M is reflexive. Conversely, suppose that At is singular
for some t ∈ T . Since σt is an automorphism of F , there exist f1, . . . , fn ∈ F , not all zero, such that
the nonzero vector (σt(f1), . . . , σt(fn)) is in the left kernel of At . By (3), the vector t
n
i=1 fibi

equals
zero. So 0M is not reflexive. 
For a finite-dimensional R-moduleM , determining0M plays a key role in determining the reflexive
closure of any submodule ofM , as described in the next proposition.
Proposition 14. Let M be a finite-dimensional R-module. Then
(i) all submodules of M are reflexive if and only if 0M is reflexive;
(ii) for every submodule N of M,N = N +0M .
Proof. Let N be a submodule ofM and b1, . . . , bd an F-basis of N . Extend this basis to an F-basis b1,
. . . , bd, bd+1, . . . , bn ofM . Then the matrix associated with t ∈ T and the extended basis is of the form
At =

Bt 0
Ct Dt

,
where Bt and Dt are d × d and (n − d) × (n − d) matrices over F , respectively. Assume that 0M is
reflexive. Then Lemma 13 implies that At is invertible, and so is Dt , which is the matrix associated
with t and the F-basis bd+1 + N, . . . , bn + N inM/N . By Lemma 13, 0M/N is reflexive, and so is N by
Corollary 7. The first assertion holds.
For the second assertion, since N +0M is a subset ofN , it suffices to show that N+0M is reflexive.
By Corollary 8, it suffices to prove that the quotient (N +0M)/0M is a reflexive submodule inM/0M .
By the first assertion, it is sufficient to show that the zero submodule of M/0M is reflexive, which is,
however, immediate from Corollary 7. 
Note that the assumption on finite dimensionality in Proposition 14 cannot be dropped. For instance,
the domain R in Example 2 is an R-module such that 0R is reflexive, but it contains non-reflexive
submodules.
Proposition 14 (ii) indicates that, once we have an F-basis of0M , an F-basis of the reflexive closure
of any submodule inM can be obtained easily.
3.2. Computing an F-basis of 0M
Let R0 be the F-linear subspace spanned by T . By (2), R0 is closed under multiplication. So R0 is a
subring of R. The following lemma allows us to construct reflexive closures of R-submodules by R0-
submodules.
Lemma 15. Assume that T is a left Ore set of both R and R0. If M is an R-module and N is an R-submodule
of M, thenN equals the intersection of all reflexive R0-submodules (with respect to T ) containing N, that
is,N is also the reflexive closure of N regarded as an R0-submodule.
Proof. Let N ′ be the intersection of all reflexive R0-submodules containing N . Then both N and N ′ are
equal to {v ∈ M | ∃t ∈ T such that tv ∈ N} by Proposition 6 and the assumption that T is a left Ore
set of both R and R0. 
In the rest of this section, we assume that T is a left Ore set of both R and R0, and is generated
by t1, . . . , tp. Let M be an R-module with an F-basis b1, . . . , bn. Denote by Ai the matrix associated
with ti for all i with 1 ≤ i ≤ p. Note that all the At with t ∈ T are invertible if and only if A1, . . . , Ap
are invertible. For brevity, the automorphism σti in (2) is denoted by σi.
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Let U be a finite subset ofM whose elements are given as linear combinations of b1, . . . , bn over F .
We can find an F-basis G of FU using Gaussian elimination. By (2), FU is an R0-module if and only if tiG
is a subset of FU for all iwith 1 ≤ i ≤ p.
Assume that FU is not an R0-submodule. We form
U ′ = G ∪ {tig | g ∈ G, tig /∈ FU for some iwith 1 ≤ i ≤ p}.
Then FU ( FU ′ ⊂ R0U ⊂ M. Replacing U by U ′ and repeating the above computation finitely many
times yields an F-basis of R0U , because M is finite-dimensional. This basis, together with b1, . . . , bn
and A1, . . . , Ap, allows us to construct an F-basis of M/R0U and the associated matrices. These
considerations lead to
Algorithm LinearBasis. Given an F-basis b1, . . . , bn of an R-module M, the associated matri-
ces A1, . . . , Ap, and a finite set U of nonzero elements of M, compute an F-basis of the R0-module R0U,
an F-basis of the R0-module M/(R0U) and the associated matrices with the latter basis.
The details of this algorithm are given in the Appendix.
An idea for computing an F-basis of 0M was outlined in terms of first-order matrix equations
by Dr. Manuel Bronstein during email discussions with us in May, 2005. Its correctness is proved
in Wu (2005, Section 2.5.2). We translate the idea into a module-theoretic language. If A1, . . . , Ap are
all invertible, then0M = 0M by Lemma 13, and we are done. Otherwise, the nontrivial left kernel
of Ai for some i with 1 ≤ i ≤ p leads to some nonzero elements in0M . Let U be the set of all
the nonzero elements in0M obtained from left-kernel computations. Then FU is contained in0M .
Applying Algorithm LinearBasis to U yields an F-basis of R0U , which is contained in0M , and an F-
basis of M/(R0U) together with the associated matrices. We then apply the same idea to M/(R0U)
recursively.
We would like to attribute the following algorithm to M. Bronstein. Our proof of its correctness is
less involved than the one in Wu (2005, Section 2.5.2).
Bronstein’s Algorithm. Given an F-basis b1, . . . , bn of an R-module M with the associated
matrices A1, . . . , Ap, compute: (a) an F-basis of0M ; (b) an F-basis of M/0M ; (c) the matrices associated
with the basis in (b).
(1) [Recursive base] When n = 1,
(1.1) if none of the Ai is zero, then return
(a) ∅; (b) b1; (c) A1, . . . , Ap; [In this case,0M = 0M .]
(1.2) otherwise, return
(a) b1; (b) ∅; (c) ∅. [In this case,0M = M.]
(2) [Compute left kernels] For i = 1, . . . , p, compute an F-basisWi of the left kernel of Ai. IfWi = ∅ for
all iwith 1 ≤ i ≤ p, then return
(a) ∅; (b) b1, . . . , bn; (c) A1, . . . , Ap. [In this case0M = 0M .]
(3) [Construct a nontrivial F-subspace in0M ] Suppose thatWi1 , . . . ,Wis are nonempty sets among all
theWi’s, where {i1, . . . , is} ⊂ {1, . . . , p} and 1 ≤ s ≤ p.
(3.1) RepresentWj as a |Wj| × nmatrix Pj for j = i1, . . . , is.
(3.2) Set U to be the set of nonzero elements in the column vectors
σ−1j (Pj)(b1, . . . , bn)
τ for j = i1, . . . , is.
(4) [Construct a nontrivial R0-submodule in 0M ] Call Algorithm LinearBasis to compute an F-
basis u1, . . . ,uq of R0U , and an F-basis
uq+1 + R0U, . . . ,un + R0U
ofM/(R0U)with associated matrices B1, . . . , Bp. If q = n, then return
(a) b1, . . . , bn; (b) ∅; (c) ∅. [In this case 0M = M .]
(5) [Recursion] Apply Bronstein’s algorithm to the quotient moduleM/(R0U) recursively to find:
(5.1) F-linearly independent elements v1, . . . , vr inM such that
v1 + R0U, . . . , vr + R0U
form an F-basis of the reflexive closure H of the zero submodule ofM/(R0U);
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(5.2) F-linearly independent elementsw1, . . . ,wd inM such that
(w1 + R0U)+ H, . . . , (wd + R0U)+ H
form an F-basis of (M/(R0U)) /H; and
(5.3) the matrices B1, . . . , Bp associated with the latter basis.
[Note that r + d = dimF M/(R0U) = n− q.]
(6) Return
(a) u1, . . . ,uq, v1, . . . , vr ; [an F-basis of0M ]
(b) w1 +0M , . . . ,wd +0M ; [an F-basis of M/0M ]
(c) B1, . . . , Bp. [matrices associated with the basis in (b)]
The above algorithm terminates evidently. To prove its correctness, we remark that0M is also the
reflexive closure of the zero submodule over R0 by Lemma 15.
Step 1.1 is correct by Lemma 13. Step 1.2 is correct, because there exists some i with 1 ≤ i ≤ p
such that tiM = 0. If all the left kernels of A1, . . . , Ap are trivial, so is0M by Lemma 13. Hence, the
algorithm is correct if it stops in Step 2.
Suppose now that (w1, . . . , wn) is a nonzero vector in the left kernel of Ai for some iwith 1 ≤ i ≤ p.
Thenw =nj=1 σ−1i (wj)bj ∈0M by a direct verification. Hence, U obtained in Step 3.2 is a nonempty
subset of0M . If dimF R0U = n, then0M = M . The algorithm is correct if it stops in Step 4.
Inductively, we assume that Step 5 is correct. Since 0M ⊂ R0U ⊂ 0M ,0M is equal to R0U . By
Corollary 7,
H =0M/(R0U) = R0U/R0U =0M/(R0U). (4)
Hence, u1, . . . ,uq, v1, . . . , vr form an F-basis of0M . Moreover, (4) implies
(M/(R0U)) /H = (M/(R0U)) /(0M/(R0U)) ∼= M/0M .
Sow1 +0M , . . . ,wd +0M form an F-basis ofM/0M . The correctness is proved.
Some byproducts of the above algorithm are summarized in
Corollary 16. Let u1, . . . ,uq, v1, . . . , vr andw1, . . . ,wd be in the outputs of Bronstein’s algorithm. Then
(i) dimF T−1M = d;
(ii) 1−1w1, . . . , 1−1wd form an F-basis of T−1M;
(iii) for every submodule N of M,N = N + ⊕qi=1Fui⊕ ⊕rj=1Fvj .
Proof. The first conclusion is direct from Lemma 10. The second follows from Lemma 10 and the fact
thatw1+0M , . . . ,wd+0M form an F-basis ofM/0M . The last is immediate fromProposition 14 (ii). 
Example 17. Let F = C(x, n, k), δx = ddx be the derivation with respect to x, and σn, σk be the shift
operators with respect to n and k, respectively. Let R = F [∂x, ∂n, ∂k] and R0 = F [∂n, ∂k]. Suppose
that M is an R-module of dimension five, and that b1, . . . , b5 is an F-basis of M with the associated
matrices
Ax =

k+1
2xk − 12xk − nkx(k+1) nx(k+1) − 12xk
−−k+1+2x2xk 1+2x2kx − k
2n
x(k+1)
nk
x(k+1) −−1+2kx−2x+2k2kx
k2+k+2xn+2n
2kx − k+2xn+2n2xk kx(k+1) − 1x(k+1) −k+2kxn−2xn+2nk−2n2xk
k2+k+2xn+2n
2x − k+2xn+2n2x − kx(k+1) 1x(k+1) −k+2kxn−2xn+2nk−2n2x
x+1
xk − x+1xk − nkx(k+1) nx(k+1) (x+1)(k−1)xk

,
An =

(n+1)(k+1)
nk − n+1nk − (n+1)nkk+1 (n+1)nk+1 − n+1nk
1+nk+k
nk − 1nk − k
2(n+1)n
k+1
(n+1)nk
k+1 − 1+nknk
(n+1)(k2+k+n)
nk − (n+1)(n+k)nk nkk+1 − nk+1 (n+1)(−k+nk−n)nk
k2n+nk+k2+k+n2+n
n − nk+k+n
2+n
n − nkk+1 nk+1 (n+1)(−k+nk−n)n
1
k − 1k − (n+1)nkk+1 (n+1)nk+1 k−1k

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and
Ak =

− k+1k 1k −n nk 1k
− 2k+1k k+1k −n(k+ 1) n(k+1)k − k
2−k−1
k
− 2k+1+k2−nkk k+1−nkk 1 − 1k k+1+k
2n−nk
k
− (k+1)(2k+1+k2−nk)k (k+1)(k+1−nk)k −1 1k (k+1)(k+1+k
2n−nk)
k
1 −1 −n nk k− 1
 .
We now compute0M via the F [∂n, ∂k]-module structure of M , that is, the action of the differential
operators ∂x is ignored.
One verifies easily that both An and Ak are singular. We get that
P1 =
 − k2+nk+3k+2+2nnk−n2k+n+1 2n+nknk−n2k+n+1 − 2nk+n+nk2−1−n2k−n2k2nk−n2k+n+1 1 0
nk2+3nk+1+n2+2n
nk−n2k+n+1 − n
2+nk+n+1
nk−n2k+n+1
nk+n
nk−n2k+n+1 0 1

is an F-basis of the left kernel of An, and
P2 =
 k2+1+2k+nk+nn2k+nk−n2−2−2n − nk+n+k+1n2k+nk−n2−2−2n − n2k2+nk2−2nk−k−n2k+1n2k+nk−n2−2−2n 1 0
2+nk2+k2+nk+k+n2+2n
n2k+nk−n2−2−2n − nk+k+n
2+2+2n
n2k+nk−n2−2−2n − nk+kn2k+nk−n2−2−2n 0 1

is that of Ak.
Set U to be the set consisting of the non-zero elements of σ−1n (P1)(b1, b2, b3, b4, b5)τ
and σ−1k (P2)(b1, b2, b3, b4, b5)τ . Applying Algorithm LinearBasis to U , we find that {w1,w2} is an
F-basis of R0U wherew1 = b1 + nk2+n2k−1(k+1)k b3 − n
2+nk+1
(k+1)k b4 + nkb5 and
w2 = b2 + nk
3 + nk2 + n2k− 1
(k+ 1)k b3 −
nk2 + nk+ 1+ n2
(k+ 1)k b4 +
n+ k
k
b5,
and that {b3 + R0U, b4 + R0U, b5 + R0U} is an F-basis ofM/(R0U)with the associated matrices
Bn =

n+n2k+1
n(k+1)
n−n2+1
n(k+1) 0
k(n−n2+1)
n(k+1)
nk+n2+k
n(k+1) 0
− n2kk+1 n
2
k+1 1

and
Bk =

n2k−1+n2k3+n2k2+k2
k(k+1) − n
2+2+2k+n2k2+n2k
k(k+1)
n(1+k+k2)
k
n2k−1−2k+n2k3+n2k2
k − n
2+k+n2k2+n2k
k
(k+1)n
k(1+k+k2)
n(−1+k2−k)
k+1
n(1−k2+k)
(k+1)k k
 .
Since both Bn and Bk are invertible, the algorithm stops. So {w1,w2} is an F-basis of0M and {b3 +0M , b4 +0M , b5 +0M} is an F-basis ofM/0M with the associated matrices Bn and Bk.
Let us look at the casewhere R is a commutative domain. Assume that the elements t1, . . . , tp of R×
generate a multiplicative monoid T , which is clearly an Ore set. Note that each σti in (2) is an identity
map on F for all i with 1 ≤ i ≤ p. Bronstein’s algorithm enables us to compute an F-basis of0M and
an F-basis of T−1M , provided that a finite F-basis ofM is given.
Below is an example from Kehrein et al. (2005, Ex. 4.2.8).
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Example 18. Let R = Q[X, Y ] be a commutative domain. Then
T := {Xk1Y k2 | for any k1, k2 ∈ N}
is a left (and right) Ore set of R and R0 = R. LetM = Q3 with the standard basis
e1 = (1, 0, 0)τ , e2 = (0, 1, 0)τ , e3 = (0, 0, 1)τ .
Define anR-module structure onM by twoactionsX(e1, e2, e3)τ = AX (e1, e2, e3)τ andY (e1, e2, e3)τ =
AY (e1, e2, e3)τ where
AX =
 0 1 1
0 2 1
0 1 1

and AY =
 0 1 0
0 1 1
0 1 0

.
We now apply Bronstein’s algorithm to compute 0M . Note that both AX and AY are singular. We
compute that P = (1, 0,−1) is both an F-basis of the left kernel of AX and that of AY . Set v =
P(e1, e2, e3)τ = e1 − e3. Applying Algorithm LinearBasis, we find that v is an F-basis of Rv, and
that {e2 + Rv, e3 + Rv} is an F-basis ofM/Rvwith the associated matrices BX and BY , which are
BX =

2 1
1 1

and BY =

1 1
1 0

.
Since both BX and BY are invertible, the algorithm stops. So e1−e3 is an F-basis of0M and {e2+0M , e3+0M} is an F-basis of M/0M with the associated matrices BX and BY . By Corollary 16, {1−1e2, 1−1e3} is
an F-basis of T−1M .
The above examplewas used in Kehrein et al. (2005) to illustrate the Buchberger–Möller algorithm
that computes a Q-basis of ann(M) and a Q-basis of R/ann(M), where ann(M) stands for the set
of polynomials in R annihilating all elements of M . Although the Buchberger–Möller algorithm for
matrices and Bronstein’s in the usual commutative case have different goals, they share certain
similarity. For instance, both take a finite set of commutative matrices as part of the inputs, and both
compute linear bases without forming S-polynomials of any sort.
In summary, we have proved in this section that M/0M and T−1M are isomorphic as R-modules
if M is finite-dimensional. An algorithm is described in this case for computing an F-basis of0M and
an F-basis of T−1M , provided that T is a finitely generated submonoid and a left Ore set of both R
and R0. The algorithm enables us to determine reflexive closures of submodules inM .
4. Equivalence
In this section, we define an equivalence relation among linear functional systems, which allows
us to describe the notion of integrable connections more concisely than in Bronstein et al. (2005).
In the rest of this paper, F stands for a field. Assume that δ1, . . . , δℓ are derivations
on F , σℓ+1, . . . , σm are automorphisms of F , and all these maps commute pairwise. An element c of F
is called a constant if δi(c) = 0 for all iwith 1 ≤ i ≤ ℓ and σj(c) = c for all jwith ℓ+ 1 ≤ j ≤ m. The
set of all constants in F form a subfield, which is denoted by CF .
Let S be the Ore algebra F [∂1, . . . , ∂ℓ, ∂ℓ+1, . . . , ∂m], whose commutation rules are given in
Example 3. Let T be the submonoid generated by ∂ℓ+1, . . . , ∂m, which is a left Ore set as shown in
the same example. In terms of the notation introduced in previous sections, we have that R = S
and R0 = F [∂ℓ+1, . . . , ∂m]. Moreover, the ring T−1S is denoted byL, which is the Laurent–Ore algebra
defined by the δi and σj over F . The modules of p × n matrices over S and L are denoted by Sp×n
andLp×n, respectively.
Remark 19. By identifying ∂i with 1−1∂i for all i with 1 ≤ i ≤ m, and ∂−1j with ∂−1j 1 for all j
with ℓ + 1 ≤ j ≤ m, we can write L = F [∂1, . . . , ∂m, ∂−1ℓ+1, . . . , ∂−1m ] and view it as an extension
of S.
A linear (homogeneous) functional system over F is of the form
A(y) = 0 (5)
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where A ∈ Sp×n and y is a column vector of n unknowns. Let V be an L-module. By a solution of (5)
in V , we mean a vector v = (v1, . . . , vn)τ with v1, . . . , vn ∈ V such that A(v) = 0. The set of all
solutions of (5) in V is denoted by solV (A(y) = 0), which is a linear space over CF .
The next example illustrates why we consider the solutions of (5) in L-modules rather than in
S-modules.
Example 20. Let m = 1 and ℓ = 0 in Example 3. Then S = F [∂] and L = F [∂, ∂−1]. The difference
equation σ 2(y) = 0 has only trivial solutions in any difference ring extension of F . The equation is
expressed as ∂2y = 0 in terms of module-theoretic notation. It annihilates a nonzero element 1+S∂2
in the S-module S/

S∂2

, but has no nonzero solution in anyL-module due to the presence of ∂−1.
We recall the notion ofmodules of formal solutions, which connects linear functional systemswith
L-modules. Let A ∈ Sp×n and N be the S-submodule generated by the row vectors of A in S1×n. For
convenience, we call N the Ore submodule associated with the system (5). The L-module L1×n/LN ,
whereLN stands for theL-submodule generated by the row vectors of A inL1×n, is called the module
of formal solutions of (5).
Since L = T−1S, L1×n/LN = T−1 S1×n /T−1N , which is L-isomorphic to the localization
T−1(S1×n/N) by Remark 9. In S1×n, for k = 1, . . . , n, set
ek = (0, . . . , 0, 1, 0, . . . , 0)
with 1 appearing in the kth coordinate. We call e1 + LN, . . . , en + LN the canonical generators of
L1×n/LN , the module of formal solutions of (5). It is clear that
(e1 +LN, . . . , en +LN)τ
is a solution of (5) in L1×n/LN . By Theorem 4 in Bronstein et al. (2005) or Theorem 2.4.1 in Wu
(2005), for every solution v = (v1, . . . , vn)τ of (5) in an L-module V , there exists a (unique)
L-homomorphism φv such that φv(ek + LN) = vk for all k with 1 ≤ k ≤ n. In other words, the
canonical generators give rise to a generic solution of the system (5).
Definition 21. Two linear functional systems are said to be equivalent if their modules of formal
solutions are isomorphic asL-modules.
The next proposition provides a one-to-one correspondence between the solutions of two equivalent
linear functional systems.
Proposition 22. Assume that A and A′ are two matrices in Sp×n and Sp′×n′ , respectively. If A(y) = 0 and
A′(y′) = 0 are equivalent, then there exist P ∈ Ln×n′ and Q ∈ Ln′×n such that, for every L-module V ,
both
φ : solV (A(y) = 0) → solV

A′(y′) = 0
v → Qv
and
φ′ : solV

A′(y′) = 0 → solV (A(y) = 0)
v′ → Pv′
are well-defined CF -linear isomorphisms with φ−1 = φ′.
Proof. Let M and M ′ be the modules of formal solutions of the given two systems, respectively. Set
b = (b1, . . . , bn)τ and b′ =

b′1, . . . , b
′
n′
τ
, where b1, . . . , bn and b′1, . . . , b
′
n′ are the canonical
generators ofM andM ′, respectively.
Assume that θ is anL-isomorphism fromM toM ′. Then there exist P ∈ Ln×n′ and Q ∈ Ln′×n such
that θ(b) = Pb′ and θ−1(b′) = Qb. In particular, we have
b = θ−1 ◦ θ(b) = θ−1(Pb′) = Pθ−1(b′) = PQb (6)
and, similarly, b′ = QPb′.
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For every v = (v1, . . . , vn)τ in solV (A(y) = 0), the L-homomorphism from L1×n to V sending ek
to vk, k = 1, . . . , n, induces an L-homomorphism f from M to V sending bk to vk, k = 1, . . . , n.
Therefore, f ◦ θ−1 belongs to HomL(M ′, V ). Consequently, f ◦ θ−1(b′) belongs to solV

A′(y′) = 0,
because b′ is in solM ′

A′(y′) = 0. On the other hand,
f ◦ θ−1(b′) = f (Qb) = Qf (b) = Qv. (7)
So φ is well-defined. In the same vein, φ′ is well-defined. For every v ∈ solV (A(y) = 0), we compute:
φ′ ◦ φ(v) = P(Qv) = Pf ◦ θ−1(b′) (by (7))
= f Pθ−1(b) (since f ∈ HomL(M, V ))
= f (PQb) = f (b) (by (6))
= v.
Similarly, φ ◦ φ′(v′) = v′ for all v′ ∈ solV

A′(y′) = 0. Therefore, φ−1 = φ′. 
Given a linear functional system Σ , the dimension of its module of formal solutions as a vector
space over F is called its linear dimension. We say thatΣ is ∂-finite if its linear dimension is finite. We
are going to show that a ∂-finite system is equivalent to a fully integrable system defined below.
Consider a first-order system of the form
∂i(z) = Biz, where Bi ∈ F n×n for i = 1, . . . ,m. (8)
The system (8) is said to be integrable if
BsBi + δi(Bs) = BiBs + δs(Bi) (1 ≤ i < s ≤ ℓ),
σj(Bs)Bj = σs(Bj)Bs (ℓ+ 1 ≤ j < s ≤ m),
BjBi + δi(Bj) = σj(Bi)Bi (1 ≤ i ≤ ℓ, ℓ+ 1 ≤ j ≤ m).
(9)
These integrability conditions are derived from ∂i∂j(z) = ∂j∂i(z) with z viewed as a vector of
indeterminates. Moreover, (8) is said to be fully integrable if it is integrable, and Bℓ+1, . . . , Bm are all
invertible.
Note that the system (8) can be rewritten as a linear functional system B(z) = 0, where B ∈ Sn2×n
is the stacking of n× n blocks ∂1 · In − B1, . . . , ∂m · In − Bm with In the identity matrix of size n.
The next lemmawill help us construct an F-basis of themodule of formal solutions of an integrable
system using merely Ore algebras.
Lemma 23. Let N be the Ore submodule associated with the first-order matrix system (8). Then we have
the following.
(i) If (8) is integrable, then e1 + N, . . . , en + N form an F-basis of the S-module S1×n/N, and Bi is the
matrix associated with ∂i for all i with 1 ≤ i ≤ m.
(ii) If (8) is integrable, then its module of formal solutions is S-isomorphic to S1×n/N.
(iii) If (8) is fully integrable, then e1+LN, . . . , en+LN form an F-basis of its module of formal solutions,
and B1, . . . , Bm are the respective associated matrices.
Proof. For every iwith 1 ≤ i ≤ m, the row vectors in the block ∂i · In − Bi are
∂ie1 −
n
h=1
b(i)1heh, . . . , ∂ien −
n
h=1
b(i)nheh,
where b(i)jh stands for the element at the jth row and hth column of Bi. Denote by G the set consisting of
these row vectors. Then N is generated by G over S. Remark that the integrability conditions (9) imply
that G is a Gröbner basis of N in S1×n with respect to a monomial order, in which ∂iej is higher than ek
for all i ∈ {1, . . . ,m} and j, k ∈ {1, . . . , n}. Thus, every element of S1×n is congruent to a unique
F-linear combination of e1, . . . , en modulo N . It follows that e1 + N, . . . , en + N form an F-basis
of S1×n/N . Expressing (8) in terms of the elements of S1×n yields
∂i(e1, . . . , en)τ ≡ Bi(e1, . . . , en)τ mod N,
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for 1 ≤ i ≤ m. So Bi is thematrix associatedwith ∂i and the basis e1+N, . . . , en+N . The first assertion
holds.
From the first assertion, S1×n/N is finite-dimensional, so is S1×n/N . Then the second assertion
follows from Corollary 12.
Assume that (8) is fully integrable. Then Bℓ+1, . . . , Bm are all invertible. The zero submodule
of S1×n/N is reflexive by the first assertion and Lemma 13. Hence by Lemma 10 and Remark 9, S1×n/N
is S-isomorphic toL1×n/LN . This implies the last assertion. 
Corollary 24. If Σ and Σ ′ are two equivalent fully-integrable systems, then there exists an invertible
matrix P over F such that the map v → Pv is a CF -linear isomorphism from solV (Σ) to solV (Σ ′) for any
L-module V .
Proof. SinceΣ andΣ ′ are equivalent, by Lemma 23(iii) they both have the same size, say n. Then the
matrices P and Q given in Proposition 22 are n× nmatrices. The canonical generators of the module
of formal solutions of Σ (resp. Σ ′) form an F-basis by Lemma 23(iii). So both P and Q can be chosen
as invertible matrices over F . 
By a∆-extension of F , we mean a commutative ring E containing F such that the maps δ1, . . . , δℓ
and σℓ+1, . . . , σm can be extended to the derivations on E and automorphisms of E, respectively. A
∆-extension E of F can be viewed as an L-module, in which ∂ia = δi(a), ∂ja = σj(a) and ∂−1j a =
σ−1j (a) for all a ∈ E, i ∈ {1, . . . , ℓ} and j ∈ {ℓ + 1, . . . ,m}. In practice, we are more interested in
solutions contained in a∆-extension than solutions in anL-module.
For a fully integrable system of size n, there exists a ∆-extension E of F and an n × n invertible
matrix W over E such that each column vector of W is a solution of (8) (see Theorem 1 in Bronstein
et al. (2005)),We callW a fundamental matrix for the given system. The next proposition characterizes
two equivalent fully-integrable systems in terms of their fundamental matrices.
Proposition 25. Let Σ and Σ ′ be two fully integrable systems over F . Assume that W is a fundamental
matrix ofΣ in a∆-extension E of F .
(i) IfΣ andΣ ′ are equivalent, then there exists an invertible (square) matrix Q over F such that QW is a
fundamental matrix ofΣ ′ in E.
(ii) If there exist a fundamentalmatrixW ′ ofΣ ′ in E and an invertiblematrix Q over F such thatW ′ = QW,
thenΣ andΣ ′ are equivalent.
Proof. Assume thatΣ is of the form (8) andΣ ′ = {∂1(z) = B′1z, . . . , ∂m(z) = B′mz}.
First, we assume that Σ and Σ ′ are equivalent. Then both Σ and Σ ′ are of the same size n by
Lemma 23 (iii). By Corollary 24, there exists an n × n invertible matrix Q over F such that v → Qv
is a CF -linear map from solE(Σ) to solE(Σ ′). So QW is a fundamental matrix ofΣ ′. The first assertion
holds.
Assume now thatW ′ andQ are given as in the second assertion. SinceQ is a squarematrix, bothW ′
and Q have size n, and so doesΣ ′. Denote byM andM ′ the modules of formal solutions ofΣ andΣ ′,
respectively. Assume further that b = (b1, . . . , bn)τ (resp. b′ = (b′1, . . . , b′n)τ ) is the column vector
consisting of the canonical generators of M (resp. M ′). It follows from Lemma 23 (iii) that, for all i
with 1 ≤ i ≤ m,
∂ib = Bib inM and ∂ib′ = B′ib′ inM ′.
Define θ to be the F-linear isomorphism fromM ′ toM given by θ(b′) = Qb. We claim that
∂iθ(b′) = θ(∂ib′) for all iwith 1 ≤ i ≤ m. (10)
The F-linearity of θ implies that
∂iθ(b′) = ∂i (Qb) and θ(∂ib′) = θ(B′ib′) = B′iθ(b′) = B′iQb.
Therefore, the claim holds if ∂i (Qb) = B′iQb for all iwith 1 ≤ i ≤ m, which is equivalent to that
δi(Q )+ QBi = B′iQ (1 ≤ i ≤ ℓ) and σi(Q )Bi = B′iQ (ℓ+ 1 ≤ i ≤ m), (11)
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because {b1, . . . , bn} is an F-basis. By the discussion after Corollary 24, ∂iW = BiW (resp. ∂iW ′ =
B′iW ′) means δi(W ) = BiW (resp. δi

W ′
 = B′iW ′) for any i ∈ {1, . . . , ℓ}, because the coefficients
ofW andW ′ are in∆-extensions. Applying δi toW ′ = QW yields
B′iW
′ = B′iQW = (δi(Q )+ QBi)W .
It follows from the invertibility of W that the first equality in (11) holds. The second follows from a
similar calculation. This proves claim (10).
By Lemma 23 (iii), every element v′ in M ′ can be written as f′b′, where f′ ∈ F 1×n. Thus, ∂iθ(v′) =
θ(∂iv′) follows from the commutation rules (ii) and (iii) in Example 3, claim (10) and the F-linearity
of θ . 
The next corollary is immediate from the above proof. It shows that the notion of equivalence is a
generalization of that on page 7 of van der Put and Singer (2003).
Corollary 26. Let
{∂1(z) = B1z, . . . , ∂m(z) = Bmz} and {∂1(z) = B′1z, . . . , ∂m(z) = B′mz}
be two fully integrable systems of the same size. Then they are equivalent if and only if the equalities in (11)
hold.
A fully integrable system is called an integrable connection of a ∂-finite system if it is equivalent to
the ∂-finite system. Clearly, all the integrable connections of a ∂-finite system are equivalent to each
other. One way to construct integrable connections is given in Bronstein et al. (2005) and Wu (2005,
§2.4.4). Another way to compute them will be described in the next section.
5. Computing integrable connections
In this section, we present an algorithm for computing the integrable connection of a ∂-finite
system. The algorithm is based on the following lemma.
Lemma 27. LetΣ be a ∂-finite system with n unknowns, and N the Ore module associated withΣ .
(i) If L1×n/LN has an F-basis b1, . . . , bd with the associated matrices B1, . . . , Bm, then {∂i(z) =
Biz}1≤i≤m is an integrable connection ofΣ .
(ii) If S1×n/N has an F-basis b1, . . . , bd with the associatedmatrices B1, . . . , Bm, then {∂i(z) = Biz}1≤i≤m
is an integrable connection ofΣ .
Proof. For brevity, we denote {∂i(z) = Biz}1≤i≤m by Σ ′. The matrices B1, . . . , Bm satisfy (9) by the
linear independence of b1, . . . , bd and the commutativity of ∂i and ∂j for all i, j with 1 ≤ i < j ≤ m.
For every jwith ℓ+ 1 ≤ j ≤ m, we compute
(b1, . . . , bd)τ = ∂−1j ∂j(b1, . . . , bd)τ = ∂−1j

Bj(b1, . . . , bd)τ

= σ−1j (Bj)∂−1j (b1, . . . , bd)τ .
The linear independence of b1, . . . , bd then implies that Bj is invertible. Hence,Σ ′ is fully integrable.
Denote by N ′ the Ore module associated withΣ ′. For k = 1, . . . , d, write
ek = (0, . . . , 0, 1, 0, . . . , 0),
where 1 appears in the kth position. By Lemma 23 (iii), e1 + LN ′, . . . , ed + LN ′ form an F-basis
ofL1×d/LN ′ and
∂i(e1 +LN ′, . . . , ed +LN ′)τ = Bi(e1 +LN ′, . . . , ed +LN ′)τ
for all iwith 1 ≤ i ≤ m. Since both b1, . . . , bd and e1 +LN ′, . . . , ed +LN ′ have the same associated
matrices, the F-linear map defined by bk → ek + LN ′ for all k with 1 ≤ k ≤ d is anL-isomorphism
fromL1×n/LN toL1×d/LN ′. The module of formal solutions ofΣ isL-isomorphic to that ofΣ ′. The
first assertion is proved.
Recall that T is the submonoid generated by ∂ℓ+1, . . . , ∂m and that L = T−1S. Set M =
S1×n and φ¯ to be the S-isomorphism from M/N to T−1M/T−1N given in Corollary 12. Note
that T−1M/T−1N = L1×n/LN . Then φ¯(b1), . . . , φ¯(bd) form an F-basis of L1×n/LN with the
associated matrices B1, . . . , Bm. It follows from the first assertion thatΣ ′ is an integrable connection
ofΣ . 
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With the notation introduced in Lemma 27, we proceed as follows to find an integrable connection
of Σ . First, compute a Gröbner basis G of the submodule N in the free Ore module S1×n. The basis G
allows us to determine ifS1×n/N is finite-dimensional over F . If it is, we construct an F-basis ofS1×n/N
using Bronstein’s algorithm. The F-basis yields an integrable connection by Lemma 27(ii). Otherwise,
we compute a Gröbner basis ofLN in the free Laurent–Ore moduleL1×n, and apply Lemma 27(i).
Remark that when Σ is a first-order system of the form (8) then S1×n/N is clearly finite-
dimensional. Moreover, if Σ is an integrable (first-order) system then an F-basis of S1×n/N and the
associatedmatrices are already known from Lemma 23(i). In this case there is no need to compute any
Gröbner bases, and we can directly apply Bronstein’s algorithm to obtain an integrable connection.
These considerations lead to the following algorithm.
Algorithm IntegrableConnection. Given a p × n matrix A over S, determine whether the
system A(y) = 0 is ∂-finite. When it is ∂-finite, compute matrices B1, . . . , Bm ∈ F d×d and P ∈ F n×d
such that
(i) d is the linear dimension of A(y) = 0;
(ii) {∂i(z) = Biz}1≤i≤m is an integrable connection of A(y) = 0;
(iii) ξ → Pξ is a CF -isomorphism from solV
{∂i(z) = Biz}1≤i≤m to solV (A(y) = 0) for any
L-module V .
In the following description, we assume that N is the S-submodule generated by the row vectors
of A in S1×n. Recall that, for all kwith 1 ≤ k ≤ n, ek = (0, . . . , 0, 1, 0, . . . , 0)with 1 appearing in the
kth position.
(1) If A(y) = 0 is of the form of a first-order system
{∂i(y) = Aiy}1≤i≤m where Ai ∈ F n×n, (12)
then do the following.
(1.1) Determine if (12) is fully integrable.
(1.2) If (12) is fully integrable, then return A1, . . . , Am and In. [A(y) = 0 is itself an integrable
connection.]
(1.3) If (12) is integrable, then set q := n, bi := ei+N for all iwith 1 ≤ i ≤ n, and Vj := Aj for all j
with 1 ≤ j ≤ m, and go to Step (4.2). [There is no need to do any Gröbner basis computation.]
(2) Compute a Gröbner basis G of N in S1×n.
(3) Set q := dimF S1×n/N . If q = 0, then return ∅. [A(y) = 0 is inconsistent.]
(4) If q is finite, then do the following.
(4.1) Use G to compute an F-basis b1, . . . , bq of S1×n/N and the matrix Vi associated with ∂i for
all iwith 1 ≤ i ≤ m.
(4.2) Call Bronstein’s algorithm to the F [∂ℓ+1, . . . , ∂m]-module S1×n/N to compute an F-basis
wd+1+N, . . . ,wq+N ofN/N withws ∈ N for d+1 ≤ s ≤ q, an F-basis v1+N, . . . , vd+N
of S1×n/N with vt ∈ S1×n for 1 ≤ t ≤ d, and the d × d matrices Bℓ+1, . . . , Bm associated
with ∂ℓ+1, . . . , ∂m and the latter basis, respectively.
(4.3) If d = 0, then return ∅. [A(y) = 0 is inconsistent].
(4.4) Use the two F-bases v1 + N, . . . , vd + N,wd+1 + N, . . . ,wq + N and b1, . . . , bq of S1×n/N
to construct an invertible matrix Q ∈ F q×q such that
(v1 + N, . . . , vd + N,wd+1 + N, . . . ,wq + N)τ = Q (b1, . . . , bq)τ . (13)
Set Uj = δj(Q )Q−1 + QVjQ−1 for j = 1, . . . , ℓ. Take the first d rows and the first d columns
of Uj to form a d× dmatrix Bj for 1 ≤ j ≤ ℓ.
(4.5) Compute a matrix P ∈ F n×d such that
(e1 +N, . . . , en +N)τ = P(v1 +N, . . . , vd +N)τ ,
[which yields (e1 . . . , en)τ ≡ P(v1, . . . , vd)τ mod N.]
Return B1, . . . , Bm and P .
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(5) If q is infinite, then compute a Gröbner basis H ofLN inL1×n and set
d := dimF L1×n/LN.
If d = ∞, then return ∞; [A(y) = 0 is not ∂-finite.] If d = 0, then return ∅; [A(y) = 0 is
inconsistent.]
Otherwise, use H to compute an F-basis v1 + LN, . . . , vd + LN of L1×n/LN , and the matrix Bi
associated with ∂i and the basis for all iwith 1 ≤ i ≤ m. Find a matrix P ∈ F n×d such that
(e1 +LN, . . . , en +LN)τ = P(v1 +LN, . . . , vd +LN)τ ,
[which yields (e1, . . . , en)τ ≡ P(v1, . . . , vd)τ mod LN.]
Return B1, . . . , Bm and P .
The above algorithm terminates obviously. To prove its correctness, let us first consider the case
in which dimF S1×n/N is finite. Steps (1.1) and (1.2) are clear. Step (1.3) yields desired results for Step
(4.2) by Lemma 23(i).
Steps (2), (3) and (4.1) are evident. By Corollary 12, d is the linear dimension of A(y) = 0. Assume
further that d is positive. Note that, for all kwith ℓ+ 1 ≤ k ≤ m,
∂k(v1 +N, . . . , vd +N)τ = Bk(v1 +N, . . . , vd +N)τ (14)
by the definition of the matrices Bk’s.
It follows from (13) and the definition of Uj for j = 1, . . . , ℓ that
∂j(v1 + N, . . . , vd + N,wd+1 + N, . . . ,wq + N)τ
= Uj(v1 + N, . . . , vd + N,wd+1 + N, . . . ,wq + N)τ .
Sincewd+1, . . . ,wq belong toN , we have that, for all jwith 1 ≤ j ≤ ℓ,
∂j(v1 +N, . . . , vd +N)τ = Bj(v1 +N, . . . , vd +N)τ . (15)
Lemma 27(ii), together with (14) and (15), implies that {∂i(z) = Biz}1≤i≤m is an integrable connection
of A(y) = 0.
The matrix P obtained from Step (4.5) is the same as the matrix defining θ given in the
proof of Proposition 22. Thus, the same proposition implies that P gives rise to a CF -isomorphism
from solV
{∂i(z) = Biz}1≤i≤m to solV (A(y) = 0) for every L-module V . We can choose P ∈ F n×d
because b1 +N, . . . , bd +N form an F-basis of S1×n/N . This proved the correctness of Step (4).
Lemma 27(i) and the same argument used for the correctness of Step (4.5) assert that Step (5) is
correct.
[Convention] For a matrix A, its submatrix consisting of entries in the i1, . . . , im rows and j1, . . . , jn
columns is denoted
A

i1, . . . , im
j1, . . . , jn

.
Example 28. Set F = C(x, n, k). Let δx = ddx be the derivation with respect to x, σn and σk be the
shift operators with respect to n and k, respectively, and S = F [∂x, ∂n, ∂k]. Consider the first-order
differential–difference system of size five
{∂x(y) = Axy, ∂n(y) = Any, ∂k(y) = Aky}
where Ax, An and Ak are the same as those in Example 17.
One verifies easily that Ax, An, Ak satisfy the integrability conditions but both An and Ak are singular,
so the given system is integrable but not fully integrable. Let N be its associated Ore submodule.
Then S1×5/N is the module M in Example 17 with bi := ei + N for i = 1, . . . , 5. According to the
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computation in Example 17, we have that
(i) N/N = 0S1×5/N = Fw1 ⊕ Fw2 with w1 = b1 + k2n+n2k−1(k+1)k b3 − n2+nk+1(k+1)k b4 + nkb5 and w2 =
b2 + k3n+k2n+n2k−1(k+1)k b3 − k
2n+nk+1+n2
(k+1)k b4 + n+kk b5;
(ii) e3 +N, e4 +N, e5 +N form an F-basis of S1×5/N with the matrices
Bn =

n+n2k+1
(k+1)n − n
2−n−1
(k+1)n 0
− k(n2−n−1)
(k+1)n
nk+n2+k
(k+1)n 0
− n2kk+1 n
2
k+1 1

and
Bk =

n2k−1+k3n2+k2n2+k2
k(k+1) − n
2+2+2k+k2n2+n2k
k(k+1)
n(k+1+k2)
k
n2k−1−2k+k3n2+k2n2
k − n
2+k+k2n2+n2k
k
(k+1)n(k+1+k2)
k
n(−1+k2−k)
k+1 − n(−1+k
2−k)
k(k+1) k

associated with ∂n and ∂k, respectively.
Clearly, the transforming matrix from the F-basis {b3, b4, b5,w1,w2} to the F-basis {b1, . . . , b5}
of S1×5/N is
Q =

03×2 I3
I2 B

where 03×2 denotes a (3× 2) zero matrix and B is a (2× 3)matrix of the form
B =

k2n+n2k−1
(k+1)k − n
2+nk+1
(k+1)k
n
k
k3n+k2n+n2k−1
(k+1)k − k
2n+nk+1+n2
(k+1)k
n+k
k

.
Note that Q−1 =
 −B I2
I3 03×2

and partition Ax as

Ax11 Ax12
Ax21 Ax22

in which
Ax11 = Ax

1 2
1 2

, Ax12 = Ax

1 2
3 4 5

,
Ax21 = Ax

3 4 5
1 2

, Ax22 = Ax

3 4 5
3 4 5

.
It follows that
Ux = δx(Q )Q−1 + QAxQ−1
=

03×3 03×2
δx(B) 02×2

+

Ax21 Ax22
Ax11 + BAx21 Ax12 + BAx22
 −B I2
I3 03×2

.
Taking the first 3 rows and the first 3 columns of Ux yields the matrix
Bx = −Ax21B+ Ax22 =

n2k+1+2n2kx+2k
2(k+1)x − n
2+1+2xn2
(2k+2)x
n(1+2x)
2x
k(n2k−1+2n2kx)
(2k+2)x − n
2k−k−2+2n2kx
(2k+2)x
kn(1+2x)
2x
kn
k+1 − nk+1 x+1x

associated with ∂x and the F-basis {e3 +N, e4 +N, e5 +N} of S1×5/N . So
{∂x(z) = Bxz, ∂n(z) = Bnz, ∂k(z) = Bkz}
is an integrable connection of the original system.
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In addition, the matrix defining a C-linear isomorphism from the solution space of the integrable
connection to that of the given system, can be read off from the above F-linear expressions of w1
andw2 as:
P =

− k2n+n2k−1
(k+1)k
n2+nk+1
(k+1)k − nk
− k3n+k2n+n2k−1
(k+1)k
k2n+nk+1+n2
(k+1)k − n+kk
1 0 0
0 1 0
0 0 1
 .
Clearly, the linear dimension of the given system is three.
Example 29. Let F = C(n, k), andσn andσk be two shift operatorswith respect ton and k respectively.
Let S = F [∂n, ∂k] be the corresponding Ore algebra. We now compute linear dimension of the partial
difference system A(y) = 0 where
A =

∂n + ∂k −1 −1+ k∂n −k
0 ∂n + k2−n2+3k+1−2nk2+k−1−2n−n2 0 ∂n + k
2−4n−3−n2+k
k2+k−1−2n−n2
0 0 ∂n −1
∂n
k−n
k2+k−1−2n−n2 0 ∂n − −k+n+1k2+k−1−2n−n2
∂n + ∂k k−nk2+k−1−2n−n2 −1 ∂n − −k+n+1k2+k−1−2n−n2
∂n −1+ ∂k 0 −1
− k2+3k+2−n2−n2+k2+k 0 ∂k + 2n−n2+k2+k 0
0 − k2−n2+3k+1−2n
k2+k−1−2n−n2 0 ∂k − −2n−2k2+k−1−2n−n2

is an 8× 4 matrix over S. Let N be the associated Ore submodule. Computing a Gröbner basis of N
yields that
b1 := e1 + N, b2 := e2 + N, b3 := e3 + N, b4 := e4 + N
form an F-basis of S1×4/N with the associated matrices
An =

0 1 0 0
0 −k−n−2
k2+k−1−2n−n2 0
−k2+3n+2+n2
k2+k−1−2n−n2
0 0 0 1
0 −k
2+n2−2k+1+3n
k2+k−1−2n−n2 0
−k+n+1
k2+k−1−2n−n2

and
Ak =

0 0 1 0
0 0 0 1
k2+3k+2−n2
−n2+k2+k 0
−2n
−n2+k2+k 0
0 k
2−n2+3k+1−2n
k2+k−1−2n−n2 0
−2n−2
k2+k−1−2n−n2
 .
Applying Bronstein’s algorithm to the S-module
S1×4/N = Fb1 ⊕ Fb2 ⊕ Fb3 ⊕ Fb4,
we find that
(i) N/N = Fw1 ⊕ Fw2 where w1 = b1 + k−n2k−n+1+k2−n2 b3 + k2−n2+k2k−n+1+k2−n2 b4 and w2 = b2 +
k2+k−1−2n−n2
2k−n+1+k2−n2 b3 − k+n+12k−n+1+k2−n2 b4;
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(ii) {e3 +N, e4 +N} is an F-basis of S1×4/N with the associated matrices
Bn =

0 1
k2−n2+2k−1−3n
2k−n+1+k2−n2 − 2k+22k−n+1+k2−n2

and
Bk =
 − k+n+2
2k−n+1+k2−n2 − k
2+3k+2−n2
2k−n+1+k2−n2
− k2−n2+3k+1−2n
2k−n+1+k2−n2
k+1−n
2k−n+1+k2−n2

.
Therefore, an integrable connection of the given system is {∂n(z) = Bnz, ∂k(z) = Bkz}. The matrix
defining a C-linear isomorphism from the solution space of the integrable connection to that of the
given system is
P =

n−k
2k−n+1+k2−n2
n2−k2−k
2k−n+1+k2−n2
n2+2n+1−k2−k
2k−n+1+k2−n2
k+n+1
2k−n+1+k2−n2
1 0
0 1
 .
So the given system has linear dimension two.
To illustrate Step 5 in Algorithm IntegrableConnection, we recall the method in Wu (2005, §2.4.4)
for computing Gröbner bases in finitely-generated free modules over L. Another method is given
in Zhou and Winkler (2008).
Recall that S = F [∂1, . . . , ∂ℓ, ∂ℓ+1, . . . , ∂m]. To construct an extended Ore algebra of S, note that σi
is an automorphism for all i with ℓ + 1 ≤ i ≤ m so is σ−1i . Let θℓ+1, . . . , θm be indeterminates
independent of ∂ℓ+1, . . . , ∂m. Then S¯ = S[θℓ+1; σ−1ℓ+1, 0] · · · [θm; σ−1m , 0] is also an Ore algebra over F .
Recall that, for k = 1, . . . , n, ek = (0, . . . , 0, 1, 0, . . . , 0) with 1 appearing in the kth position.
Consider the S-module homomorphism Φ : S¯1×n → L1×n given by θdjj ∂dii ek → ∂−djj ∂dii ek for 1 ≤
i ≤ m, ℓ + 1 ≤ j ≤ m and 1 ≤ k ≤ n. It follows that ker(Φ) equals the (left and right) S¯-module
generated by θj∂jek − ek for j = ℓ+ 1, . . . ,m and k = 1, . . . , n.
Let P be a subset of L consisting of power products of the form ∂k11 · · · ∂kℓℓ ∂kℓ+1ℓ+1 · · · ∂kmm for
all k1, . . . , kℓ ∈ N and kℓ+1, . . . , km ∈ Z, and let P¯ denote a subset of S¯ consisting of power products
of the form ∂k11 · · · ∂kℓℓ ∂kℓ+1ℓ+1 · · · ∂kmm for all k1, . . . , km ∈ N. We define
Definition 30. Let p, q ∈ P . We say that p divides q in the sense of Laurent if the following conditions
are both satisfied:
(i) deg∂i p ≤ deg∂i q for all iwith 1 ≤ i ≤ ℓ;
(ii) either 0 ≤ deg∂j p ≤ deg∂j q or deg∂j q ≤ deg∂j p ≤ 0 for all jwith ℓ+ 1 ≤ j ≤ m.
Remark that, unlike in the usual sense, ∂−sj does not divide ∂
t
j in the sense of Laurent for any s, t ∈ Z+
and jwith ℓ+ 1 ≤ j ≤ m.
Amonomial ofL1×n is an element of the form p ei where p ∈ P and i ∈ {1, . . . , n}. Set PL to be the
set of all monomials in L1×n. For two monomials p ei and q ej in S¯1×n with p, q ∈ P¯ , we say that p ei
divides q ej if i equals j and p divides q in P¯ . Denote by PS¯ the set of all monomials in S¯1×n that are not
divisible by any ∂jθjek for all j with ℓ+ 1 ≤ j ≤ m and k with 1 ≤ k ≤ n. Then the map ρ : PS¯ → PL
given by ∂iek → ∂iek and θjek → ∂−1j ek, for 1 ≤ i ≤ m, ℓ + 1 ≤ j ≤ m and 1 ≤ k ≤ n, is
a restriction of Φ and gives a well-defined correspondence between monomials of S¯1×n and those
ofL1×n. Clearly, ρ is bijective.
Let≺ be amonomial order in S¯1×n. For twomonomials p ei, q ej ∈ PLwith p, q∈ P , we define p ei ≺
q ej if ρ−1(p ei) ≺ ρ−1(qej) in PS¯ . Such an ordering is called an induced order on PL with respect
to ≺. Leading monomials (coefficients) and a division algorithm can be defined for elements ofL1×n
likewise. Then the following definition is quite natural.
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Definition 31. LetM be a submodule inL1×n. Given a monomial order≺ in S¯1×n, a finite subset G ⊂
M is called a Gröbner basis with respect to an induced order on PL, if the leading monomial of every
element ofM is divisible in the sense of Laurent by the leading monomial of some element of G.
The next proposition yields an algorithm for computing Gröbner bases inL1×n.
Proposition 32. Let M be a submodule of L1×n and Φ be defined as above. If G is a Gröbner basis
of Φ−1(M) with respect to a monomial order in S¯1×n, then Φ(G) is a Gröbner basis of M with respect
to the induced order on PL.
Example 33. Let F = C(n1, n2). For i = 1, 2, let σi be the shift operator with respect to ni
respectively, S = F [∂1, ∂2] and S¯ = F [∂1, ∂2, θ1, θ2]. We now compute linear dimension of the ideal I
generated by two partial difference operators
L1 = ∂1∂2(∂1 + 1) and L2 = ∂1∂2(∂2 + 1)
inS. An easy Gröbner basis computation shows thatS/I is infinite dimensional over F . Nowview L1, L2
as elements of S¯ and compute a Gröbner basis of the ideal I¯ generated by
L1, L2, ∂1θ1 − 1, ∂2θ2 − 1,
in S¯ with respect to an elimination order on S¯ in which any monomial in θi’s is greater than those
in ∂j’s. We get that {∂1 + 1, ∂2 + 1, θ1 + 1, θ2 + 1} is a Gröbner basis of I¯ . By Proposition 32, {∂1 + 1,
∂2 + 1, ∂−11 + 1, ∂−12 + 1} is a Gröbner basis of the ideal LI of L. So the linear dimension of I
is one.
6. Summary
In this paper, we studied how to construct a linear basis of an Ore localization of a finite-
dimensional module M , and proved that N = N +0M for all submodules N of M . Using module-
theoretic language,we described Bronstein’s algorithm for determining0M andM/0M . An equivalence
relation among linear differential (difference) equations was extended to linear functional systems.
An algorithm was presented for transforming a ∂-finite systemΣ to its integrable connection, which
is fully integrable and equivalent toΣ .
Appendix. A detailed description of Algorithm LinearBasis
Let R be a noncommutative domain containing a field F , T a left Ore set of R, and R0 the F-linear
subspace spanned by T . Assume that T is also a left Ore set of R0, and is generated by t1, . . . , tp. LetM
be an R-module with an F-basis b1, . . . , bn, and denote by Ai the matrix associated with ti for all i
with 1 ≤ i ≤ p.
LetV be the subspace generated by a given finite set of nonzero elements ofM . From the generators,
one can obtain an F-basis of V using Gaussian elimination. Without loss of generality, we assume that
an F-basis b′1, . . . , b′m of V , with 0 < m < n, is given by
b′1, . . . , b
′
m
τ = (Im, B)(b1, . . . , bn)τ , (16)
where Im is the identity matrix of size m and B is an m × (n − m) matrix over F . Then
b′1, . . . , b′m, bm+1, . . . , bn form a new F-basis ofM with
b′1, . . . , b
′
m, bm+1, . . . , bn
τ =  Im B0 In−m

(b1, . . . , bm, bm+1, . . . , bn)τ .
Since ti(b1, . . . , bn)τ = Ai(b1, . . . , bn)τ for i = 1, . . . , p, thematrix associatedwith ti and b′1, . . . , b′m,
bm+1, . . . , bn is
Ci =

Im σi(B)
0 In−m

Ai

Im −B
0 In−m

for i = 1, . . . , p, (17)
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where σi(B)means applying the action of σi on each entry of B. Partition the matrices
Ai =

A(11)i A
(12)
i
A(21)i A
(22)
i

and Ci =

C (11)i C
(12)
i
C (21)i C
(22)
i

,
where A(11)i , C
(11)
i ∈ Fm×m, A(12)i , C (12)i ∈ Fm×(n−m), A(21)i , C (21)i ∈ F (n−m)×m, and A(22)i , C (22)i ∈
F (n−m)×(n−m) for i = 1, . . . , p. Then
C (12)i = A(12)i − A(11)i B+ σi(B)

A(22)i − A(21)i B

and C (22)i = A(22)i − A(21)i B for i = 1, . . . , p. From (17), V is an R0-module if and only if C (12)i = 0
for all i with 1 ≤ i ≤ p. when this is the case, C (22)i is the matrix associated with ti and the F-basis
bm+1 + V , . . . , bn + V for the R0-moduleM/V .
The next proposition is a summary for the above discussion.
Proposition 34. Let M be a finite-dimensional module over R. Assume that b1, . . . , bn form an F-basis of
M, and A1, . . . , Ap are the associated matrices. Let V be the F-subspace generated by an F-basis b′1, . . . b′m
given in (16) where 0 < m < n. Then
(i) the elements b′1, . . . , b′m, bm+1, . . . , bn form an F-basis of M with associated matrices C1, . . . , Cp
given in (17);
(ii) the F-subspace V is an R0-submodule if and only if C
(12)
i is equal to zero for all i with 1 ≤ i ≤ p,
When this is the case, the R0-module M/V has an F-basis bm+1 + V , . . . , bn + V with associated
matrices C (22)1 , . . . , C
(22)
p ;
(iii) for i = 1, . . . , p, every nonzero entry in the column vector C (12)i (bm+1, . . . , bn)τ belongs to R0V \ V .
Proof. The first two assertions hold due to the above discussion. From
∂i

b′1, . . . , b
′
m
τ = C (11)i b′1, . . . , b′mτ + C (12)i (bm+1, . . . , bn)τ ,
it follows that C (12)i (bm+1, . . . , bn)τ ≡ 0 mod R0V , which, together with the decomposition M =
V ⊕ (Fbm+1)⊕ · · · ⊕ (Fbn), implies the last assertion. 
Proposition 34 leads to the following algorithm for constructing an F-basis of a givenR0-submodule
ofM .
Algorithm LinearBasis.Given an F-basis b1, . . . , bn of an R-moduleM , the associatedmatrices A1, . . . ,
Ap, and a finite set U of nonzero elements ofM , compute
(a) an F-basis of the R0-module R0U;
(b) an F-basis of the R0-moduleM/(R0U);
(c) the associated matrices with the latter basis.
(1) [Initialize] Set U0 := U .
(2) [Compute an F-basis of FU0] Construct a subsequence: i1, i2, . . . , im of 1, 2, . . . , n such
that b′i1 , . . . , b
′
im form an F-basis of FU0, and anm× (n−m)matrix B over F such that
b′i1 , . . . , b
′
im
τ = (Im, B) bi1 , . . . , bim , bim+1 , . . . , binτ .
[Note that im+1, . . . , in is the complementary subsequence of i1, . . . , im.]
Set U0 :=

b′i1 , . . . , b
′
im

. Ifm = n, then return
(a) [an F-basis of R0U] b1, . . . , bn;
(b) [an F-basis of M/(R0U)] ∅;
(c) [associated matrices with the latter basis] ∅.
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(3) [Determine if FU0 is an R0-submodule] For j = 1, . . . , p, set
A(11)j := Aj

i1, . . . , im
i1, . . . , im

, A(12)j := Aj

i1, . . . , im
im+1, . . . , in

,
A(21)j := Aj

im+1, . . . , in
i1, . . . , im

, A(22)j := Aj

im+1, . . . , in
im+1, . . . , in

,
where the submatrices are defined under the notational convention in Section 5.
For j = 1, . . . , p, set C (22)j := A(22)j − A(21)j B and
C (12)j := A(12)j − A(11)j B+ σj(B)C (22)j .
If C (12)j = 0 for all jwith 1 ≤ j ≤ p, then return three sequences:
(a) [an F-basis of R0U] b′i1 , . . . , b
′
im ;
(b) [an F-basis of M/(R0U)] bim+1 + R0U, . . . , bin + R0U;
(c) [associated matrices with the latter basis] C (22)1 , . . . , C
(22)
p .
(4) [Update U0] Set
U0 := U0 ∪ {nonzero elements in C (12)j (bim+1 , . . . , bin)τ | j = 1, . . . , p}.
Go to Step 2.
Algorithm LinearBasis terminates, because by Proposition 34 (iii), the dimension of FU0 increases
whenever U0 gets updated in Step 4. It is correct by Proposition 34 (i) and (ii).
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