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Abstract
Ruscheweyh and Salinas showed in 2004 the relationship of a celebrated the-
orem of Vietoris (1958) about the positivity of certain sine and cosine sums with
the function theoretic concept of stable holomorphic functions in the unit disc.
The present paper shows that the coefficient sequence in Vietoris’ theorem is iden-
tical with the number sequence that characterizes generalized Appell sequences
of homogeneous Clifford holomorphic polynomials in R3. The paper studies one-
parameter generalizations of Vietoris’ number sequence, their properties as well as
their role in the framework of Hypercomplex Function Theory.
Keywords: Vietoris’ number sequence; generating functions; combinatorial
identities; monogenic Appell polynomials
1 Introduction
1.1 Vietoris’ theorem and its coefficient’s sequence
In [17] Vietoris proved the positivity of two trigonometric sums with a pairwise coeffi-
cient’s sequence defined by coefficients with even index of the form
a2m =
1
22m
(
2m
m
)
m ≥ 0. (1)
We refer to Vietoris’ theorem as it is given by Askey and Steinig in [3]:
Theorem 1.1 (L. Vietoris). If a2m (m ≥ 0) are given by (1) and the following adjacent
coefficients are supposed to be the same, i.e. a2m+1 := a2m then
σn(x) =
n∑
k=1
ak sin kx > 0, 0 < x < π, (2)
τn(x) =
n∑
k=0
ak cos kx > 0, 0 < x < π. (3)
Those coefficients are central binomial coefficients with particular weight 122m . Their
similarity to Catalan numbers Cm defined by the central binomial coefficients but with
different weight by Cm = 1m+1
(
2m
m
)
is obvious. Like for Catalan’s numbers, the appear-
ance of (1) in a vast number of combinatorial identities, Special Functions or integral
representations reveals some particular role of this number sequence.
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Using the arsenal of real analysis methods in positivity theory the authors of [3]
showed the embedding of Vietoris’ results in general problems for Jacobi polynomials
and extensions of inequalities considered by Feje´r1. Moreover, it is well known that in
real analysis trigonometric sums are relevant in Fourier analysis in general. Number
theory and the theory of univalent functions are examples of other fields where they
play an important role. For more details from the real analysis point of view we refer
to Askeys [2]. On page 5 of this book the coefficients ak are introduced in the form
a2k = a2k+1 = (
1
2 )k/k!, k ≥ 0, where (·)k is the raising factorial in the classical form
of the Pochhammer symbol (see subsection 2.2). Thirty years after the publication of
[3], Ruscheweyh and Salinas showed in [16] the relevance of the celebrated result of
Vietoris for a complex function theoretic result on the stability of the function f(z) =√
(1 + z)/(1− z) in the context of subordination of analytic functions in the unit disc
D.
The intention of this paper is to reveal some facts about the role of the sequence (1)
and its generalization in the context of Hypercomplex Function Theory (HFT) i.e. the
theory of functions in higher dimensional Euclidean spaces which uses instruments of
non-commutative Clifford algebras, cf. [7].
For this purpose we consider the following sequence (ck)k≥0 with
ck =
1
2k
(
k
⌊k2⌋
)
, k ≥ 0. (4)
By simple calculation we obtain directly from (4) that
c2m−1 =
1
22m−1
(
2m− 1
m− 1
)
=
1
22m−1
(2m− 1)!2m
m!(m− 1)!2m =
1
22m
(
2m
m
)
= c2m, m ≥ 0.
It is evident that this sequence is exactly the sequence of the coefficients ak in Vietoris’
sine sum (2) in closed form. The difference to the cosine sum coefficients in (3), starting
from k = 0, consist only in the inclusion of a0 = 1 at the beginning and the corresponding
shifts of the indices. This is the reason why we call (4) the Vietoris’ number sequence.
Its first elements are
c0 = 1; c1 = c2 =
1
2
; c3 = c4 =
3
8
; c5 = c6 =
5
16
; . . . (5)
As we will see, Vietoris’ sequence plays a remarkable role in the theory of generalized
sequences of Appell polynomials in HFT where generalized holomorphic functions de-
fined in Rn+1 with values in a non-commutative Clifford algebra Cℓ0,n are considered.
Whereas Vietoris’ sequence corresponds to the special hypercomplex case n = 2 we will
show that also a natural generalization of (4) to the case Rn+1, n > 2, exists.
1.2 Hamilton’s quaternions come into the play
The main intention of this paper is to show how generalized Vietoris’ number sequences
appear naturally in HFT. Far from being exhaustive in our explanation, it seemed to
be worthwhile for us to show the value of HFT even on the the level of certain number
relations.
1The statement of Theorem 1.1. is also true if a0 ≥ a1 ≥ · · · ≥ an > 0 and (2k)a2k ≤ (2k −
1)a2k−1, k ≥ 1, but Theorem 1.1., being a special case of this second variant, implies also this second
variant, which means that both variants are equivalent, cf. [3].
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Anticipating the result of the general case, we would like to illustrate the surprising
appearance of (5) in a relation between the generators of a non-commutative Clifford
algebra Cℓ0,n for n = 2. Therefore we use Hamilton’s well known non-commutative
algebra H of quaternions (cf. [11])
q = x0 + x1i+ x2j+ x3k, where i
2 = j2 = k2 = ijk = −1.
Due to non-commutativity the formal expansion of the binomial (i + j)k, k ≥ 0, will
not directly lead to Pascal’s triangle, as the case k = 3 shows:
(i+ j)3 = i3 + (iij+ iji+ jii) + (ijj+ jij+ jji) + j3 (6)
But that happens if we try to embed the non-commutative multiplication into the
concept of a k − nary symmetric (or permutative) operation. Therefore let ai stay for
one of the generators i or j and write the quaternionic k-fold product of k−s generators
i and s generators j, respectively, in the general form of a symmetric “ × ” product
([14]), i.e.
ik−s × js := 1
k!
∑
pi(i1,...,in)
ai1ai2 · · · aik (7)
where the sum runs over all permutations of all (i1, . . . , in). Then, by taking into
account the repeated use of i and j on the right hand side of (7), we can write
ik−s × js = (k − s)!s!
k!
∑
pi(i1,...,in)
ai1ai2 · · ·aik =
[(
k
s
)]−1 ∑
pi(i1,...,in)
ai1ai2 · · · aik (8)
where now the sum runs only over all distinguished permutations of all (i1, . . . , in).
Applying, for example, the convention (7) to (6) we obtain now for k = 3 the expansion
written with binomial coefficients in the form
(i+ j)3 =
(
3
0
)
i3 +
(
3
1
)
i2 × j+
(
3
2
)
i× j2 +
(
3
3
)
j3.
Analogously, the expansion of (i + j)k for any k ≥ 0 follows the rules of the ordinary
binomial expansion in an obvious way2.
Let (Ak)k≥0 be the sequence defined by
Ak = (−1)k
[
k∑
s=0
(
k
s
)
(ik−s × js)2
]−1
. (9)
Its first elements are
A0 =1
A1 =(−1)1
[
i2 + j2
]−1
=
1
2
A2 =(−1)2
[
(i2)2 +
(
2
1
)
(i× j)2 + (j2)2
]−1
=
1
2
A3 =(−1)3
[
(i3)2 +
(
3
1
)
(i2 × j)2 +
(
3
2
)
(i × j2)2 + (j3)2
]−1
=
3
8
A4 =(−1)4
[
(i4)2 +
(
4
1
)
(i3 × j)2 +
(
4
2
)
(i2 × j2)2 +
(
4
3
)
(i× j3)2 + (j4)2
]−1
=
3
8
.
2An obvious generalization of (7) to the case of more than two generators used in the general case
of Cℓ0,n for n ≥ 2 leads to a polynomial formula and will be introduced in Section 2.
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Notice that for k ≥ 2 the influence of the non-commutativity is evident since, for
example, i × j = 1!1!2! (ij + ij) = 0 or i2 × j =
(
3
1
)−1
(iij + iji + jii) = − 13 j and i × j2 =(
3
1
)−1
(ijj + jij + jji) = − 13 i. As the example for the first values of k shows, the Ak
obtained by formula (9) coincide exactly, including their pairwise appearance, with
those of Vietoris’ sequence in (5). The proof of this fact as special case of the formula
for generalized Vietoris’s number sequences obtained by HFT methods will be given in
Section 4.
2 Basic concepts of Hypercomplex Function Theory
2.1 Clifford holomorphic functions and multidimensional poly-
nomial sequences
Obviously, it cannot be our aim to include here all proofs of facts from HFT that we will
mention. What concerns basic facts form HFT, we refer e. g. to [7, 11], for approaches
to multidimensional polynomial sequences by methods of HFT see e. g. [4, 14].
Let {e1, e2, . . . , en} be an orthonormal basis of the Euclidean vector space Rn with
a non-commutative product according to the multiplication rules
ekel + elek = −2δkl, k, l = 1, . . . , n,
where δkl is the Kronecker symbol. The set {eA : A ⊆ {1, . . . , n}}with eA = eh1eh2 · · · ehr ,
1 ≤ h1 < · · · < hr ≤ n, e∅ = e0 = 1, is a basis of the 2n-dimensional Clifford algebra
Cℓ0,n over R. Let Rn+1 be embedded in Cℓ0,n by identifying (x0, x1, . . . , xn) ∈ Rn+1
with
x = x0 + x ∈ An := spanR{1, e1, . . . , en} ⊂ Cℓ0,n.
Here, x0 = Sc(x) and x = V (x) = x1e1 + · · · + xnen are the scalar and vector parts
of the paravector x ∈ An. The conjugate of x is given by x¯ = x0 − x and its norm by
|x| = (xx¯) 12 = (x20+x21+ · · ·+x2n)
1
2 . Of course, Cℓ0,n for n = 1 is the algebra of complex
numbers C and the case n = 2, already mentioned in the previous section, corresponds
to H, the algebra of Hamilton’s quaternions generated by e1 = i, e2 = j with k := e1e2.
Needless to mention that Cℓ0,n-valued functions defined in some open subset Ω ⊂
Rn+1 are of the form f(z) =
∑
A fA(x)eA with real valued fA(x).
The relationship of HFT to complex function theory can also easily be illustrated by
the generalization of the complex Wirtinger derivatives in form of generalized Cauchy-
Riemann operators in Rn+1, n ≥ 1,
∂ :=
1
2
(∂0 + ∂x) and its conjugate ∂ :=
1
2
(∂0 − ∂x)
with
∂0 :=
∂
∂x0
and ∂x := e1
∂
∂x1
+ · · ·+ en ∂
∂xn
.
C1-functions f in the kernel of ∂, i.e. with ∂f = 0 (resp. f∂ = 0) are called left
Clifford holomorphic (resp. right Clifford holomorphic), cf. [11], or left resp. right
monogenic [7]. We suppose that f is hypercomplex-differentiable in Ω in the sense of
[12], that is, it has a uniquely defined areolar derivative f ′ in each point of Ω. Then,
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f is real-differentiable and f ′ can be expressed by the conjugate generalized Cauchy-
Riemann operator as f ′ = ∂f . Since a hypercomplex differentiable function belongs
also to the kernel of ∂, one has f ′ = ∂0f = −∂xf like in the complex case.
The basis for a suitable analog to power series in HFT by using alternatively several
hypercomplex variables has been developed in [14]. The starting point is a second
hypercomplex structure of Rn+1 different from that given by An which relies on the
isomorphism
R
n+1 ∼= Hn = {~z : zk = xk − x0ek;x0, xk ∈ R, k = 1, . . . , n},
so that Cℓ0,n-valued functions are considered as mappings
f : Ω ⊂ Rn+1 ∼= Hn 7−→ Cℓ0,n.
Furthermore, the general version of the “ × ”-product (7) used in the introduction, is
defined by
Definition 2.1. Let V+,· be a commutative or non-commutative ring, ak ∈ V (k =
1, . . . , n). The “× ”-product is defined by
a1 × a2 × · · · × an = 1
n!
∑
pi(i1,...,in)
ai1ai2 · · · ain (10)
where the sum runs over all permutations of all (i1, . . . , in).
Moreover, if the factor aj occurs µj-times in (10), we briefly write
a1 × a2 × · · · × an = a1µ1 × a2µ2 × · · · × anµn
and set parentheses if the powers are understood in the ordinary way. In analogy to (8)
the fact that
a1
µ1 × a2µ2 × · · · × anµn = µ!|µ|!
∑
pi(i1,...,i|µ|)
ai1ai2 · · · ai|µ|
where the sum runs over all distinguished permutations, leads to the following poly-
nomial formula in terms of a multi-index µ = (µ1, . . . µn),
(a1 + a2 + · · ·+ an)k =
∑
|µ|=k
(
k
µ
)
~aµ,
where (
k
µ
)
=
k!
µ!
, ~aµ = a1
µ1 × a2µ2 × · · · × anµn ; k ∈ N.
In general, in HFT power series are considered as ordered by homogeneous Clifford
holomorphic polynomials (cf. [11, 14]) which in terms of several hypercomplex variables
can be written analogously to the real case as
f(~z) =
∞∑
k=0

∑
|µ|=k
cµ~z
µ

 resp. f(~z) = ∞∑
k=0

∑
|µ|=k
~zµcµ

 .
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Obviously, if the coefficients cµ are real, we must not distinguish between left and right
Clifford holomorphic series or left and right Clifford holomorphic polynomials. In fact,
the generalized sequences of Appell polynomials we are dealing with in the last section,
are such polynomials of the form
Pk(z1, · · · , zn) =
∑
|µ|=k
cµ~z
µ, cµ ∈ R . (11)
Their representation in terms of several hypercomplex variables is not the only one
possible. Also representations with respect to x, x¯ ∈ An and the scalar part x0 and the
vector part x of x ∈ An separately reveal interesting properties and will be the subject
of the next section.
2.2 Generalized Appell sequences of homogeneous Clifford holo-
morphic polynomials
The monomials xk, k ≥ 0, are the prototype of an Appell sequence of the real variable
x ∈ R, [1]. The difficulty to generalize them in the HFT context has to do with
the fact that only in the complex case (n = 1) the power function f(x) = xn, x ∈
An, belongs to the set of Clifford holomorphic functions since ∂xn = 12 (1 − n), n ∈
N. To overcome this problem, the first approaches to generalized sequences of Appell
polynomials in HFT [8, 9], motivated also by geometric features, lead to sequences
with particular relevance, for instance, for complete orthogonal polynomial systems and
similar problems, cf. [4, 13].
We use the classical definition of sequences of Appell polynomials in [1] adapted to
the hypercomplex case like it was done in [9].
Definition 2.2. A sequence of homogeneous Clifford holomorphic polynomials (Fk)k≥0
of degree k is called a generalized Appell sequence with respect to ∂ if F0(x) ≡ 1, Fk is
of exact degree k (k ≥ 0) and ∂Fk = kFk−1, k = 1, 2, . . ..
One possibility to determinate (Fk)k≥0 in HFT, like in complex function theory,
is the expansion of a Clifford holomorphic function into its Taylor series through a
generalized Cauchy integral formula and the expansion of the corresponding Cauchy
kernel [11]. Analogously, this expansion leads to a higher order geometric series. The
generalized Cauchy kernel 1−x¯
|1−x|n+1
, x ∈ An, is right and left monogenic for |x| < 1.
Taking into account that the variables x and x¯ are commuting variables because of
xx¯ = x¯x = |x|2 ∈ R, we obtain
1− x¯
|1− x|n+1 =
1− x¯
[(1− x)(1 − x¯)]n+12
=
1
(1 − x)n+12
1
(1− x¯)n−12
=
+∞∑
k=0
(
k∑
s=0
(
n+1
2
)
k−s
(k − s)!
(
n−1
2
)
s
s!
)
xk−sx¯s, (12)
where (.)k stands for the Pochhammer symbol defined by (a)s =
Γ(a+s)
Γ(a) or (a)s =
a(a+ 1)(a+ 2) . . . (a+ s− 1), (a)0 = 1, s ≥ 0.
Taking
T ks (n) :=
(
k
s
)
(n+12 )k−s(
n−1
2 )s
(n)k
(13)
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and
Pnk (x) :=
k∑
s=0
T ks (n)x
k−s x¯s, (14)
we can write (12) in the form3
1− x¯
|1− x|n+1 =
+∞∑
k=0
(n)k
k!
Pnk (x).
The next step shows immediately the relation of (13) to Vietoris’ number sequence
(4) and its generalization. Considering x0 = 0 in (14), it follows
Pnk (x) =
k∑
s=0
(−1)s T ks (n)xk = ck(n)xk,
where
ck(n) :=
k∑
s=0
(−1)s T ks (n). (15)
Moreover, in [10], it was proved that the sequence (ck(n))k≥0 (n ∈ N) defined by (15)
has the property
c0(n) = 1, c2m(n) = c2m−1(n), for m ≥ 1 and n ∈ N,
and, therefore, constitutes a generalized Vietoris’ number sequence. In fact, for n = 2,
we get exactly the Vietoris’ sequence (4).
Observing that x0 = (x + x¯)/2 and x = (x − x¯)/2, another representation of (14)
can be derived. This leads to
Pnk (x) =
k∑
s=0
(
k
s
)
cs(n)x
k−s
0 x
s,
considered in detail in [5], where the coefficients cs(n) (s = 0, . . . , k) are explicitly
written as
cs(n) =
{
s!!(n−2)!!
(n+s−1)!! , if s is odd
cs−1(n), if s is even
. (16)
A different representation of the coefficients (15) (or (16)) in terms of the Pochhammer
symbol was introduced in [6]:
c2s (n) = c2s−1 (n) =
(
1
2
)
s(
n
2
)
s
. (17)
From this representation it is even more clear that the number sequence (ck(n))k≥0
(n ∈ N), whose elements satisfy (17) is a generalization of Vietoris’ number sequence
(4). Indeed, for n = 2, we get easily
c2k (2) = c2k−1 (2) =
(
1
2
)
k
k!
=
1
22k
(
2k
k
)
, k ≥ 0.
3The reader recognizes in the Cauchy product which constitute the reduced form of the generalized
Cauchy kernel in Rn+1, the Chu-Vandermonde convolution identity (a + b)k =
∑k
s=0
(
k
s
)
(a)k−s(b)s
since (a+ b)k = (n)k.
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3 Generating functions and properties
This section is devoted to the study of generating functions for generalized Vietoris’
number sequences (ck(n))k≥0 (n ∈ N). Despite the natural appearance of those real
numbers in HFT, the methods to obtain their generating functions rely on simple real
analysis. We start by observing that the representation (17) of its elements in terms of
quotients of numbers represented by the Pochhammer symbol suggests the use of the
well known Gauss’ hypergeometric function. We recall that the Gauss’ hypergeometric
function is defined by
2F1(a, b; c; z) =
+∞∑
k=0
(a)k (b)k
(c)k
zk
k!
, |z| < 1, (18)
where a, b ∈ C, c ∈ C \ {Z− ∪ {0}}. For z ∈ C outside the circle of convergence, the
hypergeometric function 2F1 is defined by analytic continuation.
On the unit disc |z| = 1, the series converges absolutely when Re(c− a− b) > 0 and
2F1(a, b; c; 1) =
Γ(c)Γ(c− a− b)
Γ(c− a)Γ(c− b) , (19)
it converges conditionally for −1 < Re(c − a − b) ≤ 0 and if Re(c − a − b) ≤ −1 it
diverges. Moreover, we use in the sequel also the following properties of (18):
2F1(a, b; b; z) = (1− z)−a (20)
and
2F1(a, a+
1
2
; 1 + 2a; z) =
(
1
2
+
1
2
√
1− z
)−2a
. (21)
We are now ready to formulate the main result of this section.
Theorem 3.1. Let G(., n) be the following real-valued function depending on a param-
eter n ∈ N:
G(t;n) =
{
1
t
[
(1 + t) 2F1(
1
2 , 1;
n
2 ; t
2)− 1] , if t ∈]− 1, 0[∪]0, 1[
1, if t = 0.
(22)
Then, for any fixed n ∈ N, G(., n) is a one-parameter generation function of the sequence
(ck(n))k≥0.
Proof. For each fixed n ∈ N, consider the sequence (ck(n))k≥0 whose terms are defined
by (17). The one-parameter generating function for this sequence can be written as the
following formal power series in the real variable t
G(t;n) =
+∞∑
k=0
ck (n) t
k =
+∞∑
s=0
c2s (n) t
2s +
+∞∑
s=1
c2s−1 (n) t
2s−1
=
1 + t
t
+∞∑
s=0
c2s (n) t
2s − 1
t
, (23)
for t 6= 0, because c2s (n) = c2s−1 (n) (s = 1, 2, . . .).
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Taking a = 12 , b = 1, c =
n
2 (n ∈ N) and z = t2 (t ∈ ]−1, 1[ \ {0}) in (18), we obtain
for (23),
G(t;n) =
1 + t
t
2F1(
1
2
, 1;
n
2
; t2)− 1
t
.
Since 2F1(
1
2 , 1;
n
2 ; 0) = 1, the function (22) is well-defined for |t| < 1.
It is clear that we can obtain a closed formula for the generating function G(.;n)
of the sequence (ck(n))k≥0 (n ∈ N) as long as it is known a closed formula for the
corresponding hypergeometric series. As examples we list some cases where such closed
formulae are well known and, consequently, closed formulae for G(.;n) can be easily
obtained.
3.1 Examples
1. n = 1; in this case, ck(1) = 1 (k ≥ 0) and the corresponding generating function
is given by
G(t; 1) =
1
t
[
(1 + t) 2F1(
1
2
, 1;
1
2
; t2)− 1
]
=
1
1− t ,
because 2F1(
1
2 , 1;
1
2 ; t
2) reduces to the geometric function.
Notice that the case n = 1 correspond to the complex case in HFT.
2. n = 2; in this case, c2k(2) = c2k−1(2) =
( 12 )k
k! (k ≥ 0) and by using (20) the
corresponding generating function is obtained as
G(t; 2) =
1
t
[
(1 + t) 2F1(
1
2
, 1; 1; t2)− 1
]
=
√
1 + t−√1− t
t
√
1− t .
It is worth to notice that this case corresponds to Vietoris’ number sequence (4).
Moreover, we remark that this real-valued function also generates the sequence
(9), defined in terms of quaternion units.
3. n = 3; c2k(3) = c2k−1(3) =
( 12 )k
( 32 )k
(k ≥ 0) and the corresponding generating
function is given by
G(t; 3) =
1
t
[
(1 + t) 2F1(
1
2
, 1;
3
2
; t2)− 1
]
=
1
t
(
t+ 1
t
ln
√
1 + t
1− t − 1
)
.
Here we computed a closed formula for the function 2F1(
1
2 , 1;
3
2 ; t
2) by observing
that
( 12 )k
( 32 )k
= 12k+1 and using integration.
4. n = 4; c2k(4) = c2k−1(4) =
( 12 )k
(k+1)! (k ≥ 0) and by using (21) the corresponding
generating function leads to
G(t; 4) =
1
t
[
(1 + t) 2F1(
1
2
, 1; 2; t2)− 1
]
=
2t+ 1−√1− t2
t(1 +
√
1− t2) .
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3.2 Series involving generalized Vietoris’ number sequences
Using the one-parameter generating function G(.;n) (n ∈ N), we can now study the con-
vergence of some non-trivial series that involve generalized Vietoris’ number sequences.
As a consequence of the properties of the Gauss’ hypergeometric function, G(.;n) is
well-defined for t = ±1 if n > 3.
For t = 1, G(1;n) corresponds to the series whose general term is ck(n) (k ≥ 0 and
n ∈ N). Using (19), its sum is equal to
+∞∑
k=0
ck (n) =
n− 1
n− 3 , forn > 3.
The case n = 1 leads clearly to a divergent series as consequence of the properties of
the Gauss’ hypergeometric function. For n = 2, the lower bound
(
2k
k
) ≥ 22k2k+1 ensures
that the corresponding series is divergent. The case n = 3 leads to the series of reciprocal
odd numbers, which is clearly divergent.
On the other hand G(−1;n) is also well-defined for n = 2 and n = 3 because it leads
to the series
+∞∑
k=0
(−1)kck (n)
that is convergent by Leibniz’ test, for n > 1. Indeed, taking into account formula (17),
it is clear that the sequence (ck(n))k≥0 is decreasing to zero, except for n = 1, where
the corresponding series
∑+∞
k=0(−1)k is divergent.
4 Representation of the generalized Vietoris’ number
sequences by Clifford-algebra generators
Now we are able to deduce the formula that generalizes (9) and expresses the gener-
alized Vietoris’ number sequence (17) for an arbitrary value n only by the generators
e1, e2, . . . en of the Clifford algebra Cℓ0,n. Therefore, we consider the polynomials Pnk in
the form (14), for x = 1. This yields to
Pnk (1) =
k∑
s=0
T ks (n) =
k∑
s=0
k!
(n)k
(n+12 )k−s(
n−1
2 )s
(k − s)!s! = 1, (24)
where (24) follows from Chu-Vandermonde’s identity for the Pochhammer symbol to
the sum of all of T ks (n) for fixed k and n (see footnote 3).
Theorem 4.1. For each fixed n ∈ N, the elements of the generalized Vietoris’ number
sequence (ck(n))k≥0 admit the representation
ck(n) = (−1)k

∑
|ν|=k
(
k
ν
)
(eν11 × eν22 × · · · × eνnn )2


−1
. (25)
Proof. Using the general form (11) of a homogenous Clifford holomorphic polynomial
of degree k, the exact expression of the Appell polynomial (14) is (cf. [15])
Pnk (z1, · · · , zn) = ck(n)
∑
|ν|=k
(
k
ν
)
zν11 × · · · × zνnn · eν11 × · · · × eνnn .
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Setting x0 = 1 and xk = 0 in zk = xk − x0ek (k = 1, . . . , n) from (24) it follows
1 = Pnk (−e1,−e2, . . . ,−en) = ck(n)
∑
|ν|=k
(
k
ν
)
(eν11 × · · · × eνnn )2
and we obtain (25).
In [15] the reader can also find some relations of the generalized Vietoris’ sequence
(17) with special values of Bessel functions and Legendre polynomials.
5 Conclusion
Together with [16] the results show that Vietoris’ sequence of rational numbers combines
seemingly disperse subjects in Real, Complex and Hypercomplex Analysis. They also
show that a non-standard application of Clifford algebra tools was able to reveal these
new insights in objects of combinatorial nature.
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