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Abstract
We look at the minimal size of a maximal matching in general, bipartite and d-regular random
graphs. We prove that with high probability the ratio between the sizes of any two maximal
matchings approaches one in dense random graphs and random bipartite graphs. Weaker bounds
hold for sparse random graphs and random d-regular graphs. We also describe an algorithm that
with high probability /nds a matching of size strictly less than n=2 in a cubic graph. The result
is based on approximating the algorithm dynamics by a number of systems of linear di0erential
equations.
c© 2002 Elsevier Science B.V. All rights reserved.
1. Introduction
A matching in a graph is a set of disjoint edges. Several optimisation problems
are de/nable in terms of matchings. The maximum matching problem aims at /nding
a matching M of maximum cardinality in a graph G. This problem has a glorious
history and an important place among combinatorial problems [3,8,12]. However few
other matching problems share its nice combinatorial properties. If G=(V; E) is a
graph, a matching M ⊆E is maximal if for every e∈E\M , M ∪ e is not a matching;
V (M)= {v: ∃u {u; v}∈M}. Let (G) denote the minimum cardinality of a maximal
matching in G. The minimum maximal matching problem is that of /nding a maximal
matching in G with (G) edges. The problem is NP-hard [15]. The size of any maximal
matching is at most 2(G) [10] in general graphs and at most (2− 1=d)(G) [16] in
regular graphs of degree d. Some negative results are known about the approximability
of (G) [16].
In this paper we abandon the pessimistic point of view of worst-case algorithmic
analysis by assuming that each input graph G occurs with a given probability. Nothing
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seems to be known about the most likely value of (G) or the e0ectiveness of any
approximation heuristics in this setting. In Section 2 we prove that the most likely value
of (G) can be estimated quite precisely, for instance, if G is chosen at random among
all graphs with a given number of vertices. Similar results are proved in Section 3
for dense random bipartite graphs. Also, simple algorithms exist which, with high
probability (w.h.p.), that is with probability approaching one as n= |V (G)| tends to
in/nity, return matchings of size (G) + o(n). Lower bounds on (G), improving the
ones presented above, are proved also in the case when higher probability is given
to graphs with few edges. Most of the bounds on (G) are obtained by exploiting
a simple relation between maximal matchings and independent sets. In Section 4 we
investigate the possibility of applying a similar reasoning if G is a random d-regular
graph. After showing a number of lower bounds on (G) for several values of d, we
present an algorithm that /nds a small maximal matching in a d-regular graph. We
prove that with high probability it returns a matching of size asymptotically less than
n=2 if G is a random cubic graph and describe how to extend the analysis to the case
d¿3.
In what follows G(n; p) (G(Kn;n; p)) denotes the usual model of random (bipartite)
graphs as de/ned in [1]. Also G(n; d-reg) denotes the following model for random
d-regular graphs [13, Section 4]. Let n urns be given, each containing d balls (with
dn even): a set of dn=2 pairs of balls (called a con6guration) is chosen at random
among those containing neither pairs with two balls from the same urn nor couples
of pairs with balls coming from just two urns. To get a random G ∈G(n; d-reg) let
{i; j}∈E(G) if and only if there is a pair with one ball belonging to urn i and the other
belonging to urn j. If G is a random graph model, G ∈G means that G is selected
with a probability de/ned by G. The random variable X =Xk(G) counts the number
of maximal matchings of size k in G. The meaning of the sentences “almost always
(a.a.)”, “for almost every (a.e.) graph” is de/ned in [1, Chapter II].
2. General random graphs
Let q=1−p. In what follows the same syntactic notation will be used to denote a
random indicator and the event that the random indicator takes value one. Thus, if U
and V are random indicators, Pr[U ∧V ] will denote Pr[U =1∧V =1].
Theorem 1. If G ∈G(n; p) then
E(X ) =
(
n
2k
)
(2k)!
k!
(p
2
)k
q
(
n−2k
2
)
:
Proof. Let Mi be a set of k independent edges, assume that G is a random graph
sampled according to the model G(n; p) and let X ip; k be the random indicator equal to
one if Mi is a maximal matching in G. E(X ip; k)=Pr[X
i
p; k ] =p
kq(
n−2k
2 ). Then by linearity
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of expectation
E(X ) =
∑
|Mi|=k
E(X ip;k) = |{Mi: |Mi| = k}| · pkq
(
n−2k
2
)
:
The number of matchings of size k is equal to the possible ways of choosing 2k
vertices out of n times the number of ways of connecting them by k independent
edges divided by the number of orderings of these chosen edges.
A lower bound on (G) is obtained by bounding E(X ) and then using the Markov
inequality to prove that Pr[X¿0] approaches zero as the number of vertices in the
graph becomes large. Assuming 2k = n− 2!
E(X )6
nn=2−!
(2!)!
(p
2
)n=2−!
q2!
2−! 6
(pn
2
)n=2( e
npq!
)!
q2!
2
and this goes to zero only if !=(
√
n). However, a di0erent argument gives a con-
siderably better result.
2.1. Dense graphs
If M is a maximal matching in G then V\V (M) is an independent set. Let Z =Zp;2!
be the random variable counting independent sets of size 2!=2 log np=log(1=q) in a
random graph G.
Theorem 2. (G)¿n=2− log np=log(1=q) for a.e. G ∈G(n; p) with np→∞.
Proof. If X counts maximal matchings of size k = n=2− !,
Pr[X ¿ 0] = Pr[X ¿ 0 |Z ¿ 0] Pr[Z ¿ 0] + Pr[X ¿ 0 |Z = 0] Pr[Z = 0]
6 Pr[X ¿ 0 |Z ¿ 0] Pr[Z ¿ 0] + 0 · 16 Pr[Z ¿ 0]→ 0:
The last result follows from a theorem in [7] on the independence number of dense ran-
dom graphs for p constant and from [6] for smaller p. Thus (G)¿n=2−log np=log 1=q
for a.e. G ∈G(n; p).
The argument following Theorem 1 based on a direct use of the Markov inequality
is weak because even if E(Zp;2!) is small E(X ) might be very large. The random graph
G might have very few independent sets of size 2! but many maximal matchings of
size n=2− !.
Results in [7] also have algorithmic consequences. Grimmett and McDiarmid consid-
ered the simple greedy heuristic which repeatedly places a vertex v in the independent
set I if there is no u∈ I with {u; v}∈E(G) and removes it from G. It is easily proved
that |I | ∼ log n=log(1=q).
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Theorem 3. (G)¡n=2− log n=2 log(1=q) for a.e. G ∈G(n; p) with p∈ (0; 1) constant.
Proof. Let IS be an algorithm that /rst /nds a maximal independent set I in G using
the algorithm above and then looks for a perfect matching in the remaining graph. With
probability approaching one |I | ∼ log n=log(1=q) [7]. Also, IS does not expose any
edge in G − I . Hence G − I is a completely random graph on about n − |I | vertices,
each edge in it being chosen with constant probability p. Results in [5] imply that a.a.
such graphs contain a matching with at most one unmatched vertex.
2.2. Sparse graphs
Independent sets are useful also for sparse graphs. If p= c=n a lower bound on
(G) can be obtained again by studying (G), the size of a largest independent set of
vertices in G. However, for suKciently low values of c the bound obtained by using
the expected number of maximal matchings is much better. Roughly speaking, if c is
suKciently small and U is a large independent set in G then the graph induced by
V\U very rarely contains a perfect matching. For simplicity, we restrict our analysis
to the case c¿1.
The following Lemma gives an upper bound on (G) by using a “strengthened”
version of the Markov inequality. Such technique has been applied elsewhere [2,9,11].
Lemma 1. For each c¿1 there exists a constant fc¡1 such that (G)¡fcn for a.e.
G ∈G(n; c=n).
Proof. An independent set I in a graph G=(V; E) is maximal if for every v∈V\I
there exists u∈ I such that {u; v}∈E. If G has no maximal independent set of size at
least k then it cannot have any independent set of the same size. The expected number
of maximal independent sets of size k in a random G ∈G(n; p) is
∑
Pr[I is a maximal independent set | I is an independent set]
Pr[I is an independent set];
where the sum is over all subsets I of size k of V . Clearly, neither of the probabilities
in the formula above depend on the particular I , but only on |I |. Moreover,
Pr[I is an independent set] = (1− p)
(
k
2
)
:
For each v∈V\I , the probability that v is not connected to any of the elements of I is
(1−p)|I |. Thus, with probability 1− (1−p)|I | there exists an edge from some vertex
in I to v. Since the choices of edges connecting v1; v2 ∈V\I to I are independent
Pr[I is a maximal independent set | I is an independent set]
= [1− (1− p)k ]n−k :
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Putting everything together, the expected number of maximal independent sets of size
k in G is
(
n
k
)
[1− (1− p)k ]n−k(1− p)
(
k
2
)
:
If k = n (for some /xed with 0¡¡1) then(
1− c
n
)n
¿ e−c − O(n−1):
Hence the expected number of maximal independent sets in G is at most
ec=2
(
n
n
)[
1− e−c +O
(
1
n
)]n(1−)
e−c
2n=2;
which, using well known bounds on the binomial coeKcient, simpli/es to
O(1)
{(
1

)( 1
1− 
)1− [
1− e−c +O
(
1
n
)]1−
e−c
2=2
}n
:
For every /xed c¿1 there exists a unique value fc¡1 such that for fc¡¡1 the
function raised to the n in the previous expression is strictly less than one.
Theorem 4. For each c¿1 there exists a constant c¿0 such that (G)¿cn for a.e.
G ∈G(n; c=n).
Proof. For suKciently large (but constant) values of c, the result follows by the same
argument used in Theorem 2. For any b, c¿0, the probability that G contains a
maximal matching of size (n=2)−bn is upper bounded by the probability that a random
G ∈Gn; c=n has an independent set of size 2bn. By Lemma 1 in turn there exists a
constant fc such that if b¿fc=2 then this probability approaches zero as n grows to
in/nity. De/ne c as (1− fc=2).
If c is suKciently small, the exact expression for E(X ) derived in Theorem 1 gives
an improved lower bound on (G). Let k =(n=2) − bn. Then, using the usual ap-
proximations for the various binomial coeKcients, the expected number of maximal
matchings of size k in G ∈G(n; c=n) is at most[(
1
2b
)2b( 1
1− 2b
)1−2b
e−2b
2c
(
c(1− 2b)
e
)(1=2)−b]n
:
For every /xed c there is a value bc¡ 12 such that if bc¡b¡
1
2 the expression raised to
the nth power tends to zero as n grows to in/nity. De/ne c as 12 − bc. The following
claim can be easily veri/ed through elementary calculus techniques.
Claim 1. There is a unique Nc¿0 such that bc¡fc=2 if and only if c¡ Nc.
Table 1 gives the values of c for few values of c.
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Table 1
Lower bounds on (G)=n for G∈G(n; c=n)
c
1
2
− bc 1− fc
2
2 0.17862 0.140299
3 0.206763 0.184273
4 0.226791 0.217889
5 0.242184 0.24438
6 0.25459 0.265809
7 0.264919 0.283524
8 0.273727 0.298436
9 0.281374 0.311182
10 0.28811 0.322214
20 0.329563 0.384614
50 0.375608 0.439398
3. Bipartite graphs
The results in the last section can be extended to the case when G ∈G(Kn;n; p).
Theorem 5. If G ∈G(Kn;n; p) then E(X )=
(n
k
)2
k!pkq(n−k)
2
.
Proof. Let Mi be a set of k independent edges and G ∈G(Kn;n; p) and let X ip; k be the
random indicator equal to one if Mi is a maximal matching in G ·E(X ip; k)=Pr[X ip; k ] =
pkq(n−k)
2
. Then
E(X ) =
∑
|Mi|=k
E(X ip; k) = |{Mi: |Mi| = k}| · pkq(n−k)
2
:
The number of matchings of size k is given by the possible ways of choosing k vertices
out of n on each side times the number of permutations on k elements.
Again (G) is closely related to a graph parameter whose value, at least in dense
random graphs, can be estimate rather well. Given a bipartite graph G=(V1; V2; E)
with |V1|= |V2|= n, a !-split independent set in G is a set of 2! independent vertices
S with |S ∩Vi|=!. The pre/x referring to |S ∩Vi| may be omitted when information
about this cardinality is not available. Let "(G) be the number of vertices of a largest
split independent set in G. If M is a maximal matching in a bipartite graph G then
V\V (M) is a split independent set.
3.1. Dense graphs
If p is constant, it is fairly easy to bound the /rst two moments of a random variable
Z counting the number of split independent sets of a given size, and get good estimates
on the value of "(G).
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Theorem 6. "(G)∼ 4 log n=log 1=q for a.e. G ∈G(Kn;n; p) with p∈ (0; 1) constant.
Proof. The expected number of !-split independent sets is
(n
!
)2
q!
2
. Hence, if !=
2 log n=log 1=q,
Pr[Z ¿ 0] ¡
(
n
!
)2
q!
2
6
(
n!
!!
)2
q!
2
6
n2!
(!!)2
(
1
n2
)!
and the bound on the right goes to zero since !→∞.
Let != 2(1− #) log n=log 1=q for any #¿0. The event “Z =0” is equivalent to
“"(G)¡2!” because if there is no !-split independent set then the largest split inde-
pendent sets can only have less than 2! elements. By Chebyshev’s inequality Pr[Z =0]
6Var(Z)=E(Z)2. Also Var(Z)=E(Z 2)−E(Z)2. There are s!=
(n
!
)2
ways of choosing
! vertices from two disjoint sets of n vertices. If Zi is the random indicator set to one
and if Si is a split independent set in G then Z =
∑
Zi and then E(Z 2)=
∑
i; j Pr[Zi∧Zj]
where the sum is over all i; j∈{1; : : : ; s!}. From the de/nition of conditional probability
Pr[Zi ∧Zj] = Pr[Zi |Zj] Pr[Zj]. Hence E(Z 2)=
∑
j Pr[Zj]
∑
i Pr[Zi |Zj]. Finally, by sym-
metry Pr[Zi |Zj] does not actually depend on j but only on the amount of intersection
between Si and S j. Thus, letting S1 represent the set of the /rst ! vertices on each side
of the partition of {1; : : : ; 2n} de/ning V (G), E(Z 2)= (∑j Pr[Zj])(∑i Pr[Zi |Z1])=
E(Z) · E(Z |Z1). Thus, to prove that Pr[Z =0] converges to zero it is enough to show
that the ratio E(Z |Z1)=E(Z) converges to one. By de/nition of conditional expectation
E(Z |Z1) =
∑
06l1 ; l26!
(
!
l1
)(
!
l2
)(
n− !
!− l1
)(
n− !
!− l2
)
q!
2−l1l2 :
De/ne Tij (the generic term in E(Z |Z1)=E(Z)) by
Tij
(
n
!
)2
=
(
!
i
)(
!
j
)(
n− !
!− i
)(
n− !
!− j
)
q−ij :
Claim 2.
T00 6 1− 2!
2
n− !+ 1 +
!3(2!− 1)
(n− !+ 1)2 :
To see this write
T00 =
(
n− !
!
)2(
n
!
)−2
=
[
(n− !)(n− !− 1) · · · (n− 2!+ 1)
n(n− 1) · · · (n− !+ 1)
]2
=
[(
1− !
n
)(
1− !
n− 1
)
· · ·
(
1− !
n− !+ 1
)]2
:
From this(
1− !
n
)2!
6 T00 6
(
1− !
n− !+ 1
)2!
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and in particular
T006
(
1− !
n− !+ 1
)2!
= 1− 2!
2
n− !+ 1 +
(
2!
2
)(
!
n− !+ 1
)2
(1− ')2!−3
¡ 1− 2!
2
n− !+ 1 +
!3(2!− 1)
(n− !+ 1)2 :
Claim 3. Tij6!2=(n− !+ 1) for i + j=1 and for su:ciently large n.
The truth of this follows from Claim 2 since
Tij = !
(
n− !
!− 1
)(
n− !
!
)(
n
!
)−2
=
!2T00
n− !+ 1 6
!2
n− !+ 1 :
Claim 4. Tij6T10 for all i; j∈{1; : : : ; !} and for su:ciently large n.
The ratio Tij=T10 is bounded above as follows:
Tij
T10
=
!!
i! !− i!
!!
j! !− j!
n− !!
!− i! n− 2!+ i!
n− !!
!− j! n− 2!+ j!
×!− 1! n− 2!+ 1!
n− !!
!! n− 2!!
n− !!
q−ij
!
=
(!!)4
(!− i!)2(!− j!)2
n− 2!!
n− 2!+ i!
n− 2!+ 1!
n− 2!+ j!
q−ij
!2 i! j!
6 (!)2(i+j)−2(n− 2!)1−i−j · q−ij
=
(
!2q−(ij=(i+j−1))
n− 2!
)i+j−1
:
The function ij=(i + j − 1)6!2=(2!− 1) for all i; j∈{1; : : : ; !}. Moreover,
!2=(2!− 1)6!=2 + 1 for all !¿1. Hence,
Tij
T10
6
(
!2q−(!=2)−1
n− 2!
)i+j−1
:
But q−!=26n1−# by de/nition of !, and so the claim follows for suKciently large n.
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From the claims above it follows that
Pr
[
"(G) ¡ 2
⌊
2(1− #) log n
log 1=q
⌋]
6 T00 + T10 + T01 + !2T10 − 1
6 1− 2!
2
n− !+ 1 +
!3(2!− 1)
(n− !+ 1)2 +
2!2
n− !+ 1 +
!4
n− !+ 1 − 1
6
!3(2!− 1)
(n− !+ 1)2 +
!4
n− !+ 1 :
The following result is a direct consequence of the relationship between maximal
matchings and split independent sets in bipartite graphs and the bounds on "(G) ob-
tained in Theorem 6.
Theorem 7. (G)¿n − 2 log n=log 1=q for a.e. G ∈G(Kn;n; p) with p∈ (0; 1)
constant.
It should be remarked that the techniques used in [6] can be applied to /nd sharp
bounds on "(G) even when G ∈G(Kn;n; p) with p=o(1) as long as np→∞. The
following result can be obtained in this way.
Theorem 8. (G)¿n− 2 log np=log 1=q for a.e. G ∈G(Kn;n; p) with np→∞.
The similarities between the properties of independent sets in random graphs and
those of split independent sets in random bipartite graphs have some algorithmic impli-
cations. A simple greedy heuristic applied to G ∈G(Kn;n; p), with p∈ (0; 1) constant,
almost always outputs a split independent set I whose cardinality can be predicted
quite tightly. Consider the process that visits the vertices of a random bipartite graph
G(V1; V2; E) in some /xed order. If Vi = {vi1; : : : ; vin}, then the algorithm will look at the
pair (v1j ; v
2
j ) during step j. If {v1j ; v2j } =∈E and if there is no edge between vij and any
of the vertices which are already in I then v1j and v
2
j are inserted in I . Notice that at
the end of the process no choice has been made about the edges connecting pairs of
vertices in (V1 ∪V2)\I . Let "g(G)= |I |.
Theorem 9. "g(G)∼ log n=log 1=q for a.e. G ∈G(Kn;n; p) with p∈ (0; 1) constant.
Proof. Suppose that 2(k − 1) vertices are already in I . The algorithm above will add
two vertices v1 and v2 as the kth pair if {v1; v2} =∈E and there is no edge between
either v1 or v2 and any of the vertices which are already in I . The two events are
independent in the given model and their joint probability is (1 − p)(1 − p)2(k−1) =
496 M. Zito / Theoretical Computer Science 297 (2003) 487–507
(1− p)2k−1. Let W1; W2; : : : be a sequence of independent geometric random variables
with parameter E(Wk)= 1=(1−p)2k−1. Let Y!=
∑!
k = 1Wk . The event “Y!¡n” is im-
plied by “"g(G)¿2!”: if the split independent set returned by the greedy algorithm
contains more than 2! vertices that means that the algorithm /nds ! independent pairs
in strictly less than n trials. Also if Y!¡n then certainly each of the Wk cannot be
larger than n. Hence,
Pr[Y! ¡ n]6 Pr
[
!⋂
k=1
{Wk6n}
]
=
!∏
k=1
{1− [1− (1− p)2k−1]n}:
Let != (1 + #) log n=2 log 1=q and, given #¿0 and r ∈R+, choose m so that #m¿r.
For suKciently large n, !− m¿0. Hence,
Pr[Y! ¡ n]6
!∏
k=!−m
{1− [1− (1− p)2k−1]n};
which is at most {1− [1− (1−p)2(!−m)−1]n}m. Since (1− x)n¿1− nx, we also have
Pr[Y!¡n]6{n(1− p)2(!−m)−1}m=o(n−r).
The event “Y!¿n” is equivalent to “"g(G)¡2!”. Let != (1− #) log n=2 log 1=q.
If Y!¿n then there must be at least one k for which Wk¿n=!. Hence,
Pr[Y! ¿ n]6Pr
[
!⋃
k=1
{Wk¿n=!}
]
and this is at most
!∑
k=1
Pr[Wk ¿ n=!]6 ![1− (1− p)2!−1]n=!:
By the choice of !, (1− p)2!−1¿n−(1−#)=(1− p). Hence,
Pr[Y! ¿ n]6 !
[
1− n
−(1−#)
1− p
]n=!
6 ! exp
{
−n
−(1−#)
1− p
⌊ n
!
⌋}
:
Finally,
Pr[Y! ¿ n]6 ! exp
{
− n
#
(1− p)! − o(1)
}
since n=!¿n=!− 1, and the result follows from the choice of !.
The following result is the analogue of Theorem 3 for bipartite random graphs.
Theorem 10. (G)¡n − log n=2 log 1=q for almost all graphs in G(Kn;n; p) with p∈
(0; 1) constant.
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Proof. The algorithm described before Theorem 9 proves the existence of a log n=
2 log 1=q-split independent set I in almost all graphs in G(Kn;n; p) with p∈ (0; 1) con-
stant. With high probability the graph induced by V\I contains a perfect matching [4].
3.2. Sparse graphs
Lemma 2. For each c¿1 there exists a constant fc¡1 such that "(G)¡fcn for a.e.
G ∈G(Kn;n; c=n).
Proof. The expected number of !-split independent sets in G ∈G(Kn;n; p) is
(n
!
)2
(1 − p)!2 . Using Stirling’s approximations to the various factorials, if != n, this
quantity is at most
O(1)
[(
1

)2( 1
1− 
)2(1−)
e−c
2
]n
:
The following result can then be proved exactly like Theorem 4.
Theorem 11. For each c¿1 there exists a constant c¿0 such that (G)¿cn for
a.e. G ∈G(Kn;n; c=n).
4. Regular graphs
The models of random graphs studied in the previous section do not impose any
upper bound on the degree of a given vertex in the resulting graph. One of the out-
comes of the analysis conducted so far is that, roughly speaking, in dense graphs (G)
is very close to (n− (G))=2, where (G) is the size of the largest independent set
of vertices in G, whereas the relationship between (G) and (G) is much weaker
in sparse graphs. Regular graphs represent an important class of sparse graphs and in
this section we look at the size of the smallest maximal matchings in random regular
graphs.
Again known upper bounds on the independence number of such graphs imply, in
nearly all interesting cases, good lower bounds on (G).
Theorem 12. For each d¿3 there exists a constant d¿0 such that (G)¿dn for
a.e. G ∈G(n; d-reg).
Proof. It is convenient to use the con/guration model described in the Introduction.
Two pairs of balls in a con/guration are independent if each ball is chosen from a
distinct urn. A matching in a con/guration is a set of independent pairs. The expected
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Table 2
Lower bounds on (G)=n for G∈G(n; d-reg) and d610
d
d
2(2d− 1) 1(d) 2(d)
3 0.3 0.315812 0.2723
4 0.285714 0.314991 0.29185
5 0:2 N7 0.317658 0.3078
6 0:27 0.321246 0.321
7 0.269231 0.324998 0.33215
8 0:2 N6 0.32866 0.34175
9 0.264706 0.33214 0.35005
10 0.263158 0.335416 0.3574
number of maximal matchings of size k in a random con/guration is
n! d2k
k! (n− 2k)!
[2k(d− 1)]!
[k(2d− 1)− nd=2]!
(dn=2)!
(dn)!
2d(n−2k):
If k = n, using Stirling’s approximation to the factorial, this is at most
f(; d)n =
{(
1
1− 2
)[
d(1− 2)2

]
[(d− 1)]2(d−1)
[(2d− 1)− d=2](2d−1)
[
(2d− 1)− d=2
d
]d=2
2d=2−2
}n
:
For every d there exists a unique 1(d)∈ (d=2(2d− 1); 12 ) such that f(; d)¡1 if
¡1(d). Since the probability that a random con/guration corresponds to a d-regular
graph is bounded away from zero (see for example [1, Chapter 2]), the probability
that a random d-regular graph has a maximal matching of size n is at most f(; d)n.
If d¿6, a better bound is obtained by using 2(d)= (1− 3(d))=2 where 3(d) is the
smallest value in (0; 1=2) such that (G)¡3(d)n for a.a. G ∈G(n; d-reg) [11]. Table 2
gives the values of the trivial lower bound d=2(2d− 1), 1(d) and 2(d) for d610.
The relationship between independent sets and maximal matchings can be further
exploited also in the case where G ∈G(n; d-reg), but random regular graphs are rather
sparse graphs and the approach used in the previous section cannot be easily applied
in this context. However, a simple greedy algorithm which /nds a large independent
in a d-regular graph can be modi/ed and incorporated in a longer procedure that
/nds a small maximal matching in a random regular graph. Consider the following
algorithm A.
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Input: Random d-regular graph with n vertices
(1) M←∅;
(2) while there is a vertex of degree d do
choose v in V u.a.r. among the vertices of degree d;
M←M ∪{v; u1}; /* Assume N (v)= {u1; : : : ; udegG v} */
V ←V\{v};
remove all edges incident to v from G;
(3) for j=1 to d− 1 do
while there is a vertex of degree d− j do
choose v u.a.r. among the vertices of degree d− j in V (M);
V ←V\{v};
remove all edges incident to v from G;
(4) /nd a maximal matching M ′ in the graph induced by V ;
(5) make M ∪M ′ into a maximal matching for G.
Step (2) essentially mimics one of the algorithms presented in [13], with the only
di0erence that instead of selecting an independent set of vertices, the process selects
a set of edges. Step (3) removes all remaining edges incident to vertices in V (M).
Finally, step (4) completes the edge selection process. Each of these steps can be
clearly performed in polynomial time. In particular if G is a cubic graph, after step
(3), the graph G′ induced by V does not contain any vertex of degree three. Therefore,
all its components are paths and cycles and a minimum maximal matching can be found
in linear time in each of these components. However, a simple analysis of the number
of paths and cycles in G′ (which the careful reader may carry out using the techniques
described, for instance, in [1, Section II.4]) implies that M ′ can indeed be chosen to
be any maximal matching with no signi/cant loss in the quality of the /nal solution.
In general, the set M ∪M ′ is an edge dominating set (each edge in G is adjacent to
some edge in M ∪M ′) but it is not necessarily a matching. However [15], any edge
dominating set F can be transformed in polynomial time into a maximal matching M
of G with |M |6|F |.
Let Di = {v: degG v= i}. The key step in the analysis of the quality of the solution
returned by algorithm A is the derivation of tight asymptotics for a number of random
variables related to |Di| (for each i, with 16i6d), as the algorithm goes through steps
(2) and (3). Step (3) is performed in a number of iterations. For j¿0, let V ji (t) be
the size of Di at stage t of iteration j, with the convention that iteration 0 refers to
the execution of step (2). The remaining part of this section is organised as follows:
/rst, we present the main probabilistic result that will enable us to prove our results;
then, we give the complete analysis for the case d=3 along with some comments on
how to generalise this to d¿3.
4.1. A general-purpose theorem
The result in this section due to Wormald [14], represents a very useful tool for the
analysis of greedy algorithms on random graphs.
500 M. Zito / Theoretical Computer Science 297 (2003) 487–507
A (discrete time) random process is a probability space  de/ned over sequences of
values (q0; q1; : : :) of some set S. We call Ht =(q0; q1; : : : ; qt) the history of the random
process up to time t. If v is a function de/ned on histories, the random variable v(Ht)
will be denoted simply by V (t).
The following theorem deals with sequences of random processes n for n=
1; 2; 3; : : : : Hence, for instance, qi = qi(n), and S = Sn, although the dependency on
n will be usually dropped for simplicity.
A function f(x1; : : : ; xj) satis/es a Lipschitz condition on D⊆Rj if there is a pos-
itive constant L such that
|f(x1; : : : ; xj)− f(y1; : : : ; yj)|6 L max
16i6j
|xi − yi|
for all (x1; : : : ; xj); (y1; : : : ; yj)∈D. In such a case, f is said to be Lipschitz on D. A
useful suKcient condition for f to be Lipschitz on a given domain D is that all partial
derivatives of f are continuous and bounded in D.
Theorem 13 (Wormald [14]). Let a be 6xed. For 16l6a, let v(l) :
⋃
n S
+
n →R and
fl :Ra+1→R, such that for some constant C0 and for all l, |Vl(t)|¡C0n for all
Ht ∈ S+n for all n. De6ne the stopping time TD=TD(V1; : : : ; Va) to be the minimum
t such that (t=n; V1(t)=n; : : : ; Va(t)=n) =∈D. Assume the following three conditions hold,
where in (ii) and (iii) D is some bounded connected open set containing the closure
of {(0; z (1); : : : ; z (a)): Pr[Vl(t)= z (l)n; 16l6a] = 0 for some n}.
(i) (Boundedness hypothesis.) For some functions = (n)¿1 and = (n), the
probability that
max
16l6a
|Vl(t + 1)− Vl(t)|¡ 
conditional upon Ht , is at least 1−  for t¡TD.
(ii) (Trend hypothesis.) For some function 81 = 81(n)= o(1), for all l6a
|E(Vl(t + 1)− Vl(t) |Ht)| − fl(t=n; V1(t)=n; : : : ; Va(t)=n)|6 81
uniformly for t¡TD.
(iii) (Lipschitz hypothesis.) Each function fl is continuous and Lipschitz on
D ∩ {(t; z(1); : : : ; z(a)): t¿0}
with the same Lipschitz constant for each l.
Then the following are true
1. For (0; zˆ (1); : : : ; zˆ (a))∈D the system of di=erential equations
dzl
ds
= fl(s; z1; : : : ; za); l = 1; : : : ; a
has a unique solution in D for zl :R→R passing through
zl(0) = zˆ
(l); 16 l6 a
and which extends to points arbitrarily close to the boundary of D.
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2. Let 8¿81+C0n with 8=o(1). For a su:ciently large constant C, with probability
1− O(n+ (=8) exp(−n83=3)),
Vl(t) = nzl(t=n) + O(8n) (1)
uniformly for 06t6"n and for each l, where zl(x) is the solution in 1. with
zˆ (l) =Vl(0)=n, and "= "(n) is the supremum of those x to which the solution can
be extended before reaching within l∞-distance C8 the boundary of D.
Informally, the theorem is stating that if a given set of random variables associated
with a given random process satis/es a boundedness condition and their expected
variation during each step of the process is known and satis/es a Lipschitz condition
then the value of these variables (scaled by n) can be approximated by the solution of
a system of di0erential equations.
We will use this theorem in the following two section to /nd an asymptotic expres-
sion for a number of random variables associated with the execution of algorithm A.
4.2. Step (2) for d-regular graphs
Theorem 4 in [13] implies that step (2) proceeds asymptotically for n=2 − (n=2)
(1=(d− 1))2=(d−2) stages, adding an edge to M at every stage. For i∈{1; : : : ; d}, let
V 0+i (t)= |Di ∩V (M)| at stage t and set V 0−i (t)=V 0i (t) − V 0+i (t). Let SV 0 signi (t) de-
note the expected change of V 0 signi (t) (with sign ∈{“”, “+”, “−”}) moving from stage
t to t + 1, of step (2), conditioned to the history of the algorithm’s execution up to
stage t. Let v be the chosen vertex of degree d. We assume a given /xed ordering
among the vertices adjacent to v. The edge {v; u1} is added to M and edges {v; ul}
(for l=2; : : : ; degG v) are removed from G. Vertex v becomes of degree zero and the
expected reduction in the number of vertices of degree i that are (not) in V (M) is
asymptotically 2 equal to iV 0+i (t)=(n− 2t) (resp. iV 0−i (t)=(n− 2t)), that is the proba-
bility that a vertex in Di ∩V (M) (resp. Di ∩ (V\V (M))) is hit over d trials. The “loss”
of a vertex of degree i implies the “gain” of a vertex of degree i − 1. Moreover, if
u1 ∈Di+1 ∩ (V\V (M)) at stage t, then u1 ∈Di ∩V (M) at stage t + 1. Let 9r; s=1 if
r= s and zero otherwise. In what follows i∈{1; : : : ; d− 1}. Also V 0−d (t)=V 0d (t). We
have
SV 0d (t) = −1−
dV 0d (t)
n− 2t ;
SV 0+i (t) = −
iV 0+i (t)
n− 2t + (1− 9d−1;i)
(i + 1)V 0+i+1(t)
n− 2t +
(i + 1)V 0−i+1(t)
nd− 2dt ;
SV 0−i (t) = −
iV 0−i (t)
n− 2t +
(i + 1)(d− 1)V 0−i+1(t)
nd− 2dt :
2 Two approximations are being made here: one in going from the con/guration to the graph model and
another one in assuming that the chance of hitting a vertex of a certain type stays /xed over the d trials
that form one step.
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Notice that each of the previous equations (as indeed the equations presented in Sec-
tion 4.3, de/ning SV j signi (t) for j¿1) is only asymptotically true. In fact, there should
be an O(1=(n − 2t)) term in each of them. A careful analysis of these terms would
a0ect the O(8n) error terms in the Eqs. (1), but we prefer to omit these terms
from our description as they do not change the quality of our asymptotic results
and their presence would inevitably clutter the remaining part of this paper. Setting
x= t=n, V 0 signi (t)= nv
0 sign
i (t=n), we can consider the following system of di0erential
equations:
v0+
′
i (x) =


−1− dv0d(x)1−2x ; v0d(0) = 1;
− iv0+i (x)1−2x + (1− 9d−1;i)
(i+1)v0+i+1(x)
1−2x +
(i+1)v0−i+1(x)
d(1−2x) ; v
0+
i (0) = 0
− iv0−i (x)1−2x +
(i+1)(d−1)v0−i+1(x)
d(1−2x) ; v
0−
i (0) = 0:
In each case |V 0 signi (t + 1) − V 0 signi (t)| is bounded by a constant. Also the 2d − 1
functions de/ning the (asymptotic) expected change in V 0 signi (t) as a function of the
scaled values t=n and V 0−1 (t)=n, V
0+
1 (t)=n, V
0−
2 (t)=n, V
0+
2 (t)=n; : : : ; V
0
d (t)=n satisfy the
trend hypothesis for t¡( 12 − #)n and are all Lipschitz on the set
D0 = {(x; z(1); : : : ; z(2d−1)): − # ¡ x ¡ 12 − #;−# ¡ z(l) ¡ 1 + #
for 16 l ¡ 2d}
for any suKciently small #¿0. Therefore, the hypotheses of Theorem 13 are ful/lled
and thus for large n, V 0 signi (t)∼ nv0 signi (t=n) where v0 signi (x) are the solutions of the
system above.
Lemma 3. For each d∈N+ and for each i∈{1; : : : ; d}, there is a number Ai, two
sequences of real numbers
{Bji;0}j=1;:::;(d−i)=2; {Bji;1}j=1;:::;(d−1−i)=2
and a number Ci such that the system of di=erential equations above admits the
following unique solutions:
v0−i (x) = Ai(1− 2x) + Ci(1− 2x) log(1− 2x) + (1− 2x)i=2
(d−i)=2∑
j=0
Bji;0x
j
+(1− 2x)(i+1)=2
(d−1−i)=2∑
j=0
Bji;1x
j
v0+i (x) = v
0−
i (x)
[(
d
d− 1
)d−i
− 1
]
:
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Proof. The proofs of both results are carried out by induction on d − i. For i=d,
v0d(x)= v
0−
d (x)=− [1=(d− 2)](1 − 2x) + [(d− 1)=(d− 2)](1 − 2x)d=2. Assuming the
result holds for v0−i+1(x) we have
v0−i (x)= (i + 1)
(
d− 1
d
)
(1− 2x)i=2
∫ x
0
v0−i+1(s)
(1− 2s)(i=2)+1 ds
and the result follows by integration. In particular
Ai =


− d(d−1)i(i−1)(i−2) (d−1d )d−i ; i ¿ 2;
0; i = 2;
d(d− 1)(d−1d )d−1; i = 1;
the coeKcients Bji;0 and B
j
i;1 satisfy the following set of recurrences (with the notational
convention that a set of equations de/ned in terms of a parameter j satisfying the
inequality a6j6b is empty if a¿b)
B0d;0 =
d− 1
d− 2 ;
Bji;0 =
i + 1
j
(
d− 1
d
)
Bj−1i+1;1; 0 ¡ j 6
⌊
d− i
2
⌋
;
B0i;0 = (i + 1)
(
d− 1
d
)[
B0i+1;0 −
(d−i−1)=2∑
k=1
kf(0; k − 1)Bki+1;0
]
− Ai;
B0d;1 = 0;
B0i;1 = Ai − B0i;0;
Bji;1 = j(i + 1)
(
d− 1
d
)
Bji+1;0
(
f(j; j − 1)− 1
j
)
+
(d−i−1)=2∑
k=j+1
kf(j; k − 1)Bki+1;0; 0 ¡ j 6
⌊
d− i − 1
2
⌋
;
where for each natural number i and j∈{0; : : : ; i + 1}, the values f(j; i) are de/ned
by
∫
si
√
1− 2s ds = √1− 2s
i+1∑
j=0
f(j; i)sj
and all Ci are zero except C2 = 12
(
d
2
)
((d− 1)=d)d−2 and C1 =A1=2.
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Let I 0−i+1(x)=
∫ x
0 v
0−
i+1(s)=(1− 2s)(i=2)+1 ds, then v0−i (x)= (i + 1)((d− 1)=d)I 0−i+1(x).
Therefore,
v0+i (x) = (i + 1)
∫ x
0
v0+i+1(s)
(1− 2s)1+(i=2) ds+
i + 1
d
I 0−i+1(x)
= (i + 1)
∫ x
0
v0+i+1(s)
(1− 2s)1+(i=2) ds+
v0−i (x)
d− 1
= (i + 1)
[(
d
d− 1
)d−i−1
− 1
]∫ x
0
v0−i+1(s)
(1− 2s)1+(i=2) ds+
v0−i (x)
d− 1
= (i + 1)
[(
d
d− 1
)d−i−1
− 1
]
dv0−i (x)
(i + 1)(d− 1) +
v0−i (x)
d− 1
=
[(
d
d− 1
)d−i−1
− 1
]
dv0−i (x)
d− 1 +
v0−i (x)
d− 1 :
Lemma 4. Let x1 = 12 − 12 (1=(d− 1))2=(d−2) be the smallest root of v0d(x)= 0. After
step (2) is completed the size of M is asymptotically x1n for a.e. G ∈G(n; d-reg).
4.3. Step (3:j) for cubic graphs
The dynamics of the variables V j signi (t) can again, for each d, and each 16j6d−1,
be controlled by a system of di0erential equations similar to the one describing step
(2). To avoid making notations too complicated we give full details for the case d=3
and comment on how to extend the analysis for larger values of d.
During step 3.j the algorithm chooses a random vertex in D3−j ∩V (M) and removes
it from G (all edges incident to it will not be added to M). Let cj(3 − j)n=2 be the
number of edges left at the beginning of iteration j. If iteration j − 1 ended at stage
xjn, the parameter cj satis/es the recurrence:
cj =
cj−1(4− j)
3− j −
2(4− j)xj
3− j =
(
1 +
1
3− j
)
(cj−1 − 2xj)
(with c0 = 1), where x1 has been de/ned above and x2 and x3 will be de/ned later.
For all i∈{1; 2; 3} the expected decrease in the number of vertices of degree i in
V (M) (resp. not in V (M)) is asymptotically iV j+i (t)=(cjn− 2t) ((iV j−i (t))=cjn− 2t).
The following set of equations describes asymptotically the expected change in the
various V j signi (t). Notice that V
j+
i (t)= 0 for all i¿3− j during iteration j so there are
only 3 − j equations involving V j+i (t) but there are always two equations involving
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V j−i (t):
SV j+i (t) =−93−j;i −
iV j+i (t)
cjn− 2t +
(i + 1)V j+i+1(t)
cjn− 2t ;
SV j−i (t) =−
iV j−i (t)
cjn− 2t + (1− 92;i)
(i + 1)V j−i+1(t)
cjn− 2t :
From this one derives the following d.e.’s:
vj+
′
i (x) = −93−j;i −
ivj+i (x)
cj − 2x +
(i + 1)vj+i+1(x)
cj − 2x ;
vj+i (0) = v
(j−1)+
i (xj); 16i63− j;
vj−
′
i (x) = −
ivj−i (x)
cj − 2x + (1− 92;i)
(i + 1)vj−i+1(x)
cj − 2x ;
vj−i (0) = v
(j−1)−
i (xj); 16 i 6 2:
Notice that the initial conditions of step 3:j are the /nal conditions of step 3:j − 1.
It is fairly straightforward to verify that
v1+2 (x) = (c1 − 2x)
[
v0+2 (x1)
c1
− 1
2
log
(
1− 2x
c1
)]
;
v2+1 (x) = (v
1+
1 (x2)− c2)
√
1− 2x
c2
+ (c2 − 2x)
and, for j∈{1; 2} and 16i63− j,
vj+i (x) = v
(j−1)+
i (xj)
(
1− 2x
cj
)i=2
− (cj − 2x)i=2(i + 1)
∫ x
0
vj+i+1(s)
(cj − 2s)(i=2)+1 ds:
Also,
vj−2 (x) = v
(j−1)−
2 (xj)
(
1− 2x
cj
)
and, for i; j∈{1; 2},
vj−i (x) = v
(j−1)−
i (xj)
(
1− 2x
cj
)i=2
− (cj − 2x)i=2(i + 1)
∫ x
0
vj−i+1(s)
(cj − 2s)(i=2)+1 ds:
Theorem 14. For a.e. G ∈G(n; 3-reg) algorithm A returns a maximal matching of
size at most 0:47563n.
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Proof. Let
Dj =
{
(x; z(1); : : : ; z(5−j)): −# ¡ x ¡ cj
2
− #;−# ¡ z(l) ¡ 1 + #
for 16 l6 5− j
}
for any suKciently small #¿0. The random variables V 1 signi (t) and V
2 sign
i (t) satisfy
the boundedness hypothesis for t¡(cj=2 − #)n. Furthermore, the functions de/ning
the (asymptotic) expected change in V j signi (t) as a function of the scaled values t=n,
V j−1 (t)=n; V
j+
1 (t)=n; V
j−
2 (t)=n (and V
1+
2 (t)=n for j=1) satisfy the trend hypothesis for
t¡(cj=2− #)n and are all Lipschitz on the set Dj. The result follows again by applying
Theorem 13. Let xj be the smallest positive root of v
(j−1)+
4−j (x)= 0, for j∈{2; 3}. Then
x2 =
c1
2
[
1− exp
(
−2v
0+
2 (x1)
c1
)]
= 0:063296;
x3 =
c2
2
[
1− 4
(
1− v
1+
1 (x2)
c2
)2]
= 0:122575
and therefore the size of the maximal matching returned by algorithm A is asymptotic
to
n
(
x1 +
v2−1 (x3) + v
2−
2 (x3)
2
)
= n
(
3
8
+ 0:074749 + 0:02588
)
= 0:47563n:
The same approach can be applied for d¿3. Functions vj+d−j(x) and v
j−
d−1(x) have
again a very simple expression, whereas all other functions can be de/ned using a
method similar to the one described in the proof of Lemma 3.
5. Conclusions
In this paper we presented a number of results about the minimal size of a maximal
matching in several types of random graphs. If the graph G is dense, with high prob-
ability (G) is concentrated around |V (G)|=2 (both in the general and bipartite case).
Moreover, simple algorithms return an asymptotically optimal matching. We also gave
simple combinatorial lower bounds on (G) if G ∈G(n; c=n). Finally, we presented
combinatorial bounds on (G) if G ∈G(n; d-reg) and an algorithm that /nds a max-
imal matching of size asymptotically less than |V (G)|=2 in G. The complete analysis
was presented for the case, when G ∈G(n; 3-reg). In such case, the bound in Theo-
rem 12 and the algorithmic result in Theorem 14 imply that 0:3158n¡(G)¡0:47563n.
Results similar to Theorem 14 can be proved for random d-regular graphs. Our algo-
rithmic results exploit a relationship between independent sets and maximal matchings.
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In all cases, the given minimisation problem is reduced to a maximisation one, and the
analysis is completed by exploiting a number of techniques available to deal with the
maximisation problem. The weakness of our results for sparse graphs and for regular
graphs leaves the open problem of /nding a more direct approach which might produce
better results.
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