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STRONG EXISTENCE AND UNIQUENESS OF DIFFUSIONS
WITH LOCAL TIME DEPENDENT NOISE
CLAYTON BARNES
Abstract. We use an approximation method to prove strong existence and
uniqueness for one-dimensional reflected diffusions whose noise is a function σ
of its reflection local time. When σ is non-negative and decreasing, such a process
loses noise as it continues to reflect. It may happen that the noise will disappear
completely at a random time. We completely characterize this time, which we call
the time of determinacy, in some specific examples.
1. Introduction
We use an approximation method to prove strong existence and uniqueness for one-
dimensional diffusions with local time dependent noise. That is, for any filtered
probability space (Ω,P, (Ft)t≥0) satisfying the usual conditions and supporting an
Ft−adapted Brownian motion B, we show existence of an Ft-adapted continuous
pair (Y, L) such that for all t ∈ [0, T ], almost surely:
Y (t) = Y (0) +
∫ t
0
σ(LY (s)) dB(s) + LY (t) ≥ 0(1)
where LY is the local time of Y at zero and when σ is Lipschitz and bounded away
from zero. Such a process has a generalized Itoˆ-Tanaka rule which we describe.
Although existence and uniqueness for the particular process (1) follows from Dupuis
and Ishii [4] (see Remark 2), it also follows easily from our approximation method
which, in addition, gives us tools for studying the time of determinacy.
Intuitively, Y is a process reflected inside [0,∞) whose noise changes upon every
contact with the boundary zero. If σ is a strictly decreasing function, for instance,
the noise of Y will lose “power” upon reflecting. Notice that Y is not a Markov
process because its noise depends on its path history. However, (Y, L) is a Markov
process. We construct the process in the case when σp(x) = (1 − x)p1[0,1](x), for
p ∈ [0,∞). This is a process whose noise decreases as a power of its local time’s
proximity to a given level. Because σp decreases to zero, it is conceivable that the
noise will completely disappear at some random time
τp = inf{s : σp(L(s)) = 0} = inf{s : L(s) > 1}.
Whenever τp is finite the process Y will have lost all noise at time τp. That is, we
can continuously extend the noise to be zero from time τp onward. Hence we call
τp the time of determinacy. We categorize the behavior of τp by showing τp = ∞
This research was fully supported by Swiss grant FNS 200021 175728/1.
1
2 CLAYTON BARNES
almost surely when p ≥ 1, τp < ∞ almost surely for 0 ≤ p < 1, and by describing
the distribution of τp for 0 ≤ p < 1. See Theorem 2 in the next subsection.
Main Results.
Theorem 1. Let σ : R≥0 → R+ be a Lipschitz function bounded away from zero
and (Ω,P, (Ft)t≥0) a probability space supporting an Ft-adapted Brownian motion
B. For X(0) ≥ 0, there exists a continuous Ft-adapted Markov process (X,L) such
that the following holds for all t ∈ [0, T ], almost surely:
X(t) = X(0) +
∫ t
0
σ(L(s)) dB(s),(2)
L(0) = 0, L is nondecreasing and flat off {s : X(s) + L(s) = 0}.(3)
Remark 1. From the classical Skorohod lemma [6, Ch. 3.6C] it follows that L(t) =
maxs∈[0,t](−X(s)∨0) is the signed running minimum of X. Consequently, to demon-
strate (2) one must show the system
X(t) = X(0) +
∫ t
0
σ(L(s)) dB(s),
L(t) = max
s∈[0,t]
(−X(s) ∨ 0),
has a strong solution.
To build the solution (Y, LY ) described in (1) we define Y (t) := X(t) + LX(t).
Theorem 2. Let σ : [0,∞)→ R+ be Lipschitz and bounded away from zero and let
(Ω,P, (Ft)t≥0) be a probability space supporting an Ft-adapted Brownian motion B.
Define
Y (t) := X(t) + L(t) = X(0) +
∫ t
0
σ(L(s)) dB(s) + L(t),
LY (t) := L(t),
where (X,L) are provided by Theorem 1. Then (Y, LY ) is a pair of Ft−adapted
processes solving (1). Furthermore, there exists a non-negative random field of local
times Λ : R≥0 × R → R such that LY (t) is indistinguishable from Λ(t, 0), the local
time of Y at zero, and we have the Itoˆ-Tanaka formula for (linear combinations of)
convex functions f :
f(Y (t)) = f(Y (0)) +
∫ t
0
f−(Y (s)) dY (s) +
∫
R
Λ(t, a) dµ(a)
= f(Y (0)) +
∫ t
0
f−(Y (s))σ(LY (s)) dB(s) +
∫ t
0
f−(Y (s)) dLY (s) +
∫
R
Λ(t, a) dµ(a),
for all t ∈ [0, T ], almost surely. Here f− is left-hand derivative and µ is the measure
defined by µ([a, b)) = f−(b)− fb(a).
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Remark 2. Strong existence and uniqueness of such processes reflecting in an or-
thant follow from Dupuis and Ishii’s work [3]. I.e., for (1) consider a higher di-
mensional process X = (X1, X2) reflecting in G = R≥0 × R (in the direction (0,
1)) and let σ = (σij) be degenerate in the bottom row (σ21 = 0 = σ22). In this
way the second component X2 becomes the local time of X1 and one can write X1
as a reflected diffusion depending on its local time X2. However, Theorem 2 follows
easily from our approximation method which, in addition, gives us tools for studying
the time of determinacy.
Theorem 3. For any p ∈ [0,∞) and σp as above, there exists a strong solution to
Y (t) = Y (0) +
∫ t
0
σp(L(s)) dB(s) + L(s),
for all t ∈ [0, τp), where L is the local time of Y at zero. Furthermore,
τp <∞ almost surely, for 0 ≤ p < 1,(4)
τp =∞ almost surely, for 1 ≤ p <∞.(5)
In particular, the distribution of τp for 0 ≤ p < 1 is determined by its Laplace
transform
φ(λ) := E(e−λτp) = exp
(
−
√
2λ
∫ 1
0
ds
σp(s)
)
= exp
(
−√2λ
1− p
)
.(6)
Outline. In Section 2 we give meaning to the following integral system for any
f ∈ C[0, T ] when σ is a non-negative Lipschitz function bounded away from zero:
xf (t) := f(0) +
∫ t
0
σ(L(s)) df(s),
xf (t) + L(t) ≥ 0 for all t ∈ [0, T ],
(7)
where t 7→ L(t) is a nondecreasing continuous function that is flat off the set {s :=
xf (s)+L(s) = 0}. Even if one was given the functions L and f , the existence of such
an integral does not follow from the Lebesgue theory of integration because “df” is
not defined for an arbitrary continuous function, but is, for instance, defined when
f has bounded variation. We do this by demonstrating existence and uniqueness
for the limit of a collection of approximations.
In Section 3 we prove Theorems 1, 2, and 3 by replacing f in (7) with Brownian
motion pathwise and using properties of the pair (X,L).
Background. In 2001, Frank Knight constructed a pair of processes (X, Y ) where
X behaves as a Brownian motion and reflects above Y, and the velocity of Y is a lin-
ear function of the local time X spends on Y [7]. This was generalized by White [8]
who studied models where the drift of the reflected diffusions is a Lipschitz function
of the local time. In [1], the author categorizes the large scale behavior of systems
of reflecting diffusions whose drift depends on the local time. Becherer, Bilarev, and
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Frentrup use an approximation method to study diffusions reflecting from a bound-
ary that is itself a function of the local time [2]. Fan [5] showed reflected random
walk in a discrete approximation of a sufficiently smooth domain approximated the
local time of reflected Brownian motion. These are just some of the relatively re-
cent articles on local time’s approximations and models incorporating the local time
as part of the diffusions definition. Despite the historical prevalence of local time,
there does not seem to be much study concerning (reflected) diffusions with local
time dependent noise. Others (cf. Knight, White) tackle processes whose drift is
local time dependent, so consequently noise dependence on local time is a natural
question. The purpose of this article is to, besides giving existence and uniqueness
(see Remark 2), provide a method of approximating the diffusion, and to study the
time of determinacy.
2. Construction of Integral Equation
As mentioned in the introduction, the equation does not have a well defined
meaning in the Lebesgue-Integral sense:
xf (t) := f(0) +
∫ t
0
σ(L(s)) df(s),
xf (t) + L(t) ≥ 0 for all t ∈ [0, T ],
(8)
where t 7→ L(t) is a nondecreasing continuous function that is flat off the set {s :=
xf (s) + L(s) = 0}. We will show the existence of (xf , L) such that, if L does not
change on an interval [t∗, t), then
xf (s) = xf(t
∗) + σ(L(t∗))(f(s)− f(t∗))
for any s ∈ [t∗, t). We use the integral notation because the increments of xf are the
increments of f scaled by σ(L(t∗)), in such an interval, and because such a process
is the stochastic integral when f is replaced by Brownian motion. See Section 3.
Remark 3. It follows from the Skorohod Lemma [6, Ch. 3.6C] that L(t) = Mf (t)
where Mf is given in Definition 1 below.
Definition 1. For g ∈ C[0, T ], define
Mg(t) = min
s∈[0,t]
(−g(s)) ∨ 0
as the signed running minimum of g below zero. We define
τg(x) = inf{t > 0 : Mg(t) > x} ∧ S,
where S = sup{t : g(t) < g(T )} as a right continuous inverse of Mg, and inf ∅ =∞.
It is the unique right continuous inverse on its restricted domain [0, g(T )).
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For each n ∈ N , we construct approximations (x(n)f , L(n)) by inducting over times
segments [t
(n)
i , t
(n)
i+1) defined via
t
(n)
0 = 0,
t
(n)
i+1 = inf{t > t(n)i : x(n)f (t(n)i ) + σ(i/n)(f(t)− f(t(n)i )) < −(i+ 1)/n},
x
(n)
f (0) = f(0),
x
(n)
f (t) = x
(n)
f (t
(n)
i ) + σ
( i
n
)
(f(t)− f(t(n)i )) for t ∈ [t(n)i , t(n)i+1).
(9)
We use the convention that inf ∅ =∞. Furthermore, set
L(n)(t) :=Mxf (t) = max
s∈[0,t]
(−x(n)f (s)) ∨ 0.
The lemma below lists properties that follow directly from the definitions.
Lemma 2.1.
(i)
xf (0) = f(0) ≥ 0, xf (t(n)i ) = −i/n for i > 0,
(ii)
f(t
(n)
i+1)− f(t(n)i ) = −
1
nσ(i/n)
when t
(n)
i+1 <∞,
(iii)
t
(n)
i = inf
{
t > 0 : Mf (t) >
i∑
j=0
1
nσ(j/n)
}
,
(iv) For each n,
sup
i
t
(n)
i =∞,
(v)
x
(n)
f (t) =
∞∑
i=0
σ(i/n)(f(t ∧ t(n)i+1)− f(t ∧ t(n)i )),
(vi)
⌊nL(n)(t)⌋
n
=
i
n
for t ∈ [t(n)i , t(n)i+1),
(vii)
x
(n)
f (t)− x(n)f (0) =
∞∑
i=0
σ
(
⌊nL(n)(t(n)i )⌋
n
)(
f(t ∧ t(n)i+1)− f(t ∧ t(n)i )
)
,
(viii)
x
(n)
f (t) = x
(n)
f (s) + σ(i/n)(f(t)− f(s)) for t(n)i ≤ s ≤ t < t(n)i+1,
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(ix) For s < t, and k with s ∈ [t(n)k , t(n)k+1),
x
(n)
f (t) = x
(n)
f (s) + x
(n)
g (t− s)
where g(x) = x
(n)
f (s)+L
(n)(s)+f(s+x)−f(s) and x(n)g is given by (9) using
σg(x) = σ(k/n+ x),
(x) (x
(n)
f (t), L
(n)(t)) depends on f |[0,t]. Given s < t, (x(n)f (t), L(n)(t)) is a function
of (x
(n)
f (s), L
(n)(s)) and f |[s,t].
Definition 2. Let 0 = t0 < t1 < · · · < tk = T be a partition of the interval [0, T ].
Given another partition 0 = x0 < x1 < · · · < xm = T , we define the common
refinement of Q = {ti : i = 0, . . . , k} and P = {xi : i = 0, . . . , m} to be the partition
of [0, T ] formed from their union. A partition Q is called finer than another partition
Q′ if Q′ ⊂ Q.
First we show showing existence and uniqueness of subsequential limits of (x
(n)
f , L
(n))
in C[0, τf(1/K − ǫ)] for ǫ > 0.
Lemma 2.2. Let K be the Lipschitz constant for σ. For any fixed ǫ > 0, there is a
C(ǫ) ∈ N such that
C(ǫ)n∑
i=0
1
nσ(i/n)
>
1
K
− ǫ,
for all n.
Proof. Because σ(i/n) ≤ σ(0) +K(i/n), we have
Cn∑
i=0
1
nσ(i/n)
≥
Cn∑
i=0
1
n(σ(0) +K(i/n))
≥
Cn∑
i=0
1
nσ(0) +Ki
≥
Cn∑
i=0
1
nσ(0) +KCn
≥ Cn
n(KC + σ(0))
=
C
KC + σ(0)
,
for any C ∈ N. This last lower bound approaches 1/K as C → ∞. Hence for any
ǫ > 0 there is a C(ǫ) ∈ N with
C(ǫ)
KC(ǫ) + σ(0)
>
1
K
− ǫ.

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Corollary 2.3.
sup
t∈[0,τf (1/K−ǫ)]
σ
(⌊nL(n)(t)⌋
n
)
≤ σ(0)
n
+KC(ǫ),
where C(ǫ) is given from the Lemma 2.2.
Proof. It follows from Lemma 2.1 (iii) and Lemma 2.2 that t
(n)
nC(ǫ) > τf (1/K − ǫ).
Then,
sup
t∈[0,τf (1/K−ǫ)]
σ
(⌊nL(n)(t)⌋
n
)
≤ sup
i=0,...,C(ǫ)n
σ
( i
n
)
≤ σ(0) +KC(ǫ)n
n
.

The following proposition gives uniform control over the oscillations of x
(n)
f in the
interval [0, τf (1/K − ǫ)].
Proposition 4. For any 0 ≤ s < t ≤ τf(1/K − ǫ), there is a constant C ′ =
C ′(ǫ,K, δ) such that
|x(n)f (t)− x(n)f (s)|
≤ 4K‖f(t)‖[0.τf (1/K−ǫ)]
(1
n
+ C ′ sup
x∈[s,t]
|f(x)− f(s)|
)
+ C ′ sup
x∈[s,t]
|f(x)− f(s)|.
Here C ′(ǫ,K, δ) = 2(σ(0)+KC(ǫ)) +K +2+1/δ, where C(ǫ) given in Lemma 2.2,
and δ > 0 is the uniform lower bound of σ.
Proof. We use the representation (vii) in Lemma 2.1 to compute
|x(n)f (t)− x(n)f (s)| =∣∣∣σ(kn−1/n)(f(t(n)kn−1)− f(s)) + σ(mn/n)(f(t)− f(t(n)mn)
+
mn∑
i=kn
σ
(⌊nL(n)(t(n)i )⌋
n
)(
f(t
(n)
i+1)− f(t(n)i )
)∣∣∣
≤ |σ(kn−1/n)(f(t(n)kn−1)− f(s)) + σ(mn/n)(f(t)− f(t(n)mn)|
+
mn∑
i=kn
∣∣∣σ(⌊nL(n)(t(n)i )⌋
n
)(
f(t
(n)
i+1)− f(t(n)i )
)∣∣∣,
(10)
where kn = min{i : t(n)i > s} is the index of the first element in the partition {t(n)i }
occurring after s, and similarly mn = max{i : t(n)i < t} is the index of the last
element occurring before t. To control the first term of the last inequality above, we
add and subtract σ(kn−1/n)f(t) + σ(mn/n)f(t
(n)
kn−1
) to rewrite
σ(kn−1/n)(f(t
(n)
kn−1
)− f(s)) + σ(mn/n)(f(t)− f(t(n)mn)
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as
f(t)
(
σ(mn/n)− σ(kn−1/n)
)
+ σ(kn−1/n)
(
f(t)− f(s))
+ f(t
(n)
kn−1
)
(
σ(kn−1/n)− σ(mn/n)
)
+ σ(mn/n)
(
f(t
(n)
kn−1
)− f(t(n)mn−1)
)
Hence
|σ(kn−1/n)(f(t(n)kn−1)− f(s)) + σ(mn/n)(f(t)− f(t(n)mn)|
≤ (|f(t)|+ |f(t(n)kn−1)|)|σ(mn/n)− σ(kn−1/n)|
+
(
σ(mn/n) + σ(kn−1/n)
)(|f(t)− f(s)|+ |f(t(n)kn−1)− f(t(n)mn)|), from Lemma 2.2,
≤ 2‖f‖[0,τf (1/K−ǫ)]|σ(mn/n)− σ(kn−1/n)|
+ 2(σ(0) + C(ǫ)K)
(|f(t)− f(s)|+Mf (t(n)mn)−Mf (t(n)kn−1)), and as σ is Lipschitz
≤ 2‖f‖[0,τf (1/K−ǫ)]K
(mn − kn−1
n
)
+ 2(σ(0) + C(ǫ)K)
(
|f(t)− f(s)|+
mn∑
j=kn−1
1
nσ(j/n)
)
≤ 2‖f‖[0,τf (1/K−ǫ)]K
(mn − kn−1
n
)
+ 2(σ(0) + C(ǫ)K)
(
|f(t)− f(s)|+ mn − kn−1
δn
)
,
(11)
where δ > 0 is the uniform lower bound on σ. By definition mn−kn−1 is the number
of elements in the partition {t(n)i } containing the interval [s, t]. From Lemma 2.1 (iii),
t
(n)
i+1− t(n)i is the time it takes Mf (t(n)i + s) to increase by 1/(nσ(i/n)). By Corollary
2.3, 1/(nσ(i/n)) ≥ 1/(σ(0)+nKC(ǫ)), so t(n)i+1−t(n)i is no less than the time taken by
Mf (t
(n)
i + s) to increase by 1/(σ(0) + nKC(ǫ)). The total number of the partitions
is no more than Mf (t)−Mf (s) divided by this gap 1/(σ(0) + nKC(ǫ)). Thus
mn − kn−1 ≤ 2 + (σ(0) + nKC(ǫ))(Mf (t)−Mf (s)).
The addition of 2 comes by counting the first and last intervals [t
(n)
kn−1
, t
(n)
kn
) and
[t
(n)
mn+1 , t
(n)
mn). Continuing from (11), we have
|σ(kn−1/n)(f(t(n)kn−1)− f(s)) + σ(mn/n)(f(t)− f(t(n)mn)|
≤ 2‖f‖[0,τf (1/K−ǫ)]K
(2 + (σ(0) + nKC(ǫ))(Mf (t)−Mf (s))
n
)
+ 2(σ(0) + C(ǫ)K)
(
|f(t)− f(s)|+ 2 + (σ(0) + nKC(ǫ))(M
f (t)−Mf (s))
δn
)
.
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Denote C ′(ǫ) = σ(0) +KC(ǫ). This gives
|σ(kn−1/n)(f(t(n)kn−1)− f(s)) + σ(mn/n)(f(t)− f(t(n)mn)|
≤ 2‖f‖[0,τf (1/K−ǫ)](1 +K)
(2
n
+ C ′(ǫ)(Mf (t)−Mf (s))
)
+ 2C ′(ǫ)|f(t)− f(s)|+ 2C ′(ǫ)M
f (t)−Mf (s)
δ
≤ 4K‖f‖[0.τf (1/K−ǫ)]
n
+ 2C ′(ǫ)(‖f‖[0,τf (1/K−ǫ)] +K + 1 + 1/δ) sup
x∈[s,t]
|f(x)− f(s)|.
(12)
Now we bound the sum in equation (10),
mn∑
i=kn
∣∣∣σ(⌊nL(n)(t(n)i )⌋
n
)(
f(t
(n)
i+1)− f(t(n)i )
)∣∣∣
≤
mn∑
i=kn
C ′(ǫ)|f(t(n)i+1)− f(t(n)i )|, by Corollary 2.3,
≤
mn∑
i=kn
C ′(ǫ)
(
Mf (t
(n)
i+1)−Mf (t(n)i
)
= C ′(ǫ)
(
Mf (t(n)mn)−Mf (t(n)kn
)
≤ C ′(ǫ)(Mf (t)−Mf (s))
≤ C ′(ǫ)|f(t)− f(s)|,
(13)
since [t
(n)
kn
, t
(n)
mn ] ⊂ [s, t] be definition of kn, mn.
Combining bounds (12) and (13), (10) becomes
|xf(t)− xf (s)| ≤
4K‖f‖[0,τf (1/K−ǫ)]
n
+ 2C ′(ǫ)(‖f‖[0,τf (1/K−ǫ)] +K + 2 + 1/δ) sup
x∈[s,t]
|f(x)− f(s)|.

Corollary 2.4. The collection of functions {(x(n)f (s), L(n)(s)) : n ∈ N} is tight in
the space C[0, τf(1/K)− ǫ] with the uniform norm.
Proof. By definition, L(n) = Mxf , so it suffices to demonstrate the result for x
(n)
f .
It follows directly from Proposition 4, and x
(n)
f (0) = f(0), that {x(n)f : n ∈ N} ⊂
C[0, τf(1/K − ǫ)] satisfies the equicontinuity and uniform boundedness criteria of
the Arzela`-Ascoli theorem guaranteeing tightness. 
Proposition 5. Let P = {0 = t(n)0 < t(n)1 ∧τf (1/K−ǫ) < · · · < t(n)nC(ǫ)∧τf (1/K−ǫ) =
τf (1/K − ǫ)} be a partition of [0, τf (1/K − ǫ)]. Let Q = {xi : i = 0, . . . , m} be a
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common refinement of P . Then
x
(n)
f (t)− x(n)f (0) =
m∑
i=0
σ
(⌊nL(n)(xi)⌋
n
)(
f(t ∧ xi+1)− f(t ∧ xi)
)
for any t ∈ [0, τf (1/K − ǫ)].
Corollary 2.5. For any m,n ∈ N, and t ∈ [0, τf(1/K − ǫ)], we have
|x(n)f (t)− x(n)f (t)| ≤
∞∑
i=0
K
(|x(n)f (xi)− x(m)f (xi)|+2/(m∨ n))∣∣f(t∧ xi+1)− f(t∧ xi)∣∣,
where {xi} is the partition of [0, τf(1/K − ǫ)] formed from {t(n)i } ∪ {t(m)i }.
Proof. Apply Proposition 5 and the Lipschitz property of σ. 
Lemma 2.6. Let x
(nk)
f be a convergent subsequence in C[0, τf (1/K − ǫ)], as guar-
anteed by Corollary 2.4, and denote the limit as xf . Let
Ef = {τf(a) : a > 0} ∩ [0, τf(1/K − ǫ)],
and denote
Ank =
{
t
(nk)
i : i = 0, . . . , nC(ǫ)
} ∩ [0, τf(1/K − ǫ)],
A =
⋃
n∈N
Ank .
Then
Exf = A = Ef ,(14)
where E denotes the closure of E. Furthermore, L(nk) converges toMxf in C[0, τf (1/K−
ǫ)], and we have
L(x) =Mxf (x) = −xf (x)(15)
for all x ∈ Ef . For any t ∈ [0, τf (1/K − ǫ)] \ E, then
xf (t) = xf (t
∗) + σ(L(t∗))
(
f(t)− f(t∗)),(16)
where t∗ = max{s < t : s ∈ E}.
Proof. By Lemma 2.1 (iii), An ⊂ Ef . Hence A ⊂ Ef and A ⊂ Ef . Because σ > δ >
0, Lemma 2.1 (iii) guarantees that
1
nσ(i/n)
<
1
nδ
.(17)
Therefore, Lemma 2.1 (iii), shows
An =
{
τf (a
(n)
i ) : a
(n)
i =
i∑
j=0
1
nσ(j/n)
}
∩ [0, τf
( 1
K
− ǫ
)
.
DIFFUSIONS WITH LOCAL TIME DEPENDENT NOISE 11
By (17),
0 < a
(n)
i+1 − a(n)i <
1
nδ
.
That is, {a(n)i : i = 0, . . . , nC(ǫ)} has a mesh size decreasing to zero. Consequently,
for any a ∈ [0, 1/K − ǫ] there is a decreasing sequence a(n)in converging to a, so that
right continuity yields τf
(
a
(n)
in
)→ τf (a). This implies Ef ⊂ A, so that Ef ⊂ A and
so Ef = A. Similarly Exf ⊂ A.
To show (15), let x ∈ Ef and a(nk)ik ∈ Ank such that a
(nk)
ik
→ x. We know
L(nk)(a
(nk)
ik
) = Mx
(nk)
f (a
(nk)
ik
) = −x(nk)f (a(nk)ik ).
Taking limits as k →∞ on both sides and using the assumption that x(nk)f converges
uniformly to xf , we see
L(x) = Mxf (x) = −xf (x).
Equation (16) follows from the convergence of x
(nk)
f to xf , Lemma 2.1 (vii), and the
fact that there is a sequence of times t
(nk)
ik
such that t
(nk)
ik
→ t∗ with t ∈ [t(nk)ik , t
(nk)
ik+1
).

The following result is classical and we state it as a lemma.
Lemma 2.7. Let g ∈ C[0, T ] be a nondecreasing function. Then
τg(a) = inf{t > 0 : g(t) > a}
is the unique right continuous function τg : [0,maxx g(x))→ R such that g ◦ τg = id.
Proof. Note that g ◦ τg(a) = a by continuity of g. If r is another right continuous
function such that g ◦ r = id, we show r ≤ τg and r ≥ τg. Continuity of g readily
gives r(a) = inf{t > 0 : g(t) > a} = τg(a). Assume that τg(a) > r(a) for some a,
then by right continuity of r there is an ε > 0 such that τg(a) > r(a+ε). But because
g is nondecreasing and g ◦ r = id, this implies a + ε = g(r(a + ε)) ≤ g(τg(a)) = a,
which is a contradiction. Hence τg ≤ r. 
Theorem 6. For any ǫ > 0, the sequence (x
(n)
f , L
(n)) converges uniformly on [0, τf(1/K−
ǫ)] to a unique pair of continuous functions (xf , L). Where for s, t ∈ [0, τf (1/K−ǫ)],
s < t,
xf (t) = xf (s) + xg(t− s)(18)
for g(x) = xf (s) + L(s) + f(s+ x)− f(s) and σg(x) = σ(L(s) + x).
Proof. Again, it suffices to show x
(n)
f converges to a unique function xf because, in
this case, L(n) :=Mx
(n)
f will converge toMxf . Let nk, mk be two sequences such that
x
(nk)
f −→ xf , and
x
(mk)
f −→ x˜f ,
(19)
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uniformly in C[0, τf(1/K − ǫ)]. We will show xf = x˜f .
To do this we first show xf (t) = x˜f(t) for all t ∈ Ef , where Ef is given in Lemma
2.6. Denote {xi} as the partition of [0, τf (1/K − ǫ)] formed from
{
t
(nk)
i
} ∪ {t(mk)i }.
From Corollary 2.5 and Lemma 2.6, we have
|x(nk)f (t)− x(mk)f (t)|
≤
∞∑
i=0
K
(|x(nk)f (xi)− x(mk)f (xi)|+ 2nk ∨mk )∣∣f(t ∧ xi+1)− f(t ∧ xi)∣∣
≤
∞∑
i=0
K
(‖x(nk)f − x(mk)f ‖Ef∩[0,t] + 2nk ∨mk )∣∣f(t ∧ xi+1)− f(t ∧ xi)∣∣, since xi ∈ E,
≤ K(‖x(nk)f − x(mk)f ‖Ef∩[0,t] + 2nk ∨mk )
∞∑
i=0
(
Mf (t ∧ xi+1)−Mf (t ∧ xi)
)
,
(20)
since s1, s2 ∈ E¯f implies |f(s1)−f(s2)| = |Mf (s1)−Mf (s2)| by Lemma 2.6. Because
Mf is nondecreasing,
∞∑
i=0
(
Mf (t ∧ xi+1)−Mf (t ∧ xi)
)
= Mf (t).
Hence,
|x(nk)f (t)− x(mk)f (t)| ≤ K
(
‖x(nk)f − x(mk)f ‖E∩[0,t] + 2/(nk ∨mk)
)
Mf (t).(21)
The right hand side of inequality (21) is nondecreasing, so the same upper bound
holds when taking the supremum of the term on the left hand over E ∩ [0, t]:∥∥x(nk)f − x(mk)f ∥∥E∩[0,t] := sup
s∈E∩[0,t]
|x(nk)f (t)− x(mk)f (t)|
≤ K
(∥∥x(nk)f − x(mk)f ∥∥Ef∩[0,t] + 2nk ∨mk
)
Mf (t).
(22)
Now take nk, mk →∞ on both sides and apply (19) to see∥∥xf − x˜f∥∥Ef∩[0,t] ≤ K∥∥xf − x˜f∥∥Ef∩[0,t]Mf (t).(23)
But, in fact, KMf (t) < 1 for t ∈ [0, τf(1/K − ǫ)] by definition of τf . Consequently,∥∥xf − x˜f∥∥Ef∩[0,t] < ∥∥xf − x˜f∥∥Ef∩[0,t], for all t ∈ Ef .
This results in a contradiction unless ‖xf − x˜f‖E∩[0,t] = 0, i.e. xf = x˜f on Ef . Then,
for any a, τxf (a) ∈ Ef , and by (15),
Mxf (τxf (a)) = −xf (τxf (a)) = −x˜f (τxf (a)) = M x˜f (τxf (a)).
This means that τxf is a right continuous inverse of M
x˜f . By Lemma 2.7, τxf = τx˜f .
In other words, Mxf and M x˜f are two continuous nondecreasing functions (with
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domain [0, τf(1/K − ǫ)]) that have the same hitting times. Therefore Mxf = M x˜f
on [0, τf (1/K − ǫ)]. To show xf = x˜f on the entire interval [0, τf(1/K − ǫ)], we
use Proposition 5 with the refinements {xi} for which we hide the dependence on
nk, mk, but with any t ∈ [0, τf (1/K − ǫ)], to see
|x(nk)f (t)− x(mk)f (t)|
≤
∞∑
i=0
K
(⌊nkL(nk)(xi)⌋
nk
− ⌊mkL
(mk)(xi)⌋
mk
)
|f(t ∧ xi+1)− f(t ∧ xi)|
≤
∞∑
i=0
K
(
‖L(nk) − L(mk)‖[0,t] + 2
nk ∧mk
)
|f(t ∧ xi+1)− f(t ∧ xi)|
≤ K
(
‖L(nk) − L(mk)‖[0,t] + 2
nk ∧mk
)( j∑
i=0
|Mf (xi+1)−Mf (xi)|+ |f(t)− f(xj+1)|
)
≤ K
(
‖L(nk) − L(mk)‖[0,t] + 2
nk ∧mk
)
· 3‖f‖[0,t].
(24)
The same bound holds when we take suprememum of the left hand side since the
right hand is nondecreasing. Hence,
‖x(nk)f − x(mk)f ‖[0,t] ≤ K
(
‖L(nk) − L(mk)‖[0,t] + 2
nk ∧mk
)
· 3‖f‖[0,t].
Now take lim supk→∞ of both sides and the fact L
(nk) and L(mk) both converge
uniformly to the same function Mxf :
‖xf − x˜f‖[0,t] ≤ lim sup
k→∞
‖x(nk)f − x(mk)f ‖[0,t] = 0.
Equation (18) comes from Lemma 2.1 (ix) and uniform convergence of 19. 
This next proposition shows, in some sense, the map f 7→ x(n)f is asymptotically
continuous with shifts of the initial condition and domain shifts of σ. We provide an
outline of the proof.
Proposition 7. Let σn(x) = σ(ζn+ x), where ζn, zn ≥ 0 and zn → z, ζn −→ ζ. Let
xz+f be the unique function guaranteed by Theorem 6. Then∥∥x(n)zn+f − xz+f∥∥[0,τz+f (1/K−ǫ)] −→ 0.
Proof. One can easily modify Proposition 4 to show that the collection xzn+f , con-
structed with σn, is tight in C[0, τf (1/K−ǫ)] as in Corollary 2.4. Take a subsequence
nk such that xznk+f converges to a function x˜ uniformly. It suffices to show xf = x˜.
Since zn + f is a shift of z + f , M
zn+f =
[
Mz+f − (zn − z)
] ∨ 0 so t(n)i,zn+f is hitting
times for Mf by Lemma 2.1 (iii). One can show Lemma 2.6 holds with these times
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t
(nk)
i,znk+f
and the set Ef .
|f(xi+1)− f(xi)| =Mf (xi+1)−Mf (xi).(25)
Then x
(n)
fn
has a form similar to that given in Proposition 5 where we form the
partition of [0, τf(1/K − ǫ)] by {xi} = {t(n)i,zn+f} ∪ {t
(n)
i,z+f}.
x
(n)
zn+f
(t)− (zn + f(0)) =
∞∑
i=0
σn
(
⌊nL(n)zn+f(xi)⌋
n
)(
f(t ∧ xi+1)− f(t ∧ xi)
)
.
We have a similar representation for x
(n)
z+f(t)− (z + f(0)). By subtracting these two
representations and (25), we have
|x(nk)nk+f(t)− x
(nk)
z+f (t)|
≤ |znk − z|+
∞∑
i=0
∣∣∣σ(ζnk + ⌊nL(nk)znk+f(xi)⌋nk
)
− σ
(
ζ +
⌊nL(nk)znk+f(xi)⌋
nk
)∣∣∣∣∣f(t ∧ xi+1)− f(t ∧ xi)∣∣
≤ |znk − z|+
∞∑
i=0
∣∣∣σ(ζn + ⌊nL(nk)znk+f (xi)⌋
nk
)
− σ
(
ζ +
⌊nL(nk)znk+f(xi)⌋
nk
)∣∣∣∣∣f(t ∧ xi+1)− f(t ∧ xi)∣∣
≤ |znk − z|+
∞∑
i=0
K
∣∣∣ζn + ⌊nL(nk)znk+f(xi)⌋
nk
− ζ −
⌊nL(nk)znk+f(xi)⌋
nk
∣∣∣∣∣f(t ∧ xi+1)− f(t ∧ xi)∣∣
≤ |znk − z|+K
∞∑
i=0
(
|ζn − ζ |+ ‖L(n)znk+f − L
(n)
z+f‖E∩[0,t] +
2
nk
)∣∣f(t ∧ xi+1)− f(t ∧ xi)∣∣.
One can then apply the same arguments used in the proof of Theorem 6 by first
showing xf = x˜ on E, then the entire interval [0, τf(1/K − ǫ)]. 
Theorem 6 can be extended to hold for C[0, T ] for any positive T.
Theorem 8. For any T > 0, (x
(n)
f , L
(n)) converges uniformly to (xf , L) ∈ C([0, T ],R2),
with (xf , L) satisfies the following:
(i) For t ∈ [0, T ], let t′ = sup{0 ≤ s ≤ t : xf (s) + L(s) = 0} be the last zero of
xf + L = 0 before t. Then
xf (s) = xf (t
′) + σ
(
L(t′)
)(
f(s)− f(t′)),
for all s ∈ [t′, t].
(ii) For all 0 ≤ s ≤ t ≤ T,
xf (t) = xf (s) + xg(t− s)
where g(x) = xf(s) + L(s) + f(s+ x)− f(s) with σg(x) = σ(L(s) + x).
Proof. We use a “patching” argument with the shifting property Lemma 2.1 (ix) to
show x
(n)
f converges uniformly on larger intervals.
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Denote the limit of x
(n)
f on [0, τf(1/K − ǫ)] as xf . By Lemma 2.1 (ix), we write
x
(n)
f (t+ t
′) = x(n)f (t
′) + x(n)
g(n)
(t)(26)
where we denote t′ = τf (1/K − ǫ) and t′ + t ∈ τg(1/K − ǫ) for g(n)(x) = x(n)f (s) +
L(n)(s) + f(s+ x)− f(s), σ(n)
g(n)
(x) = σ(L(n)(s) + x), and ǫ ∈ (0, 1/K). Apply Propo-
sition 7 with ζn = L
(n)(s), zn = x
(n)
f (s) + L
(n), z = xf (s) + L(s) to give
x
(n)
g(n)
−→ xg,
uniformly on [0, τg(1/K − ǫ)], where g(x) = xf (s) + L(s) + f(s + x) − f(s) and
σg(x) = σ(L(s) + x).
Consequently, we can apply Theorem 6 to x
(n)
f and x
(n)
g(n)
with equation (26) show-
ing that x
(n)
f converges uniformly to a continuous function xf on [0, τf(1/K − ǫ) +
τg(1/K − ǫ)] = [0, τf(2/K − 2ǫ)]. Furthermore,
x
(n)
f (t + t
′) −→ xf (t′) + xg(t),
for t ∈ [0, τg(1/K − ǫ)].
We can repeat this argument to see x
(n)
f converges uniformly on [0, τf(N/K−Nǫ)]
for any N ∈ N. Since f is continuous it is bounded on compact time sets, and we
can take N large enough so for any T > 0, x
(n)
f converges uniformly on [0, τf(N/K−
Nǫ)] ⊃ [0, T ]. 
We denote (7) as (xf , L) in accordance with Theorem 8.
3. Diffusions with local time dependent noise
In this section we apply the results in Section 2 to construct a strong solution to
a diffusion with local time dependent noise. That is, we have the following theorem.
Theorem 9. Let σ : R≥0 → R+ be a Lipschitz function bounded away from zero,
(Ω,P, (Ft)t≥0) be a probability space supporting an Ft-adapted Brownian motion B,
and take X(0) ≥ 0. There exists a continuous Ft-adapted Markov process (X,L)
such that the following holds for all t ∈ [0, T ], almost surely:
X(t) = X(0) +
∫ t
0
σ(L(s)) dB(s),(27)
L(0) = 0, L is nondecreasing and flat off {s : X(s) + L(s) = 0}.(28)
Furthermore,
〈X〉(t) =
∫ t
0
σ2(L(s)) ds.(29)
Remark 4. Note that, as a stochastic integral with respect to Brownian motion, X
is a martingale.
The proof of Theorem 9 essentially follows from the results in Section 2.
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Proof. Almost every Brownian path is continuous, hence we can construct the pair
(x
(n)
B , L
(n)) by replacing f in equation (9) pathwise with the Brownian motion B.
From Lemma 2.1 (vi), x
(n)
B is the stochastic integral with respect to Brownian motion:
x
(n)
B = x
(n)
B (0) +
∫ t
0
σ
(⌊nL(n)(s)⌋
n
)
dB(s)
where L(n)(t) := Mx
(n)
B (t). By Theorem 8, (x
(n)
B , L
(n)) converges in C([0, T ],R2) to
the pair of processes (xB, L), almost surely. This, along with Lemma 2.1 (x), implies
(xB, L) is Ft−adapted and a Markov process. Note that L(t) = MxB (t) is an Ft-
adapted continuous nondecreasing process on [0, T ]. Hence
P
(∫ T
0
σ2(L(s)) ds ≤ Tσ2(L(T )) <∞
)
= 1
so we can define the stochastic integral
∫ t
0
σ(L(s)) dB(s) [6, Ch. 3.2]. Clearly
∫ T
0
∣∣∣σ(⌊nL(n)(s)⌋
n
)
− σ(L(s))
∣∣∣2 d〈B〉(s)
=
∫ T
0
∣∣∣σ(⌊nL(n)(s)⌋
n
)
− σ(L(s))
∣∣∣2 ds
≤ T
∥∥∥σ(⌊nL(n)⌋
n
)
− σ ◦ L
∥∥∥2
[0,T ]
≤ TK2
∥∥∥⌊nL(n)⌋
n
− L
∥∥∥2
[0,T ]
≤ TK2
(
‖L(n) − L‖[0,T ] + 1
n
)2
−→ 0.
By [6, Prop. 3.2.26], for instance,∥∥∥ ∫ t
0
σ(L(s)) dB(s)−
∫ t
0
σ
(⌊nL(n)(s)⌋
n
)
dB(s)
∥∥∥
[0,T ]
=
∥∥∥XB(0) + ∫ t
0
σ(L(s)) dB(s)− x(n)B
∥∥∥
[0,T ]
−→ 0, in probability.
But we already know
x
(n)
B −→ xB, almost surely.
Therefore
xB(t) = xB(0) +
∫ t
0
σ(L(s)) dB(s)
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for all t ∈ [0, T ], almost surely, where L =MxB . Because xB can be constructed for
any probability space supporting a Brownian motion, and is adapted to the same
filtration, this proves a strong solution exists. 
Theorem 10.
Y (t) := X(t) + L(t) = X(0) + L(t) +
∫ t
0
σ(L(s)) dB(s)(30)
is a process reflecting inside [0,∞) with local time dependent noise. That is, L is
the local time of Y at zero. Furthermore, there exists a continuous random field
Λ(t, a) : R≥0 × R → R such that
(i) Λ(t, a) is Ft−adapted for fixed a.
(ii) The map t 7→ Λ(t, a) is continuous and nondecreasing for each a, with
Λ(0, a) = 0 and Λ(·, a) flat off {s : Y (s) = a}.
(iii) For every Borel measurable k : R→ R≥0,∫ t
0
k(Y (s))σ2(L(s)) ds = 2
∫ t
0
k(a)Λ(t, a) da
for all t ∈ [0, T ], almost surely.
We also have the Itoˆ-Tanaka formula for (linear combinations of) convex functions
f :
f(Y (t)) = f(Y (0)) +
∫ t
0
f−(Y (s))σ(L(s)) dB(s) +
∫
R
Λ(t, a) dµ(a),(31)
for all t ∈ [0, T ], almost surely. Furthermore, L(t) is the local time of Y at zero.
Remark 5. Here f− is the left-hand derivate, which exists Lebesgue almost every-
where, and µ is the measure constructed from µ([a, b)) = f−(b)−f−(a). See [6, Chap
3.6D], where Karatzas & Shreve refer to (31) as the generalized Itoˆ rule for convex
functions. The random field Λ is the stochastic field of local times where Λ(t, a) is
the local time of Y at level set a and time t. We use the same normalization of local
time as Karatzas & Shreve [6, Remark 3.6.4 and Ch. 3.7].
Proof. The statements (i), (ii), and (iii) follow from [6, Ch 3.7] since X is a contin-
uous martingale. That L is the local time of Y at zero, apply (31) to f(x) = x+ :=
max{x, 0}, we have f−(x) = 1(0,∞) and µ = δ{0}. Now use Theorem 9 to see
(Y (t))+ = (Y (0))+ +
∫ t
0
1(Y (s) > 0)σ(L(s)) dB(s) + Λ(t, 0)(32)
for all t ∈ [0, T ], almost surely, because the measure µ becomes a point mass at zero.
Taking k(x) = 1{0} in Theorem 10 (iii), we see∫ t
0
1(Y (s) = 0) d〈X〉(s) = 0,
for all t ∈ [0, T ], almost surely. This implies that 1(Y (s) > 0) is equivalent to
1(Y (s) ≥ 0) under the L2 norm on Ω × [0, T ] generated by the measure m(A) =
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E
∫ t
0
1A(t, ω) d〈X〉s(ω).Consequently the stochastic integrals
∫ t
0
1(Y (s) > 0)σ(L(s)) dB(s)
and ∫ t
0
1(Y (s) ≥ 0)σ(L(s)) dB(s) =
∫ t
0
σ(L(s)) dB(s) = X(t)−X(0)
are indistinguishable. That is, they agree for all t ∈ [0, T ], almost surely [6, Ch.
3.2]. Therefore, we can write (32) as
(Y (t))+ = (Y (0))+ +X(t)−X(0) + Λ(t, 0)(33)
= X(t) + Λ(t, 0), since (Y (0))+ = X(0) > 0(34)
for all t ∈ [0, T ], almost surely. Now (Y (t))+ = Y (t) since Y ≥ 0, so
Y (t) = X(t) + Λ(t, 0),
for all t ∈ [0, T ], almost surely. But by definition,
Y (t) := X(t) + L(t).
Hence L(t) and Λ(t, 0) are indistinguishable. Consequently L is the martingale local
time of Y at zero, justifying our claim that Y is a reflected diffusion with local time
dependent noise. 
Remark 6. By examining the proof of Theorem 8, x
(n)
f converges to xf uniformly
on [0, τf(C)] for any C > 0. This holds even when τf (C) =∞ since xf(t) = xf (t∗)+
σ(L(t∗))(f(t)− f(t∗)) for all t > t∗ = infs∈R{Mf (s) = maxx∈RMf (x)}. This is not
a concern for Brownian paths, however, since τB(C) <∞ almost surely.
3.1. Time of determinacy. In this subsection we consider the pair (Y, L) when
the noise of Y decreases as a power of its reflection local time L. That is, we consider
σp(x) =
{
(1− x)p for x ∈ [0, 1]
0 for x > 1,
for a given p ∈ [0,∞). This function is neither Lipschitz, nor bounded away from
zero, so existence of (Y, L) does not immediately follow from Theorems 9 and 10.
However,
σp,δ(x) =
{
(1− x)p for x ∈ [0, 1− δ]
δp for x > 1− δ,
does satisfy these properties, allowing us to build up a strong solution by letting
δ → 0. Assuming we can build a solution with σp as defined above, the noise will
continue to decrease as the local time accumulates. It is conceivable that the noise
will disappear completely if the noise decreases to zero. After this time, if it exists,
the process will be have no noise. That is, it will be deterministically zero from
this time forward. Because of this we call this time the time until determinism and
denote it by τ . (We hide the dependence on p.) Formally,
τp = inf{t > 0 : σp(L(t)) = 0} = inf{t > 0 : L(t) = 1}.
In this subsection we prove the following Theorem which we prove after introducing
some lemmas.
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Theorem 11. For any p ∈ [0,∞) and σp as above, there exists a strong solution to
Y (t) = Y (0) +
∫ t
0
σp(L(s)) dB(s) + L(s),
for all t ∈ [0,∞), where L is the local time of Y at zero. Furthermore,
τp <∞ almost surely, for 0 ≤ p < 1,(35)
τp =∞ almost surely, for 1 ≤ p <∞.(36)
In particular, the distribution of τp for 0 ≤ p < 1 is determined by its Laplace
transform
φ(λ) := E(e−λτp) = exp
(
−
√
2λ
∫ 1
0
ds
σp(s)
)
= exp
(
−√2λ
1− p
)
(37)
In order to stay true to our notation of τf defined earlier, the next proposition is
phrased in our notation rather than the perhaps more natural statement using the
typical stopping time definition of inf{t > 0 : B(t) > a}.
Lemma 3.1. Let an be a deterministic sequence converging to a ∈ R≥0. Let
τB(an) = inf{t > 0 : B(t) < −an}
be the first time the running minimum of a standard Brownian motion exceeds an.
Then τB(an)→ τB(a), almost surely.
Proof. Let
τ+ := lim sup
n→∞
τB(an),
τ− := lim inf
n→∞
τB(an).
Note τ+ and τ− are stopping times, and τ+ ≤ τB(maxn an) <∞, almost surely. For
each ω ∈ Ω there is a random sequence nk(ω) such that τBω(ank(ω)) −→ τ−(ω). By
continuity
B(τ−) = lim
k→∞
B(τB(ank(ω))) = lim
k→∞
−ank(ω) = −a.
By the strong Markov property {B(t + τ−) + a : t ≥ 0} is a Brownian motion,
so for every ǫ > 0 there is an s ∈ (τ−, τ− + ǫ) such that B(s + τ−) + a < 0 (i.e.
B(s+ τ−) < −a), almost surely. This implies τB(a) ≤ τ−, almost surely.
Pick ǫ > 0 and choose N such that an < a + ǫ for all n > N. Then τB(an) <
τB(a+ ǫ), almost surely, for all n > N. Consequently
τ+ = lim sup
n→∞
τB(an) ≤ τB(a + ǫ),
almost surely. Recall that z 7→ τB(z) is right continuous, almost surely. It follows
that for a fixed η > 0 one can find ǫδ such that τ
+ ≤ τB(a + ǫδ) < τB(a) + η with
probability greater than 1 − δ. Consequently τ+ ≤ τB(a), almost surely. We have
shown
τ+ ≤ τB(a) ≤ τ−
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almost surely, so τB(an) −→ τB(a) almost surely, as well. 
Lemma 3.2. Let (Y, L) be the stochastic process given by Theorem 10 with a given
σ satisfying the conditions of Theorem 9. By Remark 6 we can define the process
(Y, L) on [0, τB(C)] where
∫ α
0
ds
σ(s)
< C. Then
L
(
τB
(∫ α
0
ds
σ(s)
))
= α.
Remark 7. In other
Proof. According to Lemma (iii), L(n)(t
(n)
⌊αn⌋) = ⌊αn⌋/n, where
t
(n)
⌊αn⌋ = τB
⌊αn⌋∑
j=0
1
σ(j/n)n
 .
Note that
⌊αn⌋∑
j=0
1
σ(j/n)n
−→
∫ α
0
ds
σ(s)
since the sum is a Riemann approximation converging to the integral. By Lemma
3.1,
t
(n)
⌊αn⌋ −→ τB
(∫ α
0
ds
σ(s)
)
=: t(α),
almost surely. Since L(n) converges to L uniformly on [0, τB(C)] ⊃ [0, t(α)], almost
surely, we see
L(t(α)) = lim
n→∞
L(n)(t
(n)
⌊αn⌋) = limn→∞
⌊αn⌋/n = α,
almost surely. 
Proof of Theorem 11. Fix p ∈ [0,∞) and denote
Sp(α) :=
∫ α
0
ds
σp(s)
for α ∈ [0, 1). Pick δ > 0, and as indicated in the statement of Lemma 3.2, we can
construct a solution {(Y (t), L(t)) : t ∈ [0, τB(Sp(1− δ))] where
dY (t) = dL(t) + σp,δ(L(t))dB(t).
But by Lemma 3.2,
L(τB(Sp(1− δ))) = 1− δ,
so L(s) ranges from zero to 1−δ on [0, τB(Sp(1−δ))]. This implies that σp,δ ◦L = σp
on [0, τB(Sp(1− δ))], so that Y is in fact a solution to
dY (t) = dL(t) + σp(L(t))dB(t)(38)
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for t ∈ [0, τB(Sp(1−δ))]. This pathwise construction can be done for any δ > 0. Take
the sequence δn = 1/n and for a given sample path of Brownian motion construct
Yn(t) = x(0) + xB(t) + L(t)(39)
(with σp) for t ∈ [0, τB(Sp(1 − 1/n))]. But for n < m the paths Yn and Ym are
identical, almost surely, on their common domain [0, τB(1−1/n)]. Consequently we
can define a strong solution (Y, L) of (39) on [0, τB(Sp(1−))), where
Sp(1−) := lim
δ→0
Sp(1− δ) =

1
1− p if 0 ≤ p < 1,
∞ if p ≥ 1,
(40)
by taking any t ∈ [0, τB(Sp(1−))) and defining Y (t) as limn→∞ Yn(t). This shows a
strong solution to (38) holds for t ∈ [0,∞) when p ≥ 1. Furthermore, Lemma 3.2
yields
L(τB(Sp(1− 1/n))) = 1− 1/n,
so the noise of Y at time τB(τB(Sp(1− 1/n)) is
σ(L(τB(Sp(1− 1/n)))) = 1
np
.
Consequently, the noise of Y (t) approaches zero as t approaches τB(Sp(1−)). There-
fore we define the time of determinacy as
τp := τB(Sp(1−)).
By the form of (40), this demonstrates (35). When 0 ≤ p < 1, the noise of Y (t)
decreases to zero as t approaches τp = τB(1/(1 − p)). Whence, setting Y (t) = 0
for t ∈ [τp,∞), Y solves (38) for all t ∈ [0,∞) as long as we can sensibly define
L for these times as well. One option would be to kill L(t) at one after time
τB(1/(1 − p), but then L would not retain the notion of local time for Y after the
time of determinacy because the local time of a constant function (at that level) is
infinite. Therefore it seems more natural to define L(t) =∞ for t ∈ (τp,∞), meaning
L would jump to infinity. With these definitions, (Y, L) solves (38) by extending
σp(∞) = 0. Since τp = τB(1/(1− p)), the Laplace transform is well known as
φ(λ) = E(e−λτp) = e−
√
2λ/(1−p).

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