Let Ω ⊂ C be a bounded domain such that 0 ∈ Ω . Denote by P n , n ∈ N := {1, 2, . . .}, the set of all complex polynomials of degree at most n. Let
Introduction
Let Ω ⊂ C be a domain in the complex plane C with 0 ∈ Ω and let P n , n ∈ N := {1, 2, . . .}, be the set of all complex polynomials of degree at most n. By P n (Ω ) we denote the subset of polynomials p ∈ P n with p(0) = 0 and p(D) ⊂ Ω , where D stands for the unit disk {z : |z| < 1}, and by
we denote the maximal range of these polynomials. The notion of the maximal range of polynomial spaces has been introduced in [9] and studied in [10] [11] [12] 5, 16, 15] (for the survey of the various aspects of this notion, see [6] ). This idea led to a unified approach to different inequalities for polynomials with constrains to their images of D.
In particular, in [5] some important properties of Ω n for a simply connected domain Ω were related to the conformal mappings f of D onto Ω with f (0) = 0. To quote the main result of [5] we make use of the notation f s (z) := f ((1 − s)z), z ∈ D, 0 ≤ s < 1, and utilize the notation of subordination: for two functions g, h analytic in D we say that g is subordinate to h (denoted by g ≺ h) iff an analytic function w with |w(z)| ≤ |z| in D exists such that g = h • w.
Theorem ([5, Theorem 1]
). There exists a universal constant c 0 > 1 with the following property: for each simply connected Ω and n ≥ 2c 0 there exists a (univalent) p ∈ P n (Ω ) such that f c 0 /n ≺ p ≺ f.
(1.1)
In particular,
In this paper, we are dealing mainly with univalent polynomials in P n (Ω ). That this, in the case of simply connected domains, is without loss of generality when it comes to maximal range problems is a consequence of the following theorem.
Theorem ( [7] ). Let Ω be simply connected. Then, for every n ∈ N, we have
It turns out (see [5, Theorem 2] ) that, for any unbounded domain, the bound c 0 /n in (1.1) and (1.2) cannot be improved. For some bounded domains, however, this is not so. For example, if Ω = D, then f (z) = z and f 0 (D) = f (D) = Ω n = Ω . Furthermore, using the same approach as in the proof of [5, Theorem 1] , one can show that if Ω is bounded by an analytic curve, then there are constants c 1 = c 1 (Ω ) > 0 and 0 < q = q(Ω ) < 1 such that for sufficiently large n ∈ N and some univalent polynomial p ∈ P n (Ω ) one has f c 1 q n ≺ p ≺ f, and so
The first objective of this paper is to describe a (wide) class of simply connected bounded domains Ω for which the bound c 0 /n in (1.1) and (1.2) is still of the right order.
It follows from (1.2) that the sequence {Ω n } converges to Ω as n → ∞ in the sense that each point z ∈ Ω belongs to all Ω n with n > n 0 (z, Ω ). The second objective of this paper is to derive from (1.2) results showing how the geometrical structure of Ω influences the rate of the convergence Ω n → Ω . We investigate this problem for arbitrary John domains and test the sharpness of our results in the case of domains Ω with locally piecewise Dini-smooth boundary.
Statement of the results
In what follows we always assume that Ω is bounded and that, if Ω is simply connected, the conformal mapping f is not a polynomial by itself. We set L := ∂Ω .
First we discuss the sharpness of (1.1) and (1.2). For a simply connected domain Ω denote by s(n, Ω ) the infimum of s such that there exists a univalent polynomial p ∈ P n (Ω ) with the property
According to (1.1) we have
for all sufficiently large n.
Theorem 1.
Let Ω be simply connected. There exists a universal constant c 2 > 0 with the following property: if (2.1) holds for some univalent polynomial p ∈ P n (Ω ) with n > 3 and some s ∈ (0,
This result enables us to show that (2.2) is sharp for a wide class of bounded domains. For z ∈ C and r > 0, let
Let L = ∂Ω be a Jordan curve and let ε = ε(Ω ) > 0 satisfy the following property: for any z ∈ L and 0 < r < ε there exists an arc γ (z, r ) = γ Ω (z, r ) ⊂ Ω ∩ C(z, r ) with endpoints on L such that γ (z, r ) separates z from 0, i.e., γ (z, r ) has non-empty intersection with every Jordan arc in Ω which joins 0 to z. If γ (z, r ) is not uniquely determined, then we choose one of those for which the connected component of Ω \ γ (z, r ) containing the origin is largest. Hence, a system of circular crosscuts {γ (z, r )} 0<r <ε forms a null-chain defining the boundary prime end at z (for terminology, see [21, Chapter 2] ). To avoid unessential complications for our geometrical considerations we confine ourselves to domains with a quasiconformal boundary (that is, quasidisks) (see [1, 18, 14] ). By Ahlfors' theorem (see, for example, [18, p. 100]), a Jordan curve J is quasiconformal iff there exists a constant c = c(J ) ≥ 1 such that for any pair z 1 , z 2 ∈ J we have
J and J denote the two subarcs J \ {z 1 , z 2 } consists of and diam E stands for the diameter of a set E ⊂ C.
Let |γ | be the one-dimensional Lebesgue measure (length) of a Jordan arc γ ⊂ C.
Theorem 2.
Let Ω be a quasidisk and assume that there exists a point z ∈ L such that
Then s(n, Ω ) ≥ c 3 /n with some c 3 = c 3 (Ω ) > 0.
Note that we consider a multivariate limit in (2.4), but not an iterated one.
If there is a circular sector with center at z, radius δ > 0 and opening βπ, 1 < β < 2, in C \ Ω , then
condition (2.4) is fulfilled. Therefore, if the boundary of Ω has in at least one point something like an acute angle (with respect to Ω ), then (2.2) is of the right order. Next, we estimate the discrepancy between the domain and its maximal ranges. We begin with a simple consequence of (1.2) and a distortion theorem due to Lavrentiev [17] . Let
If 0 ∈ Ω (t) denote by Ω 0 (t) the (simply) connected component of Ω (t) containing the origin.
Theorem 3.
Let Ω be simply connected. There exist constants n 0 = n 0 (Ω ) ∈ N and c 4 = c 4 (Ω ) > 0 such that for n > n 0 ,
With additional information about the geometry of Ω we can get better estimates for the closeness of Ω n to Ω than the one in Theorem 3. The suitable measure of this closeness is the Hausdorff distance, which is defined as follows. For a set A ⊂ C let
is called the Hausdorff distance between the sets A and B.
We are interested in the case of a domain Ω for which there exists α > 0 such that
Note that for a domain with cusps at boundary points inequality (2.6) does not generally hold. We do not discuss this in detail, but only point out the following typical case. For β > 0, let
Theorem 4. For any β > 0 and n > 1,
holds with some c 5 = c 5 (β) > 0.
A natural and fairly wide class of domains not possessing inner cusps on the boundary (like that one which Ω β has at the point −1) are the so-called John domains (see [19, 21] ). Their original definition is as follows. Definition 1. A (not necessarily simply connected) domain Ω is called John domain if there is a constant c 6 = c 6 (Ω ) > 0 such that any point z ∈ Ω can be joined with the origin 0 by an arc l = l(0, z) ⊂ Ω which has the following property: if l(ζ, z) is the subarc of l between points ζ ∈ l and z then
(2.8)
However, we prefer another, equivalent definition of John domains in terms of quasiconformal mappings. After Gehring [14] , a bounded Jordan domain G is called a k-quasidisk, 0 ≤ k < 1, if any conformal mapping of D onto G has a K -quasiconformal extension homeomorphism of C onto itself, where
, which are symmetric with respect to both, the real and the imaginary axis, bounded by two circular arcs with vertices in ±δ and interior angles of π(1 − k) are k-quasidisks [14] . It has been shown in [3, Theorem 1] that Definition 1 and the following Definition 2 are equivalent.
Definition 2.
A domain Ω is a John domain iff it satisfies the k-quasidisk condition for some 0 ≤ k < 1. This means the following: there exist positive constants c 7 (Ω ) and c 8 (Ω ) such that for any z ∈ Ω there is a k-quasidisk G z ⊂ Ω satisfying
(2.9)
Let Ω be a John domain satisfying the k-quasidisk condition for some 0 ≤ k < 1.
Then there exists c 9 = c 9 (Ω ) > 0 such that
To get an idea of the quality of estimate (2.10), we consider domains with piecewise smooth boundaries. Following [21] , a smooth Jordan curve L is called Dini-smooth if the angle β(s) of the tangent, considered as a function of the arc length s, satisfies
where h is an increasing function with
We call a Jordan arc Dini-smooth if it is a subarc of some Dini-smooth curve. Let the symbol · A denote the supremum norm with respect to A ⊂ C.
Theorem 6.
Let Ω be simply connected and let z 0 ∈ L. We assume that for some ε with
consists of two Dini-smooth arcs joining at z 0 , where they form an inner angle απ, 0 < α < 1 ('inner' means: with respect to Ω ). Then for any univalent polynomial p ∈ P n (Ω ), n ∈ N, we have 12) and, consequently,
with positive constants c 10 and c 11 depending on Ω only.
Let Ω be as in Theorem 6 and let L\D(z 0 , ε/2) be a Dini-smooth arc. Then Ω is a John domain satisfying a k-quasidisk condition with any k ∈ (0, 1 − α). Therefore, by (2.10) we have
with any 0 < β < α. Comparing (2.13) and (2.14) we see that -at least for small values of α -Theorem 5 gives an estimate of τ (L , ∂Ω n ) which is close to optimal.
In the rest of this paper we use the following additional notation. Let C, C 1 , C 2 , . . . be sufficiently large constants (> 1). Let also ε, ε 1 , . . . be sufficiently small positive constants (<1). The same symbol (e.g. C 1 or ε 1 ) may mean different constants in different contexts. We also assume that both types of constants do not depend on parameters not explicitely mentioned.
Auxiliary facts from geometric function theory
Let Ω be simply connected, and let f : D → Ω be a corresponding conformal mapping with f (0) = 0. Lemma 1 follows immediately from the Koebe distortion theorem.
Combined with some other estimates for the univalent functions Lemma 1 implies, for w, τ ∈ D,
where λ(τ, w) = λ D (τ, w) is the hyperbolic metric in D.
Let Ω be a Jordan domain, z 0 ∈ L := ∂Ω , and let γ (z 0 , t), 0 < t < ε = ε(Ω ), be defined as in Section 2. For 0 < t 1 < t 2 < ε let z j ∈ γ (z 0 , t j ), j = 1, 2, and
We introduce an auxiliary conformal mapping
In what follows, Γ , Γ 1 , . . . are families of locally rectifiable Jordan arcs and curves, different in different sections. The definition and basic properties of the module m(Γ ) of a family Γ (such as conformal invariance, comparison principle, subadditivity, integrated version of the composition laws, etc.) can be found in [2, 18, 4] .
Using the monotonicity of the module and the integrated version of the composition laws for the module of the family Γ of all crosscuts of Ω which separate γ (z 0 , t 1 ) and γ (z 0 , t 2 ) in Ω we have 
Next, we recall estimates of the modules of two special families of crosscuts of the unit disk.
Lemma 3 ([5, p. 139])
. Let w ∈ D, w = 0, and let Γ 1 = Γ 1 (w) be the family of all crosscuts of D which separate 0 from w in D. Then for its module we have
Repeating literally the proof of (3.4) given in [5, p. 139], we obtain the following result (cf. [8, Lemma 2] ).
Lemma 4. Let w 0 ∈ T, w ∈ D, |w − w 0 | < 1, and let Γ 2 = Γ 2 (w 0 , w) be the family of all crosscuts of D which separate 0 from w and w 0 in D. Then
To complete this section we present some auxiliary facts from the theory of quasiconformal mappings.
Lemma 5 ([4, p. 29])
. Suppose w = F(ζ ) is a K -quasiconformal mapping of C onto itself, K ≥ 1, F(∞) = ∞. Assume also that ζ j ∈ C, w j := F(ζ j ), j = 1, 2, 3. Then (i) the conditions |ζ 1 − ζ 2 | ≤ C 2 |ζ 1 − ζ 3 | and |w 1 − w 2 | ≤ C 3 |w 1 − w 3 | are equivalent; in addition, the constants C 2 and C 3 are mutually dependent and depend on K ;
(
Let Ω be a quasidisk containing the origin. We proceed with a couple of remarks concerning the distortion properties of f : D → Ω . The function f * := J • f • J , where J (z) := 1/z, is a conformal mapping of := {w : |w| > 1} onto G := J (Ω ) with f * (∞) = ∞. Since ∂G is quasiconformal, the function f * can be extended to a quasiconformal homeomorphism
First, let the triplet of points ζ 0 ∈ L; ζ 1 , ζ 2 ∈ Ω satisfy
Then, since
Lemma 5 implies that 1 2
i.e.,
holds for any ζ 0 ∈ Ω \{0} and ζ 1 ∈ L satisfying (3.6).
Next, let F : C → C be a K -quasiconformal mapping, K ≥ 1, which is conformal in D with F(∞) = ∞, F(0) =: z 0 . Let
and let g r be a conformal mapping of D onto Ω r with g r (0) = z 0 .
Lemma 6. For 0 < r < 1/2 and z ∈ ∂Ω 0 the inequality
Proof. Let
By Lemma 5 and (3.7) for z ∈ L 0 and 0 < r ≤ 1/2 we have
with
, z ∈ C, be the K 2 -quasiconformal reflection in L r . We extend g r to the K 2 -quasiconformal homeomorphism of the extended complex plane onto itself by setting g r (w) := y g r 1 w , w ∈ .
Using Lemma 5 (with g r instead of F), together with (3.7) and (3.9), we obtain for z ∈ L 0 1
(3.10)
Since the function h r := g −1 r • F maps D into itself, with h r (0) = 0, the Schwarz lemma yields
(3.11)
Comparing (3.10) and (3.11) we obtain (3.8).
Proof of Theorem 1
Let h := f −1 • p. Consider an arbitrary point u with |u| = 1 − 2/n and set z := p(u), t := f −1 (z). According to our assumption (2.1) and the Schwarz lemma (applied to h(w) and to h −1 (w/(1 − s)) we obtain
so that (3.1), applied to p instead of f and the points w = u and τ as above, implies
Let t 1 ∈ D be such that
so that the Schwarz lemma (applied to h(w) and to h −1 (w/(1 − s)) gives
We claim that
Indeed, let Γ 1 denote the family of all crosscuts of D(1 − 2s) which separate 0 from u and u 1 . Using the linear transformation u → u/(1 − 2s) and Lemma 4, we have
Consider the family of circular arcs
for which the integrated version of the composition law gives
Monotonicity and conformal invariance of the modules implies
so that the inequalities (4.5) and (4.6) yield
and hence (4.4).
An application of the maximum principle for the function 4 which is analytic in C \ D (1 − 2/n), together with Lemma 1, (4.1) and (4.2) shows
Furthermore, from the assumption (2.1) combined with (4.3) and Lemma 1 we get
which together with (4.7) implies
Denote by t j , j = 2, 3, two points such that
Then, by (3.2), (4.1), (4.3) and (4.8),
Since u ∈ C(1 − 2/n) was arbitrary, we obtain (2.3).
Proof of Theorem 2
Let z ∈ L be a point with the property (2.4). Set w := f −1 (z), w 1 := (1 − 2s)w, w 2 := (1 − 2/n)w, z j := f (w j ), j = 1, 2. Without loss of generality we can assume that s < 1/n and n is so large that |z − z j | < ε, where ε < d(0, L)/2 is being chosen in such a way that for any z, ζ ∈ Ω with |z − ζ | ≤ ε the inequality | f −1 (z) − f −1 (ζ )| ≤ 1/2 holds. Let z j ∈ γ (z, |z − z j |) be arbitrary and set w j := f −1 (z j ). By (3.5)
The inequality (3.7), together with Lemma 1 and Theorem 1 imply that
The only non-trivial case is s ≤ (C 2 e π n) −1 . Then, taking into account (5.2) and the obvious inequality |γ (z, t)| ≤ 2π t, we find
Therefore, by Lemma 2, log w − w 2 w − w 1
Note that if n > 4C 5 then (5.1) implies that
If, for sufficiently large n, we compare the last inequality with (5.1) and (5.2) we get log w − w 2 w − w 1
and, consequently,
From (2.4) we get an ε 1 such that for 0 < x < ε 1 and 0 < R < ε 1 ,
Lemma 5 implies
where K ≥ 1 is a coefficient of quasiconformality of F.
Without loss of generality we can assume n so large that |z − z 2 | < ε 1 , so that
because, otherwise, setting
in (5.4) leads to an inequality which contradicts (5.3).
Proof of Theorem 3
We begin with an auxiliary construction. Let z ∈ Ω , z = 0, w := f −1 (z). According to [20, p. 314] there exists a non-euclidean segment γ ⊂ D with the endpoints at w and w 1 ∈ T with |w − w 1 | ≤ 2(1 − |w|) such that the length of f (γ ) satisfies
Let Z 1 be the boundary prime end corresponding to the point w 1 (see [20, 21] ). We say that a crosscut l of Ω separates 0 from z and Z 1 if it divides Ω into two subregions Ω 1 and Ω 2 such that 0 ∈ Ω 1 , z ∈ Ω 2 and Z 1 is adjacent to Ω 2 . Here adjacent means that Z 1 can be defined by the chain of crosscuts of Ω 2 .
We say that a Jordan arc l ⊂ Ω joins z with Z 1 if f −1 (l) joins w with w 1 . Consider the relative distance between z and Z 1 , i.e., the quantity
and infimum is taken over all arcs joining z with Z 1 for j = 1, and all crosscuts of Ω separating 0 from z and Z 1 (in Ω ) for j = 2.
According to the Lavrentiev distortion theorem [17] we have
, where C 2 = C 2 (Ω ). Therefore, for z ∈ L 2c 0 /n , n > 3c 0 , where c 0 is the constant from (1.2), we have
Let n be sufficiently large and let Ω * n := Ω 0 (2C 3 / log n). According to (1.2), in order to prove (2.5), it is enough to show that Ω * n ∩ L 2c 0 /n = ∅. Assume that
Denote by l 1 = l 1 (0, z) ⊂ Ω * n an arc with the endpoints at 0 and z. Since
we get from (6.1)
i.e., there exists a crosscut l 2 = l 2 (z, Z 1 ) of Ω which separates 0 from z (in Ω ) and satisfies
which is absurd, so that our assumption (6.2) cannot hold.
Proof of Theorem 5
Let z ∈ Ω be arbitrary and let G = G z be a k-quasidisk satisfying (2.9). Denote by
Set z 0 := ψ(0). Applying Lemma 5 (with ψ replacing F) we obtain
where a b means the double inequality ε 1 a ≤ b ≤ C 1 a. According to (7.1) and Lemma 1 we have
Since the univalent function
has a K -quasiconformal extension to C, we obtain (see [20, p. 289, p . 347])
Therefore, using (7.1) and (7.2), and Lemma 5 for w 1 ∈ T and w 2 ∈ C with |w 1 − w 2 | ≤ 1, we have
We proceed with an auxiliary construction. Choose ε with
≥ ε, and let l = l(0, z) ⊂ Ω be an arc joining 0 with z satisfying (2.8). We replace the arc l by the polygonal path γ ⊂ Ω joining 0 and z as follows.
Without loss of generality, we can assume that l ∩ D(z, ε/2) is an interval. Fix ε 2 such that for any ζ ∈ l,
We construct points ζ 1 , ζ 2 , . . . , ζ m ∈ l as follows. By ζ 1 we denote a point of the intersection l ∩ C(ε 2 |l|) which is the first one as we move along l from z to 0, etc; by ζ k+1 we denote the point of
which is the first one as we move along l(z, ζ k ) from z to ζ k . If this intersection is empty we set ζ k+1 = ζ m := z and terminate our construction.
The points 0, ζ 1 , . . . , ζ m make the successive corners of our polygonal path γ , which then has the properties
Condition (7.5) and [4, p. 28, Lemma 2.6] imply that there exists a
Therefore, according to (7.4) and Lemma 5, there exist ε 4 and ε 5 such that the domain ε 4 ) -quasidisk, the relation (1.2) and Lemma 5 imply that z ∈ Ω n for sufficiently large n > n 0 (ε, Ω ), i.e.,
Next we are going to improve (7.6) by showing that actually
We consider an arbitrary point z ∈ Ω with a 1 n k−1 ≤ d(z, ∂Ω ) < ε 5 /2, where a 1 is a constant to be chosen later and n > (2a 1 /ε 5 ) 1/(1−k) . In order to prove (7.7) it is enough to show that there exists a constant a 1 and a polynomial p ∈ P n (Ω ) such that z ∈ p(D) (for sufficiently large n).
From (2.9) we know that
Consider the domain G * = G * (z, n) ⊃ G bounded by the curve
.
Note that by (7.3) and (7.8) we have G * ⊂ Ω for all sufficiently large n. Let φ * = φ * (z, n) be a conformal mapping of G * onto D with φ * (z 0 ) = 0. By Lemma 6 we have
Next, using ∂ V z 0 and ∂G * (z, n), we construct a Jordan curve which is the boundary of a simply connected domain B = B(z) with the following properties:
|γ | ≥ ε 8 (7.12) holds for each crosscut γ of B separating 0 from z 0 . Let Γ 1 be the family of all crosscuts of B which separate points 0 and z. Denote by Γ 2 the family of all crosscuts of G * which separate points z 0 and z. Furthermore, let Γ 0 be the family of all crosscuts of B which separate points 0 and z 0 .
Using the metric
in the definition of the module of a family of curves and arcs (see [18, pp. 132-133] ) and (7.12) we find
The composition law yields 14) and the conformal invariance of the module combined with Lemma 3 imply
where ν denotes a conformal mapping of B onto D with ν(0) = 0.
Comparing (7.9) and (7.13)-(7.16) we obtain
Choosing a 1 so large that ε 9 a 2 > c 0 , where c 0 is the constant from (1.2), we see that for sufficiently large n > n 0 (Ω ) there exists p ∈ P n (B) ⊂ P n (Ω ) such that z ∈ p(D). This completes the proof of (7.7). The proof of the inequality 17) which together with (7.7) yields (2.10), follows the same lines as the proof of (7.7) and is even simpler, because in this case we do not need an auxiliary domain G * . Namely, for sufficiently large n and any point ζ ∈ L, consider a point z ∈ Ω satisfying |z − ζ | < n k−1 . We write G := G z instead of G * and use a quasiconformal homeomorphism ψ satisfying (7.3). Furthermore, we construct a domain B satisfying the conditions (7.10)-(7.12). In order to apply (1.2) we have to compare distortion properties of the conformal mappings ψ −1 and ν in a neighborhood of z.
Choose z 1 ∈ G with |z − z 1 | < ε 7 . Denote by Γ 1 the family of all crosscuts of B which separate points z and z 1 from 0. Let Γ 2 be the family of all crosscuts of G which separate points z and z 1 from z 0 , and let Γ 0 be defined as in the proof of (7.7).
As before, (7.13) and (7.14) hold. Moreover, by the conformal invariance of the module and Lemma 4 we have
Comparing (7.13), (7.14), (7.18) and (7.19) we obtain
where c 0 is the constant from (1.2), so that z 1 ∈ B n ⊂ Ω n . Furthermore, according to (7. 3) and (7.20)
and therefore
which proves (7.17).
Proof of Theorem 6
Let n be sufficiently large and let d := d(z 0 , p(D)) be sufficiently small, i.e., d < ε/4, where ε is the constant from Theorem 6. Without loss of generality we can assume that for 0 < t < ε the set Ω ∩ C(z 0 , t) consists of exactly one circular arc.
Consider the domain Ω := Ω \D(z 0 , d) and the arc l := Ω ∩ C(z 0 , d) ⊂ ∂Ω . Let z 1 ∈ p(T) ∩ l and let
where φ is a conformal mapping of Ω onto D with φ(0) = 0. Let χ := φ −1 . The estimate
is The estimate (2.12) follows immediately from (8.1) and (8.6). Furthermore, since
the Bernstein inequality (see [13, p. 98] ) implies
which, together with (2.12), gives (2.13).
Proof of Theorem 4
In order to prove (2.7) it is enough to show that holds for any p ∈ P n (Ω β ). The estimation of d follows the same lines as the proof of (2.13).
Replacing Ω by Ω β in the proof of Theorem 6 and setting ε = 1, z 0 = −1 we introduce the corresponding families Γ , Γ 1 , and Γ 2 . For these families we derive the same inequalities instead of (8.5). Therefore, repeating the reasoning which led us to (8.1), (8.6) and (8.7), we obtain
from which (9.1) follows.
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