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This paper presents a new class of synchronizable error-correcting codes 
which are derivable from cyclic codes by restraining some of their information 
symbols. They are called subset codes because ach code constitutes a subset 
of code words in the parent cyclic code. The ability of the subset codes to 
detect and correct loss of synchronism, or slip, in both noiseless and noisy 
channels is examined. In particular, given a t-error-correcting cyclic code, 
there exists a subset code that can correct any combination of slip and additive 
error whose total magnitude does not exceed t. Moreover, when the received 
word is in synchronism, the decoder automatically corrects any additive 
error pattern the parent cyclic code could correct. For channels in which slip 
is small and occurs infrequently, the subset codes appear to be the most 
efficient available. In other situations they are generally efficient and in addition 
their decoding procedures are straightforward. 
The manner in which the information symbols are restrained is the same as 
for the extended cyclic codes of Bose and Caldwell [1], and Weldon [2]. 
However, unlike the extended cyclic codes which have redundant symbols 
added to both ends of each code word, the block length of the subset codes 
is the same as the parent cyclic codes. 
1. INTRODUCTION 
Recently, a new techn ique  for correct ing the s imultaneous occurrence of 
loss of synchronism,  or slip, and addit ive error has been int roduced by 
Caldwell  [3], Bose and Caldwell  [1], and was later general ized by Weldon  [2]. 
Hereafter,  we call this the BCW technique.  
The  BCW techn ique  ssential ly involves preassigning some of the in forma-  
t ion symbols of the given cyclic code and then  extending the word length, both  
* Much of this material was presented orally at the 1969 International Symposium 
on Information Theory, Ellenville, N. Y.; January 1969. This research was supported 
in part by the National Research Council of Canada, under Grant A-2735. 
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in a prescribed manner. To illustrate how the word is lengthened, let the 
n tuple below be a cyclic code word 
( ao , a l  , a2 ,..., an-l) (1) 
with ai ~ GF(q). The above word is now extended as 
(an_L ..... an_l, ao , al ..... an_l, a o , a 1 ..... aR_l) (2) 
where R and L symbols have been added on the right and left, respectively, 
in the manner shown. It is clear that any consecutive n symbols elected from 
(2) form a cyclic code word. For the interesting symmetrical case, the number 
of symbols added on either side is equal, i.e., R = L. More relevant o the 
discussion to follow is the manner in which the information symbols of the 
cyclic code words are restrained. As is well known (e.g., Peterson [4], 
Berlekamp [5]), any (n, k) cyclic code word can be written in the form 
W(x) = e(x) C(x), (3) 
where G(x) is the generator polynomial of degree n --  k, and P(x) is an arbi- 
trary polynomial of degree less than k. G(x) divides x n --  1, and if H(x) 
represents the parity check polynomial, then G(x) H(x) = x n --  1. In the 
BCW technique, P(x) in (3) is restrained as 
P(x) = J(x)F(x) + 1, (4) 
where F(x) divides H(x) and is a fixed polynomial of degree m. F(x) has 
exponent u > R + L, and J(x) is an arbitrary polynomial of degree less than 
k --  m. The new code has k - -  m information symbols and hence qZ~-m code 
words, where q is the number of symbols in the alphabet. Each restrained code 
word can now be written as 
W(x) = (J(x)F(x) + l) C(x). (5) 
'The following theorem on the error-correcting ability of the BCW technique 
was proved by Weldon [2]. As elsewhere in this paper, d is the minimum dis- 
tance of the cyclic code, and all logarithms are to the base q. 
THEOREM (Bose-Caldwell-Weldon). An (n, k) cyclic code whose parity 
gheck polynomial has a factor of degree m and exponent u can be extended to form 
an (n + 2S, k -- m) code that can correct the simultaneous occurrence of S or less 
digits of slip and any additive error pattern that the parent cyclic code could 
torrect, where u ~ 2S. 
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There are two obvious costs in using the BCW technique. The first is that 
the length of the code word is increased by additional redundant symbols, 
which do not increase the additive-error-correcting ability of the code when 
no slip occurs. The second cost is that m of the k information symbols are 
lost. Therefore, the ratO R is reduced from kin to (k --  m)/(n + 2S). Further, 
the constraints previously imposed on a communication system may not 
allow alteration of the code length. 
In the technique that will be developed in this paper, the information 
symbols of the cyclic code will be preassigned as in the BCW technique, but 
the block length of the cyclic code word will be unaltered. The new codes, 
called subset codes, 2will be shown to be generally efficient for handling slip 
and additive errors. An important feature of the subset codes is the adaptive 
nature of the decoder. It is adaptive in the sense that in the absence of slip in 
a particular received word, the full error-correcting ability of the parent 
cyclic code is automatically restored. This feature is not possessed by the 
coset codes (Tong [6] and [7], Tavares and Fukada [8], [9], and [10]) 
when used to detect or correct slip in noisy channels. At the same time, the 
price paid by the subset codes in redundancy is quite small, namely, 3
1 + [log(2S + 1)] information digits are lost for correction of S or less digits 
of slip. In comparison, the BCW technique sacrifices the same number of 
information digits, but in addition requires 2S digits of extra redundancy. 
For the codes described by Mandelbaum [11], there is a loss of 2S -t- 1 
information digits. There is no loss of additive-error-correcting ability in 
either of these techniques, even in the presence of slip, but they require 
greater edundancy than the subset codes. 
2. DEFINITION OF THE SUBSET CODE 4 
Given an (n, k) cyclic code, consider a new code whose code words can be 
written as 
W(x) = (J(x)F(x) + 1)G(x) (6) 
1 The rate R may be defined as the number of information digits divided by the 
length of the code word. 
2 In Berlekamp's notation (Berlekamp [5]), the subset codes may be regarded as 
cosets of expurgated cyclic codes. 
3 IX] means the integer part of X. 
After this paper was written, the authors observed that F(x) must divide H(x) 
in order that the proofs remain valid. In general, this implies that F(x) will not be 
primitive as assumed in the text. IfF(x) has degree m and exponent u, then u ~ q~ -- 1. 
The most efficient subset code is obtained by selecting an F(x), from the factors of 
t56 TAVARES AND FUKADA 
where G(x) is the generator polynomial of the given cyclic code and F(x) is a 
primitive polynomial of degree m. The essential difference between the code 
described by (6) and the one described in the BCW technique is that no extra 
symbols are added on at either end of the word in (6). The rate for the code 
given by (6) decreases from kin to (k -- m)/n, and there are qk-m code words 
in this code. Note that (6) is a code word of the original (n, k) cyclic code, 
but the new code is not cyclic. In fact, it is not even a group code because the 
sum of two words in the code does not necessarily have the form of (6). When 
the polynomial F(x) has degree m, the code in (6) will be called an (n, k - -  m) 
subset code. In the following, the ability of the subset codes to recover 
synchronism in noiseless and noisy channels will be examined. 
3. SLIP IN NOISELESS CHANNELS 
The following theorem concerns the ability of (n, k - -  m) subset codes to 
detect slip in additive-error-free channels. 
THEOREM 1. Given an (n, k) cyclic code whose parity check polynomial has 
a factor of degree m and exponent u, there exists an (n, k -- m) subset code having 
u > S that can detect S or less digits of slip if the channel has no additive errors, 
provided S ~ n -- k. 
Proof. Let W(x) be a subset code word as defined in (6), with 
m = 1 + [log(S + 1)]. Assume that s digits of left slip occur and that there 
are no additive errors. The decoder first computes the syndrome (with respect 
to G(x)) and will detect an error if 5 
{x,W(x) + U~(x)} ~ 0, (7) 
H(x), that has min imum degree and at the same time satisfies the appropriate lower 
bound on the exponent u. In the arguments relating to exponents used in the text, 
replace qm -- 1 with u. The implication of the above changes is that in many instances 
the efficiency of the subset codes is decreased. The numerical values in the tables are 
consistent with the fact that F(x) divides H(x). 
The above statements about F(x) also apply to the BCW technique. The condition 
is stated in Bose and Caldwell [1], but it is not mentioned in Weldon [2]. However, 
Weldon has concurred with the authors that the condition is also required for his 
analysis (private communication). 
{P(x)} means the remainder after dividing P(x) by the generator polynomial G(x). 
Similarly, {P(x)}F indicates the remainder after dividing P(x) by F(x). The notation 
and conventions for loss of synchronism used here will follow Tavares & Fukada 
[9] and [10]. 
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where U,(x) is a polynomial with degree less than s, which arises from both 
the s higher order terms of the adjacent word on the left framed by the receiver, 
and the s higher order terms of W(x) that are outside the receiver frame. 
Since this adjacent word is arbitrary, the coefficients of Us(x ) may be 
regarded as being random. Since {xSW(x)} = O, (7) reduces to 
{Us(x)) ~ O. (8) 
I f  Us(x) ~ 0 and s ~ n --  k, Us(x) cannot he a cyclic code word and (8) will he 
satisfied. I f  Us(x) = 0 and s ~ n --  k, the decoder computes the slip syndrome 5 
(xs(J(x) F(x) + I))~ = {xs)F 
and will detect an error if {x~)r ~ 1, since 1 is the slip syndrome when there 
is no slip. The above inequality can be written as 
{xs _ 1)e ~ 0. 
Since F(x) is primitive and has degree m, it does not divide (x s -  1) if 
s < qm _ 1. As the maximum value of slip considered is S, choose the smallest 
m such that qm _ 1 ) S, i.e., m = 1 -~ [log(S -~ 1)]. A similar proof applies 
for right slip. Q.E.D. 
It follows from Theorem 1 that an (n, k --  m) subset code can detect as 
many as n - -  k digits of slip, which exceeds the upper bound for an (n, k) 
coset code by one (e.g., Tong [6] or Tavares and Fukada [8]). However, the 
(n, k) coset code has m z 1 + [log(n --  k + 1)] more information digits. 
Theorem 1 is given for completeness and was proved partly because the 
arguments used in its derivation will be used in later proofs. It does not, in 
most instances, provide a more efficient code than the coset codes for the 
detection of slip. However, an examination of Table I reveals that the effi- 
ciencies of both methods are very close. The examples used are BCH codes 
having word length n z 127. For convenience of comparison, this word 
length is used in the other tables. Recall that the BCW technique increases 
the word length. 
In the next theorem, the ability of subset codes to correct slip in an additive- 
noise-free channel will be examined. 
THEOREM 2. Given an (n, k) cyclic code whose parity check polynomial has 
a factor of degree m and exponent u, there exists an (n, k --  m) subset code 
having u > 2S that can correct S or less digits of slip if the channel has no 
additive errors, provided S ~ [(n -- k)/2]. 
Proof. Assuming p digits of slip occur, the received word has the form 
x~W(x) + U~(x), (9) 
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TABLE I 
Slip in Noiseless Channels 
n = 127 Theorem 1 (detection) Theorem 2 (correction) 
S 
Subset Codes Coset Codes 
k R k R 
Subset Codes Coset Codes 
k R k R 
1 113 0.890 120 0.945 113 0.890 120 0.945 
2 113 0.890 120 0.945 113 0.890 120 0.945 
3 113 0.890 120 0.945 113 0.890 113 0.890 
4 113 0.890 120 0.945 106 0.835 113 0.890 
5 113 0.890 120 0.945 106 0.835 113 0.890 
6 113 0.890 120 0.945 106 0.835 113 0.890 
7 113 0.890 113 0.890 106 0.835 106 0.835 
12 106 0.835 113 0.890 92 0.725 99 0.780 
13 106 0.835 113 0.890 92 0.725 99 0.780 
14 106 0.835 106 0.835 92 0.725 92 0.725 
where W(x) is a subset code word, and p is positive for left slip and negative 
for right slip. The  decoder first computes the syndrome of (9) to obtain 
{U~(x)}. Now, U~(x) can be determined from {U~(x)) since {U,(x)} ~ {Ur(x)} 
for all distinct U~(x) and Ur(x) if S ~ (n -- k)/2. The decoder now subtracts 
U~(x) from (9) to obtain x~W(x). The slip syndrome of x~W(x), which is 
{xP}r, is now computed. The decoder can determine the magnitude and the 
direction of the slip p if 
{x~)F v~ (x% 
for all G ]p ], I r ] ~ S. The  above inequality can be written as 
{x~ - x% v+ 0. (10) 
Recalling that F(x) is a primitive polynomial of degree m, (10) is satisfied if 
I P - r i ~ 28  < qm_ 1. The desired result follows i fm = 1 + [log(2S + 1)]. 
Q.E.D. 
Observe that an (n, k - -  m) subset code can correct as many as [(n - -  k)/2] 
digits of slip, whereas known (n, k) coset codes can correct only 
[(n - -  k - -  2)/2] or less (Tavares and Fukada [9] and [10]). In  this context, 
correction of slip means the ability to determine both the magnitude and the 
direction of the slip. However, to achieve this advantage, the subset codes 
have to sacrifice (recall Theorem I) m = 1 + [ log(2[(n- -k) /2]  + 1)] 
6 I X ] means the absolute value of X. 
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information digits. In Table I, the slip correcting capability of the subset and 
coset codes are compared. It is seen that their rates are not very different. 
4. SLIP IN No isy  CHANNELS 
The next theorem concerns the ability of subset codes to detect he simul- 
taneous occurrence of slip and additive errors. 
THEOREM 3. Given an (n, k) cyclic code whose parity check polynomial 
has a factor of degree m and exponent u, there exists an (n, k -- m) subset code 
having u >/d that can detect any combination of s digits o f  slip and e additive 
errors if e + s ~ d -- 1. 
The proof of Theorem 3 is fairly obvious, except when the additive error 
E(x) cancels the effect of U~(x), i.e., when E(x) + U~(x) = O. In this case, 
the syndrome of the received n-tuple, with respect o G(x), is zero. When 
this occurs, the decoder computes the slip syndrome which is {xV}F, where 
p is the amount of slip present. Now, {x~}~ =7(= 1, if I P t ~ d - -  1 < q~ --  1 
The smallest choice of m that satisfies this condition is m = 1 + [log d]. 
It is important o notice the flexibility (or adaptive feature) provided by 
Theorem 3. In particular, observe that it is the sum of slip and additive error 
that is upper bounded and not each type of error separately. In comparison, 
for coset codes, an a priori decision is made on how to divide up the error 
detecting ability of the coset code between additive errors and slip errors. 
Even aside from this adaptive feature the subset codes are more efficient han 
the coset codes for detection of slip in a noisy channel, as illustrated in 
Table II. There are also columns under the heading e 0 in the table, e 0 is the 
number of additive errors the decoder will automatically detect (or correct, in 
other cases) when the received word is in synchronism. Since for many chan- 
nels it may be assumed that slip occurs infrequently, this is a useful parameter 
for comparing codes. In this respect, the coset codes compare favourably 
for the detection problem. The corresponding result for eoset codes is given 
as Theorem 5 in Tavares & Fukada [8]. v 
For the noisy channel in the next theorem, we assume that slip and additive. 
error do not occur simultaneously in the same n tuple. We call such channels. 
Type I channels (see also Tavares [12], Tavares & Fukada [9]). 
THEOREM 4. Given an (n, k) cyclic code whose parity check polynomial hat 
a factor of degree m and exponent u, and a Type I channel, there exists an~ 
7 Although the results in that paper are stated for binary cyclic codes, it is easTy ~
to verify that they are all valid for cyclic codes over any finite field. 
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(n, h -- m) subset code with u > 2S that can correct S or less digits of slip and 
any additive error pattern that the parent cyclic code could correct, provided that 
S ~< [(d --  I)/2]. 
Proof. The strategy of the decoder in this theorem is to initially regard 
all errors as due to additive errors, and correct hem as such. It then computes 
the slip syndrome to see if this assumption was valid. From the slip syndrome 
the decoder can determine the amount and the direction of the slip if slip 
did occur. 
Assume first that p digits of slip have occurred. The received n tuple is then 
given by (9). Since W[U~(x)] <~ p, and p ~< (d --  1)/2, the decoder can 
correct U~(x) as if it were due to additive error. (If U~(x) = 0, the decoder 
moves immediately to the next step.) The remaining n tuple is now xVW(x). 
The next step is to compute the slip syndrome of xVW(x), which is {x~}F. 
The decoder can determine the magnitude and the sign ofp if q~ -- 1 > 2S, 
and the smallest such m = 1 + [log(2S + 1)]. 
I f  a correctable additive error E(x) occurred instead of slip, the received 
n tuple would be W(x) 4- E(x), and the decoder can (and does) correct E(x). 
The decoder now computes the slip syndrome of W(x), which is unity. A 
slip syndrome of unity tells the decoder that the error is due to additive error, 
which has already been corrected. Q.E.D. 
In Theorem 4, the inequality S ~ [(d --  1)/2] implicitly assumes a code 
that corrects independent additive errors. Given a cyclic code that corrects 
bursts of length b or less, the above inequality becomes S ~< b. Even more, if 
we have a cyclic code that can correct both bursts and random errors, 
then S can be as large as the length of the longest burst that the code 
can correct. This is not an unusual requirement since such codes are 
desired for the compound channel where both types of additive error may 
Occur .  
As for the other theorems based on the subset code, there is no loss of 
additive error correcting ability when synchronism is maintained. The subset 
codes of Theorem 4 are compared with the corresponding coset codes (see 
Theorem 4 in Tong [6] or Theorem 4 in Tavares & Fukada [8]) in Table II. 
It is seen that the coset codes are usually more efficient when e is small, but 
the subset codes have higher rates R as e increases. Generally speaking, in 
channels for which e ~ S, the subset codes are preferable. It is clear that for 
Theorem 4, e = e 0 . 
It will be assumed in the next two theorems that slip and additive errors 
may occur simultaneously. In the following theorem, the decoder will correct 
additive errors in the absence of slip and will, in addition, detect he presence 
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of slip if both types of error occur simultaneously. Let t = [(d - -  1)/2], where 
d is the minimum distance of the cyclic code. 
THEOREM 5. Given a t-error-correcting (n, k) cyclic code whose parity check 
polynomial has a factor of degree m and exponent u, there exists an (n, k -- m) 
subset code with u > t that can correct any additive-error pattern the parent 
cyclic code could correct, in the absence of slip, and in addition detect he presence 
of slip when slip (s) and additive rror (e) occur simultaneously, if e + s <~ t. 
Proof. As for Theorem 4, the decoder is instructed to initially regard all 
errors as additive errors and to correct hem as such. Suppose that additive 
error E(x) and p digits of slip occur. The received polynomial is then 
x~W(x) + U#)  + E(x). (11) 
If I P I + e ~ t, where W[E(x)] = e, the decoder will correct U~(x) + E(x) 
as if it were a pure additive rror. The remaining polynomial is x~W(x) and 
the decoder now computes the slip syndrome which is {x~}F. The decoder 
can then detect he presence of slip if q~ -- 1 > t /> I P [, and choosing the 
smallest value of m, we have m ~- 1 + [log(t + 1)]. Observe that the decoder 
has corrected the additive error E(x) [and also U~(x)], however, it can only 
detect hat slip is also present. In addition, the decoder knows when slip does 
not occur, and in this case it corrects t or less additive errors. Q.E.D. 
In Theorem 5, the decoder exploits the full additive-error-correcting 
ability of the parent cyclic code during the periods when transmitter and 
receiver are in synchronism. This implies that e 0 = t for the subset codes as 
shown in Table II. When slip occurs, even in the presence of additive error, 
the decoder automatically detects it and then remedial action can be taken. 
From Table II, we observe that the coset codes (see Tavares & Fukada [8]) 
are generally more efficient when e is small, whereas the subset codes have 
higher rates R when e is large. It is interesting to note that the BCW technique 
can be adapted to satisfy the conditions of Theorem 5. Unlike the original 
version, the decoder merely detects synchronization error after correcting 
the additive error. I f  this is all that is required, the advantage is that fewer 
information digits are lost. Otherwise, the codes are the same. We have the 
following theorem. 
THEOREM (modified BCW). Given an (n, k) cyclic code whose parity check 
polynomial has a factor of degree m and exponent u, there exists an 
(n + 2S, k -  m) extended (BCW) code that can correct any additive error 
pattern the parent cyclic code could correct, and in addition detect he simultaneous 
occurrence of S or less digits of slip, where u > S. 
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The BCW codes turn out to be more efficient than both the subset and 
coset codes when applied in the present context. However, it is believed that 
there are an important class of channels for which the subset codes compare 
more favourably. As mentioned earlier, for such channels, slip is assumed to 
be a relatively infrequent phenomenon. In this case, one wishes to sacrifice 
efficiency as little as possible to detect or correct the occasional slip. The 
subset codes achieve this objective with the highest information rates. For 
example, suppose it is desired to have e 0 = 5 and S --~ 3. Under the heading 
of Theorem 5, the subset codes have rate R ~ 0.670,the modified BCW codes 
have R ~ 0.639, and the coset codes have R = 0.394. Such a comparison 
favours the subset codes, but it is not an unrealistic requirement. 
In the next theorem, the decoder can correct both slip and additive errors 
even when they occur simultaneously. 
THEOREM 6. Given a t-error-connecting (n, k) cyclic code whose parity 
check polynomial has a factor of degree m and exponent u, there exists an 
(n, k -  m) subset code with u > 2S that can correct any combination of e 
additive errors and s digits of slip if e + s ~ t. 
Proof. As in the preceding theorem, the decoder is designed to initially 
correct all errors as if they were additive errors. I fp  digits of slip and e additive 
errors occur, the received n tuple is identical to (11), where p is positive for 
left slip and negative for right slip. I f  e q- I P]  ~< t, the decoder computes 
Up(x) q- E(x) and subtracts it from (11). It now determines the slip syndrome 
of x~W(x) which is {xP}F. In order to determine p, it is necessary that 
{x~)F ~ {x%, p =# r 
for all ]p 1, I r I ~< t. The above inequality is equivalent to (10) and is satisfied 
if q~ -- 1 > t >~ I p - -  r I. The smallest suitable m is m = 1 q- [log(2t -~ 1)]. 
With this choice of m, the decoder can determine the magnitude and the 
direction of the slip. Q.E.D. 
At present, there exist several techniques that alter cyclic codes to enable 
them to correct the simultaneous occurrence of slip and additive errors. In 
addition to the subset codes, they are: the eoset code technique, the BCW 
technique, Mandelbaum's technique, Tong's [6] shortened codes and Shiva 
& Seguin's [13] techniques. It is beyond the intended scope of this paper to 
give a description of all these techniques. However, adequate descriptions can 
be found in the references. On the basis of Table I I I ,  Mandelbaum's codes 
are the most efficient for small slip, whereas the BCW technique is the most 
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efficient for large values of S. The next most efficient are the subset codes, 
followed by Shiva & S6guin, coset codes and Tong's shortened codes. Note 
that only three of the techniques recover the full additive-error-correcting 
ability of the parent cyclic code when the received word is in synchronism. 
They are the BCW technique, Mandelbaum's technique and the subset 
codes. The first two maintain this ability in the simultaneous presence of slip, 
but the price is a reduced rate. In contrast, the subset codes adaptively 
reduce their additive-error-correcting ability by an amount equal to the 
magnitude of the slip actually present. It is believed that for many channels 
this solution will be adequate. The underlying assumption is that the sum 
of the additive errors and slip errors is not likely to exceed the additive 
error correcting ability of the parent cyclic code. For the above channels, the 
subset codes appear to be the most efficient. This argument is illustrated by 
the following example. We have selected from Table I I I  the codes that simul- 
taneously correct three or less digits of slip and four or less additive errors, 
i.e., (S ~ 3, e ~ 4). However, the same subset code will automatically 
correct all combinations of slip and additive error which sum to seven or less. 
This is not true of the BCW codes and Mandelbaum's codes. To cover the 
same extremes of slip and additive error (i.e., S ~< 7, e 0 ~ 7), the efficiency 
of the latter two codes falls below that of the subset codes, namely, 0.559 
compared to 0.503 and 0.497 for the BCW and Mandelbaum's techniques, 
respectively. The most efficient echnique, then, will depend on the assump- 
tions made about the channel. 
5. CONCLUSIONS 
The subset codes have been described, and their ability to detect and correct 
slip in both noiseless and noisy channels examined. For the noiseless channels, 
their performance is close to that of the coset codes. For noisy channels, the 
decoder for the subset codes has the ability to distribute its error correcting 
ability automatically between additive errors and slip errors. I f  the amount of 
slip decreases, the decoder can correct more additive errors, until, in the 
absence of slip, its full additive-error-correcting ability is restored. 
For some channels, it is reasonable to assume that loss of synchronism 
occurs relatively infrequently, and that the magnitude of the slip is small 
when it does occur. In that case, it is unlikely that the sum of the additive 
errors and the magnitude of the slip will exceed the error correcting capability 
of the code. For such channels, the subset codes prove to be the most efficient 
available. 
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In conclusion, the subset codes are a new class of synchronizable error- 
correcting codes that are generally efficient. They belong to the class of 
techniques that do not alter the word length of the parent cyclic code. 
Moreover, the decoding procedure for the subset codes is reasonably straight- 
forward. 
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