The implementation of the convective-upstream-split-pressure (CUSP) approach to numerical dissipation is presented for an approximately factored algorithm in conjunction with time-derivative local preconditioning. An inexpensive ux limiter is used to blend the low-and high-order CUSP dissipation to capture shocks without oscillations. The resulting algorithm is applied to several subsonic and transonic turbulent aerodynamic ows and compared with results computed using the matrix dissipation scheme. Grid convergence studies are used to assess global errors. The results show the CUSP scheme to be very effective in providing good shock capturing, low numerical dissipation in boundary layers, and low numerical errors. For the ow regimes studied, accuracy is not signi cantly compromised when the limiter is based on the pressure variable only, leading to signi cant savings in computational expense. For freestream Mach numbers below 0.2, the convergence rate and accuracy of the solver are signi cantly improved by preconditioning the CUSP scheme. Overall, the CUSP scheme provides accuracy similar to that of matrix dissipation at a reduced computational cost.
Introduction

N
UMERICAL dissipation is a necessary evil in practical computations of aerodynamic ows, that is, the difference approximation for the convective uxes cannot be purely skew symmetric. The purpose of the symmetric, or dissipative, component of the difference approximationis to produce stable oscillation-freesolutions without signi cantly compromising solution accuracy, while minimizing the cost of the algorithm. A numerical dissipation scheme has three components: 1) a basic symmetric operator applicable to scalar ux functions, 2) a ux splitting that ensures that all waves are appropriately dissipated when the preceding operator is applied to a hyperbolicsystem of equations,and 3) some sort of ux limiting or switch to avoid oscillations near shock waves and other discontinuities without contaminating the solution in smooth regions of the ow. The strategies chosen for each of these components can greatly in uence the effectiveness and cost of the scheme.
During the early 1980s, the most popular numerical dissipation scheme in aerodynamic computations was the scalar scheme of Jameson et al. 1 [referred to as the Jameson, Schmidt, and Turkel (JST) scheme], coupled with a pressure switch for shock detection. The JST scheme is inexpensive and robust, but tends to be excessively dissipative in boundary layers. 2 , 3 Later in the decade, more sophisticated high-resolution schemes gained in popularity, primarily as a result of their improved discontinuity capturing capabilities. These include ux-vector and ux-difference split upwind schemes 4 , 5 and the matrix dissipationscheme, 6 possibly combined with ux limiters based on total variation diminishing (TVD) concepts. 7 Typically, high-resolution schemes are more expensive per grid nodethan the JST schemebut are usuallymore cost-effective as a result of their improved accuracy.
More recently, Jameson 8, 9 introduced the convective upstream split pressure (CUSP) scheme and the symmetric limited positive (SLIP) formulationfor the constructionof high-resolutionschemes. The goal of the CUSP scheme is to provide the accuracy of a high-resolution scheme at a computational cost comparable to the JST scheme. There are two versions, ECUSP, and a variation that admits isenthalpic steady solutions, denoted HCUSP. Initial results for at-plate laminar boundary layers and limited subsonicand transonic airfoil computations presented by Tatsumi et al. 10 , 11 were encouraging. Furthermore, Jiang and Damodaran 12 used the HCUSP scheme successfully for transonic viscous ow computations with various turbulence models. Also, Sheffer et al. 13 implemented an earlier version of the CUSP scheme, which is related to the advective upwind splitting method (AUSM) of Liou and Steffen, 14 and obtained good results for hypersonic reacting ows. However, Swanson et al. 15 performed an evaluationof the HCUSP scheme and found it to be somewhat less accurate and up to 25% more expensive than matrix dissipation with a simple pressure switch.
Low-Mach-number ows introduce additional dif culties for compressible ow solvers as a result of the wide range of wave speeds associated with this ow regime, which can result in poor convergence of an iterative method. 16, 17 In addition, the accuracy of the solver may degrade as the Mach number is reduced because of poor scaling of the numerical dissipation. Local preconditioning techniques have been developed to address these dif culties, leading to greatly improved convergence rates and reduced numerical errors at low Mach numbers. 18 -22 Unrau and Zingg 23 showed that the accuracy of the JST scheme at low Mach numbers can be greatly improved using the preconditioner of Weiss and Smith. 24 Tweedt et al. 25 present results for low-Mach-number turbomachinery ows using a preconditionedscheme, which is equivalent to the CUSP scheme, showing improvements in accuracy and degradation in convergence relative to a preconditioned JST scheme. Edwards and Liou 26 present extensions of AUSM for use with local preconditioning.
This paper has two objectives. First we present a thorough evaluation of the ECUSP scheme in the context of subsonic and transonic two-dimensionalturbulent ow over airfoils. The ECUSP scheme is compared with the matrix dissipationscheme in terms of dissipation levels in boundary layers, shock-capturing capability, global solution errors, convergence rates, and computational expense. Global errors are assessed through grid-convergencestudies. The implications of different ux-limitingoptions are consideredas well, and an inexpensive new approach is proposed. The second objective is to present a locally preconditionedversion of the CUSP scheme using the preconditioner of Weiss and Smith 24 and to demonstrate that, at low Mach numbers, the resulting scheme produces convergence rates and solutionswhich are virtuallyindependentof Mach number.
Governing Equations and Numerical Method
The matrix and CUSP numerical dissipation schemes have been implemented in the thin-layerNavier-Stokes solver ARC2D. 27 This solver uses second-order centered differences in space through a generalized curvilinear coordinate transformation and is thus applicable to structured grids. (1)
T is the vector of conservative dependent variables;Ê andF are the convective ux vectors; S is the viscous ux vector; n and g are the streamwise and normal generalized coordinates, respectively; J is the Jacobian of the coordinate transformation; and Re is the freestream Reynolds number based on the speed of sound.
The implementation of local preconditioning into the ARC2D solver is described by Unrau and Zingg 23 and is based on the work of Weiss and Smith, 24 which is closely related to that of Choi and Merkle 19 and Turkel. 20 , 28 The preconditioning technique not only accelerates the convergence rate of the solver but also improves the accuracy of the solution for low-Mach-number ow. The
preconditioned form of Eq. (1) is obtained by introducing the preconditioning matrix C as follows:
To simplify the form of the preconditioningmatrix, the following symmetry variables are used 21 :
The symmetry variables are related to the conservative variables through the transfer matrices given by
The local preconditioner formulated in terms of the symmetry variables can be applied to the thin-layer Navier-Stokes equations written in terms of the conservative variables as follows 23 :
The preconditioner of Weiss and Smith, 24 written in terms of the symmetry variables, has the following form: 
where
The parameter ² 1 is used to ensure that ² remains nite in stagnation regions and is given by
where u = 1 for the presentedtest cases.Further details of the implementation of local preconditioning,such as the time-step de nition and the treatment of the far-eld boundary conditions, as well as several results obtained using the JST scheme, are given in Ref. 23 .
Numerical Dissipation Schemes Matrix Dissipation with Pressure Switch
Because the matrix numerical dissipationscheme is used for comparison purposes to evaluate the CUSP scheme, we present our implementation here. The matrix scheme is based on that of Swanson and Turkel 6 and is added to the second-order centered difference scheme in generalized coordinates in the following manner:
with
where d n is a second-order centered difference operator, D n and r n are rst-order forward and backward difference operators, U is a contravariant velocity component, and j 2 and j 4 are constants. Typical values of j 2 and j 4 are 1.0 and 0.02, respectively. The term T j,k is a TVD pressure switch 6, 29 used to control the rst-order dissipation near shock waves.
The matrix j Aj is given by
where the columns of T n are the right eigenvectors of A, the ux Jacobian, and
with w = p (n 2 x + n 2 y ). The terms in the g direction are analogous. Near stagnation points and sonic points some of the eigenvalues of A approach zero. To avoid the problems this may introduce, the elements of j K j n can be modi ed as follows:
where r represents the spectral radius of the ux Jacobian. The constants V l and V n can be set to zero for subsonic ows, but nite values are needed for transonic ows. Commonly used values are V l = 0.025 and V n = 0.25. The scheme has been implemented using an ef cient matrix-vectormultiply technique as presented in Ref. 6 .
CUSP Dissipation Scheme
The CUSP 8 , 9 scheme is formulated by a combination of differences of the state and ux vectors. We consider the ECUSP version only and refer to it as the CUSP scheme for the remainder of the paper.
The rst-order CUSP scheme for the n coordinate direction is given by
The vectors E and F are the ux vectors written in Cartesian coordinates. The factor c (local speed of sound) is included so that a w is dimensionless. The parameters a w and b are given by
and a is chosen to equal jŪ j / c. The symbolŪ is the arithmetic mean contravariant velocity, whereas the eigenvalues k § are determined at the Roe state. For supersonic ows the CUSP scheme becomes an upwind scheme. The CUSP scheme is not local-extremumdiminishing (LED) and does not guarantee an oscillation-freesolution. This is discussed in Ref. 15 and shown through a numerical experiment in Ref. 30 . However, CUSP has been formulated to produce single-point shocks for inviscid ows (if the Roe average is used in determining the eigenvalues).
This choice of the parameters a w and b means that for Mach numbers below 0.5 the CUSP scheme is a scalar scheme with a scaling based on the contravariantvelocity component in the appropriate curvilinear coordinate direction. If the grid is aligned with the ow in a boundary layer, the scaling of the CUSP scheme in the g direction is based on j V j , the contravariant velocity component in the g direction, which can be small, much smaller than the
as in the JST scheme. Consequently,the CUSP scheme produces much less dissipation than the JST scheme in boundary layers.
To constructa higher-orderCUSP scheme, limiters are added that activate near ow discontinuities. Jameson 8 introduced the following limiter function:
where we have used q = 2. A higher-orderCUSP scheme is obtained by de ning the limited average
and then constructing the appropriate left and right states for each variable:
where the superscriptn representsthe nth element of the state vector. Consequently, the dissipative ux becomes
Analogous terms appear in the g direction.
A modi cation to the limited average is suggested by Swanson et al., 15 where a free parameteris introducedto decouplethe constant scaling of the rst-order dissipation from the constant scaling of the third-order dissipation. We found that for the test cases presented the accuracy of the solution was not signi cantly in uenced by this parameter.
Near a ow discontinuity u and v in Eq. (16) have opposite signs, and therefore R(u, v) ! 0. A problem with this limiter function is that it is insensitive to the relative magnitudes of u and v. In near constant regions of the ow eld, small uctuations in u and v can trigger the limiter randomly, which may stall the convergenceof the solution. One way to overcome this dif culty is to freeze the limiter once the convergence rate stalls. A better approach is suggested by Jameson, 8 who follows the work of Venkatakrishnan. 31 The limiter function is modi ed as follows:
Note that all quantities are nondimensional. This soft limiter introduces a thresholdbelowwhich rst-orderdissipationis not activated, and, therefore, triggering of the limiter for small extrema does not occur. For inappropriate values of e , the resulting threshold may be too high, and, consequently,visible oscillationsmay develop around discontinuities. Venkatakrishnan 31 suggests values for e between 1.0 and 5.0. We use e = 5.0 and refer to this limiter as the V limiter.
We also modi ed Eq. (16) to create a new limiter, which is shown next:
In this case the parameter e controls the activation of the limiter. For transonic ows appropriatevalues for e are between 10 ¡ 2 -10 ¡ 4 . We use e = 10 ¡ 3 and refer to this limiter as the Z limiter. Note that this limiter requires less expense than the V limiter, primarily because it avoids the use of the max function.
The use of the limiters de ned by Eqs. (16), (20) , and (21) adds considerable computational expense to the algorithm. The limiter value has to be computedfor each state variableat each node for each direction (i.e., eight evaluations of the limiter function) compared to just two evaluations per node of the pressure switch function. Further, the inversion of the left-hand side of the implicit algorithm becomes less ef cient because the limiter may apply different values to each conservation equation. To increase the ef ciency of the algorithm, we also consider the use of the pressure variable in the Z limiter, with the same limiting applied to each conservation equation. We refer to this limiter as the ZP limiter. Its computational expense is equivalent to that of the pressure switch. Its use is recommended only for ows in which discontinuities (or near discontinuities) are characterized by a discontinuouspressure eld, as opposed to discontinuities such as contact surfaces through which the pressure is continuous.
On the left-hand side of the implicit approximately factored algorithm, we use the diagonal form. The eigenvaluesassociated with the CUSP scheme and the appropriate limiter values are added to the diagonal entries.
Locally Preconditioned CUSP Scheme
For low-Mach-number ow the CUSP scheme reduces to scalar dissipation with scaling proportional to the contravariant velocity component. Swanson et al. 15 note that with this scaling CUSP dissipation is well suited for low-Mach-number ow because a similar scaling is used by the preconditionedJST scheme, provided that the dissipation is augmented by the preconditioningmatrix.
To demonstrate the necessity of augmenting the CUSP dissipation vector by the preconditioningmatrix C , consider the following analysis.We use the one-dimensionalEuler equationsto express the order of magnitude of the elements in the C matrix, state vector, and ux vector in terms of ². Recall that effective low-Mach-number preconditioningis obtained with ² = M 2 , which is given in Eq. (7). For low-Mach-number ow the changes in the state vector q scale with ² as follows:
as can be derived from the isentropic relations. The order of magnitude for a scalar scaling proportional toū, as used by the CUSP scheme for low Mach numbers, is (² 1/ 2 ). Therefore, rst-order CUSP dissipation can be expressed in terms of the order of ² as follows:ū
The order of the dissipation vector should be the same as the ux vector. The order of magnitude for the ux vector is
Comparing Eq. (24) with Eq. (23) reveals that the mass and energy conservation equations have insuf cient numerical dissipation at low Mach numbers, which can cause problems with stability and convergence.
To make the order of the dissipation vector consistent with the ux vector, consider the C matrix whose entries in terms of the order of ² are
Then the product C D q becomes
Now, if the dissipation vector is augmented by the preconditioning matrix in the following manner:
the order of the dissipationvector is consistent with the order of the ux vector.
Hence, to obtain the preconditionedCUSP scheme for ow with freestream Mach number below 0.5, modify Eq. (13) as follows:
Both V and Z limiters can be used with the scheme; however, the subsonic test case studied did not require these limiters.
Results and Discussion
To evaluate the CUSP numerical dissipation scheme, the following test cases are examined:
1) M 1 = 0.16, a = 0 deg, Re = 2.88 £ 10 6 , transition at 0.43 chords on both surfaces, NACA 0012 airfoil.
2) M 1 = 0.16, a = 6 deg, Re = 2.88 £ 10 6 , transition at 0.05 and 0.8 chords on the upper and lower surfaces, respectively, NACA 0012 airfoil.
3) M1 = 0.7, a = 3 deg, Re = 9.0 £ 10 6 , transition at 0.05 chords on both surfaces, NACA 0012 airfoil. Table 1 is a summary of the grids used. All of the grids have a C topology. In Table 1 JDIM represents the number of points in the streamwise direction, KDIM represents the number of points in the normal direction, Body points represents the number of points on the body, Wake points represents the number of points in the wake, and Off-wall spacing is the normal spacing to the rst grid line off of the surface in chords. The distance to the outer boundary is 12 chords for all grids. For grid A the leading-edgeclusteringis 0.0001, and the trailing-edge clustering is 0.0002. Grid B was generated by removing every second node in both coordinatedirections from grid A, and similarly grid C was generated by removing every second node in both coordinate directions from grid B. Grid P is used for case 5. Note that grid A, which has roughly 200,000 nodes, is much ner than grids generally used in practice. As we will see next, results for grid A are approaching grid independence and thus can be used as a benchmark to estimate solution errors.
Dissipation in Boundary Layers
We rst examine the amount of numerical dissipation introduced in boundary layers, and whether it interferes with the desired balance between convective and viscous uxes. The streamwise momentum equation is typically most revealing.
3 Figure 1 shows the x-momentum ux balance for case 1 computed on grid C with the matrix and CUSP schemes. The user-selectedparameters for matrix dissipation were set to j 2 = 0 and j 4 = 0.02 with V n = V l = 0. For CUSP dissipationthe limiters were not activated. The station shown is at x / c = 0.6, where the boundary-layerthicknessis roughly 0.008 chords and the ow is turbulent. There are roughly 25 points across the boundary layer. Ideally, the viscous ux should balance the convective ux with only a minimal contribution from the numerical dissipation. This is well illustrated by both schemes in Fig. 1 . Consequently, the solutions obtained by the matrix and CUSP schemes are very similar. Even on the coarser grid C, the drag coef cient was within 1.5% of the drag coef cient computed on grid A for both schemes. Matrix dissipation CUSP dissipation In all cases the percent difference between solutions on successive grids decreases with re nement, indicating that the grid A solutions approach grid independence. For example, in Fig. 3 the difference between C d computed on grids A and B is roughly 3%, whereas grids B and C differ by 12%. These gures show that overall the errors obtained using CUSP are similar in magnitude to those obtained using matrix dissipation.Use of the JST scheme leads to much larger errors. 
Computational Expense
The residual convergencehistories for cases 2 and 4 are shown in Fig. 6 . Similar convergence rates are obtained using the CUSP and matrix dissipation schemes. The matrix scheme with the pressure switch requires15-20% more computationaleffort per iterationthan the JST scheme, dependingon the details of the implementation,primarily as a result of the need to form the necessary matrix-vector products. The CUSP scheme with the ZP limiter has a computational cost only 5-10% greater than that of the JST scheme. The cost is associated with the use of the Roe average, which is not strictly necessary for the class of ows considered here. With the Z limiter the CUSP scheme requires about 35% more effort than the JST scheme and with the V limiter about 40%, which is because of the evaluation of the limiter. Clearly the use of the simple pressurebased limiter providessigni cant savings for the ow regimes under consideration here.
Local Preconditioning
Results for case 5 are presented in Fig. 7 , which shows the variation of the computed drag with the freestream Mach number for the CUSP scheme on grid P with and without local preconditioning. The original CUSP scheme without preconditioning shows a dependence on the Mach number for Mach numbers less than 0.2. The preconditioned CUSP scheme correctly produces drag coefcients that are independentof the Mach number for the given Mach number range. the convergence is virtually independent of Mach number, leading to signi cant bene ts for Mach numbers below 0.2. Given that the increase in computational expense per iteration associated with the present implementation of local preconditioning is roughly 30%, this translates into substantial savings in overall computational expense for steadycomputationsat low Mach numbers. Figure 9 shows an improvement in the convergence history of the residual for the preconditionedCUSP scheme at a freestreamMach number of 0.05. Although the accuracy of the JST scheme at low Mach numbers is greatly improved through the use of local preconditioning, 23 it remains inferior to the CUSP scheme. The local preconditioning basically eliminates the speed of sound as an important parameter in the eigenvalues of the ux Jacobian matrices. Thus the sound speed in the locally preconditionedsystem is of the same magnitude as the convective speed, independent of the Mach number. However, the JST numericaldissipationnormal to the surfaceremains much larger than that arising from the preconditionedCUSP scheme because the preconditioned sound speed is much larger than the contravariant velocity componentj V j in a boundarylayer when the grid is aligned with the ow. 
Conclusions
The implementation of a locally preconditioned CUSP scheme has been presented for an approximately factored algorithm in generalized curvilinear coordinates. In addition, an inexpensive ux limiter has been presented and tested. Based on our results for subsonic and transonic airfoil ows, we can draw the following conclusions regarding the use of CUSP for this class of ows:
1) The CUSP scheme provides accuracy that is comparable to the matrix numerical dissipation scheme.
2) When used together with the inexpensive ZP limiter based on pressure, the cost of the CUSP scheme is comparable to that of the original JST scheme.
3) At low Mach numbers the locally preconditioned algorithm produces convergence and accuracy that are virtually independent of Mach number.
Hence the CUSP scheme achieves its goal of providing accuracy comparable to a high-resolution scheme, at least for aerodynamic computations, at a cost similar to that of the JST scheme.
