We study blow-up and quantization phenomena for a sequence of solutions (u k ) to the prescribed Q-curvature problem
Introduction to the problem
Given a bounded domain Ω ⊂ R 2n , we will consider a sequence (u k ) of solutions to the prescribed Q-curvature equation
under the uniform (volume) bound Ω e 2nu k dx ≤ C, k = 1, 2, 3, . . .
and suitable bounds on Q k ≥ 0.
We shall use the notations S ∞ and S sph to denote the set of all blow-up points and the set of all spherical blow-up points respectively, where such points are defined as follows:
A point x ∈ Ω is said to be a blow-up point if there exists a sequence of points (x k ) in Ω such that
x k → x and u k (x k ) → ∞.
A point x ∈ S ∞ is said to be a spherical blow-up point if there exists x k → x and r k → 0 + such that for some c ∈ R
where η is a spherical solution to (−∆) 
with m = 2n, that is, η is of the form
for some λ > 0 and x 0 ∈ R m .
Theorem A ( [1] , [22] ) Let Ω be a bounded domain in R 2n , n > 1 and let (u k ) be a sequence of solutions to (1)- (2) , where
and define the set Q k e 2nu k dx ≥ Λ 1 2 , Λ 1 := (2n − 1)!|S 2n |.
Then up to extracting a subsequence one of the following is true.
i) For every 0 ≤ α < 1, (u k ) is bounded in C 2n−1,α loc (Ω).
ii) There exists ϕ ∈ K(Ω, S 1 ) and a sequence of numbers β k → ∞ such that
(Ω \ (S 1 ∪ S ϕ )), 0 ≤ α < 1. (8) In particular u k → −∞ locally uniformly in Ω \ (S 1 ∪ S ϕ ).
Notice that Theorem A contains the results of [2] since when n = 1 by maximum principle we have S ϕ = ∅ for every ϕ ∈ K(Ω, S 1 ). In fact the more complex blow-up behavior for n > 1 can be seen as a consequence of the size of K(Ω, S 1 ). A way of recovering the finiteness of the blow-up set S ∞ was given by Robert [26] for n = 2 and generalized by Martinazzi [23] for n ≥ 3:
Theorem B ( [23, 26] ) Let (u k ) be a sequence of solutions to (1), (2) and (7) . Assume that we are in case ii) of Theorem A. If (u k ) satisfies
for some B ρ (ξ) ⊂ Ω, then S 1 = {x (1) , x (2) , . . . , x (M ) } is a finite set and
in the sense of measures, where N i ∈ N := {1, 2, 3, . . . }. Moreover, u k → −∞ locally uniformly in Ω \ S 1 .
It is worth pointing out that without the additional assumption (9) the blow-up set S ∞ need not be finite. In general, S ∞ could be a hypersurface, see e.g. [1, 12, 14] .
In our first theorem we show that the profile of u k β k near the zero set S ϕ is very closed to that of ϕ in C 1,α norm, and we give a characterization of the blow-up points outside the zero set S ϕ . Theorem 1.1 Let Ω be a bounded domain in R 2n , n > 1 and let (u k ) be a sequence of solutions to (1)-(2) for some Q k satisfying (7) . Assume that we are in case ii) of Theorem A. Then ϕ ∈ K(Ω, ∅) and
In addition, if Q k is bounded in C 1 loc (Ω) then S ∞ ⊆ {x ∈ Ω : ∇ϕ(x) = 0}. (12) We remark that the C 1,α convergence in (11) is sharp in the sense that it is not true in C 2 loc (Ω \ S sph ), see Example 1 in subsection 5. As an immediate consequence of (10)-(11) we prove the following: Corollary 1.2 Let (u k ) be a sequence of solutions to (1), (2) and (7) . Then
ii) If the scalar curvature R gu k of the conformal metric g u k := e 2u k |dx| 2 is uniformly bounded from below, then S ∞ = S sph .
As we have already mentioned that the quantization result of Theorem B is not true without the additional assumption (9) . However, it turns out that a quantization result still holds if we stay outside the zero set S ϕ . More precisely, we have:
be a sequence of solutions to (1), (2) and (7) . Then the seṫ S sph := S ∞ \ S ϕ is finite, and up to a subsequence,
in the sense of measures, where N ℓ ∈ N, and the above sum is considered to be 0 iḟ
for some δ 0 > 0. Finally, if the Hessian ∇ 2 ϕ(x (ℓ) ) is strictly positive definite for some x ℓ ∈Ṡ sph , and Q k ≡ 1 then for k large
for some c 0 > 0. Theorem 1.3 contains Theorem B as (9) implies that S ϕ = ∅. Our first proof of (13) is based on Theorem B. Under an additional assumption, namely (Q k ) is bounded in C 1 loc (Ω), we give a direct proof (without using Theorem B). In this case we also derive a lower bound of the distances between the locations of "peaks" at a spherical blow-up point x ℓ with N ℓ > 1, see Lemma 3.3 In our next theorem we give a sufficient condition on the poly-harmonic function ϕ to rule out the possibility of collapsing multiple spherical bubbles at a blow-up point in S ∞ \ S ϕ . Theorem 1.4 Let (u k ) be a sequence of solutions to (1), (2) and (7) . Assume that (Q k ) is bounded in C 1 loc (Ω). If the Hessian ∇ 2 ϕ(x 0 ) is strictly negative definite for some x 0 ∈ S ∞ , then there exists δ > 0 such that
In particular, if x 0 ∈ S ∞ \ S ϕ , then lim sup
The assumption on ∇ 2 ϕ(x 0 ) in Theorem 1.4 is necessary as it is not true if ∇ 2 ϕ(x 0 ) = 0, see Examples 2, 3 in subsection 5. Now we move on to the non-local case in dimension 3. More precisely, we shall consider the non-local equation (−∆)
can be understood as a Dirichlet-to-Neuman map via bi-harmonic extension on the upper-half space R 4 + . For a precise definition, and notations see Section 4.
where u k := U k | t=0 is the boundary data and Q k ∈ C 0 (Ω) is uniformly bounded in L ∞ (Ω). We assume that
and
Set
Then S 1 is a finite set and, up to a subsequence, one of the following is true:
where S Φ := {x ∈ Ω : Φ((x, 0)) = 0}. Moreover S Φ has dimension at most 2.
We improve Theorem C by showing the following theorem:
Let Ω be a smooth bounded domain in R 3 . Let (U k ) ⊂ C 0 (R 4 + ) be a sequence of representable solutions to (16) , (17) and (18) for some
Assume that we are in case ii) of Theorem C. Then there is a finite set (possibly empty)
in the sense of measures, where N ℓ ∈ N.
We shall use the following classification result from [16, 18, 21] , see also [15, 29] and the references therein. We begin with the proof of (10).
Proof of (10) The proof is similar to the one in [1] , see also [22] . The crucial difference is that we need to show that the function ϕ is smooth in Ω. For that purpose we decomposition u k on the whole domain Ω instead of a small neighborhood of a point in Ω \ S 1 as done in [1, 22] . More precisely, we write
Here the constant γ n :
If necessary, restricting ourselves in a smaller domainΩ ⋐ Ω, we can assume that Q k → Q 0 in C 0 (Ω).
It follows from (21) and (2) that
and hence, again by (2), we have
Assume that there exists x 0 ∈ Ω and R 0 > 0 such that (β k ≤ C corresponds to the case i) of Theorem A)
Then the function ϕ k := h k β k satisfies ∆ n ϕ k = 0 in Ω,
By Lemma 3.6, up to a subsequence, we have for every ℓ ∈ N
It follows that ∆ n ϕ = 0 in Ω,
and hence, ϕ ∈ K(Ω, ∅).
We claim that v k is bounded in C 2n−1,α loc (Ω \ S) where S := S 1 ∪ S ϕ . In order to prove the claim first we fix a point ξ ∈ Ω \ S. Then there exists R > 0 such that B 2R (ξ) ⊂ Ω \ S and up to extracting a subsequence lim sup
where we have used (2) and
and together with Jensens inequality we obtain from (23) that
This shows that
(ξ)), and our claim follows immediately by a covering argument.
This finishes the proof of (10).
Proof of (11)
Let us first introduce some notations. For a sequence of points (x k ) in Ω and a sequence of positive numbers
Setting
one gets
The following three lemmas are crucial in proving (11) .
Proof. From (21) one obtains
where the second last inequality follows from (2) and (25) . Dividing the above inequality by β k one gets
Proof. Differentiating under the integral sign, from (21) , and together with (2) and (25) we bound
The lemma follows immediately.
Assume that x 1,k = x 2,k for every k and
Proof. Differentiating under the integral sign, from (21) , and using that
As in Lemma 2.2 one can show that
Thus
The lemma follows as α < 1.
We claim that for every compact set K ⋐ Ω \ S sph we have
We prove the claim in two steps.
Step
We assume by contradiction that
We set µ k := 1 √ β k , and letx k , L k and r k be as in (24), (26) . By Lemmas 2.1 and 2.2 we have L k → ∞, r k → 0, and
and by (27) we obtain
. Moreover, by (2), (21), (22) and (30), we have for every R > 0
Therefore, by elliptic estimates, up to a subsequence,
thanks to (31). It follows from Theorem D that η is of the form (6) . Thus, x k → x 0 ∈ S sph , a contradiction.
Step 2
If |x 1,k − x 2,k | → 0 then Step 2 follows from Step 1. Thus, we only need to consider the case |x 1,k − x 2,k | → 0.
We letx i,k and L i,k be as in (24) 
Then by Lemma 2.3 we get L k := max{L 1,k , L 2,k } → ∞. By relabelling, we may assume that L k = L 1,k → ∞. Letting r k := r 1,k (as defined in (26)) we see that (30) holds. Now one can proceed as in Step 1 to get a contradiction. We conclude the proof of (11)
Proof of Corollary 1.2 It follows immediately from (11) that
which is the first part of the corollary. We claim that ϕ ≡ const < 0 whenever the scalar curvature R gu k is uniformly bounded from below, that is,
In order to prove the claim we fix a ball B ε (x 0 ) ⋐ Ω \ (S 1 ∪ S ϕ ). Then by (10) we get
This and (32) implies that ∇ϕ ≡ 0 in B ε (x 0 ), and hence ϕ ≡ const in B ε (x 0 ). By unique continuation theorem we conclude that ϕ ≡ const on Ω. In particular, S ϕ = ∅, and from the first part of the corollary, we deduce S ∞ = S sph .
2.2 Proof of (12) and Theorem 1.4
For a given point
Proof of (12) Since S ∞ ∩ S ϕ ⊆ S ϕ ⊆ {∇ϕ = 0}, we only need to show that
Then necessarily x 0 ∈ S sph , thanks to (11) . We choose δ > 0 such that
For this choice of δ and ψ, we haveQ k ∈ C 1 c (Ω). Therefore, by (49)
Since
which leads to
thanks to (22) and (34). Recalling that (Q k ) is bounded in C 1 loc (Ω), ψ ≡ 1 on B δ (x 0 ), and from (21), (33) and (34), we infer
which gives |I 2 | ≤ C. Plugin these estimates in (35) we obtain
We conclude (12) .
Proof of Theorem 1.4 Let x 0 ∈ S ∞ be such that ∇ 2 ϕ(x 0 ) is strictly negative definite. Then ϕ(x) < ϕ(x 0 ) ≤ 0 for x 0 = x ∈B 2δ (x 0 ) ⊂ Ω for some δ > 0. We can also assume that ∇ 2 ϕ < 0 onB 2δ (x 0 ) and (34) holds. We let
Using that ∇ 2 ϕ < 0 onB 2δ (x 0 ), and by (22), we have for
for some c 1 > 0. Now we apply Lemma 3.5 to the integral equation (33) withΩ = Ω,
and by (2), (34), (36) and (38) one obtains
Thus,
The second part of the theorem follows from the first part and (13).
Then η is a spherical solution if and only if c 0 = 0, and in this case, we have a quantization of energy around x 0 . However, if c 0 = 0 then η is a non-spherical solution, and necessarily
which follows from (39).
It is worth pointing out that non-spherical solutions to (40) with Λ ≥ Λ 1 (they do exist in dimension 6 and higher, see [10, 11, 14, 24] ) can not appear as a blow-up limit if ∇ϕ(x 0 ) is strictly negative definite.
Proof of Theorem 1.3
We recall that by Corollary 1.2 we have S ∞ ∩ {ϕ < 0} ⊂ S sph . Therefore, for every
The following lemma has been proven in [23, 26] (see also [9] ) under the assumption (9) . However, here we prove it only assuming that the blow-up points are not in the zero set of ϕ. More precisely the following:
Let δ > 0 be such thatB 2δ ⊂ Ω and (34) holds. Then there exists an integer N ≥ 1 and N sequences of points (x i,k ) with 1 ≤ i ≤ N such that, up to a subsequence, the following holds:
where η is a spherical solution to (5) . In particular,
Proof. We prove the lemma by induction. For m ≥ 1 we say that H m holds if there exists m sequences of points (x i,k ) converging to x 0 such that, up to a subsequence, the following holds:
where η is a spherical solution to (5) .
Let us first show that H 1 holds. Let
This implies that for k large
Hence, H 1 follows, thanks to Lemma 3.4. Now we assume that H m holds for some m ≥ 1. We also assume that
We claim that H m+1 holds. To prove the claim we let x m+1,k be given by
Setting r m+1,k := e −u k (x m+1,k ) , by (42), one has
Since lim k→∞ r m+1,k d m,k (x m+1,k ) = 0, from the definition of d m,k and r m+1,k , one gets for every R > 0
where o(1) → 0 uniformly as k → ∞. Using this, as before, one would get 
there exists a maximal m such that H m holds. Arriving at this maximal m, we get that (42) can not hold, and conclude the lemma with N = m.
A consequence of iv) of Lemma 3.1 is the following: 
In particular, for every ρ k > 0 with log ρ k = o(β k ), we have
Proof. Taking x k = x and µ k = d N,k (x) in (28) , and using that d N,k (x) ≤ 2d N,k (x) for |x −x| < 1 2 d N,k (x), one would get the first part of the lemma, thanks to iv) of Lemma 3.1. The second part follows immediately from (34) and ϕ(x 0 ) < 0.
Proof of (13) From Corollary 1.2 we haveṠ sph := S ∞ \ S ϕ ⊂ S sph , and hence, S sph is either empty or finite. If the setṠ sph is empty then (13) follows trivially as u k → −∞ locally uniformly in Ω \ S ϕ , thanks to (11) . In the later case we denote the setṠ sph by {x (1) , . . . , x (L) }. We observe that (13) is equivalent to
for every ℓ ∈ {1, . . . , L}. For x 0 = x (ℓ) ∈Ṡ sph we fix δ > 0 such that (34) holds. Let (x i,k ) and N be as in Lemma 3.1. For i ∈ I := {1, . . . , N } we set
Thus, I can be written as a disjoint union of J i 's.
We fix R i > 0 such that
We set
In fact, by ii) of Lemma 3.1
Moreover, differentiating under the integral sign, from (21)
Thefore, by Theorem B, there exists a positive integer N i (from the proof of Theorem B one would have N i = |J i |) such that
This proves (43).
Under a slightly stronger assumption on Q k , namely Q k C 1 ≤ C, one can have a simpler proof of (43) (without using Theorem B). The main idea is to use a Pohozaev type identity around each peak x i,k , compare [9] . Q k e 2nu k dx → Λ 1 .
In particular, (43) holds with δ ℓ = δ and N ℓ = N .
Proof. In order to prove the lemma we fix i ∈ I and consider the set of indices
where R i > 0 is such that
This, and from the definition of ρ i,k we obtain
thanks to Lemma 3.2. Moreover, from the definition of ρ i,k we see that
This is a consequence of ii) − iii) of Lemma 3.1. Next, we apply Lemma 3.5 to the integral equation (33). Indeed, fixing ψ ∈
=: (I) + (II) + (III).
Using (44)-(45) one has
Since ρ i,k β k → 0, from (22) Plugin these estimates in (46) we get thatλ k → Λ 1 , that is,
and hence J i = {i}, thanks to Lemma 3.1.
The lemma follows immediately from Lemma 3.2.
Next we prove a stronger version (14) . More precisely, we show that if there are multiple spherical bubbles collapsing at a blow-up point x 0 ∈Ṡ sph , then the height of each peak has the same order −β k ϕ(x 0 ).
Proof of (14) Let x 0 = x (ℓ) ∈Ṡ sph . Let (x i,k ) be as in Lemma 3.1 for some 1 ≤ i ≤ N . We claim that for every
It follows that
where we ignored the index i and simply write x k for x i,k . For ε > 0 we fix
Splitting Ω into
By iii) of Lemma 3.1 one has e 2nu k ≤ Cr −2n k R −1 on A 1 . This yields
for R sufficiently large. From Lemma 3.3
Using that log |x k + 2Rr k σ − y| = O(log β k ) on A 3
The above estimates give (47). .
Proof of (15) Since (15) follows from (13) if N ℓ > 1, we only need to consider the case N ℓ = 1. Let x 0 = x (ℓ) ∈Ṡ sph be such that ∇ 2 ϕ(x (ℓ) ) > 0. We fix δ > 0 such that
and (34) holds. We write u k =v k +h k where (recall that by assumption
We observe that
We leth k (ξ k ) := min B δh k . Then ξ k → x 0 and ∇h k (ξ k ) = 0. Moreover, one can show that (see the proof of (38))
for some c 1 > 0. Applying Lemma 3.5 with v =v k , Ω =Ω = B δ (x 0 ), ξ = ξ k , K = e 2nh k andλ = λ = λ k := B δ (x 0 ) e 2nu k dx we get
Note that g k (x) ≥ r 2 k for |x| ≥ 4 if |x k − ξ k | ≤ 2r k , and for |x| ≤ 1 if |x k − ξ k | ≥ 2r k . Therefore, by iii) of Lemma 3.1 we have (I) ≥ c 2 r 2 k β k for some c 2 > 0. We conclude (15) .
In the rest of this section we collect some useful lemmas. Lemma 3.4 Let (u k ) be a sequence of solutions to (1), (2) and (7) such that
where o(1) → 0 as k → ∞. Then setting
we have
.
In particular
Proof. We omit the proof as it is very similar to that of Step 1 in Proof of (11) . The crucial fact r 2 k β k → 0 follows from the hypothesis u k (x k )
The following lemma is a generalization of [29, Theorem 2.1].
Lemma 3.5 (Pohozaev Identity)
Let v be a solution to v(x) := 1 γ n Ω log 1 |x − y| K(y)e 2nv(y) dy,
where K ∈ C 1 (Ω). Then forΩ ⊆ Ω and ξ ∈ R 2n we havẽ 
The non-local case
Let us first fix some notations, and define the operator L 3 2 mentioned in the introduction. Points in R 4 will be denoted by X = (x, t) ∈ R 3 × R. We will identify R 3 = {(x, t) : t = 0} = ∂R 4 + . In the following,∆ will denote the Laplacian in R 4 and ∆ x the Laplacian in R 3 .
It is well known that if U ∈ W 2,2 (R 4 + ) is a solution to the problem
then U is characterized by the Poisson representation formula
with u = U | R 3 , see e.g. [3, 4, 6, 7, 8] . Define the operator on R 3 by
Then
where the 3 2 -fractional Laplacian is defined as the operator with Fourier symbol |ξ| 3 . Note that L 3 2 can also be defined in a distributional sense. Indeed, given
for every test function ψ ∈ C ∞ (R 4 + ) with compact support in R 4 + and satisfying ∂ t ψ = 0 on t = 0.
We say that a solution U to (51) is representable if it coincides with its Poisson representation formula (52) and L 3 2 U is well defined. In particular, the boundary data u = U | t=0 of a representable solution satisfies 
We now prove a corresponding version of Lemma 3.4 for the non-local case. 
Proof. It has been shown in [8] that U k can be decomposed as
and H k is given by the Poison formula (52) with the boundary data 
for every integer ℓ ≥ 0. Now we set 0) ).
Using the uniform bounds (17) and (18) one can show that
This and the Poision representation formula ofH k leads to lim sup
Since r 2 k β k → 0, we have that∆H k → 0, thanks to (58). Therefore, up to a subsequence,H k →H in C 4 loc (R 4 ) for some harmonic functionH satisfying
This implies thatH is bounded from above, and henceH ≡ 0.
Next we show that the sequence (ṽ k ) is bounded in C 2 loc (R 3 ). Indeed, setting Q k (x) := Q k (x k + r k x) we see that v k (x) = 1 2π 2 Ω k log |y| |x − y|Q k (y)e 3ũ k (y) dy, Ω kQ k e 3ũ k dy ≤ C.
As the functionũ k satisfies u k ≤ o(1) on B R , for every fixed R > 0, differentiating under the integral sign, one easily gets that the sequence (|∇ṽ k |) and (|∇ 2ṽ k |) are bounded in C 0 loc (R 3 ). Therefore, asṽ k (0) = 0, we conclude that (ṽ k ) is bounded in C 2 loc (R 3 ). Thus, up to a subsequence,ũ k =ṽ k +h k →ṽ =:ũ in C 1 loc (R 3 ). It easily follows thatũ satisfies
log |y| |x − y|Q 0 (x 0 )e 3ũ(y) dy,ũ ≤ũ(0),
Then a classification result to the above integral equation in [29] imply thatũ should be of the form given in (55).
Proof of Theorem 1.5 The proof of (19) is very similar to the one of (11) . Here one needs to use Lemma 4.1 and the representation formula (56). The quantization result (20) can be proved using a Pohozaev type identity for the integral equation (57). Notice that corresponding versions of Lemmas 3.1, 3.2 and 3.3 for the non-local case follow easily.
Examples
In Example 1 we show that the convergence in (11) is sharp in the sense that C 1,α loc (Ω \ S sph ) can not be replaced by C 2 loc (Ω \ S sph ). Example 1 Let u be an entire solution to (5) with m = 2n ≥ 4 such that (see [5, 13, 28] Notice that ∆u k (0) β k = ∆u(0) < −2n = ∆ϕ(0).
Therefore, u k β k → ϕ in C 2 loc (B 1 ) (here S sph = ∅). Example 2 It has been shown in [11] (see also [10, 24] ) that for every n ≥ 3 and Λ > Λ 1 there exists a radially symmetric solution u to (−∆) n u = e 2nu in R 2n , Next example shows that one can have S sph ∩ S ϕ = ∅.
Example 3 Let n = 3 and let Λ > Λ 1 be fixed. Then there exists a sequence of radially symmetric solutions (u k ) to (60) such that (see [14] ) 
