[1] We continue reconstructing Earth's radiation budget from global observations in as much detail as possible to allow diagnosis of the effects of cloud (and surface and other atmospheric constituents) variations on it. This new study was undertaken to reduce the most noticeable systematic errors in our previous results (flux data set calculated mainly using International Satellite Cloud Climatology Project-C1 input data (ISCCP-FC)) by exploiting the availability of a more advanced NASA Goddard Institute for Space Studies (GISS) radiative transfer model and improved ISCCP cloud climatology and ancillary data sets. The most important changes are the introduction of a better treatment of ice clouds, revision of the aerosol climatology, accounting for diurnal variations of surface skin/air temperatures and the cloud-radiative effects on them, revision of the water vapor profiles used, and refinement of the land surface albedos and emissivities. We also extend our previous flux results, limited to the top of atmosphere (TOA) and surface (SRF), to also include three levels within the atmosphere, forming one integrated vertical atmospheric flux profile from SRF to TOA, inclusive, by combining a new climatology of cloud vertical structure with the ISCCP cloud product. Using the new radiative transfer model and new input data sets, we have produced an 18-year at 3-hour time steps, global at 280-km intervals, radiative flux profile data set (called ISCCP-FD) that provides full-and clear-sky, shortwave and longwave, upwelling and downwelling fluxes at five levels (SRF, 680 mbar, 440 mbar, 100 mbar, and TOA). Evaluation is still only possible for TOA and SRF fluxes: Comparisons of monthly, regional mean values from FD with Earth Radiation Budget Experiment, Clouds and the Earth's Radiant Energy System and Baseline Surface Radiation Network values suggest that we have been able to reduce the overall uncertainties from 10-15 to 5-10 W/m 2 at TOA and from 20-25 to 10-15 W/m 2 at SRF. Annual mean pressure-latitude cross sections of the cloud effects on atmospheric net radiative fluxes show that clouds shift the longwave cooling downward in the Intertropical Convergence Zone, acting to stabilize the tropical atmosphere while increasing the horizontal heating gradient forcing the Hadley circulation, and shift the longwave cooling upward in the midlatitude storm zones, acting to destabilize the baroclinic zones while decreasing the horizontal heating gradient there. 
Introduction
[2] The climate system converts solar radiation into heat and ''heat'' radiation, water vapor and the circulations of the atmosphere and ocean. The atmospheric circulation causes relatively rapid heat transports (with respect to the oceanic circulation) that integrate local forcing differences and couple the local responses of the other, slower climate components into a single global response, so it is essential to diagnose climate variations globally. However, the climate system is not in static equilibrium. The solar forcing varies strongly on both daily and seasonal timescales; the former timescale is shorter than the response time of the atmospheric circulation (except for the boundary layer and convection) and the latter is longer than the response time of the atmospheric circulation but slower than the response time of the oceanic circulation. Consequently, the atmospheric and oceanic circulations are constantly adjusting (on different timescales) to the changing solar forcing. The ''heat'' radiation is part of the adjustment process. The situation is made more complicated because the atmospheric circulation also redistributes the water vapor and converts some of it into clouds and precipitation, all of which alter the forcing of both the atmospheric and oceanic circulations. These atmosphere redistributions and conversions comprise the ''fast'' feedback processes that mediate the climate's response to changed forcing but they have their foundation in weather-scale (i.e., minutes to days) variations.
[3] To understand how the radiative fluxes are affected by diurnal-to-weather-scale variations in the atmospheric water vapor and clouds, how these variations interact with the atmospheric and oceanic circulations, and how all of these integrate into a climate response, we need to diagnose from observations the radiative flux variations on scales from diurnal and mesoscale to interannual and planetary scale. We have been working for some time [Rossow and Lacis, 1990; Rossow and Zhang, 1995] to develop global radiative flux data sets with the requisite detail for this purpose. The particular approach we follow is to collect global, weatherresolving measurements that specify all the needed properties of the clouds, atmosphere and surface and to put them into a radiative transfer model to calculate the radiative fluxes at the top of atmosphere (TOA), at the surface (SRF) and at several levels within the atmosphere (ATM), which comprise an integrated vertical atmospheric flux profile (PRF) from SRF to TOA inclusive. After the necessary evaluation of the accuracy of these calculated fluxes against independent measurements, primarily by satellites at TOA and by special radiometers at the surface (since no global ATM flux measurements are available, we are unable to directly verify whole flux profiles yet), these results may be taken as a reconstruction of the long-term (>20 years), global radiation budget resolving weather-scale variations. The major advantage of this more elaborate analysis approach over more direct measurements of radiative fluxes alone (usually with incomplete spatial/temporal coverage) is that we can then directly diagnose the causes of the flux variations because the PRF are integrated with all the separated input physical parameters that generate the fluxes. Moreover, once evaluated, such results also provide a direct check of the radiation model used in (at least) one climate general circulation model (GCM) and an indirect check of the (mostly) satellite-based measurements of the cloud, atmosphere and surface properties that are used.
[4] Since we last reported on our methodology for calculating global, 3-hourly broadband shortwave (SW) and longwave (LW) radiative fluxes at TOA and SRF, the radiative transfer model, the satellite-retrieval algorithms, the available global data products and the independent observations of TOA and SRF radiative fluxes have all improved. The NASA Goddard Institute for Space Studies (GISS) radiative transfer model has undergone many important changes to enhance its capability, increase its accuracy and improve input climatological data sets on the basis of new understanding of the climate system. Likewise, the International Satellite Cloud Climatology Project (ISCCP) has improved its satellite radiance calibrations, cloud retrieval and analysis methods, thereby, reducing various errors/uncertainties and biases in the cloud measurements. The old ISCCP-C-series data sets (CX, C1 and C2 [see Rossow and Schiffer, 1991] ) have now been replaced by the new D-series data sets (DX, D1 and D2 [see Rossow and Schiffer, 1999] ), which incorporate more complete cloud properties, particularly concerning ice clouds, and cover a longer time period from July 1983 to the present (now planned to extend through 2006). The independent determinations of TOA and SRF radiative fluxes are much improved with the advent of the Clouds and the Earth's Radiant Energy System (CERES) experiment [Wielicki et al., 1996] and the release of more data from the Baseline Surface Radiation Network (BSRN) [Ohmura et al., 1998 ].
[5] Consequently, the time has come to advance our flux calculations by using the new 2001 GISS radiative transfer model (the radiation component of the GISS GCM [Hansen et al., 2002] ), the new ISCCP data sets, as well as better ancillary data sets that have become available.
[6] In the previous work, our radiative transfer model , and hereinafter ''95-Model'') was modified from the original radiative transfer model used in the old 1983 GISS GCM Model II as described by Hansen et al. [1983] , and therefore was its off-line application version. While maintaining all of the original characteristics, 95-Model had some additional optional specifications, could handle a wider variety of physical variables as inputs and provided more detailed output for a wider variety of situations. The primary goal of 95-Model was to use the global satellite-derived cloud properties from the ISCCP-C1 data set [Rossow and Schiffer, 1991] with other ancillary data for specifying all the physical properties of the atmosphere and surface to calculate global SW and LW fluxes at TOA and SRF at intervals of 280 km and 3 hours for every third month from April 1985 to January 1989 (the Earth Radiation Budget Experiment (ERBE) period [Ramanathan et al., 1989] ). The main resulting data product of 95-Model was called ISCCP-FC. For 95-Model, we conducted an extensive and thorough set of sensitivity and evaluation studies reported by Zhang et al. [1995] and Rossow and Zhang [1995] . From the comparison of our results with the observations, we concluded that our 95-Model-based fluxes, ISCCP-FC, had overall uncertainties of 10 -15 Wm À2 and 20-25 Wm À2 for regional and monthly mean TOA and SRF fluxes, respectively. For a summary of the most important sensitivity tests of 95-Model, see 2003JD004457-MODEL.txt in the auxiliary material (AM) 1 . Table 1 lists the symbol definitions used in our previous work and throughout this paper.
[7] Our previous results also identified the key sources of error, the improvement of which was one of the main objectives of this study. First and foremost, characteristic regional discrepancies pointed to biases in the ISCCP-FC fluxes where ice clouds predominated. This bias is associated with the ISCCP-C series treatment of all clouds as composed of liquid spheres. In such locations, S" t and L" t were too large. With the new ISCCP-D series data, where ice clouds are treated with a separate microphysical model, these biases are expected to decrease. The FC values of L" t in the subtropics were systematically too small; since clouds in this region are generally either low level or absent, the problem was thought to be associated with either the total abundance or vertical distribution of the water vapor obtained from the operational Television Infrared Observation Satellite (TIROS) Operational Vertical Sounder (TOVS) data set (produced operationally by NOAA [Kidwell, 1995] ) or a problem with the radiative model's treatment of water vapor absorption. The main concern for surface fluxes involved the details of calculations of L# s and L" s , particularly their diurnal variations and the cloud effects on the diurnal variations. The previous calculations lacked an estimate of the diurnal variation of near-surface air temperatures (T a ) over land and employed the ISCCP determinations of the diurnal variations of the surface skin temperature (T s ), which are biased to clear-sky conditions. Last, the FC values of S" t and S# s were both too high. Aside from problems caused by the ice clouds, this bias appeared in both clear and cloudy sky fluxes, suggesting problems in the aerosol amounts and their optical properties, particularly absorption, and the surface albedos.
[8] The second main objective of this study was to extend the flux calculations at TOA and SRF to whole atmospheric flux profiles (PRF), TOA and SRF inclusive, by exploiting a new climatology of cloud vertical structure (CVS) produced by Wang et al. [2000] . Although the climatology has coarse vertical resolution and does not provide instantaneous cloud layer information, we have developed a statistical model by combining this climatology with the ISCCP cloud information to provide an approximate connection between meteorological conditions and the vertical distribution of cloud layers (W. B. Rossow et al., Statistical model of cloud layer vertical structure associated with different cloud types, submitted to Journal of Climate, 2004) (hereinafter referred to as Rossow et al., submitted manuscript, 2004) .
[9] This paper describes the changes made to 95-Model to produce our new radiative model, hereinafter ''03-Model,'' along with the input data changes in implementing all of the new improvements of the GISS radiation model. We also summarize our progressing in producing, for the first time, global, long-term, SW and LW radiative flux profiles, combining the SRF, ATM and TOA fluxes [Zhang and Rossow, 2002] , called the ISCCP-FD product. We compare our new results to the observations from ERBE, CERES, the Earth Radiation Budget Satellite (ERBS) nonscanner data set and BSRN.
[10] Similar to 95-Model, 03-Model is an application version of the new 2001 GISS GCM radiation model [Hansen et al., 2002; cf. Oinas et al., 2001] . Table 2 compares the main features of 03-Model and 95-Model (for more details, see AM, 2003JD004457-MODEL.txt).
[11] For brevity, we avoid repeating the details of our previous 1995 work unless it is necessary and we concentrate on the most important changes of 03-Model from 95-Model and their corresponding sensitivity tests (section 2), and the changes in the new input data sets (section 3) with respect to those used with 95-Model. With the new 03-Model and new input data sets, the overall flux changes and our new products are described in section 4. Section 5 is our evaluation of our new results by comparisons with both the old observational results used before total net flux into the atmosphere, equal to N t À N s CLR-F flux with no cloud cover (and with clear-sky precipitable water for 03-Model), where F is any above symbol, e.g., CLR-S" t is the upward SW flux at TOA with 0% clouds CLD-F flux with 100% cloud cover (and saturated cloud-layer precipitable water for 03-Model), e.g., CLR-S" t is the upward SW flux at TOA with 100% clouds (exception: if its full-sky counterpart has no contribution from clouds, i.e., if a grid box has no cloud information, CLD-F = CLR-F) CFC-F cloud flux change (''cloud forcing'' as popularly used, see explanation given by Rossow and Zhang [1995] ), defined as the difference between full-sky and clear-sky, e.g., CFC-S" t = S" t À CLR-S" t a SW, shortwave; LW, longwave.
and newer observational results. Section 6 summarizes the status of this radiation budget reconstruction and its uncertainties and provides an overview of the results.
Changes of the Radiative Transfer Model and Sensitivity Study Results
[12] All the important characteristic changes from 95-Model to 03-Model are listed in Table 3 summarizes the new sensitivity test results that we think are relatively more important by showing the global mean and standard deviations of the differences for daily mean SW and LW fluxes at TOA and SRF from individual map grid cells in our standard 280-km equal-area map grid.
[13] Inherited from the new GISS GCM radiative transfer model (hereinafter the GISS model), 03-Model has higher [Hansen et al., 2002; Oinas et al., 2001] old 1983 NASA GISS GCM radiation model [Hansen et al., 1983] Their fundamentals are from the new/2001 and old/1983 NASA GISS GCM radiation models, respectively; that is, most features are inherited from the original GISS radiation models that use the correlated k distribution method (CKD). spectral resolution, employing 15 noncontiguous correlated k intervals to model overlapping cloud-aerosol and gaseous absorption for the SW (nominally 0.2-5.0 mm) and 33 noncontiguous correlated k intervals for the LW (nominally 5.0-200.0 mm, including one for a ''window'' wavelength: 11.1 -11.3 mm). In addition, the SW now incorporates distinct UVA and UVB treatments based on off-line lineby-line calculations. The 33-k scheme for the LW is designed to match line-by-line fluxes to within 1 Wm
À2
and provides a significant improvement for upper stratospheric cooling rates due to water vapor over the old 25-k interval scheme (Oinas et al. [2001] ; see also AM, 2003JD004457-MODEL.txt). With more k spectral intervals to treat the atmosphere and its constituents, including aerosols and clouds as well as surface properties, 03-Model is expected to have higher accuracy than 95-Model. The sensitivity test of the spectral resolution change (holding all other parameters fixed to 95-Model values) shows ( ). From our previous evaluations , these flux changes are all improvements (bias reductions) with respect to more direct observations.
Revised Treatment of Surface Properties
[14] The new GISS model has revised visible albedo (0.2 -0.7 mm) values and has a finer, more precise 5-band near-infrared (NIR: 0.7-5.0 mm) albedo representation for each of 11 ''vegetation'' types (but 8 of which are used, see Zhang et al. [1995] ). In addition, two of the ''vegetation'' types, ''rocks'' and ''desert,'' have been merged into one type, ''sands.'' Table 3 shows that these changes cause a decrease of 2.2 and 1.4 Wm À2 for S" s and S" t , respectively, and a decrease of 0.4 Wm À2 for S# s for land only (with or without snow). The global mean clear-sky surface albedo (for land) decreases by about 1% compared with the old GISS model.
[15] The 03-Model modifies the 6-band (1 for visible and 5 for NIR) albedos from the new GISS model with a procedure similar to that of 95-Model (but with only 2 bands, 1 for visible and 1 for NIR). The result is that we keep the regression results (with ERBE) for each ''vegetation'' type but now distributed over the new 5-band NIR land albedos, retaining the spectral characteristics from the new GISS model's NIR albedos. In the flux calculations, the visible and NIR albedo values are obtained by the same method used in 95-Model except (1) ISCCP-C1 visible reflectances (R s ) are now replaced by D1 values corrected for aerosol scattering and absorption effects that are neglected in the ISCCP R s -retrieval analysis (the correction employs the new aerosol climatology of the new GISS model that is also included in the flux calculations, see next section), and (2) we now have higher spectral resolution for NIR albedos (5 bands).
[16] For ocean albedo, the effect of foam and hydrosols on ocean albedo is now included in the new GISS model [Gordon and Wang, 1994] . The new GISS model has also been revised to account more accurately for albedos at very high solar zenith angles. Table 3 shows the test of the ocean albedo changes. The new GISS model's ocean albedo is used by 03-Model without modification.
[17] All of our radiative models construct the total albedo for each map grid cell as an area-weighted average of the albedos for up to four different subcells (when present: vegetated land, ice-covered land and ocean, and open water), where the albedo of the vegetated land is the area-weighted mean of any of the 8 types present. Snow is an added component to adjust the solid-surface albedo. The spectral and solar-zenith-angle dependence of snow uses the scheme of Wiscombe and Warren [1980] . The effects of the changing spectrum of surface solar insolation, caused by clouds and water vapor (and other atmospheric gases), are explicitly accounted for by the radiative transfer model. Note that although they are functions of solar zenith angle, the surface albedos in all of our models are fixed attributes of the surface (varying with seasons), and sometimes are called ''black-sky'' or ''true'' albedo by some authors.
[18] With all of the above changes, 03-Model has a smaller global mean total surface albedo by a little more than 1% than 95-Model (not listed in Table 3 ), while having larger albedos over both polar regions. In general, these changes improve the comparison of the calculated SW fluxes with more direct observations. (For more details, see AM, 2003JD004457-MODEL.txt.) [19] Compared with unit surface emissivity used in 95-Model and its input T s from ISCCP-C1 that was retrieved using unit emissivity, 03-Model uses the full spectral dependence of surface emissivity, together with emissivitycorrected values of T s , in calculating LW fluxes (for more details, see AM, 2003JD004457-MODEL.txt).
[20] All of our models allow for a difference between surface skin temperature (T s ) and near-surface air temperature (T a ). Because surface LW fluxes are very sensitive to T a (item 3 in section 2 in AM, 2003JD004457-MODEL.txt), 03-Model determines T a more accurately using a logarithmic extrapolation from the temperature profile (as function of pressure level) instead of linear extrapolation as used in 95-Model to reduce some unrealistically extreme LW flux values.
Revised Treatment of Atmospheric Properties
[ Minschwaner et al. [1998] . Greenhouse forcing, due to several dozen minor species, CFCs, HFCs, PFCs, HCFCs, etc. Naik et al., 2000] , is included in the form of equivalent amounts of CFC-11 and CFC-12. In addition, the new GISS model now varies the abundances of these gases with time over the period 1850 -2050 based on a compilation of recent measurements with inferences from tracer modeling anchored by in situ measurements and ice core data [e.g., Hansen and Sato, 2001 ] to reflect more complete and updated knowledge.
[22] The 03-Model uses the temperature-dependent absorption coefficients for water vapor continuum absorption from Ma and Tipping [1991] and Tipping and Ma [1995] , which are based on theoretical calculations and perform better in comparison with laboratory measurements. The sensitivity test results are shown in Table 3 .
[23] The 03-Model also uses a new GISS global, 5°Â 4°, monthly mean climatology of aerosol vertical profiles for the stratosphere and troposphere (including a separate dust component), composed of 18 different aerosol size and composition combinations to account for sulfates, sea salt, sulfuric acid, dust, black carbon, and organic carbon aerosols [e.g., Koch et al., 1999; Koch, 2001; Tegen and Lacis, 1996; Tegen et al., 2000] that varies from month to month over the period 1950 -2000 [Hansen et al., 2002] . As shown in Table 3 , the largest effect of the aerosol changes is a decrease of 5.0 Wm À2 for S# s . The 03-Model has about twice the aerosol as 95-Model in the global mean totalcolumn optical depth (at 0.55 mm) (for more details, see AM, 2003JD004457-MODEL.txt).
Revised Treatment of Cloud Properties
[24] Although the old GISS model had options for different effective sizes for both spherical liquid and spherical ice cloud particles, 95-Model used spectrally dependent optical parameters (extinction coefficient, single-scattering albedo and phase function) based on the same microphysical cloud model that was used in the ISCCP retrievals, which assumed that all clouds are composed of spherical liquid-water droplets with an effective radius of 10 mm and size distribution variance of 0.1. The new GISS model has an additional option for nonspherical ice cloud (and aerosol) particles based on off-line calculations using ray tracing and T-matrix theory [Mishchenko et al., 1996b] . The new ISCCP-D data also differentiates between liquid and ice clouds, employing a nonspherical ice particle shape to retrieve the properties of ice clouds. However, since the ISCCP retrieval uses a fractal particle shape with an aspect ratio of one, whereas the GISS model uses a particle shape with an aspect ratio of 2, which is a better compromise over all clouds [cf. Han et al., 1999] , 03-Model retains the GISS model's ice microphysical model and rescales the asymmetry parameter (g) from the fractal to elongated crystal shape (for specific information on the particle shape and size and a justification for this choice of the ISCCP ice particle model, see Mishchenko et al. [1996a] ). ). Note that the signs of SW flux changes relative to liquid spheres are opposite for the two different microphysical models of ice clouds (but not for the LW flux changes). This may be explained as follows. For SW, increasing the size of the spherical particles reduces the reflectivity and increases the forward scattering (transmission) of the clouds, whereas the nonspherical ice particles do the reverse. For LW, the difference in scattering also accounts for a small flux change because the nonspherical ice clouds scatter the upwelling flux at their bases a little more effectively than spherical particles. Such flux changes indicate that the details of the microphysical model for ice clouds are important and worth further study. Figures 1a -1d show the daily, zonal mean flux changes produced by both the ice cloud models (spherical, nonspherical) against 95-Model spherical liquid cloud model for S" t , S# s , L" t and L# s , respectively.
[25] In 03-Model, the final particle sizes of both the liquid and ice clouds are specified using the climatological monthly mean effective radius climatology retrieved from ISCCP-DX data by Han et al. [1994 Han et al. [ , 1999 . To implement the particle size changes (from the fixed D1 values of 10 mm and 30 mm for liquid and ice clouds, respectively, to Han et al.'s variable values) , the ISCCP-D1 cloud optical thickness (t c ) values are rescaled to account for the different asymmetry parameters associated with the different sizes (and shapes). Although these details make the calculations more realistic in detail, all of the SW and LW flux changes are <0.2 Wm À2 (not listed in Table 3 ). However, their effect on the t c retrieval is important for improving the ISCCP results.
[26] For consistency with the ISCCP-C retrieval, 95-Model set the LW emissivity of clouds to unity even though the old GISS model had the capability to account for nonunit emissivity. The 03-Model now activates this option to treat clouds more realistically and to remain consistent with the ISCCP-D retrieval that now accounts for nonunit emissivity as well [Rossow and Schiffer, 1999] . The thermal fluxes in the GISS radiation models are calculated without multiple scattering, using spectrally dependent Mie theory absorption cross sections, but correction factors for multiple scattering effects to the TOA outgoing flux are included parametrically using tables that have been generated in off-line calculations. The change of the cloud emissivity from unit to nonunit causes a decrease of 1.7 Wm À2 and an increase of 0.6 Wm À2 for L" t and L# s , respectively (Table 3) .
[27] The 03-Model renormalizes the total conservative SW scattering for clouds integrated with the ground to avoid losing energy conservation caused by accumulated calculation errors in layer-by-layer calculations. This change causes an increase of 1.1 and 0.4 Wm À2 for S# s and S" s , respectively, and a decrease of 0.9 Wm À2 for S" t (not listed in Table 3 ).
[28] The 03-Model still use plane-parallel geometry, but the cloud treatment is now designed to account approximately for the effects of inhomogeneous cloud properties at subgrid scale on the basis of a parameterization derived from a rigorous theoretical analysis evaluated against Monte Carlo simulations of radiative transfer through inhomogeneous cloud density distributions by Cairns et al. [1999] . The parameterization retains the plane-parallel homogeneous layer radiative transfer scheme by rescaling its cloud parameters (optical thickness, t o , asymmetric factor, g o , and single-scattering albedo, w o ) according to the relative variance of the cloud particle density distribution. Global maps of monthly mean cloud particle density distribution have been estimated from the ISCCP-D1 cloud climatology , which are incorporated into GISS GCM's prognostic cloud optical parameters to simulate subgrid cloud optical depth distributions. In 03-Model, the scaling parameter is derived directly from the ISCCP-D1 optical depth and ice/liquid cloud water path values at each time and place, following the procedure defined by Rossow 
Changes of Input Data
[29] The main input data set for 03-Model flux calculations (see Table 4 ) is the ISCCP-D1 data, which includes information about atmospheric and surface properties in addition to the cloud properties [Rossow et al., 1996] . The ISCCP-D series data sets have many improvements over ISCCP-C series (for more detailed discussion, see Rossow and Schiffer [1999] ), the former reports all of the cloud properties (i.e., cloud amount Cf, top temperature T c , top pressure P c , optical thickness t c , phase, water path WP (LWP or IWP for liquid and ice clouds, respectively)), for a total of up to 15 cloud types [see Rossow and Schiffer, 1999 , Figure 2 ]. The subgrid-scale inhomogeneity of the clouds is now characterized in the ISCCP-D1 data set by reporting both t c , and LWP/IWP, which are just the radiatively weighted and linear averages of the pixel-level optical thicknesses. The other major change in the cloud properties introduced into these new flux calculations is that on the basis of a statistical comparison of the ISCCP cloud top pressures and cloud layer distributions inferred from radiosonde humidity profiles [Wang et al., 2000] , each ISCCP cloud type is assigned a specific vertical structure (Rossow et al., submitted manuscript, 2004) , which enables us to estimate radiative fluxes at three additional levels in the atmosphere that, together with TOA and SRF fluxes, produce whole integrated vertical flux profiles (PRF). Table  4 compares the input data sets used by ISCCP-FD and ISCCP-FC production, respectively.
Input Surface Properties
[30] As mentioned in section 2.1, 03-Model uses the new GISS model's aerosol climatology both for correcting the Table 3 .
[31] In the ISCCP-FC calculations, the input surface skin temperature, T s , was taken from the clear-sky composite values of the ISCCP-C1 data set. As discussed by Rossow and Garder [1993] , these values accurately represent the surface temperature under clear-sky conditions (aside from the emissivity-dependent bias discussed in AM, 2003JD004457-MODEL.txt) but are biased in different ways regionally and seasonally when used to represent T s for cloudy conditions [cf. Prigent et al., 2003] . The values of T s from the ISCCP-D1 data set (after correction for nonunit emissivity) have the same deficiency. Likewise, the near-surface air temperatures, T a , which come from daily TOVS data, lack any diurnal variation. Because the details of the interactions of the different diurnal variations of the surface skin and air temperatures and the clouds are key to estimating the exchanges of energy between the surface and atmosphere, the ISCCP-FD calculations incorporate a diurnal adjustment scheme for T s (and T a , next section) over land areas. Although the smaller (amplitudes generally 1-2 K) diurnal variations of T s over low-latitude oceans can also be important [cf. Webster et al., 1996] , the corresponding variations of T a are smaller still (see section 5.2 and discussion in the work of Rossow and Zhang [1995] ), so over oceans we have retained the daily TOVS values of T a , together with the original T s diurnal cycle amplitude from ISCCP, which will be a small overestimate. Obtaining a more accurate, diurnally resolved skin SST data set is a current focus of research [Curry et al., 2004] .
[32] The diurnal adjustment scheme is applied to the land portion of each 280-km grid box at eight local hours (LT = 0000, 0300, . . . 2100) based on 5-year-averaged (1985 -1989 ) monthly mean T a diurnal cycles from the NCEP reanalysis [Kalnay et al., 1996] and 5-year-averaged (1988 -1992 [33] Table 3 shows that the diurnal adjustments of T s (and T a , next section) decrease L" s (and L# s and L" t ) by 5.0 (2.4 and 0.6) Wm
À2
, respectively. Figure 2a shows the zonalmean changes of T s (and T a ) due to the adjustment, and Figure 2b shows the corresponding changes of L" s (and L# s ). The largest change appears in the zone from 25°N to 80°N, where the land fraction is largest (the test day is in boreal summertime): >2.5 K for T s (and 4 K for T a ), which translates into flux changes >10 Wm À2 for L" s (and >20 Wm À2 for L# s ). Figures 2c and 2d show the global mean (for all map grid cells with land fraction >33%) diurnal variations of the original unadjusted and adjusted values of T s and L" s , respectively.
Input Atmospheric Properties
[34] Because the TOVS temperature profiles are sampled only once per day for clear or nearly clear conditions, there is no diurnal variation of T a present. Using the same climatological parameters employed in the T s adjustment, we have applied a diurnal adjustment to T a (and the corresponding temperature of the lowest layer of the TOVS profile; for details, see AM, 2003JD004457-IO.txt).
[35] Table 3 shows that the flux changes associated with the diurnal adjustments of T a (and T s ) and Figures 2a and 2b show the zonal mean changes for T a (and T s ) and L# s (and L" s ), respectively. Figures 2e and 2f show the global mean (including only areas with land fractions >33%) diurnal variations of the original unadjusted and adjusted values of T a and L# s , respectively.
[36] Figure 2e also illustrates an additional minor diurnal variation of T a that occurs even without the implementation of the diurnal adjustment procedure. When cloud layers are inserted into the original TOVS profile, the vertical atmospheric layers are accordingly changed such that each cloud layer becomes a physical layer whose top pressure is obtained by linear interpolation from the original temperature profile using the value of T c [see also Zhang et al., 1995] . When T c is too small (i.e., < tropopause temperature) or too large (i.e., > all the temperatures in the TOVS profile) with or without an inversion, the original temperature profile is changed in physically reasonable ways to be consistent with the cloud layer information. Meanwhile, the linear interpolation itself introduces some inaccuracy. All of these alternations of the temperature profile cause a small diurnal variation induced by the relayering of about 1 K for T a . To show the importance of this effect, a third curve is shown in Figure 2e for a test case without inserted cloud layers (and without diurnal adjustment), i.e., the original TOVS temperature profile is retained. As expected (and since TOVS is sampled only once per day), this curve is a straight line: constant temperature at all local times. Since the constant temperature is larger than the average base value of the diurnal cycle (meaning that the TOVS profiles are typically sampled at times of day with higherthan-daily-mean temperatures), the diurnal adjustment for this particular date lowers the unadjusted T a and T s (and L" s , L# s and L" t ) for most local times and therefore for their global daily means as reported above.
[37] The diurnal adjustments make the variations of the T a and T s more physically realistic (cf. Y.-C. Zhang et al., Comparison of different sources of global information about the radiative properties of the ocean and land surface and the near-surface atmosphere used in surface radiative flux calculations, submitted to Journal of Geophysical Research, 2004) ; note particularly that the maximum value of T a occurs later in the day than for T s . The magnitude of the adjustments can be up to >5 K or 20 Wm
À2 . Further refinement of both T s and T a values, especially under cloudy conditions, is needed to determine more accurately the exchanges of energy and water between the surface and atmosphere and their diurnal variations.
[38] For 03-Model, we have merged the upper tropospheric and stratospheric temperature and humidity profiles obtained from a 5-year average of SAGE II data Liao and Rind, 1997] for pressures 200 mbar and from the 10-year Oort [1983] climatology for pressures !300 mbar into a global, monthly mean data set (on our 280-km equal-area map). This merged climatology is then used to fill in the precipitable water (PW) and the temper-ature profiles wherever TOVS data are missing (see AM, 2003JD004457-IO.txt). Table 3 shows that this profilefilling change causes only slight flux changes.
[39] For cloudy conditions, the PW profile, which is measured for mostly clear-sky conditions, is altered in 03-Model by adding an amount of water vapor in each cloud layer to achieve saturation (100% relative humidity), weighted by cloud fraction (Cf). Water vapor saturation in cloud layers increases the total column water vapor for cloudy scenes by about 5% (e.g., 5% for the monthly mean for July 1986) and causes an increase L# s by 1.2 Wm ; global mean diurnal variations (for land >33%) for (c) T s and (d) L" s with and without the diurnal adjustment; (e) global mean diurnal variations (for land >33%) for T a under three different conditions: (1) full sky without diurnal adjustment, (2) full sky with diurnal adjustment, and (3) no clouds and no adjustment; (f) global mean diurnal variations (for land >33%) for L# s with and without the diurnal adjustment.
This magnitude increase in the column water vapor for cloudy conditions compared with clear conditions is consistent with the analysis of radiosonde data by Gaffen and Elliott [1993] .
[40] In the ISCCP-FD flux calculations, the total column ozone abundances are input from the Total Ozone Mapping Spectrometer (TOMS, Version 7) [McPeters et al., 1996] in place of the TOVS values used for the ISCCP-FC calculations; however, when TOMS data are not available (particularly over the wintertime polar regions), the TOVS values are still used. The effect of this change is negligible, <0.1 Wm À2 in all fluxes (not listed in Table 3 ).
Input Cloud Properties
[41] The cloud properties obtained from the ISCCP-D1 data are cloud fraction (Cf), top temperature (T c ), top pressure (P c ), visible optical thickness (t c ) and water path (WP). Differences of the map grid mean cloud properties (Cf, T c , t c ) between ISCCP-C1 and D1 data sets are discussed in the work of Rossow and Schiffer [1999] . The most notable changes are as follows: (1) Cf increased by 6% for both polar regions, 7% for northern midlatitudes and 3% for the tropics, mostly over land, (2) T c decreased by 1.3 K in the global mean (i.e., average cloud tops are higher because the extra detected clouds are thin cirrus), and (3) global mean t c decreased by 1.9 because the optical thickness of ice clouds is lower than for liquid clouds for the same visible reflectance. Figures 3a and 3b show the zonal mean differences between the C1 and D1 values of Cf and t c , respectively, for our test date. Replacing the C1 with the D1 cloud properties (still assuming only liquid water clouds) causes a decrease of 3.8 Wm À2 for S" t and an increase of 4.4 Wm À2 for S# s while causing negligible changes of the LW fluxes (<1 Wm À2 ) in the global mean. These changes are caused by the lower t c (due to the introduction of the ice clouds) offset by the increase of Cf. Figures 3c and 3d show the zonal mean changes of the SW and LW fluxes caused by the changed input cloud properties (from C1 to D1) with all other inputs identical (same as from D1). In Figure 3c , the changes of S" t and S# s are nearly mirror images about the zero line. The largest change is near 10°N, where t c decreases the most, by about 4 as shown in Figure 3b . The next largest changes are from about 50°N into the north polar region and near 40°S, both associated with decreases of t c by the introduction of the ice cloud treatment. Near the North Pole, although the cloud fraction has increased by about 10%, the optical thickness decrease dominates the changes. For LW fluxes, the changes are small at most latitudes, but in the polar regions, the increase in cloud amount consists entirely of low-level, even though optically thin, clouds [see Rossow and Schiffer, 1999] , causing significant changes to L# s . The sharp decrease of L# s at around 65°S is due to a strong decrease of t c in the winter hemisphere. The changes of L" t are the opposite sign at high latitudes.
[42] The physical position of each cloud layer is still determined by first interpolating to find the value of P c based on the value of T c and then inserting a cloud layer with a finite thickness (giving a cloud base pressure, P b ) as done in 95-Model, but using a different and more comprehensive 20-year climatology of cloud layer thicknesses obtained from radiosonde humidity profiles [Wang et al., 2000] . This climatology provides cloud layer thicknesses (P b -P c ) as a function of P c , latitude and month-of-year for land and ocean separately. The change of layer thickness climatologies, when used with map grid cell mean cloud properties, causes a decrease of 2.0 Wm À2 for L# s (other fluxes change <0.6 Wm À2 ) as listed in Table 3 .
[43] In the flux calculations with 95-Model, the input cloud properties (Cf, T c , t c ) were the radiatively weighted area-average values for each ISCCP-C1 map grid cell (about 280 km in size), which ignored the detailed variations of cloud properties at smaller spatial scales [cf. Rossow et al., 2002] and distorted the relationship between optical thickness and emissivity [cf. Stubenrauch et al., 1999] . This approach was necessitated by the fact that the properties of each of the individual cloud types, defined by the values of P c and t c , were not available in the C1 data set. In the ISCCP-D1 data set, in addition to the area mean cloud properties, the properties for each of the individual cloud types defined by P c -t c categories (see Rossow and Schiffer [1999, Figure 2] ; see also AM, 2003JD004457-IO.txt) are available. There are nine P c -t c categories, with either liquid or ice clouds possible for low-level and middle-level clouds, giving 15 types of clouds. In 03-Model flux calculations, we calculate fluxes for each cloud type present (and always for clear sky) for every D1 grid cell.
[44] Calculating the area-average fluxes from the Cfweighted average of the fluxes for the individual cloud types is more accurate than preaveraging the cloud properties themselves because the relationships between cloud properties and fluxes are not linear [cf. Stubenrauch et al., 1999] : This approach better preserves the consistency between the SW and LW fluxes. In the global mean, the change from preaveraged cloud properties to averaging fluxes for the individual cloud types decreases S" t by 1. Table 3 (for further discussion, see AM, 2003JD004457-IO.txt).
[45] The main input data set, ISCCP-D1, typically has about 15% empty grid boxes (the equal-area map has a total of 6596 cells). A procedure similar to 95-Model is used to fill all the empty cells for the cloud properties (Cf, T c , t c , LWP/IWP, and the surface properties T s and R s ), but now the filling is extended to the 15-type cloud properties (with additional LWP/WP) using ISCCP-D2. In addition, the filling now uses a sliding 3-year D2 climatology (instead of fixed 3-year); for example, 2000 D1 is filled by the D2 average over 1999 -2001 (but the first and last year are filled by the nearest 3-year-mean D2). As a result of the filling procedure, ISCCP-FD is also globally complete, which produces better global-mean estimates.
[46] Up to this point, all of the sensitivity tests have been performed with the same 1-layer cloud morphology with no overlap as in 95-Model. However, since cloud vertical structure (CVS) is the key to determining the radiative (and latent) heating rate profile in the atmosphere that drives the atmospheric circulation, we exploit the availability of the 20-year climatology of CVS [Wang et al., 2000] to provide the first comprehensive estimates of the atmospheric radiative heating rate profiles. In these calculations, we use a statistical CVS model (Rossow et al., submitted manuscript, 2004 ) based on reconciling the 1990-1992 climatological layer cloud amounts from the ISCC-D2 and the radiosonde humidity profile observations (RAOBS) [Wang et al., 2000] . The model relates the clouds in each of three levels in the atmosphere to a specified CVS as a function of their t c as follows. All the original ISCCP low cloud types remain 1-layer, low-level clouds (1L). The ISCCP middle cloud types are 1 layer (middle level = 1M), 2 layer (high level and low level = HL) or 2 layer (middle level and low level = ML). The ISCCP high cloud types are 1-layer (high level = 1H), 2-layer (high level and middle level = HM), 3-layer (high/middle/low levels = HML) or 1-thick-layer cloud from the top to a base near the surface. Table 5 describes how this model is constructed.
[47] For the new cloud layers added below/above those directly reported in the ISCCP data set, their physical position is determined either from the T c values of clouds in the same category reported elsewhere in the original D1 grid cell or from the 3-year average T c values for the same cloud type and grid box (from the filling procedure), and P b is determined as explained above. The original values of t c (except in the case of HM and HL, see discussion in AM, 2003JD004457-IO.txt) are partitioned among the new set of cloud layers, proportional to their pressure thicknesses (P b -P c ), preserving the total column values.
[48] Finally, the t c values are adjusted to account for any changes of microphysics from the original ISCCP analysis involving phase changes required by altitude changes as follows. (1) If the original phase is ice (ISCCP labels all clouds with T c < 260 K as ice) and both T c and T b are <273.15 K, then the whole cloud layer remains ice. (2) If phase information is not available from the original ISCCP analysis (i.e., it is a newly interpolated or overlapped cloud layer), then if both T c and T b < 273.15 K, it is also an ice cloud. (3) Otherwise, the cloud is liquid (e.g., some portion of t c of what was originally an ice cloud may be assigned to a lower layer that is liquid). (4) In case of mixed phases where steps 1 -3 are not applicable, the cloud layer is split into two single-phase layers (e.g., T c < 273.15 but T b > 273.15, the original cloud layer is divided into two at the 273.15 K level with ice cloud above and liquid cloud below). In all cases where the phase has changed from the original ISCCP label, the value of t c is rescaled to account for the changed microphysics while preserving consistency with the original ISCCP radiance observations. Table 3 shows that introducing the CVS model causes a decrease of 1.3 Wm À2 for L" t and an increase of 1.8 Wm À2 for L# s (others fluxes change <0.4 Wm À2 ).
[49] Figure 4a shows the zonal mean changes caused by the new CVS for S" t and S# s , and Figure 4b shows those for L" t and L# s . The SW flux changes are generally very small at lower latitudes (consistent with earlier studies showing the relative unimportance of cloud vertical distribution to SW fluxes in the work of Zhang et al. [1995] and Chen et al. [2000] ; most of the difference is caused by a different partitioning of cloud and water vapor absorption), but they increase to !2 Wm À2 at high latitudes (the South Pole is not illuminated on the test date). For the LW fluxes, prominent changes appear in both tropical and high-latitude regions, up to >2 Wm À2 and 3 -4 Wm À2 for L" t and L# s , respectively, caused mostly by the creation of transparent highlevel clouds from some cloud originally labeled as middle level and by the general lowering of cloud base caused by Figure 4 . (a) Zonal, daily mean changes of S" t and S# s in W/m 2 for 15 July 1986 produced by changing from a 1-layer, nonoverlapped cloud structure to the new cloud vertical structure climatology that includes overlapped cloud layers; (b) corresponding changes of L" t and L# s ; (c) associated changes in the bias in zonal, daily mean cloud base pressures from the ISCCP-FC (solid curves) to ISCCP-FD (dotted curves) products. The test case (dashed curves) determines the average cloud base pressure by assuming that 30% of cirrus clouds are not included in the ISCCP-FD average to account for cirrus missed by the radiosondes. adding cloud layers below those observed from satellites. The solid (dotted) curves in Figure 4c show the difference between the average cloud base pressures in the ISCCP-FC (ISCCP-FD) results when compared with the Poore et al. [1995] climatology. However, further analysis of the radiosonde data shows that it tends to overestimate the cloud base pressure for low clouds [Wang et al., 1999] and that it underestimates the amount of thin cirrus by some 20-30% [Wang et al., 2000] , both of which lead to an overestimate of average cloud base pressure. As a test of the effect of these RAOBS biases, the dashed curves in Figure 4c shows a new estimate of the average cloud base pressure bias in the ISCCP-FD results when 30% of the cirrus are removed: Generally, average cloud base pressures are biased low by about 50 mbar, except in the deep tropics, where the bias is about 150 mbar, but some of this is caused by the overestimate in the radiosonde results for humid boundary layers. Overall, the remaining bias in P b is probably <100 mbar.
[50] As mentioned above (and in section 2.3), the effects of realistic three-dimensional inhomogeneities in the cloud mass distribution can be approximated in our plane-parallel model by rescaling the optical parameters of the homogeneous cloud (optical thickness, asymmetric factor and single-scatter albedo). The 03-Model uses the formulae of Rossow et al. [2002] to perform the correction for the inhomogeneity of all cloud types. Table 3 shows that the effect of introducing this correction is <0.5 Wm À2 for all the SW and LW fluxes. The largest cloud heterogeneity effects appear in the Intertropical Convergence Zone (ITCZ) (not shown), where the most extreme mixtures of convective and cirrus clouds are common. Note that we have actually already included most of the spatial inhomogeneity effect in the flux calculations by treating each cloud type separately; if we had used the area-mean cloud properties, the magnitude of the correction would be larger as shown by Rossow et al. [2002] . (For more details, see AM, 2003JD004457-IO.txt.)
Flux Changes From ISCCP-FC to FD
[51] After incorporating all the changes for the new radiative transfer model and the new input data sets as described, we use 03-Model to calculate radiative fluxes at five levels from SRF to TOA inclusive, globally every three hours over an 18-year period (July 1983 to June 2001). To provide a quantitative summary of the overall flux changes from ISCCP-FC to ISCCP-FD, the last line in Table 3 compares these two results: All three SW flux components (S" t , S" s and S# s ) decrease by about 5 -6 Wm À2 , while the three LW flux components (L" t , L" s , and L# s ) decrease by 2.4, 3.4 and 6.4 Wm À2 , respectively. The CLR-S" t decreases by 1.9 Wm À2 and CLR-L" t increases by 2.1 Wm À2 (not listed in Table 3 ). Figures 5a and 5b show the daily (same day for the sensitivity tests), zonal mean changes of the SW and LW fluxes, respectively, and Figures 5c and 5d show their clear-sky counterparts. The substantial increases of the reflected SW fluxes at both TOA and SRF over the north polar region are primarily due to surface albedo changes associated with changed cloud detections (compare AM, 2003JD004457-FIGURE03.eps, with AM, 2003JD004457-README.txt), while the second largest changes are mostly due to the new aerosol climatology (compare AM, 2003JD004457-FIGURE07.eps, with AM, 2003JD004457-README.txt). For LW, notable changes of L# s (Figure 5b ) and CLR-L# s (Figure 5d ) over the southern polar regions are primarily due to an increase of input water vapor amount (partly from change of upper tropospheric PW and partly from the correction of the programming error in previous TOVS data processing (as explained in AM, 2003JD004457-IO.txt)): The clear-sky total column PW increased by 75% from ISCCP-FC to FD (Figure 5e ) though the absolute increase is generally <1 mm (except from 58°S to 68°S, where a peak increase of $2 mm occurs, not shown). An increase of low-level cloud amounts in the winter polar regions also contributes to the increase of L# s . The large changes of alternating sign over the subtropics and high latitudes in the northern hemisphere are mainly due to the diurnal adjustment of T a and T s (compare Figure 2b) . All of the other SW and LW flux differences between FC and FD are caused by a complex mix of all the changes of the model and inputs described in the previous sections and cannot be attributed to any single dominant factor. All of these changes are generally improvements of the new flux results compared with the old results as we will see in the following section.
[52] With the introduction of the CVS model, whole integrated atmospheric vertical flux profiles (PRF, TOA and SRF inclusive) are calculated and included in the ISCCP-FD products. Although 03-Model can report fluxes at 20-mbar vertical intervals (linearly interpolated from the physical cloud/air layers), we only save fluxes at five levels (see below) consistent with the relatively coarse vertical resolution of our CVS model.
[53] The ISCCP-FD data set provides global radiative flux profiles (PRF) at temporal intervals of 3 hours (0000, 0300, . . . 2100 UTC, the same as the ISCCP-D1 data), horizontal intervals of about 280 km on an equal area map, and five pressure levels (SRF, 680 mbar, 440 mbar, 100 mbar and TOA). Currently this product covers the period from July 1983 to June 2001, but it will be extended as more ISCCP data become available (through at least 2006). At each level, we report the SW and LW, upwelling and downwelling, full-sky and clear-sky fluxes (overcast fluxes can also be derived using the reported cloud amounts) for all cloud types present. In addition, the data set also contains various summaries of the physical quantities that are used in the flux calculation as discussed in the previous sections (see AM, 2003JD004457-IO.txt). All of the detailed information for ISCCP-FD data sets is readily available and information about them can be found at the ISCCP website (http://isccp.giss.nasa.gov/projects/flux.html), where global, monthly/annual-mean climatological maps for relatively important parameters (e.g., all net fluxes and their cloud effects) are also available (and not presented in this paper).
Evaluation of the New Results
[54] In our previous work , we summarized our validation studies and its flux products, ISCCP-FC, and CX-derived fluxes, FCX, based on comparisons with ERBE fluxes at TOA and various direct measurements of fluxes (mostly SW) at the surface. To provide the uncertainty estimates for our new products (ISCCP-FD, and DX-derived fluxes, FDX), we have compared them not only with the same data sets used before (except for four special cases for FCX), but also with the following important newly available observations: (1) the ERBE-like data set from CERES; (2) the 15-year flux anomalies from ERBS nonscanner data set for the tropical zone; (3) BSRN; (4) the surface measurements from 20 cruises in the SeaFlux data collection [Curry et al., 2004] .
[55] As emphasized by Rossow and Zhang [1995] , strict comparisons between the calculated fluxes based on satellite-retrieved physical parameters and the in situ or derived measurements can rarely be achieved because none of the measurements directly represents what is calculated, and in particular, none of the measurements really match the spacetime sampling of the input data sets used. However, we have conducted a number of tests to find the best space-time match for more physically meaningful comparisons and employ the same approach here.
Comparison With TOA Flux Measurements
[56] Rossow and Zhang [1995] examined possible sources of uncertainty in the ERBE flux results, which rely on some empirical models (the scene-dependent angle models and a diurnal interpolation model). In addition, the global coverage of the monthly mean ERBE flux product is usually incomplete, particularly for clear-sky components, with the missing regions varying from month to month and from parameter to parameter, and as a result, the ERBE global, annual mean total net flux varies year-to-year by 5 -6 Wm À2 (see discussion given by Rossow and Zhang [1995] ). The published estimate of the RMS uncertainty of the ERBE global, monthly mean fluxes is 3 -5 Wm À2 [Wielicki et al., 1996] , with regional monthly mean uncertainties being larger. ; this change occurred because we adjusted our averaging method for the 3-hour-mean cosine solar zenith angle (see AM, 2003JD004457-IO.txt). All the other SW flux biases (FD À ERBE) have decreased by more than half: S" t and CLR-S" t now have biases of 4.7 and 0.9 Wm À2 , respectively, compared with 10.7 and 4.1 Wm À2 for FC. The RMS differences are about the same but the correlation coefficients and the slope/intercepts from the scatterplots are improved, indicating improvement in regional agreement. The largest regional biases of S" t are about 15 Wm À2 too high (relative to ERBE) over marine stratus and some coastal regions and about 15 Wm À2 too low over some tropical rainforests and the high Greenland and Antarctic ice sheets. Compared with FC versus ERBE, the global mean albedo bias has also decreased by more than a half: from 3.3% to 1.4% for full sky and from 1.2% to 0.5% for clear sky. For LW fluxes, the major improvement is in the clearsky component: The bias is now reduced to À5.6 Wm À2 from À9.2 Wm À2 , while the bias for full-sky LW is increased slightly from À1.1 to À2.2 Wm
À2
, associated with the overestimate of the height of the thinnest cirrus clouds in the ISCCP results [Chen and Rossow, 2002] . The LW RMS differences and correlation coefficients are about the same, but the slope/intercepts of the scatterplots are significantly better, indicating a decrease of regional biases. However, the underestimate of L" t by FD in the subtropical dry regions is still the largest bias: reaching about a 10-12 Wm
. The FD L" t exceed the ERBE/CERES by almost ERBE has two kinds of monthly means, namely, monthly mean (hour) and monthly mean (day). The former first averages over all the days of a month for each of 24 hours and then averages over the 24 monthly hourly means. The latter first averages over 24 hours for each day of a month and then averages all the days of the month. For most months the two results exhibit negligible differences, but there are three months (July 1985 , October 1985 , and January 1986 , except the correlation coefficients and slopes, which are unitless, and the albedos, which are in percent. ''Norm. dev.'' is the RMS distance of all the points from the regression line. Corr. coeff., correlation coefficient. The above definitions for all statistical comparisons are used throughout the text and all tables in this paper.
Wm
À2 over the high Greenland and Antarctic ice sheets. Except for CFC-N t , which has a bias of À7.3 Wm
À2
, all the other flux components have biases at or below 5 Wm À2 .
[57] The values shown in Table 6 are not globally complete but are averages of ISCCP-FD matched to ERBE. To obtain a better estimate for the global, annual means, we fill the unilluminated map grid cells in the polar regions with zeroes for SW in the ERBE data and reevaluate N t for the 4-year annual averages (based on four midseasonal months as done by Rossow and Zhang [1995] ): The global, annual mean N t becomes +6.6 and +4.7 Wm À2 for ERBE and FD, respectively. Our previous estimates of these two values were +4.8 and À4.1 Wm À2 for ERBE and FC, respectively [cf. Rossow and Zhang, 1995, Table 2 ]. The slight difference between the two ERBE values is due to a change from using the ERBE daily-monthly mean to the hourly-monthly mean values (see footnotes to Table 6 ). Therefore the bias of the total net flux at TOA for the global annual mean has been reduced from about 9 to about 2 Wm À2 .
[58] We have also compared the ISCCP-FD fluxes with the ERBE-like monthly mean fluxes from CERES for 16 consecutive months from March 2000 to June 2001 when both data sets were available. As shown in the lower part of Table 6 , the average and standard deviations of the differences are similar to (about 1 Wm À2 ''worse'' than) those from the FD and ERBE comparison: The biases of S" t and CLR-S" t are 6.2 and 4.5 Wm
, respectively, and for L" t and CLR-L" t , they are À4.4 and À6.6 Wm À2 , respectively. Since these CERES results are based on measurements from a single satellite in Sun-synchronous orbit, the required interpolations to account for angle and diurnal dependence are expected to be somewhat degraded from the original ERBE results. The CERES group has been working on new, more comprehensive angular distribution models (ADM) that will provide much more detailed scene type dependence that is being verified employing a second conically scanning instrument on each spacecraft [e.g., Loeb et al., 2003] . Preliminary reports indicate that the direction of the improved ADMs is expected (in the global mean) to increase S" t and decrease L" t Loukachine et al., 2002] from the current ERBE-like results so both our SW and LW TOA flux biases may be further reduced when more accurate ADMs are implemented. Note that since FD and ERBE/CERES are completely independent data sources, their agreement to within their uncertainties should be a good validation for both.
[59] Wielicki et al. [2002] produced an anomaly time series of monthly mean TOA fluxes (with seasonal cycle removed) for 1985-1999, averaged over the tropical zone (20°S to 20°N), based on measurements from the single ERBE nonscanner instrument flying on the ERBS satellite. They interpreted this record as indicating a decadal variation in the tropical mean radiative energy budget that current climate models failed to simulate, even when forced with observed SSTs. We compare the flux anomalies from ISCCP-FD with a revised and altitude-corrected version of the ERBS data (obtained from B. A. Wielicki, 2004; both are relative to the 1985 -1989 . To improve the quantitative comparison, we linearly interpolate the FD monthly means to match ERBS 36-day-means (ten 36-day months per year) for the period from January 1985 to August 1999 (skipping the months that ERBS data are unavailable). Figures 6a, 6b , and 6c show their anomaly time series for S" t , L" t and N t , respectively. Given the estimated uncertainties of these two independent data sets (at least 3 -5 Wm À2 for ERBS and 5 -10 Wm À2 for ISCCP-FD), the agreement shown in the figures is surprisingly Table 7. good. The statistical comparison is shown in Table 7 . The correlation coefficients between ISCCP-FD and ERBS are very high: 0.85, 0.75 and 0.73 for S" t , L" t and N t , respectively. The mean (RMS) differences (FD -ERBS) are 0.48 (1.9) Wm À2 and À0.28 (1.0) Wm À2 for S" t and L" t , respectively. We will not examine the causes of agreement and discrepancy in this paper since much more investigation is required and is ongoing. have already noted that the SW anomalies might be explained by the ISCCP-observed changes in tropical total cloud cover and the LW anomalies by changes in both clouds and upper tropospheric water vapor amount. The good quantitative agreement shown in Figure 6 and Table 7 confirms these suggestions.
[60] The main SW anomalies also include a significant increase of about 12 (9) Wm À2 for ISCCP-FD (ERBS) values of S" t right after the 1991 Mount Pinatubo eruption. The agreement for the Pinatubo anomaly is produced by explicitly including the variations of stratospheric aerosol [Hansen et al., 2002, Figure 3 ] in our calculation, but the effect of the extra stratospheric aerosol is also aliased into the ISCCP cloud properties [cf. Luo et al., 2002] , which explains our overestimate relative to ERBE. The main LW anomalies of ERBS are generally also found in the ISCCP-FD values, but the amplitudes are generally smaller; for example, the maximum ERBS LW anomaly is about 6.5 Wm À2 during the 1997/1998 El Niño and only 4+ Wm
for ISCCP-FD.
Comparison With Surface Flux Measurements
[61] The effects of differences in space-time sampling between satellite-derived and surface-based measurements are even larger than for the satellite-to-satellite comparisons . Like the ISCCP-FC data, the ISCCP-FD surface fluxes are calculated for 280 km equalarea cells, each of which has 50 -100 (satellite pixel) samples (the DX pixels are 4 -7 km in size but spatially sampled at 30 km intervals) that cover only about 3 -5% of a grid cell's area. A more appropriate comparison between cell-mean FD and point surface values is obtained by using temporal averages so that the errors caused by the poor spatial match are somewhat reduced. For this reason, we focus on monthly mean comparisons between the FD and the surface data. Even for the higher spatial ''resolution'' of the ISCCP-FDX, the spatial matching does not necessarily improve since the all-sky hemispheric view of the surface instruments includes three-dimensional effects and covers a region of about 30-50 km in size compared with an DX pixel of a few kilometers. Moreover, some of the input parameters for FDX calculations are still based on 280 km equal-area cells (e.g., temperature and humidity profiles at 280 km) or even larger regions (e.g., the aerosol climatology at 5°Â 4°longitude-latitude). In addition, the spectral range to which typical surface radiometers are sensitive is usually for wavelengths of 0.3 to 2.8 mm and 4.0 to 50 mm for SW and LW, respectively, which is not the same as our ranges of 0.2 to 5.0 mm and 5.0 to 200.0 mm, respectively. Such spectral differences may cause flux differences 1% .
[62] In our previous surface evaluation studies Table 9 ], we compared monthly mean S# s and L# s from FC with all of the then-available surface measurements from the GEBA database [Ohmura and Gilgen, 1991] . GEBA collected S# s and L# s measurements for up to 5 years from about 2000 stations over the world. The estimated accuracy of the GEBA measurements is ±15 Wm À2 for SW and ±10 -30 Wm À2 for LW [Ohmura and Gilgen, 1992] . We have redone the comparison with GEBA using the ISCCP-FD for the 2656 SW and 62 LW flux samples (the same as done for FC). The new comparison shows that the mean (RMS) differences (FD À GEBA) have decreased to 8.8 (21.5) from 15.2 (23.7) Wm À2 for S# s and to À14.9 (17.9) from À19.4 (20.8) Wm À2 for L# s . Note that the sampling size for LW is too small to have real statistical significance.
[63] In October 1988, the World Meteorological Organization/International Council of Scientific Union (WMO/ ICSU) Joint Scientific Committee (JSC) for World Climate Research Programme (WCRP) established BSRN to support climate research [Ohmura et al., 1998 ]. The BSRN started operations in 1992 with 9 stations and has 35 sites currently. The original target accuracies for BSRN were ±5 Wm À2 for S# s and ±20 Wm À2 for L# s , but significant improvements in procedures, instrument calibration and knowledge have led to estimated accuracies of ±5 Wm À2 for S# s and ±10 Wm
À2
for L# s [Ohmura et al., 1998 ].
[64] The upper part of the table is for the months from January 1985 to August 1999 (skipping all the months when ERBS has no data). The lower part of the table is for the 80 consecutive months from January 1985 to December 1992. ISCCP -FD 36-day-means are interpolated from their original normal monthly means (i.e., 12 months per year) to match ERBS 36-day monthly means (in total, 139 and 137 months for SW/NET and LW, respectively). Regression statistics are for ISCCP-FD and ERBS as x and y, respectively. BSRN) is 2.0 (18.5) Wm À2 and the correlation coefficient between the two sets is 0.98. For L# s , these statistics become 2.2 (19.0) Wm À2 and 0.97, respectively. Figure 7 shows the scatterplots for S# s and L# s (statistics in the top part of Table 8 ). The agreement between FD and BSRN is better than with GEBA for both the SW and LW, consistent with the higher quality expected of the BSRN data.
[65] To reveal the latitudinal behavior in the comparisons, the middle and bottom parts of Table 8 show the same comparison statistics for seven separate latitudinal zones. For the SW, most zones exhibit differences 10 Wm
; the largest mean differences appear in the tropical zone (21.3 Wm
), where biomass burning aerosol effects have not been (completely) accounted for in our calculations, and at southern high latitudes (À20.0 Wm À2 ), where the sample size at the surface is very small (23). The largest RMS differences appear in the southern and northern polar regions (20.6 and 21.8 Wm
, respectively) with the rest of the zones exhibiting values 16 Wm À2 , which is consistent with the estimated cloud sampling effects . The correlation coefficients in all zones are above 0.97 except in the tropical zone (0.89). For the LW, all the zones have mean differences 10 Wm À2 , except at southern high latitudes (18.8 Wm
) where the sample size is very small. Generally, the LW flux RMS differences are slightly larger than for the SW and the correlation coefficients are lower, but still !0.81, except again at southern high latitudes.
[66] We have also redone all the other surface flux case study comparisons for ISCCP-FDX that were done for ISCCP-FCX by Rossow and Zhang [1995] . For the first ISCCP Regional Experiment/Surface Radiation Budget (FIRE/SRB) 1986 [Whitlock et al., 1990a [Whitlock et al., , 1990b , the new results seem worse than previously for both S# s and L# s , all the mean differences (FD minus observed) have become larger by 5-7 Wm À2 , even though the changes from ISCCP-FC to FD are consistent with the overall flux changes (decrease of S# s and L# s ). Nevertheless, the FD results are still within the range of the estimated uncertainties for the surface fluxes from this experiment. For the Tropical Ocean-Global Atmosphere Program -Coupled Ocean-Atmosphere Response Experiment (TOGA-COARE) pilot cruise 1990 [Young et al., 1992] , the biases in S# s and L# s are reduced by 6 -9 Wm À2 (by 2-3 Wm
for L" s ). All other statistics are changed only slightly.
[67] Beginning in 1999, the SeaFlux project [Curry et al., 2004] has been working to promote improved theories and methods for calculating accurate, high-time-resolution surface turbulent fluxes for ocean model surface forcing. We have participated in the project by providing surface radiative fluxes (ISCCP-FDX) for all ISCCP-DX pixels within an (280 km) equal-area box centered on a moving or stationary ship location. All of the ships have radiometers measuring radiative fluxes that offer an opportunity to evaluate our fluxes. In this case, we compare the fluxes from the DX pixel nearest to the ship with the direct measurements on the ships. There are 20 available cruises (amounting to over 300 months of hourly flux measurements), covering the tropics, subtropics, midlatitudes and the north polar oceans, that are used for this comparison as contrasted with only four cases in our 1995 work. For the majority of the SeaFlux cases, the bias (FDX -measured) is <10 Wm À2 for S# s ; the average bias (RMS difference) over all the cases is +5.8 (22.7) Wm
. The correlation coefficients are > 0.9 for almost all cases with an average of 0.96. For L# s , the bias (RMS difference) over all the cases is À0.8 (18.6) Wm
, but the average correlation coefficient is only 0.56. For comparisons of hourly mean results, RMS differences are 102.6 Wm À2 for S# s and 28.7 Wm À2 for L# s . Although the average FDX flux differences are generally improvements compared with FCX fluxes, the persistent large RMS differences for small-scale comparisons of S# s are caused by differing sampling of the cloud variations and for L# s , especially at lower latitudes, by spuriously large variability in the TOVS atmospheric temperature compared to surface measurements, probably due to measurement errors. For example, the SeaFlux data collection [Curry et al., 2004] shows that at low latitudes, the standard deviation of T a values from TOVS is 2 -3 K, about twice the standard deviation measured from surface ships (see also discussion by Rossow and Zhang [1995] ).
Summary and Discussion

Summary of Improvements
[68] Some of the largest improvements of ISCCP-FD relative to ISCCP-FC, as confirmed by comparisons to more direct measurements at TOA and the surface, are attributable to improvements of the ISCCP D-series data [cf. Rossow and Schiffer, 1999] . Not only is the global high bias of S" t reduced, but also larger regional overestimates of S" t are significantly reduced in areas where high-level ice clouds predominate. Table 3 shows that S" t reduction by the ice cloud treatment is composed of reductions by decreased optical thicknesses in the ISCCP retrieval and the reduced reflectivity of larger particle sizes, offset by the increased reflectivity of nonspherical particles. Accounting for cloud type mixtures and mesoscale inhomogeneity also reduces cloud reflectivity generally. However, relative to ERBE, marine boundary layer clouds are too reflective. About one half of the overall reduction of S" t is caused by the combined effects of the increased spectral resolution of the radiation model, which increases atmospheric absorption and generally reduces land surface albedos, the aerosol correction of the ISCCP land R s values, and the improved ocean albedo model.
[69] The ice cloud treatment, together with an increased detection of thin cirrus over land, produced a decrease of the global mean L" t of almost 3 Wm À2 (Table 3) and significantly decreased larger regional discrepancies, but the small effects of the thinnest cirrus have been exaggerated somewhat [cf. Chen and Rossow, 2002 ]. An increase of L" t caused by the treatment of cloud type mixtures is nearly offset by a decrease associated with introducing the cloud vertical structure model. The increased spectral resolution of the radiative transfer model increased L" t by about 3 Wm À2 , but this was offset by the improved upper troposphere, lower stratosphere properties from SAGE and TOMS.
[70] The improved cloud detection over land reduced cloud contamination effects on T s , reducing some significant regional low biases of L" s . The other cloud-related improvement in surface LW fluxes comes from the introduction of the cloud vertical structure model, which has the effect of increasing the average cloud base pressure (compare Figure 4c ) and decreasing the bias of L# s . However, the original estimate of the L# s bias was based only on the very small sample from GEBA, so it was highly uncertain. The current LW agreement with the BSRN data is very good. Significant errors in the ISCCP-FC LW fluxes at the surface were also produced by neglecting the diurnal variations of T a , including the sampling bias of the TOVS data together with some errors in extrapolating the TOVS profiles to the surface, and by neglecting the cloud radiative effects on the diurnal variations of T s (Table 3) . Correcting these deficiencies reduced the bias in ISCCP-FD. The remainder of the bias reduction in L# s comes from changes in the radiative transfer model spectral resolution and water vapor continuum absorption. Despite the successful reduction of bias (compared with BSRN measurements), the uncertainty of L# s remains large because of the uncertainties of TOVS atmospheric temperature measurements.
[71] Although the low bias in L" t in the subtropics has been reduced by modifying the vertical distribution (but not the total abundance) of water vapor (see AM, 2003JD004457-IO.txt), this problem still accounts for the largest systematic (regional) disagreement with ERBE/CE-RES, reaching 10-12 Wm À2 in some locations.
[72] The aerosol climatology employed in the ISCCP-FD product is ''state-of-the-art'' and certainly less biased than the one used in the ISCCP-FC products. Although the uncertainties of aerosol abundance and optical properties are still large, the effect of these uncertainties on the average fluxes is small (as judged by comparisons with ERBE/ CERES and BSRN). The most important effect of the aerosol changes was to increase the atmospheric SW absorption by an amount that is a little larger than the total effect of the ice cloud microphysical changes (Table 3) , which allowed for both S" t and S# s to be improved. The largest remaining error is caused by episodic and regional biomass burning events [Levine, 1996] , which are frequent Table 8. in the tropics, where the comparison with BSRN sites shows a persistent %20 Wm À2 high bias in the FD values of S# s . Note however, that the largest of these events are probably detected as clouds in the ISCCP data set, so that their effect on the fluxes is partially captured.
[73] The new feature of the ISCCP-FD data set is that it contains fluxes at five levels providing the whole atmospheric vertical flux profile (PRF), TOA and SRF inclusive. The PRF improve the diagnostic usefulness of this data set by providing more detail about the vertical distribution of radiative heating/cooling in the atmosphere and how clouds affect it. We have already shown that the TOA and SRF fluxes are not very sensitive to variations in the vertical cloud structure (the most uncertain component) Chen et al., 2000 ], but we now retain explicit information about the vertical structure, which underlies the calculations, to diagnose more completely the cloud-radiative effects.
Summary of Remaining Uncertainties
[74] All of previous sensitivity tests were repeated, along with new ones for new features, to document the uncertainty of the calculated fluxes associated with the uncertainties of the input variables. Most of these uncertainties are summarized in AM, 2003JD004457-MODEL.txt. Comparing the ISCCP-FD fluxes with the same direct measurements as the ISCCP-FC fluxes shows general improvement. Almost all the monthly, global mean flux biases (regional RMS differences) at TOA (FD À ERBE) have decreased in magnitude (Table 6 ): +4.7 (6) and +0.9 (8) Wm À2 for S" t and CLR-S" t , respectively, compared with +10.7 (7) and +4.1 (8) Wm À2 for FC, and À2.2 (3) and À5.6 (4) Wm À2 for L" t and CLR-L" t , respectively, compared with À1.1 (4) and À9.2 (4) Wm À2 for FC. Except for CFC-N t , which has a bias of À7.3 Wm
À2
, all the other flux components have biases at or below 5 Wm
. The global mean, total net fluxes, averaged over 4 years (based on the four midseason months), are +6.6 and +4.7 Wm À2 for ERBE and FD, respectively. (When averaged over a globally full map, the global mean of the calculated total net flux at TOA has changed to about +3 Wm À2 from about À4.) Likewise, all the monthly mean flux biases (site-to-site RMS differences) at the surface (FD À GEBA) have decreased: +8.8 (15) Table 8) , especially for SW fluxes in the tropics. The RMS differences in monthly mean values are indicative of the larger regional uncertainties in surface fluxes that remain because of aerosols for SW and atmospheric and surface temperatures for LW (based on the sensitivity tests and estimates of the uncertainties of the input data [cf. Zhang et al., 1995] .
[75] In summary, our FC fluxes had overall uncertainties at TOA of 10-15 Wm À2 and at the surface of 20-25 Wm
for regional and monthly means, where much of the uncertainty in SW fluxes was bias and much of the uncertainty in LW fluxes was more random. The new FD fluxes appear to have biases that are <10 Wm À2 (possibly even %5 Wm À2 ) and regional RMS differences that are somewhat smaller than before. Nevertheless, the overall uncertainty of these fluxes remains at least 5-10 Wm À2 at TOA and 10-15 Wm À2 at the surface. For instantaneous fluxes, the largest sources of uncertainty are caused by sparse sampling of cloud variations by ISCCP for S" t and S# s , by measurement errors in TOVS atmospheric temperatures for L# s , by measurement errors in ISCCP surface temperatures for L" s , and by errors in water vapor vertical profiles where high-level clouds are rare for L" t .
[76] Some of the persistent regional biases in our TOA fluxes, compared with ERBE, are associated with particular cloud types: For S" t there are 10-12 Wm À2 high biases for marine stratus and 5-7 Wm À2 low biases in the ITCZ (there are also still significant differences as large as +10 -20 Wm À2 at some land locations and as large as À10-20 Wm À2 over the ice sheets for CLR-S" t ). For L" t there are still 4 -8 Wm À2 high biases in the ITCZ [cf. Chen and Rossow, 2002] . However, the accuracy of the ERBE ADMs for specific cloud types, especially ones that are very different from global mean conditions, is uncertain, so further evaluation of cloud-type dependence must await the improved CERES ADMs.
[77] Currently, the uncertainty of the global distribution of flux profiles is virtually impossible to assess since there are no other comprehensive PRF measurements. Chen et al. [2000] considered the sensitivity of the net flux profiles to varying assumptions about cloud layer overlap and showed that the (4-day) average atmospheric radiative heating rate (net flux) uncertainty is not too large when compared with the total radiative heating, but that the instantaneous uncertainty in the net fluxes is comparable to the total cloud effect on the radiative heating. In general, even with our cloud vertical structure (CVS) model, the amount of low-level cloud is probably underestimated (Rossow et al., submitted manuscript, 2004) . Consequently, the heating (due to absorbed SW) would be slightly shifted to higher altitudes from lower altitudes and the total atmospheric heating reduced slightly by preventing sunlight from reaching the water vapor near the surface. The errors in LW heating rate profiles are smaller in the moister parts of the atmosphere, but very important in the colder, drier parts; hence errors in our CVS are likely to be more important at higher latitudes.
[78] A key issue in evaluating the PRF results and the importance of cloud effects on radiative heating is whether the proper correlation of the cloud-induced radiative heating perturbations with the meteorology has been captured. We note that the studies of Crane [1995, 1997] , Machado and Rossow [1993] and Tselioudis et al. [2000] have shown that the ISCCP cloud types appear in the expected locations and with the expected relationships to particular meteorological events. The assumed connection between these types and the cloud vertical structure that we use therefore provides a reasonable correlation with meteorology (see Rossow et al., submitted manuscript, 2004) . Evaluation of the accuracy of these results will require more work with the long-term records now becoming available from radar/lidar measurements at the Atmospheric Radiation Measurement (ARM) [Ackerman and Stokes, 2003] sites and by comparison with results from the CloudSat [Stephens et al., 2002] and Calipso [Currey, 2002] spacecraft missions, which are scheduled for launch in early 2005.
Mean Meridional Cross Section of Net Fluxes and Cloud Effects
[79] Tables 9 and 10 replace Tables 11 and 12 in the work of Rossow and Zhang [1995] showing the global, seasonal and annual mean values of the fluxes and net fluxes, respectively. In addition, the full 12-month annual mean values are also shown to compare with the 4-month annual means calculated before: Generally, these two ways of calculating the annual mean are the same within about 1 Wm
À2
. This summary shows that our estimate of the global annual mean planetary (TOA) radiative balance is +2.8 Wm À2 with a planetary albedo of 30.9% and effective emission temperature of 253.6 K. This imbalance is roughly consistent with estimates of the current radiative imbalance due to greenhouse gas and aerosol changes [Hansen et al., 2002] , which are included in these calculations, but the absolute uncertainty of this value is at least ±5 -10 Wm À2 . The planetary albedo without clouds is 16.2% and the effective emission temperature without clouds is 260.5 K. The seasonal ranges of the global mean values of NS t and NL t are about 10 and 5 Wm À2 , respectively; the largest monthly imbalance is the heating in January, whereas in our 95 results, the largest imbalance was the cooling in July. Most (70%) of the planetary SW heating occurs at the surface whereas most (78%) of the LW cooling comes from the atmosphere. More SW absorption occurs in the lower tropical troposphere than at higher latitudes and more LW emission comes from the polar surface than at lower latitudes (see below). Because of the greenhouse effect, the net radiative balance at the surface is +114.2 Wm À2 , offset by evaporative cooling, and the net radiative balance of the atmosphere is À111.4 Wm À2 , offset by precipitation heating. The seasonal ranges of surface radiative heating and atmospheric radiative cooling are both about 10 Wm À2 , but the maximum (minimum) heating occurs at the surface in January (April) while the maximum (minimum) cooling in the atmosphere occurs in July (April). Compared with our 95 results, the atmospheric SW absorption has increased by about 5 Wm À2 and the LW cooling of the atmosphere and surface has increased by about 5 Wm À2 .
[80] The global annual mean cloud flux changes (CFC = full-sky flux minus clear-sky flux) in Tables 9 and 10 . The SW CFC is slightly larger at the surface than at TOA because of additional atmospheric absorption due mostly to the correlated increase in water vapor with clouds that we include in our calculations. The LW CFC effect is also slightly larger at the surface than at TOA because the clouds, overall, provide a slight increase in the cooling efficiency of the atmosphere. These results reiterate the point that a nearcancellation of the cloud flux changes at TOA, which is mistakenly described as ''zero forcing,'' actually amounts to Years (1985 -1989 ) 1986 -1989 Jan. 1985 -1988 April 1985 -1988 July 1985 -1988 a significant change in the vertical gradient of radiative heating because the SW and LW effects appear at the surface and in the atmosphere, respectively. Moreover, although the global mean CFC-N a is nearly zero, the clouds change both the vertical and horizontal gradients of the radiative heating within the atmosphere (see below), which alters the forcing of the atmospheric circulation.
[81] Table 11 illustrates the new feature of these calculations by showing the annual mean vertical net flux profiles for full sky and clear sky. The values indicate how much energy is gained or lost from below the particular pressure level. The CLR-NS shows that most of the SW flux is absorbed at the surface and in the lowest layer of the atmosphere where water vapor is most abundant. Clouds not only reduce the total absorbed SW (mostly at the surface) but also shift some of the atmospheric SW absorption, in a relative sense, into the upper troposphere above the 440 mbar level. The CLR-NL shows that only about one third of the total comes from the surface, the rest comes from the atmosphere. Clouds not only reduce the total emitted LW (mostly at the surface) but also shift some of the emission to higher altitudes, in a relative sense. Note that a bit more than 5% of the net fluxes occur in the stratosphere; this fraction is increased by the cloud effects.
[82] Figure 8 shows the annual mean pressure-latitude cross sections of CLR-NS, CLR-NL and CLR-N (the values Years (1985 -1989 ) 1986 -1989 Jan. 1985 -1988 April 1985 -1988 July 1985 -1988 indicate the amount of energy gained or lost below a particular pressure level, not the heating or cooling rate at a particular level). The dominant equator-to-pole decrease of CLR-NS ( Figure 8a ) is obvious; the nearly vertical contours also indicate the relative transparency of the atmosphere with the strongest absorption by water vapor in the lower tropical troposphere causing the largest deviations of the contours from vertical. On the other hand, the nearly horizontal contours of CLR-NL (Figure 8b ) indicate the relatively opaque atmosphere and the effects of poleward heat transports by the ocean and atmosphere that produce a more uniform LW emission. Figure 8c shows CLR-N varying from a maximum at the equatorial surface to minima at the polar tropopause.
[83] The pattern for the full-sky net fluxes is very similar to that in Figure 8 because the cloud effects are relatively small, especially for SW. The net radiative flux pattern (similar to Figure 8c ) is sometimes mistakenly referred to as the forcing for the climate, but it is in fact produced by combining the true forcing, S# t , with part of the response (NL); in fact, both the observed NS and NL have been altered by the operation of water vapor and cloud feedbacks. So, the pattern in Figure 8c is what results after the climate has responded to the radiative forcing.
[84] In the work of Rossow and Zhang [1995] and Zhang and Rossow [1997] , we illustrated the cloud effects on the mean meridional heat transports of the atmosphere and ocean: The cloud effects on the horizontal gradients of the radiative heating were such as to reduce the strength of the oceanic circulation (mostly SW) and enhance the atmospheric circulation (mostly LW). Figure 9 shows the annual mean pressure-latitude cross sections of CFC-NS, CFC-NL and CFC-N, adding the vertical dimension to our previous discussion (when the values in Figure 9 are added to the values in Figure 8 , the full-sky net fluxes are obtained). The clouds generally reduce NS (all negative values in Figure 9a ), most notably in the midlatitude and tropical storm zones. The generally vertical contours indicate that they do not make much change in the SW absorbed by the atmosphere: Small maxima in the midlatitude and tropical storm zones indicate a small upward shift of the SW heating (compare Table 11 ). The SW heating of the atmosphere and the cloud effects on it are weak. The more important cloud effects are the larger ones on NL (Figure 9b ), where the positive values indicate decreased cooling (an effective heating). The fact that the contours are not vertical indicates that the clouds alter the vertical gradients in LW cooling, producing a high-level heat source in the tropics that suppresses convection [cf. Rind and Rossow, 1984; Wang and Rossow, 1998 ]. The cloud effect on the horizontal LW cooling gradient enhances the mean Hadley circulation [cf. Rossow and Zhang, 1995] , but the feedback between these radiative effects on convection and the large-scale circulation can produce more complicated responses [Rind and Rossow, 1984] . The cloud effects at higher latitudes are more complicated because they act to reduce the horizontal temperature gradient by heating more at higher latitudes and shifting the heating into the middle atmosphere; both of Thus the net SW at the top is the total amount absorbed at that latitude by the atmosphere and surface, whereas the net SW at the bottom is the total amount absorbed at that latitude by the surface. these changes may weaken the midlatitude baroclinic waves. These results will have to be studied in more detail, separating the phases of synoptic system evolution, to determine the overall effects of clouds on the general circulation [cf. Tselioudis et al., 2000] .
[85] Having assembled such a detailed reconstruction of Earth's radiation budget opens up a number of lines of investigation. First, we can use this extensive data set to quantify in more detail the roles played not only by clouds but by other surface and atmospheric properties in determining the radiation budget and its variability on timescales from diurnal through decadal. Second, we can examine the particular role of each type of cloud system in altering the radiative heating of the atmosphere. Since these cloud types are characteristics of specific meteorological regimes, this is the first step toward a better understanding of how the atmospheric circulation is coupled to the radiative heating by clouds. Third, we can examine the effects of variations at different space scales -timescales on the radiative forcing of the atmospheric and oceanic circulations. Fourth, by combining the vertical profiles of radiative heating with higherspace-time-resolution information about precipitation (profiles from the Tropical Rainfall Measuring Mission [Simpson et al., 1996] and later from CloudSat), we can examine the complete relationship between atmospheric motions, clouds and the total diabatic heating of the atmosphere induced by cloud processes. 
