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Teorija matroida aktivno je podrucˇje matematike koja koristi ideje iz apstrak-
tne i linearne algebre, konacˇne geometrije, kombinatorike i teorije grafova.
Cˇasopis i online bibliografska baza podataka Mathematical Reviews popi-
sala je oko 2000 objava u kojima se nalazi rijecˇ “matroid” u naslovu. Od
toga viˇse od trec´ina tih objava pojavila se u posljednjem desetljec´u. Gian-
Carlo Rota je rekao da je teorija matroida sazˇetak svih trendova suvremene
matematike u jednu konacˇnu strukturu [2, str. 60.]. U ovom diplomskom
radu matroide c´emo promatrati ponajviˇse iz geometrijskog stajaliˇsta fokusi-
rajuc´i se na nezavisnost. Promatrat c´emo koncˇne podskupove u vektorskom
prostoru, tocˇke u Euklidskom prostoru te bridove u grafovima, sˇto povezuje
matroide s linearnom algebrom, diskretnom geometrijom i teorijom grafova.
Apstraktno poimanje nezavisnosti povezuje razlicˇite klase matroida. Na tu
ideju prvi je dosˇao Hassler Witney, koji je definirao matroide u svom radu
1935. godine i koji je imao bitnu ulogu u ranom razvoju teorije matroida
[9]. Teorija matroida polako se razvijala izmedu 1940. i 1950. godine. U
tom razdoblju Garrett Birkhoff [1] proucˇavao je ravnine matroida iz glediˇsta
teorije resˇetka, Saunders MacLane [3] povezao je matroide s projektivnom
geometrijom, a Richard Rado [5] povezao je bipartitne grafove s matroidima.
Vrlo vazˇan, suvremeniji pristup teoriji matroida dao je William Tutte 1958.
godine [6]. On je opisao binarne i regularne matroide preko pojmova is-
kljucˇenih minora. Pronalazak iskljucˇenih minora za klase matroida jedno je
od najdubljih i najzˇivljih podrucˇja suvremene matematike u teoriji matroida.
Time se nec´emo baviti u ovom diplomskom radu. Koncentrirat c´emo se na
geometrijski pristup koji je popularizirao Gian-Carlo Rota. On je matroide
josˇ nazivao “kombinatrornom pregeometrijom”, no taj se termin nije zadrzˇao
[2, str. 3.].
Postoje desetine ekvivalentnih definicija matroida, tj. matroidi se mogu
definirati na razne kriptomorfne nacˇine. To je prilicˇno korisno za rjesˇavanje
razlicˇitih problema. Mi c´emo spomenuti samo najvazˇnije. Za matroid M de-
finirat c´emo sedam kljucˇnih pojmova: nezavisni skupovi, baze, ciklusi, funk-
cija ranga, ravnine, hiperravnine i operator zatvaracˇa. Pojmovi nezavisni
skupovi, baze, ciklusi i funkcija ranga povezani su s linearnom algebrom ili
teorijom grafova, a pojmovi ravnine, hiperravnine i operator zatvaracˇa pove-
zani su s geometrijom ili topologijom. U ovom diplomskom radu bavit c´emo
se kriptomorfizmima izmedu ovih sedam kljucˇnih pojmova. U poglavlju rav-
nine i hiperravnine uvest c´emo i pojam geometrijske resˇetke, koja nam daje
dobar nacˇin prikaza ravnina matroida i josˇ jedan drukcˇiji nacˇin definiranja
matroida. Prvo c´emo definirati matroid preko nezavisnih skupova pomoc´u
svojstava (I1), (I2) i (I3) (vidi def 2.1) i rec´i nesˇto o matroidima nastalim
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iz matrica i iz grafova. Zatim c´emo uspostaviti kriptomorfizam izmedu neza-
visnih skupova i baza i na taj nacˇin pokazati da matroid mozˇemo definirati
i preko baza. Navest c´emo i kriptomorfizme izmedu nezavisnih skupova i
ciklusa, izmedu nezavisnih skupova i funkcije ranga, funkcije ranga i opera-
tora zatvaracˇa, ravnina i operatora zatvaracˇa, ravnina i hiperravnina (vidi
sliku 1).
Slika 1: Kriptomorfizam izmedu odredenih pojmova matroida.
Funkciju ranga koristit c´emo kao most izmedu pojmova “linearne alge-
bre”: nezavisnih skupova, baza i ciklusa te “geometrijskih” pojmova ravnina,
hiperravnina i zatvaracˇa. Uspostavljanjem kriptomorfizma izmedu tih poj-
mova pokazat c´emo da svaki od tih pojmova mozˇemo koristiti kao pocˇetnu
tocˇku u definiranju matroida. U posljednjem poglavlju nezavisne skupove
matroida definirat c´emo preko greedy algoritma. Ta veza daje nam dodatan
uvid u vazˇnost i posebnost matroida.
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2 Matroidi iz matrica
Prvi koji je definirao matroide preko nezavisnih skupova bio je Hassler Whit-
ney [9]. On je zˇelio razumjeti koliko posebna obiljezˇja vektora zavise o polju
koeficijenata (tocˇnije, koliko je linearne algebre nezavisno od koordinata) te
je uocˇio da svojstva nezavisnosti (I1), (I2) i (I3) koja su nizˇe navedena, iz-
laze iz linearne nezavisnosti podskupova u vektorskom prostoru. Uvedimo
najprije osnovne pojmove, a zatim navedimo nekoliko primjera matroida.
Definicija 2.1. Neka je E konacˇan skup i I familija podskupova skupa E.
Kazˇemo da je uredeni par M = (E, I) matroid ako familija I zadovoljava:
(I1) I 6= ∅.
(I2) Ako je J ∈ I i I ⊆ J , onda je I ∈ I.
(I3) Ako su I, J ∈ I takvi da je |I| < |J |, onda postoji x ∈ J \ I takav da je
I ∪ {x} ∈ I.
Skup E zovemo temeljni skup matroida, a podskupove iz I zovemo nezavisnim
skupovima.
Rang matroida je velicˇina najvec´eg nezavisnog skupa. Oznacˇava se s
r(M). Slijedi teorem koji povezuje matroide i matrice.
Definicija 2.2. Neka je V vektorski prostor nad poljem F i S neprazni pod-
skup od V . Tada je linearna ljuska ili linearni omotacˇ podskupa S u oznaci
[S], najmanji potprostor prostora V koji sadrzˇi skup S.
Lema 2.3. Linearna ljuska podskupa S je skup svih linearnih kombinacija
vektora iz S, to jest:
[S] = {α1v1 + α2v2 + ...+ αnvn |α1, ...αn ∈ F, v1, ..., vn ∈ S, n ∈ N} .
Posebno [∅] = {0v} .
Dokaz. Neka je L = {α1v1 + α2v2 + ...+ αnvn |α1, ...αn ∈ F, v1, ..., vn ∈ S, n ∈ N} .
Treba dokazati da je [S] = L, tj. da je [S] ⊆ L i [S] ⊇ L. Neka su α1, α2 ∈ F
i v1, v2 ∈ L proizvoljni. Vrijedi α1v1 + α2v2 ∈ L pa je L potprostor od V .
Takoder vrijedi S ⊆ L jer je L skup svih linearnih kombinacija vektora iz
S. Dakle, L je potprostor od V koji sadrzˇi S, a [S] je najmanji potprostor
prostora V koji sadrzˇi skup S pa je [S] ⊆ L. Sada pokazˇimo da je [S] ⊇ L.
Linearna ljuska [S] je potprostor prostora V i sadrzˇi S, pa sadrzˇi i sve linearne
kombinacije vektora iz S. Vrijedi [S] ⊇ L. Dakle, [S] = L.
Teorem 2.4. Neka je E skup svih stupaca matrice A nad poljem F i neka je
I skup svih podskupova od E koji su linearno nezavisni. Tada je M = (E, I)
matroid i njegov rang jednak je rangu matrice A.
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Dokaz. Trebamo dokazati da familija I zadovoljava svojstva nezavisnosti
(I1), (I2) i (I3). Prazan skup je sigurno element od I pa je I 6= ∅ i svojstvo
(I1) je zadovoljeno. Svaki podskup linearno nezavisnog skupa je linearno
nezavisan pa vrijedi i svojstvo (I2). Preostaje nam pokazati svojstvo (I3).
Neka su I i J dva linearno nezavisna skupa takva da je |I| < |J | i neka je
x ∈ J \ [I]. Takav x sigurno postoji jer je [I] potprostor dimenzije manje od
|J |, a J je linearno nezavisan pa J ne mozˇe biti podskup od [I].
Sada treba josˇ dokazati da je I ∪ {x} linearno nezavisan skup. Neka je
I = {v1, v2, ..., vn} i neka je [I] linearna ljuska podskupa I. Znamo da x /∈ [I]
jer je x ∈ J \ [I]. Pretpostavimo suprotno, da je I ∪ {x} linearno zavisan
skup. Tada postoje α1, α2...αn, β ∈ F koji nisu svi 0, takvi da je
α1v1 + α2v2 + ...+ αnvn + βx = 0.
Znamo da je β 6= 0 jer je {v1, ..., vn} linearno nezavisan skup. Sada
imamo:














(α1v1 + α2v2 + ...+ αnvn)
Iz prethodne leme slijedi da je x ∈ [I], sˇto je u kontradikciji s x /∈ [I]. Dakle,
I ∪ {x} je linearno nezavisan skup.
Familija I zadovoljava svojstva nezavisnosti (I1), (I2) i (I3) pa je M =
(E, I) matroid. Josˇ trebamo dokazati da je rang matroida jednak rangu ma-
trice A. Rang matrice definira se kao najvec´i broj linearno nezavisnih stupaca
matrice, a rang matroida je velicˇina najvec´eg nezavisnog skupa. Ocˇito je rang
matroida jednak rangu matrice A.
Primjeri matroida koji dolaze iz matrica su sljedec´i.
Primjer 2.5. Neka je matrica A =
[ a b c d
1 0 1 1
0 1 1 2
]
.
Uocˇimo cˇetiri stupca a = (1, 0) , b = (0, 1), c = (1, 1), d = (1, 2).
Sada promotrimo podskupove stupaca koji su linearno nezavisni i one koji
su linearno zavisni. U matrici A, svaki par vektora je linearno nezavisan
podskup od R2, a svaki podskup od tri vektora je linearno zavisan jer je pros-
tor dvodimenzionalan. Skup od cˇetiri vektora je linearno zavisan iz istog
razloga. Prema tome, u ovom primjeru je familija I = {∅, {a} , {b} , {c} ,
{d} , {a, b} , {a, c} , {a, d} , {b, c} , {b, d} , {c, d}}.
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Pitamo se kako mozˇemo opisati linearnu zavisnost podskupova skupa
{a, b, c, d}. Jedan od nacˇina je da se ispiˇsu svi skupovi vektora koji su linearno
zavisni, u ovom slucˇaju {a, b, c}, {a, b, d}, {a, c, d}, {b, c, d}, {a, b, c, d}. To
nije najbolji pristup tom problemu. Postoji josˇ puno nacˇina kojima mozˇemo
opisati ove skupove, no mi c´emo se bazirati na geometrijskom nacˇinu. Nacr-
tat c´emo sliku koja predstavlja linearnu zavisnost i nezavisnost podskupova
{a, b, c, d}. Postupak se provodi u tri koraka:
Korak 1. Nacrtaju se vektori u ravnini (vidi sliku 2).
Slika 2: Cˇetiri vektora iz primjera 2.5.
Korak 2. Nacrta se pravac koji nije paralelan ni s jednim od zadanih vek-
tora. Produzˇe se ili smanje svi vektori tako da pravac sijecˇe svaki
vektor ili njegovo produzˇenje odnosno smanjenje. Gledaju se pre-
sjeciˇsta pravca i vektora, odnosno presjeciˇsta pravca i produzˇenih
ili smanjenih vektora (vidi sliku 3).
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Slika 3: Cˇetiri vektora iz primjera 2.5 i pravac.
Korak 3. Slika koja predstavlja linearnu zavisnost podskupova {a, b, c, d}
dobiva se tako da se zadrzˇi pravac koji sijecˇe vektore ili njihova
produzˇenja i smanjenja, njihova sjeciˇsta oznacˇe se s tocˇkama, a
vektori se odbace (vidi sliku 4). Slika 4 prikazuje matroid koji se
sastoji od cˇetiri kolinearne tocˇke. Uocˇimo da je dimenzija slike
matroida 1, a rang matroida 2. Dakle, rang matroida jednak je
dimenziji slike matroida uvec´anoj za jedan.
Slika 4: Slika matroida iz primjera 2.5.
Postupak koji smo gore opisali je postupak crtanja matroida iz matrice
s dva retka. Duljina vektora nije bitna. Na primjer, slika 4 bit c´e ista ako
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zamijenimo (1,1) s (2,2). Takoder, mogli smo zamijeniti vektor s njemu
suprotnim vektorom bez da promijenimo sliku 4.
Ako zˇelimo preskocˇiti crtanje vektora i doc´i izravno iz matrice A do slike
matroida koristimo ova pravila:
• svaki vektor koji se nalazi u stupcu matrice predstavlja se tocˇkom
• ako su tri vektora linearno zavisna, onda c´e tri odgovarajuc´e tocˇke biti
kolinearne.
Koristec´i ta dva pravila mozˇemo prikazati linearnu zavisnost stupaca matrice
A. Slika 5 prikazuje dva nacˇina obiljezˇavanja linearne zavisnosti stupaca
matrice A. Naravno, postoji josˇ mnogo drugih obiljezˇavanja.
ab d c
cd a b
Slika 5: Dva razlicˇita obiljezˇavanja linearne zavisnosti stupaca matrice A.
Ovaj postupak je ispravan jer znamo da su tri vektora linearno zavisni ako
i samo ako su komplanarni. A ta tri vektora su komplanarni ako i samo ako
su tri odgovarajuc´e tocˇke na slici matroida kolinearne. To je lako uocˇiti za
vektore u R2: dva vektora u ravnini su linearno nezavisna ako imaju razlicˇit
smjer. U tom slucˇaju oni sijeku pravac (iz koraka 2.) u razlicˇitim tocˇkama
pa su linearno nezavisni u matroidu. Ako su dva vektora u ravnini linearno
zavisna, onda c´e oni sijecˇi pravac iz koraka 2. u istoj tocˇki sˇto c´e rezultirati
pojavom “viˇsestrukih tocˇaka” u slici matroida, tj. pojavom zavisnog skupa
od dva elementa. Moguc´e je da matroid ima zavisne jednocˇlane skupove.
Takve pojave objasnit c´emo kasnije na primjeru.
Primjer 2.6. Neka je matrica B =

a b c d e
0 0 0 1 1
0 1 1 0 0
1 1 0 1 0
.
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Kao u primjeru 2.5 zˇelimo nacrtati sliku koja prikazuje zavisnost stupaca
u matrici.
Zamislimo projiciranje vektora u proizvoljnu ravninu, tako da mozˇemo
koristiti analogan postupak crtanja kao u primjeru 2.5. Postupak crtanja
matroida iz matrice s tri retka:
Korak 1. Nacrtaju se vektori stupaca u prostoru (vidi sliku 6).
Korak 2. Nacrta se ravnina koja nije paralelna ni s jednim od zadanih vek-
tora. Produzˇe se ili smanje svi vektori tako da ravnina sijecˇe svaki
vektor ili njegovo produzˇenje odnosno smanjenje. Gledaju se pre-
sjeciˇsta ravnine i vektora, odnosno presjeciˇsta ravnine i produzˇenih
ili smanjenih vektora (vidi sliku 6).
Slika 6: Projekcija vektora u ravninu x+ y + z = 1.
Korak 3. Tocˇke presjeciˇsta ravnine i vektora, odnosno presjeciˇsta ravnine i
produzˇenih ili smanjenih vektora u ravnini bit c´e slike zavisnosti
vektora u stupcima matrice B (vidi sliku 7). Uocˇimo da je dimen-
zija slike matroida 2, a rang matroida 3.
8
Slika 7: Slika matroida iz primjera 2.6.
Na slici 7 po konvenciji ne crtamo duzˇine koje povezuju dvije tocˇke ako
su one jedine dvije tocˇke na toj duzˇini. Glavni razlog je da bi dodavanjem
takvih duzˇina slika postala nepregledna (vidi sliku 8). U matroidu koji pri-
kazuje slika 8 postoje cˇetiri takve duzˇine: {b, d}, {b, e}, {c, d}, {c, e}.
Slika 8: Slika matroida iz primjera 2.6 sa svim ucrtanim duzˇinama.
Kod primjera 2.6 najprije se crtaju vektori stupaca matrice i uz pomoc´
crtezˇa se dolazi do slike matroida. No sˇto mozˇemo rec´i o linearnoj zavisnosti
i nezavisnosti vektora ako imamo sliku matroida matrice s tri retka? Pomoc´u
sljedec´eg primjera pokazat c´emo sˇto nam slika matroida govori o linearnoj
zavisnosti i nezavisnosti vektora stupaca matrice.
Primjer 2.7. Neka je matrica C =

a b c d e f g
1 0 1 −1 0 2 0
1 −1 0 0 1 0 0
0 1 1 2 2 −4 0
.
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Slika 9: Slika matroida iz primjera 2.7.
Najprije uocˇimo da matrica C ima rang 3 i da je prema ocˇekivanom
dimenzija slike matroida 2. U ovoj matrici pojavljuju se dvije nove pojave:
• zavisan skup koji se sastoji od jednog elementa {g}, koji je jednak
nulvektoru,
• zavisan skup koji se sastoji od dva elementa {d, f}.
Ostali zavisni skupovi su prikazani preko kolinearnosti tocˇaka. Primjerice,
vektori a, b i c su linearno zavisni jer je (1, 1, 0) + (0,−1, 1) = (1, 0, 1).
Iz slike 9 dobivamo podatke o zavisnosti za matroid:
• {g} je zavisan skup,
• {d, f} je zavisan skup, a svi ostali dvocˇlani podskupovi od {a, b, c, d, e, f}
su nezavisni,
• {a, b, c}, {a, d, e}, {a, e, f} su zavisni, a sve ostale trojke tocˇaka uzete
iz skupa {a, b, c, d, e, f} koje ne sadrzˇe istovremeno d i f su linearno
nezavisne
• svaki skup koji ima cˇetiri ili viˇse tocˇaka je zavisan.
Viˇsestruku tocˇku df i, opc´enito, viˇsestruke tocˇke matroida geometrijski pri-
kazujemo tako da stavimo tocˇku pokraj tocˇke. Zavisan skup koji ima jedan
element nije moguc´e prikazati kao tocˇku. Njega prikazujemo tako da oko
njega nacrtamo oblak (u nasˇem slucˇaju oko g smo nacrtali oblak). Takav
zavisan jednocˇlan skup zove se petlja. Linearnu zavisnost vektora stupaca
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matrice C mozˇemo prikazati i slikom 10. Ova slika ekvivalentana je slici 9.









Slika 10: Slika matroida iz primjera 2.7.
U dosadasˇnjim primjerima temeljni skup matroida E je bio skup vektora,
no to ne mora uvijek biti tako. Na primjer, E mozˇe biti skup bridova grafa.
Primjeri takvih matroida bit c´e navedeni u iduc´oj cjelini.
Definicija 2.8. Matroid je reprezentabilan (prikazivi) nad poljem F ako pos-
toji matrica A nad poljem F takva da se zavisnost stupaca te matrice poklapa
sa zavisnosˇc´u u matroidu.
Stupci matrice A cˇine temeljni skup reprezentabilnog matroida, a linearno
nezavisan skup (nad poljem F) stupaca matrice A je linearno nezavisan skup
I matroida.
Primjer 2.9. Neka je E = {e1, e2, ..., en}. Neka je k ≤ n i neka je I skup
svih podskupova od E s k ili manje elemenata . Tada I zadovoljava aksiome
(I1), (I2) i (I3). Takav matroid naziva se uniformni matroid i oznacˇava se
s Uk,n. Matroid Un,n zove se Booleova algebra i oznacˇava se s Bn. Matroid
iz primjera 2.5 je uniformni matroid U2,4.
Postavlja se pitanje je li svaki matroid reprezentabilan? Svaki matroid
sa sedam ili manje elemenata je reprezentabilan nad nekim poljem [2, str.
224.], no opc´enito svaki matroid nije reprezentabilan. U sljedec´em primjeru
navesti c´emo dva matroida cˇija konstrukcija je slicˇna. Jedan matroid je


















Slika 12: Slika ne-Papusovog matroida.
Matroid na slici 11 zovemo Papusov matroid po Papusu Aleksandrijskom.
On je otkrio teorem koji se danas naziva Papusov teorem i njega koristimo
u dobivanju slike Papusovog matroida. Slika Papusovog matroida dobiva se
na sljedec´i nacˇin:
• Nacrtaju se dvije duzˇine, duzˇina abc i duzˇina def tako da se na svakoj
od njih nalaze tri odgovarajuc´e tocˇke
• Tocˇka g se dobije kao sjeciˇste duzˇina ae i bd,
• Tocˇka h se dobije kao sjeciˇste duzˇina af i cd,
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• Tocˇka i se dobije kao sjeciˇste duzˇina bf i ce,
• Prema Papusovom teoremu tri dobivene tocˇke g, h, i i trebaju biti
kolinearne.
Matroid kod kojeg tri dobivene tocˇke g, h, i i nisu kolinearne zove se ne-
Papusov matroid. Slika 12 prikazuje ne-Papusov matroid. Ne-Papusov ma-
troid nije reprezentabilan ni nad jednim poljem. Ideja dokaza je sljedec´a.
Pokusˇava se pronac´i matrica koja predstavlja ne-Papusov matroid. Dobiva
se da takva matrica postoji samo ako su vektori g, h i i linearno zavisni,
odnosno tocˇke g, h i i kolinearne. Dakle, za ne-Papusov matroid ne postoji
matrica takva da se zavisnost stupaca te matrice poklapa sa zavisnosˇc´u u
matroidu pa ne-Papusov matroid nije reprezentabilan.
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3 Matroidi iz grafova
Teorija matroida i teorija grafova su vrlo povezane. Mnogi izrazi vezani
uz matroide dolaze upravo iz teorije grafova. Prije uspostave veze izmedu
matroida i grafova uvest c´emo osnovne pojmove vezane uz same grafove.
Definicija 3.1. Graf G je uredena trojka G = (V (G), E(G), ψ(G)) koja se
sastoji od nepraznog skupa V = V (G), cˇiji su elementi vrhovi od G, skupa
E = E(G) disjunktnog s V (G), cˇiji su elementi bridovi od G i funkcije in-
cidencije ψ(G) koja svakom bridu od G pridruzˇuje neuredeni par (ne nuzˇno
razlicˇitih) vrhova od G.
Brid cˇiji se krajevi podudaraju zove se petlja. Dva brida ili viˇse njih s
istim parom krajeva zovu se viˇsestruki bridovi. Bridove s bar jednim za-
jednicˇkim krajem zovemo incidentnim. Dva vrha su susjedna ako imaju
zajednicˇki brid.
Ciklus Cn na n vrhova mozˇemo definirati skupom vrhova V = {1, 2, ..., n}
i skupom bridova E = {{i, i+ 1} |i < n} ∪ {{1, n}} :
Slika 13: Ciklusi.
Podskup bridova je aciklicˇan ako ne sadrzˇi niti jedan ciklus.
Put Pn na n vrhova mozˇemo definirati skupom vrhova V = {1, 2, ..., n} i
skupom bridova E = {{i, i+ 1} |i < n} :
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Slika 14: Putovi.
Primjer 3.2. Analizirajmo graf G na slici 15.
Slika 15: Graf G.
Graf G na slici 15 ima skup vrhova V = {v1, v2, v3, v4} i skup bridova
E = {a, b, c, d, e} . Uocˇimo da su tocˇke na slici 15 vrhovi grafa, a ne tocˇke
matroida. Takoder bridove grafa mozˇemo crtati ravno ili zakrivljeno, oni
nisu duzˇine kao kod matroida. Vrhove grafa mozˇemo zamiˇsljati kao gradove,
a bridove kao ceste. Konkretno u ovom primjeru mozˇemo ic´i iz grada v1
cestom b do grada v2, zatim cestom c do grada v3. Takvo putovanje naziva
se put u grafu G i skrac´eno zapisuje (v1, b, v2, c, v3) ili josˇ krac´e (b, c) (vidi
sliku 16 (i)).
Dva brida (b, e) ne tvore put jer nisu incidentni (vidi sliku 16 (ii)). Nizovi
u kojima se bridovi ponavljaju, takoder nisu putovi. Na primjer niz (b, c, e, c)
nije put jer se ponavlja brid c. Putovima ne zovemo ni nizove gdje se vrhovi
ponavljaju (osim ciklusa) pa ni (b, c, a, d) nije put. Ako putu (b, c) dodamo
brid a dobivamo ciklus, odnosno put koji pocˇinje i zavrsˇava u istom vrhu
(vidi sliku 16 (iii)).
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Slika 16: Tri kopije grafa G: (i) put bc, (ii) skup bridova be, (iii) ciklus abc.
Primjer 3.3. Promotrimo graf na slici 17.
Slika 17: Graf F .
Niz bridova (a, b, d, e, f, c) grafa F ne cˇini jedan ciklus nego dva ciklusa.
Graf je povezan ako se svaka dva vrha mogu povezati putom u grafu,
a inacˇe je nepovezan. Svaki se nepovezani graf mozˇe prikazati kao unija
povezanih grafova. Svaki cˇlan te unije zovemo komponentom povezanosti.
Broj komponenti povezanosti grafa G oznacˇavamo s ω(G).
Definicija 3.4. Neka su G i H grafovi. Ako je V (H) ⊆ V (G) i E(H) ⊆
E(G), a svaki brid iz H ima iste krajeve u H kao sˇto ih ima u G, onda
kazˇemo da je H podgraf od G i piˇsemo H ⊆ G, a G zovemo nadgraf od H.
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Primjer 3.5. Promotrimo dva grafa, graf na slici 15 iz primjera 3.2 i graf
na slici 18.
Slika 18: Graf H.
Graf G na slici 16 je povezan, a graf H na slici 18 je nepovezan jer na
primjer ne postoji put u H iz v2 do v6. H je nepovezan graf sastavljen od
dvije komponente povezanosti. Svaka komponenta je podgraf od H. Svi
ciklusi i putovi iz primjera 3.2 su podgrafovi od grafa G.
Povezan graf koji ne sadrzˇi cikluse zove se stablo, a graf koji nema cik-
lusa zove se sˇuma. Razapinjuc´e stablo povezanog grafa G je stablo koje
sadzˇi sve vrhove grafa G. U povezanom grafu razapinjuc´a stabla su maksi-
malni aciklicˇki podskupovi bridova. Minimalni ciklicˇki podskupovi bridova
su ciklusi.
Primjer 3.6. Promotrimo ponovo graf G iz primjera 3.2.
Graf G sadrzˇi mnogo podgrafova koji su stabla ili sˇume.
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Slika 19: Podgrafovi grafa G: (i) stablo, (ii) nepovezana sˇuma, (iii) razapi-
njuc´e stablo.
Slika 19 (i) pokazuje jedno od stabala grafa G, 19 (ii) pokazuje jednu
sˇumu grafa G, a slika 19 (iii) pokazuje jedno razapinjuc´e stablo grafa G.
Podgraf grafa G koji se sastoji od brida e je takoder primjer sˇume. Sˇuma je
i podgraf koji se sastoji od brida e i vrha v1.
Teorem 3.7. Svaki povezani graf ima razapinjujuc´e stablo. Svako stablo s n
vrhova ima n− 1 bridova.
Dokaz. Neka je graf G povezan. Promotrimo skup svih povezanih razapi-
njuc´ih podgrafa od G. Taj je skup neprazan jer npr. sadrzˇi G. Neka je T
minimalni element tog skupa. Prema definiciji je ω(T ) = 1 i ω(T \ e) > 1
za svaki e ∈ E(T ). Iz toga slijedi da je svaki brid e od T takav da je
ω(T \ e) > ω(T ), odnosno izbacivanjem svakog brida e od T , graf T se ras-
pada na viˇse komponenti povezanosti. T je povezan, pa iz korolara 5 [8, str.
263.] slijedi da je T stablo. Time smo dokazali da svaki povezani graf ima
razapinjuc´e stablo.
Dokazˇimo josˇ da svako stablo s n vrhova ima n − 1 bridova. Tvrdnju
c´emo dokazati matematicˇkom indukcijom po broju vrhova stabla. Graf G
je stablo pa ne sadrzˇi ciklus. Ako uklonimo jedan brid iz G dobivamo dva
stabla s manje vrhova. Baza indukcije je ocˇita. Pretpostavimo da tvrdnja
vrijedi za sve grafove s manje od n vrhova. Po pretpostavci indukcije dva
stabla dobivena uklanjanjem jednog brida imaju n1 − 1, odnosno n2 − 1
bridova. Ovo znacˇi da smo u pocˇetnom stablu, prije uklanjanja brida, imali
(n1−1)+(n2−1)+1 bridova, a kako je n1 +n2 = n, dobili smo da je pocˇetno
stablo imalo n− 1 bridova. Po aksiomu matematicˇke indukcije zakljucˇujemo
da svako stablo s n vrhova ima n− 1 bridova.
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Povezˇimo sada matroide i grafove.
Teorem 3.8. Neka je E skup svih bridova grafa G i I skup svih aciklicˇnih
podskupova bridova. Tada je uredeni par (E, I) matroid M(G).
Dokaz. Trebamo dokazati da familija I zadovoljava svojstva nezavisnosti
(I1), (I2) i (I3). Prazan skup je aciklicˇan pa je sigurno element od I.
Dakle, I 6= ∅ i svojstvo (I1) je zadovoljeno. Ako je B podskup aciklicˇnih
bridova i A ⊆ B, onda je A takoder aciklicˇan podskup bridova pa vrijedi i
svojstvo (I2). Preostaje nam pokazati svojstvo (I3). Neka su A i B aciklicˇni
podskupovi bridova takvi da je |A| < |B|. Trebamo nac´i brid b ∈ B \A takav
da A ∪ {b} ne sadrzˇi ciklus. Razlikujemao dva slucˇaja. Pretpostavimo da je
A stablo. Tada je bridovima od A pridruzˇeno |A|+ 1 vrhova grafa G. Skup
B je sˇuma pa se sastoji od |B| + k vrhova, gdje je k broj komponenti od B
i k ≥ 1. Kako je |B| > |A|, vrijedi |B| + k > |A| + 1. Iz toga zakljucˇujemo
da su bridovima od B pridruzˇeni vrhovi od G koji nisu pridruzˇeni ni jednom
bridu iz A. Nazovimo jedan takav vrh v i neka je b ∈ B bilo koji brid kojemu
je pridruzˇen vrh v. Tada je A ∪ {b} aciklicˇan skup jer brid b sadrzˇi vrh koji
nije pridruzˇen ni jednom bridu iz A pa (I3) vrijedi. Sada promotrimo slucˇaj
kada A nije stablo. Pretpostavimo da se A sastoji od c disjunktnih stabala,
nazovimo ih T1, T2, ..., Tc. Ako je bridovima iz B pridruzˇen bar jedan novi
vrh (vrh koji nije pridruzˇen ni jednom bridu iz A) , onda mozˇemo postupiti
kao u prethodnom slucˇaju. Pretpostavimo suprotno, da B nije pridruzˇen ni
jedan novi vrh od G. S ei oznacˇimo broj bridova u stablu Ti, tako da je
e1 + e2 + ...+ ec = |A|. Postoji brid u B koji spaja dva stabla Ti i Tj iz A. U
suprotnom, B bi imao najviˇse e1 bridova od T1, e2 bridova od T2, itd..., jer
bridovi iz B nisu incidentni niti s jednim novim vrhom. Iz toga bi slijedilo da
|B| ≤ e1 + e2 + ...+ ec = |A|, sˇto je u kontradikciji s |A| < |B|. Iz tog razloga
B mora imati brid koji spaja vrhove nekog stabla Ti s vrhovima nekog stabla
Tj. Taj brid mozˇemo dodati u A bez da stvorimo ciklus, pa (I3) vrijedi.
Primjer 3.9. Usporedimo graf G iz primjera 3.2 i matroid sa slike 20 koji je
povezan s njime. Matroid koji je povezan s grafom G oznacˇavamo s M(G).
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Slika 20: Lijevo: Graf G, desno: matroid M(G).
Skup {a, b, e} i svi njegovi podskupovi ne sadrzˇe cikluse pa su nezavisni
u matroidu M(G). Skup {a, b, c} je ciklus i on je zavisan u matroidu M(G).
Uocˇavamo da su minimalni zavisni skupovi matroida M(G) tri ciklusa u
grafu G: C1 = abc, C2 = ade, C3 = bced. Zakljucˇujemo da vrijedi opc´enito:
Minimalni zavisni skupovi matroida su ciklusi grafa. Sada lako mozˇemo
odrediti koji su nezavisni skupovi matroida M(G) gledajuc´i samo graf G.
To su svi podskupovi skupa E = {a, b, c, d, e} koji ne sadrzˇe ni jedan od
tri ciklusa C1, C2, C3. Dakle, svaki podskup koji sadrzˇi 0,1 ili 2 elementa je
nezavisan. Takoder svaki podskup od 3 elementa osim podskupova abc i ade
je nezavisan. Ni jedan skup od 4 ili 5 elementa ne mozˇe biti nezavisan jer
sadrzˇi skup abc ili skup ade. Uocˇimo da je najvec´i nezavisan skup matroida
M(G) razapinjuc´e stablo grafa G. Svako razapinjuc´e stablo ima tri brida pa
je rang matroida M(G) jednak 3. Ovaj zakljucˇak vrijedi i opc´enito.
Teorem 3.10. Neka je G povezan graf s n vrhova. Rang matroida M(G) je
jednak broju bridova u razapinjuc´em stablu grafa G, odnosno rang matroida
je n− 1.
Primjer 3.11. Usporedimo graf G sa slike 21 i matroid sa slike 21 koji je
povezan s njime.
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Slika 21: Lijevo: Graf G, desno: matroid M(G).
Petlje u grafu G odgovaraju petljama matroida M(G). Mjesto petlje u
grafu je nevazˇno za sliku matroida. Ako bi imali samo sliku matroida bilo bi
nemoguc´e odrediti na kojem vrhu u grafu G se nalazi petlja. Dvostruki brid
df na slici matroida se pojavljuje kao viˇsestruka tocˇka df . Uocˇimo josˇ da je
matroid sa slike 21 matroid iz primjera 2.7.
Kao sˇto smo se prije pitali dobiva li se svaki matroid iz matrice sada se
pitamo dobiva li se svaki matroid iz grafa? Odgovor na ovo pitanje takoder
je negativan.
Definicija 3.12. Matroid M je grafovski ako postoji graf G takav da se
aciklicˇki skupovi bridova grafa G poklapaju s nezavisnim skupovima matroida
M .
U sljedec´em primjeru navest c´emo matroid koji nije nastao od grafa. Prije
toga istaknut c´emo propoziciju koju c´emo koristiti da pokazˇemo da postoji
matroid koji nije nastao od grafa.
Propozicija 3.13. Neka je G graf i M(G) grafovski matroid. Tada postoji
povezan graf G′ takav da je M(G) = M(G′).
Primjer 3.14. Promotrimo uniformni matroid U2,4 iz primjera 2.5. Poka-
zati c´emo da uniformni matroid U2,4 nije grafovski.
Pokusˇajmo konstruirati graf G tako da je M(G) = U2,4. Mozˇemo pretpos-
taviti da ako takav graf postoji, onda je on povezan (vidi propoziciju 3.13).
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Temeljni skup matroida M je {a, b, c, d}. Iz toga slijedi da graf G treba imati
cˇetiri brida. Razapinjuc´a stabla grafa G imaju dva brida, pa prema teoremu
3.7, G mora imati tri vrha. Nadalje, svi podskupovi s 0, 1 ili 2 elementa su
nezavisni, a svi podskupovi s 3 ili 4 elementa su zavisni. Iz toga slijedi da
ako G postoji, onda on ima tri vrha, cˇetiri brida i nema petlji ni viˇsestrukih
bridova. Kako graf s tri vrha i bez petlji te viˇsestrukih bridova ima najviˇse
tri brida, zakljucˇujemo da graf G ne postoji. Dakle, uniformni matroid U2,4
nije grafovski.
Svi grafovski matroidi su reprezentabilni matroidi, odnosno postoji ma-
trica cˇiji stupci odgovaraju bridovima grafa. Podskup vektora u stupcima
matrice bit c´e linearno nezavisan ako i samo ako su odgovarajuc´i bridovi u
grafu aciklicˇni (teorem 8.13 i 8.28 [2, str. 303., 313.]).
Postoji bliska veza izmedu matroida i sparivanja u bipartitnim grafovima.
Definicija 3.15. Bipartitan graf je graf cˇiji se skup vrhova mozˇe particioni-
rati u dva medusobno disjunktna skupa X i Y tako da svaki brid ima jedan
kraj u X, a drugi u Y . Paricija (X, Y ) zove se biparticija grafa.
Definicija 3.16. Sparivanje u grafu G = (V,E) je podskup M ⊆ E bridova
cˇiji se krajevi ne podudaraju i nikoja dva brida iz M nisu susjedna (tj. nikoja
dva brida nisu incidentna s istim vrhom). Kazˇemo da su dva kraja brida u
M sparena u M .
Za sparivanje M grafa s biparticijom (X, Y ) neka je MX skup svih vrhova
iz X incidentnih s bridom iz M , a MY skup svih vrhova iz Y incidentnih s
bridom iz M .
Navesti c´emo nekoliko primjera u kojima c´emo poblizˇe upoznati bipartitne
grafove i njihovu vezu s matroidima.
Primjer 3.17. Marko otvara restoran. Zˇeli zaposliti kuhara, konobara i
cˇistacˇa. Pet osoba se prijavilo na natjecˇaj. Tablica 1 pokazuje tko je za-
interesiran za koji posao.
OSOBE POSLOVI
Ana, Darija kuhar
Boris, Cecilija, Darija konobar
Darija, Edin cˇistacˇ
Tablica 1: Osobe i njihova strucˇna sprema.
Nacrtajmo bipartitni graf za ovaj problem (vidi sliku 22).
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Slika 22: Bipartitni graf.
Skup X = {A,B,C,D,E} predstavlja pet ljudi koji su se prijavili na na-
tjecˇaj, a skup Y = {kuhar, konobar, cˇistacˇ} prestavlja tri posla. Pogledajmo
moguc´a sparivanja ovog grafa. Ona odgovaraju raspodjeli poslova ljudima.
Na primjer, ako zaposlimo Anu na mjesto kuhara, a Dariju na mjesto cˇistacˇa
dobijemo sparivanje kao na slici 23.
Slika 23: Sparivanje Ana - kuhar, Darija - cˇistacˇ.
Podskupovi zaposlenih osoba mogu biti sljedec´i: ∅, svi jednocˇlani pod-
skupovi, svi dvocˇlani podskupovi osim BC, svi trocˇlani podskupovi osim
ABC,BCD,BCE. Podskup od cˇetiri osobe ne mozˇe biti podskup zapos-
lenih osoba jer Marko trazˇi samo tri osobe koje c´e zaposliti. Ako Marko
zˇeli popuniti sva tri mjesta, on to mozˇe ucˇiniti na razne nacˇine. Naravno,
istodobno ne mozˇe zaposliti Borisa i Ceciliju jer trazˇi samo jednog konobara.
Skup svih moguc´ih sparivanja daje nam vezu s matroidima.
Teorem 3.18. Neka je G bipartitni graf s biparticijom (X, Y ). Neka je I
skup svih podskupova I ⊆ X takvih da je postoji sparivanje M u grafu G za
koje je I = MX . Tada I zadovoljava svojstva nezavisnosti (I1), (I2) i (I3).
Matroid T (G) koji je povezan s bipartitnim grafom G zovemo transver-
zalni matroid. Prema prethodnom teoremu iz bipartitnog grafa iz primjera
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3.17 mozˇemo dobiti matroid. Temeljni skup tog matroida je {A,B,C,D,E},
a nezavisni skupovi su svi oni podskupovi koji sudjeluju u sparivanju. Prema
tome, nezavisni podskupovi su sljedec´i: ∅, svi jednocˇlani skupovi, svi dvocˇlani
skupovi osim BC, svi trocˇlani skupovi osim ABC,BCD,BCE. Ni jedan
cˇetverocˇlani skup nije nezavisan. Slika 24 je slika transverzalnog matroida
grafa iz primjera 3.17.
Slika 24: Slika matroida iz primjera 3.17.
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4 Nezavisni skupovi i baze
Gian-Carlo Rota je tvrdio da su matroidi jedna od najbogatijih i najkoris-
nijih ideja suvremene matematike [2, str. 40.]. Postoji mnogo ekvivalentnih
definicija matroida i korisno je prevesti jedan aksiomatski sustav u drugi.
Metoda kojom jedan aksiomatski sustav prevodimo u drugi zove se kripto-
morfizam. Snaga matroida krije se u njihovom broju kriptomorfnih definicija.
U drugom poglavlju definirali smo matroide preko nezavisnih skupova. Na-
veli smo tri svojstva (I1), (I2) i (I3) koja nezavisni skupovi matroida trebaju
zadovoljavati. No ta svojstva nisu jedina svojstva nezavisnih skupova ma-
troida. Nezavisne skupove matroida mozˇemo definirati i na drukcˇiji nacˇin.
Sljedec´a propozicija daje nam alternativnu definiciju matroida preko svojstva
nezavisnosti.
Propozicija 4.1. Neka je E konacˇan skup. Familija I tvori nezavisne sku-
pove matroida ako i samo ako:
(I1′) ∅ ∈ I.
(I2) Ako je J ∈ I i I ⊆ J , onda je I ∈ I.
(I3′) Ako su I, J ∈ I takvi da je |J | = |I| + 1, onda postoji x ∈ J \ I takav
da je I ∪ {x} ∈ I.
Dokaz. Trebamo dokazati da I zadovoljava (I1), (I2) i (I3) ako i samo ako
zadovoljava (I1′), (I2) i (I3′). Neka je M = (E, I) matroid koji zadovoljava
(I1), (I2) i (I3). Pokazˇimo da matroid zadovoljava i (I1′) i (I3′). Uocˇimo
da je svojstvo (I3′) poseban slucˇaj od (I3). Preostaje nam pokazati da je
zadovoljeno svojstvo (I1′). Prema (I1) je I 6= ∅, pa postoji skup X ∈ I.
Svaki podskup od X je nezavisan, pa je ∅ ∈ I. Dakle, matroid zadovoljava i
svojstvo (I1′).
Neka je sada E konacˇan skup i I familija podskupova od E koja zado-
voljava (I1′), (I2) i (I3′). Pokazat c´emo da I zadovoljava i svojstva (I1),
(I2) i (I3) pa stoga I tvori matroid. Vrijedi ∅ ∈ I, pa je I 6= ∅. Preostaje
nam josˇ dokazati (I3). Neka su I, J ∈ I takvi da |I| < |J |. Moramo nac´i
x ∈ J \ I takav da je I ∪ {x} ∈ I. Neka je I ′ bilo koji podskup od J takav
da |I ′| = |I|+ 1. Kako je I ′ ∈ I (prema (I2)), prema (I3′) postoji x ∈ I ′ \ I
takav da je I ∪ {x} ∈ I. Iz I ′ ⊆ J slijedi da je x ∈ J \ I i time je dokaz
gotov.
Maksimalni podskupovi familije I su svi oni podskupovi koji nisu sadrzˇani
ni u jednom drugom skupu te familije. Oni su maksimalni u odnosu na re-
laciju inkluzije ⊆. Najvec´i podskupovi su podskupovi s najviˇse elemenata u
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familiji (imaju najvec´i kardinalni broj od svih podskupova). Najvec´i pod-
skupovi moraju biti maksimalni, no obrat ne vrijedi. Na primjer, familija
podskupova {∅, {a} , {c} , {a, b}} ima dva maksimalna podskupa {a, b} i {c},
ali samo jedan najvec´i podskup {a, b}. Za familiju nezavisnih skupova ma-
troida maksimalni i najvec´i podskupovi se podudaraju (slijedi iz svojstva
(I3)). Mozˇemo rec´i da su svi maksimalni nezavisni skupovi iste velicˇine. Te
maksimalne nezavisne skupove u matroidu zovemo baze matroida.
Definicija 4.2. Neka je M matroid s familijom nezavisnih skupova I. Mak-
simalne elemente familije I zovemo bazama matroida M .
Matroid mozˇemo definirati i preko baza. Za familiju svih baza B matroida
vrijede ova svojstva:
(B1) B 6= ∅.
(B2) Ako su B1, B2 ∈ B i B1 ⊆ B2, onda je B1 = B2.
(B3) Ako su B1, B2 ∈ B i x ∈ B1 \B2, onda postoji y ∈ B2 \B1 takav da je
(B1 \ {x}) ∪ {y} ∈ B.
Ta svojstva koristit c´emo za definiranje matroida preko baza. Ona se mogu
uzeti kao ekvivalentan aksiomatski sustav za matroide.
Svojstvo (B2) mozˇemo izrec´i i na sljedec´i nacˇin:
(B2’) Ako je B1, B2 ∈ B, onda je |B1| = |B2|.
Prije nego uspostavimo kriptomorfizam izmedu nezavisnih skupova i baza
navesti c´emo josˇ jednu propoziciju koju c´emo koristiti u dokazu teorema koji
slijedi.
Propozicija 4.3. Neka je E konacˇan skup i B familija podskupova od E.
Familija B zadovoljava svojstva (B1), (B2) i (B3) ako i samo ako B zado-
voljava svojstva (B1), (B2′) i (B3).
Dokaz. Neka familija B zadovoljava svojstva (B1), (B2) i (B3). Pokazˇimo da
tada ona zadovoljava i svojstva (B1), (B2′) i (B3). Zapravo trebamo dokazati
da ona zadovoljava svojstvo (B2′). Neka su B1, B2 ∈ B. Pretpostavimo da
svojstvo (B2′) ne vrijedi, odnosno da je |B1| 6= |B2|. Tada je |B1| < |B2| ili
|B1| > |B2|. Promotrimo slucˇaj kada je |B1| < |B2|. Znamo da B1 * B2 jer
bi inacˇe B1 = B2 (prema svojstvu (B2)) pa bi |B1| = |B2|. Iz tog razloga
postoji x ∈ B1 \B2, pa prema svojstvu (B3) postoji y ∈ B2 \B1 takav da je
(B1 \{x})∪{y} ∈ B. Neka je B3 = (B1 \{x})∪{y}. Vrijedi B3 ∈ B. Znamo
da je |B3| = |B1| < |B2|. Ako je B3 ⊆ B2, onda je prema (B2), B3 = B2
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pa je i |B3| = |B2|, sˇto je u kontradikciji s |B3| < |B2|. Ako B3 * B2 onda
postoji josˇ neki x1 ∈ B3 \B2 i y1 ∈ B2 \B3 takav da je (B3 \{x1})∪{y1} ∈ B.
Uzmemo sada B4 = (B3 \ {x1}) ∪ {y1}. Postupak ponavljamo sve dok ne
dodemo do nekog Bk takvog da je Bk ⊆ B2. Jer je Bk ⊆ B2, onda je prema
(B2), Bk = B2 pa je i |Bk| = |B2|, sˇto je u kontradikciji s |Bk| < |B2|. Dakle,
svojstvo (B2′) vrijedi. Slucˇaj kada je |B2| < |B1| analogan je slucˇaju kada je
|B1| < |B2|, samo zamijenimo ulogu B1 i B2.
Neka sada familija B zadovoljava svojstva (B1), (B2′) i (B3). Pokazˇimo
da tada ona zadovoljava i svojstva (B1), (B2) i (B3). Zapravo trebamo
dokazati da ona zadovoljava svojstvo (B2). Neka su B1, B2 ∈ B takvi da je
B1 ⊆ B2. Prema svojstvu (B2′) vrijedi da je |B1| = |B2|. Sada iz B1 ⊆ B2 i
|B1| = |B2| slijedi da je B1 = B2 pa svojstvo (B2) vrijedi.
Objasnimo josˇ sˇto znacˇi pojam biti “kriptomorfan” na primjeru neza-
visnih skupova i baza. Kako bi pokazali da su nezavisni skupovi i baze
kriptomorfni trebamo slijediti ove korake:
(1) Pretpostavimo da nam je dana familija I nezavisnih skupova matroida.
Definiramo familiju podskupova B kao skup maksimalnih nezavisnih sku-
pova:
B = {B ∈ I|B ⊆ A ∈ I ⇒ B = A} .
(2) Dokazˇemo da ako familija I zadovoljava svojstva (I1), (I2) i (I3), onda
familija B zadovoljava svojstva (B1), (B2′) i (B3).
(3) Okrenemo postupak: pretpostavimo da nam je dana familija B. Defini-
ramo familiju podskupova I kao skup svih elemenata baza u B:
I = {I ∈ E|∃B ∈ B takav da je I ⊆ B} .
(4) Dokazˇemo da ako familija B zadovoljava svojstva (B1), (B2′) i (B3),
onda familija I zadovoljava svojstva (I1), (I2) i (I3).
(5) Dokazˇemo da su ova dva pridruzˇivanja jedno drugom inverzna. Ako nam
je zadana familija I i ako na nju primjenimo prvo transformaciju (1),
a zatim transformaciju (3), onda se trebamo uvjeriti da opet dobijemo
pocˇetnu familiju I. Takoder trebamo provjeriti da je i obrnuta kompo-
zicija indentiteta. Ako nam je zadana familija B i ako na nju djelujemo
prvo transformacijom (3), a zatim transormacijom (1), onda se trebamo
uvjeriti da opet dobijemo pocˇetnu familiju B (vidi sliku 25).
Sada mozˇemo izrec´i teorem.
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Teorem 4.4. Neka je E konacˇan skup i B familija podskupova od E koja
zadovoljava svojstva (B1), (B2) i (B3). Tada je (E,B) kriptomorfan s ma-






Slika 25: Kriptomorfizam izmedu nezavisnih skupova i baza.
Dokaz. Neka je M = (E, I) matroid. Tada familija I podskupova od E
zadovoljava svojstva (I1), (I2) i (I3). Neka je B skup svih maksimalnih pod-
skupova od I, odnosno B = {B ∈ I |B ⊆ B′ ⇒ B = B′} . Trebamo dokazati
da B zadovoljava (B1), (B2′) i (B3) (prema prethodnoj propoziciji mozˇemo
zamijeniti (B2) s (B2′). Prvo dokazˇimo da B zadovoljava (B1). Kako je
∅ ∈ I, a E je konacˇan skup, mozˇemo nac´i B ∈ I koji nije sadrzˇan ni u
jednom drugom nezavisnom skupu. Stoga B ∈ B, pa B 6= ∅ i (B1) vrijedi.
Dokazˇimo sada da B zadovoljava (B2′). Ako postoje skupovi B1, B2 ∈ B
takvi da je |B1| < |B2|, tada postoji x ∈ B2 \ B1 takav da je B1 ∪ {x} ∈ I
(B1, B2 ∈ I pa koristimo (I3)). B1 je podskup od B1 ∪ {x} pa dolazimo do
kontradikcije s definicijom baze B. Dakle, |B1| = |B2|, pa vrijedi i (B2′).
Preostaje nam dokazati da B zadovoljava (B3). Neka su B1, B2 ∈ B takvi
da je x ∈ B1 \B2. Ako je B1 6= B2, onda takav x sigurno postoji zbog nacˇina
na koji smo definirali B. Kako su B1, B2 ∈ I na njih mozˇemo primijeniti
svojstva nezavisnosti (I1), (I2) i (I3). Iz (I2) slijedi da je B1 \ {x} ∈ I.
Sada primijenimo (I3) na skupove B1 \ {x} i B2. Vrijedi |B1 \ {x}| < |B2|,
pa postoji y ∈ B2 \ (B1 \ {x}) takav da je (B1 \ {x}) ∪ {y} ∈ I. Ako
pokazˇemo da (B1 \ {x}) ∪ {y} ∈ B dokazali smo da B zadovoljava (B3).
Vrijedi |(B1 \ {x}) ∪ {y}| = |B1| = |B2|, pa ako bi (B1 \ {x}) ∪ {y} bio iz I,
ali ne bi bio iz B, onda postojao B3 ∈ B takav da (B1 \ {x}) ∪ {y} ⊂ B3 i
|B1| = |(B1 \ {x}) ∪ {y}| < |B3|. Ta cˇinjenica je u kontradikciji s (B2′) pa
za sve B1, B2 ∈ B takve da je x ∈ B1 \ B2 postoji y ∈ B2 \ B1 takav da je
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(B1 \{x})∪{y} ∈ B i (B3) vrijedi. Dakle, svojstva (B1), (B2′) i (B3) slijede
iz svojstava (I1), (I2) i (I3).
Neka je B familija podskupova od E takva da zadovoljava svojstva (B1),
(B2′) i (B3) i neka je I = {I |I ⊆ B,B ∈ B} . Mi trebamo dokazati da I
zadovoljava svojstva (I1), (I2) i (I3) i time je (E, I) matroid. Iz (B1) slijedi
da je B 6= ∅ i B ⊆ I, pa je I 6= ∅ i (I1) vrijedi. Da bi dokazali da vrijedi
svojstvo (I2) trebamo pokazati da ako je I ′ ⊆ I za neki I ∈ I, onda je I ′ ∈ I.
Na nacˇin na koji smo definirali I, znamo da je I ⊆ B za neki B ∈ B. No tada
I ′ ⊆ I ⊆ B, pa I ′ ∈ I i (I2) vrijedi. Za svojstvo (I3) koristit c´emo dokaz
kontradikcijom. Neka su I1, I2 ∈ I takvi da je |I1| < |I2|. Pretpostavimo da
(I3) ne vrijedi. Pokazat c´emo da to povlacˇi |I1| ≥ |I2| sˇto je u kontradikciji
s |I1| < |I2|. Kako su I1, I2 ∈ I, postoje B1, B2 ∈ B takvi da je I1 ⊆ B1 i
I2 ⊆ B2. Vrijedi I1 ∩ I2 = B1 ∩ I2 (ili I2 \ B1 = I2 \ I2) jer u suprotnome
postoji x ∈ (I2 ∩ B1) \ I1, pa bi I1 ∪ {x} ⊆ B1 i aksiom (I3) bi vrijedio, a
pretpostavili smo da ne vrijedi (vidi sliku 26).
Prazan
skup
Slika 26: I1 ∩ I2 = B1 ∩ I2.
Skup B2 mozˇemo izabrati na viˇse nacˇina jer postoji viˇse baza cˇiji je pod-
skup I2. Mi sada uzmemo B2 ∈ B takav da je I2 ⊆ B2 i |B2 \ (I2 ∪B1)| je





Slika 27: Odaberemo B2 tako da je |B2 \ (I2 ∪B1)| minimalan.
Uz takav izbor B2 vrijedi B2 \ (I2 ∪ B1) = ∅ jer ako bi postojao x ∈
B2 \ (I2 ∪ B1), onda uz zamjenu uloga B1 i B2 u (B3), postoji i neki y ∈
B1 \ B2 takav da je B3 = (B2 \ {x}) ∪ y ∈ B (vidi sliku 28). No, I2 ⊆ B3
i |B3 \ (I2 ∪ B1)| < |B2 \ (I2 ∪ B1)|, sˇto je u kontradikciji s minimalniˇsc´u
|B2 \ (I2 ∪B1)|, pa je stoga B2 \ (I2 ∪B1) = ∅.
Prazan
skup
Slika 28: Zbog minimalnosti kod izbora B2 vrijedi B2 \ (I2 ∪B1) = ∅.
Slicˇno, mozˇemo izabrati B1 takav da je B1 \ (I1 ∪ B2) = ∅. Sada promo-
trimo skupove B2 \B1 i B1 \B2 (vidi sliku 29):
B2 \B1 = I2 \B1 = I2 \ I1
i




Slika 29: B2 \B1 = I2 \ I1 i B1 \B2 ⊆ I1 \ I2.
Sada iz (B2′) slijedi |B1| = |B2|, pa je i |B2 \ B1| = |B1 \ B2|. No iz
toga slijedi |I2 \ I1| ≤ |I1 \ I2|, pa stoga |I2| ≤ |I1|. To je u kontradikciji s
|I1| < |I2| pa vrijedi svojstvo (I3).
Nacˇin na koji definiramo I preko B ili B preko I odreduje dvije funkcije
na skupu svih familija podskupova od E:
f(I) = {B ∈ I|B ⊆ B′ ⇒ B = B′} ,
g(B) = {I|I ⊆ B;B ∈ B} .
Neka su f i g te dvije “kriptomorfne funkcije”. Trebamo pokazati da se
one pravilno komponiraju, odnosno da je g(f(I)) = I i f(g(B)) = B (vidi
sliku 25). Neka je M = (E, I) matroid, i neka su f(I) = B svi maksimalni
elementi od I i g(B) = I ′ svi podskupovi elemenata iz B. Znamo da je I ′ =
{I|I ⊆ B,B ∈ B}. Trebamo pokazati I = I ′. Za dokazivanje inkluzije I ′ ⊆
I bitno je da familija I zadovoljava svojstvo (I2), odnosno da je familija I
zatvorena na uzimanje podskupova, pa su elementi kompozicije I → f(I)→
g(f(I)) uvijek u I. Prvo pokazˇimo da je I ⊆ I ′. Ako je I ∈ I, onda postoji
neki maksimalni B koji sadrzˇi I. Zbog toga I ∈ I ′ = (g ◦ f)(I). Sada
pokazˇimo da I ′ ⊆ I. Neka je I ′ ∈ I ′. Tada I ′ ⊆ B za neki maksimalni
B ∈ I. Prema (I2) vrijedi I ′ ∈ I, pa je I = I ′ i (g ◦ f)(I) = I.
Neka je sada dan matroid (E,B) takav da B zadovoljava svojstva (B1),
(B2′) i (B3) i neka je B′ = (f ◦ g)(B) skup svih maksimalnih podskupova
u I = g(B), tj. B′ = {B ∈ I|B ⊆ B′ ∈ I ⇒ B = B′}. Moramo pokazati
B = B′. Za dokazivanje inkluzije B′ ⊆ B bitno je da familija B zadovoljava
svojstvo (B2), pa c´emo postupkom B → g(B) → f(g(B)) uvijek dobiti B.
Prvo dokazˇimo da je B ⊆ B′. Pretpostavimo B ∈ B. Trebamo pokazati da
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B ∈ B′, odnosno da je B maksimalni podskup od g(B) = I. U suprotnome,
B ne bi bio maksimalni podskup od I, pa bi vrijedilo B ⊆ B′ za neki B′ 6= B,
sˇto je u kontradikciji s (B2′). Dakle, B ⊆ B′. Pokazˇimo sada da je B′ ⊆ B.
Ako je B′ ∈ B′, onda je B′ ∈ I, pa B′ ⊆ B za neki B ∈ B. Kako je B′
maksimalni podskup od I i B ∈ I zakljucˇujemo da je B = B′, pa je B′ ∈ B.
Dakle, B = B′.
Primjer 4.5. Neka je M matroid s temeljnim skupom E = {a, b, c, d, e, f} i





Slika 30: Slika matroida iz primjera 4.5.
Zanimljivi su nam elementi e i f matroida. Element e je element svake
baze matroida. Mozˇe se dodati u svaki nezavisan skup matroida bez da
promijeni nezavisnost skupa. Takav element zove se rezni element ili kopetlja
matroida. S druge strane, element f nije ni u jednoj bazi matroida, sˇtoviˇse
nije ni u jednom nezavisnom skupu matroida. Kako smo prije naveli taj
element zovemo petlja.
Definicija 4.6. Neka je M matroid s temeljnim skupom E. Kopetlja je
element x ∈ E koji je u svakoj bazi. Petlja je element x ∈ E koji nije ni u
jednoj bazi.
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5 Ciklusi i nezavisni skupovi
Mininalne zavisne skupove u matroidu zovemo ciklusi.
Definicija 5.1. Neka je M = (E, I) matroid. Skup C ⊆ E zovemo ciklus
matroida ako je C zavisan skup, a svaki njegov podskup je nezavaisan.
U matroidu iz primjera 4.5 postoje cˇetiri ciklusa:
C = {f, ab, acd, bcd} .
Navodenje ciklusa najcˇesˇc´e je vrlo ucˇinkovit nacˇin opisivanja matroida. Vrlo
je lako rekonstruirati nezavisne skupove iz ciklusa. Pojmovi minimalni i
najmanji su razlicˇiti pojmovi za zavisne skupove. Za razliku od baza, ciklusi
mogu imati razlicˇiti broj elemenata. Matroid iz primjera 4.5 ima petlju f
koja je ciklus sama po sebi i kopetlju e koja nije sadrzˇana ni u jednom ciklusu
matroida M . Navedimo sada tri svojstva koja zadovoljava familija ciklusa
matroida i pomoc´u ta tri svojstva definirajmo matroid.
Familija C svih ciklusa matroida zadovoljava ova svojstva:
(C1) ∅ /∈ C.
(C2) Ako su C1, C2 ∈ C i C1 ⊆ C2, onda je C1 = C2.
(C3) Ako su C1, C2 ∈ C takvi da je C1 6= C2 i x ∈ C1∩C2, onda postoji neki
C3 ∈ C takav da je C3 ⊆ (C1 ∪ C2) \ {x}.
Veza izmedu skupa C i I je sljedec´a. Neka je M = (E, I) matroid. Ciklusi C
su minimalni podskupovi od E koji nisu nezavisni. Odnosno
C = {C ⊆ E |C /∈ I; I ⊂ C ⇒ I ∈ I} .
Nezavisni skupovi I su svi podskupovi od E koji ne sadrzˇe ciklus, odnosno
I = {I ⊆ E |∀C ∈ C, C 6⊆ I} .
Sada mozˇemo uspostaviti kriptomorfizam izmedu ciklusa i nezavisnih sku-
pova (vidi sliku 31).
Teorem 5.2. Neka je E konacˇan skup i C familija podskupova od E koja
zadovoljava svojstva (C1), (C2) i (C3). Tada je (E, C) kriptomorfan s matro-






Skupovi koji ne sadrže ciklus
Slika 31: Kriptomorfizam izmedu nezavisnih skupova i ciklusa.
Skica dokaza je sljedec´a.
(1) Pretpostavimo da imamo matroid definiran preko nezavisnih skupova I.
Definiramo cikluse kao minimalne zavisne skupove:
C = {C ⊆ E |C /∈ I; I ⊂ C ⇒ I ∈ I} .
(2) Dokazˇemo da ako familija I matroida zadovoljava svojstva (I1), (I2) i
(I3), onda familija C zadovoljava svojstva (C1), (C2) i (C3).
(3) Sada pretpostavimo da imamo familiju ciklusa C. Definiramo familiju
nezavisnih skupova na sljedec´i nacˇin:
I = {I ⊆ E |∀C ∈ C, C 6⊆ I} .
(4) Dokazˇemo da ako familija C zadovoljava svojstva (C1), (C2) i (C3), onda
familija I zadovoljava svojstva (I1), (I2) i (I3).
(5) Dokazˇemo da su pridruzˇivanja (1) i (3) jedna drugom inverzna.
Primjer 5.3. Neka je M matroid s temeljnim skupom E = {a, b, c, d, e, f} i
bazama B = {ace, ade, bce, bde, cde}. To je isti matroid iz primjera 4.5. Slika











Slika 32: Lijevo: slika matroida M iz primjera 4.5, desno: graf G povezan s
matroidom M .
Analizirajmo sliku 32 i objasnimo na slici sˇto nam tocˇno govori svojstvo
(C3).
Skup B je baza matroida M ako se B sastoji od tri nekolinearne tocˇke.
Primijetimo da je kopetlja e u svakom takvom skupu. Baze matroida M
odgovaraju razapinjuc´im stablima grafa G, a brid grafa, cˇije uklanjanje bi
izdvojilo jedan vrh grafa G od ostatka grafa, odgovara kopetlji e. Objasnimo
sada svojstvo (C3). Neka su C1 = {a, b} i C2 = {b, c, d}. Tada je b ∈ C1∩C2.
Prema svojstvu (C3) postoji ciklus C3 takav da je C3 ⊆ (C1 ∪ C2) \ {b} =
{a, c, d}. Iz slike 32 vidimo da je {a, c, d} ciklus, pa C3 = {a, c, d} zadovoljava
svojstvo (C3). Promotrimo sˇto to znacˇi u grafu G. Dvobrid ab i trokut bcd
su dva ciklusa u grafu G. Ta dva ciklusa se presjecaju u bridu b i jasno je da
je (C1 ∪ C2) \ {b} takoder ciklus. Sˇtoviˇse, za grafove, (C1 ∪ C2) \ (C1 ∩ C2)
bit c´e disjunktna unija ciklusa. Primijetimo da se za matroid iz primjera 4.5
graf mozˇe konstruirati i drukcˇije. Na primjer, petlju smo mogli smjestiti na
bilo koji vrh grafa, a to smo mogli ucˇiniti i s kopetljom dok god ona ne bi
tvorila ciklus s nekim drugim bridom.
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6 Rang
Neka je A podskup temeljnog skupa E matroida. Pogledajmo velicˇinu svih
nezavisnih skupova koji su sadrzˇani u A. Najvec´i nezavisan podskup od A
je rang tog skupa.
Definicija 6.1. Neka je M = (E, I) matroid i A ⊆ E. Rang skupa A je
velicˇina najvec´eg nezavisnog podskupa od A:
r(A) := max {|I||I ∈ I, I ⊆ A} .
Rang matroida r(M) jednak je rangu temeljnog skupa r(E). Rang je
zapravo funkcija r iz skupa svih podskupova temeljnog skupa E matroida u
skup nenegativnih cijelih brojeva:
r : 2E → N ∪ 0.
Primjer 6.2. Nadimo rang razlicˇitih podskupova matroida iz primjera 4.5.
• r(A) = 0: r(∅) = 0, svaki podskup koji sadrzˇi samo petlje takoder ima
rang 0: r({f}) = 0.
• r(A) = 1: Svi jednocˇlani skupovi osim petlje f imaju rang 1, takoder
svi dvocˇlani skupovi koji sadrzˇe petlju f imaju rang 1 pa skupovi
af, bf, cf, df, ef imaju rang 1. Rang 1 imaju i skupovi ab i abf .
• r(A) = 2: Ako zanemarimo petlju, skup ima rang 2 ako razapinje
duzˇinu. Ako izaberemo bilo koje dvije ili viˇse tocˇaka a, b, c, d, osim
para ab, one c´e razapinjati duzˇinu. Postoji 10 takvih podskupova
skupa {a, b, c, d}. Podskupovi koji sadrzˇe tocˇku e i imaju rang 2 su:
r(abe) = r(ae) = r(be) = r(ce) = r(de) = 2. Ti podskupovi odgovaraju
duzˇinama koje sadrzˇe samo dvije tocˇke i po konvenciji ih ne crtamo na
slici matroida. Ako bilo kojem od navedenih podskupova koji imaju
rang 2 dodamo petlju f , rang tih podskupova nec´e se promijeniti, pa
dobivamo josˇ 15 podskupova ranga 2.
• r(A) = 3: Rang od A bit c´e 3 onda kada A sadrzˇi bazu. Dakle, rang 3
imaju svi oni podskupovi A koji sadrzˇe tocˇku e i razapinju duzˇinu koja
sadrzˇi tocˇke a, b, c, d.
Rang 0 1 2 3
Broj podskupova 2 12 30 20
Tablica 2: Broj podskupova matroida iz primjera 4.5 prema rangu.
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Tablica 2 pokazuje broj podskupova odredenog ranga. Primijetimo da je
2 + 12 + 30 + 20 = 64 i 26 = 64 sˇto znacˇi da smo naveli sve podsku-
pove od E. Primijetimo josˇ da su maksimalni podskupovi ranga 2 skupovi:
{abef, cef, def, abcdf}. Svi oni razapinju duzˇinu i rang bi im povec´alo doda-
vanje bilo koje tocˇke. Vidimo josˇ da dodavanje petlje f bilo kojem skupu ne
povec´ava njegov rang. Medutim, dodavanje kopetlje e uvijek povec´ava rang
skupa A (ako e vec´ nije bio u tom skupu). Iz tih opazˇanja slijedi sljedec´a
propozicija.
Propozicija 6.3. Neka je M matroid s temeljnim skupom E i funkcijom
ranga r.
(1) Element x ∈ E je petlja ako i samo ako za sve A ⊆ E vrijedi r(A∪{x}) =
r(A).
(2) Element x ∈ E je kopetlja ako i samo ako za sve A ⊆ E takve da x /∈ A
vrijedi r(A ∪ {x}) = r(A) + 1.
Dokaz. Prvo dokazˇimo (1). Neka je x ∈ E petlja, A ⊆ E i x /∈ A. Element
x je petlja pa po definiciji on nije ni u jednoj bazi. Neka je B = A ∪ {x}.
Ocˇito r(B) ≥ r(A). Pretpostavimo da je r(B) > r(A). Tada je x u bazi
jer se rang povec´ao sˇto je u kontradikciji s time da x nije ni u jednoj bazi.
Dakle, r(B) = r(A∪{x}) = r(A). Pretpostavimo sada da je A ⊆ E, x /∈ A i
r(A ∪ {x}) = r(A). Iz toga slijedi da x nije ni u jednoj bazi jer ne povec´ava
rang ni jednom podskupu skupa E pa je po definiciji, element x petlja.
Sada dokazˇimo (2). Neka je x ∈ E kopetlja, A ⊆ E i x /∈ A. Element x je
kopetlja pa je po definiciji u svakoj bazi. Ako imamo skup A i njemu dodamo
element x koji nije u A njegov rang c´e ostati isti ili c´e se povisiti najviˇse za
1. Posˇto je x u svakoj bazi vrijedi r(A ∪ {x}) = r(A) + 1. Pretpostavimo
sada da je A ⊆ E, x /∈ A i r(A ∪ {x}) = r(A) + 1. Vidimo da element x
povec´ava rang svakog podskupa skupa E pa je element x u svakoj bazi te je
po definciji element x kopetlja.
Definicija matroida preko funkcije ranga iskazana je sljedec´im teoremom.
Teorem 6.4. Neka je E konacˇan skup s cjelobrojnom funkcijom r defini-
ranom na podskupovima od E. Funkcija r je funkcija ranga matroida ako i
samo ako za sve A,B ⊆ E vrijedi:
(R1) 0 ≤ r(A) ≤ |A|.
(R2) Ako je A ⊆ B, onda je r(A) ≤ r(B).






skupa sadržanog u danom skupu
Skupovi čiji broj elemenata je
jednak rangu
Slika 33: Kriptomorfizam izmedu nezavisnih skupova i ranga.
Prije nego dokazˇemo teorem navest c´emo ekvivalentna svojstva svoj-
stvima (R1), (R2) i (R3):
(R1′) r(∅) = 0.
(R2′) Ako je A ⊆ E i x ∈ E, onda je r(A) ≤ r(A ∪ {x}) ≤ r(A) + 1.
(R3′) Ako je r(A) = r(A ∪ {x}) = r(A ∪ {y}), za x, y /∈ A, tada je r(A) =
r(A ∪ {x, y}).
Sljedec´a lema pomoc´i c´e nam u dokazivanju ekvivalentnosti ovih svojstava.
Lema 6.5. Ako je A ⊆ B, onda je r(A ∪ {x})− r(A) ≥ r(B ∪ {x})− r(B)
za svaki x ∈ E.
Dokaz. Pretpostavimo da funkcija r ima svojstva (R1), (R2) i (R3). Do-
kazujemo da iz A ⊆ B i x ∈ E slijedi nejednakost r(A ∪ {x}) − r(A) ≥
r(B ∪ {x}) − r(B). Ako je x ∈ B, onda je B = B ∪ {x} pa je desna strana
jednaka 0. Tada je nejednakost ekvivalentna s r(A) ≤ r(A∪ {x}), a to ocˇito
slijedi iz monotonosti (R2). Pretpostavimo sada da x /∈ B. Primijenimo
svojstvo (R3) na skupove A ∪ {x} i B:
r((A ∪ {x}) ∪B) + r((A ∪ {x}) ∩B) ≤ r(A ∪ {x}) + r(B).
Ocˇito je (A ∪ {x}) ∪B = B ∪ {x} i (A ∪ {x}) ∩B = A, pa imamo:
r(B ∪ {x}+ r(A) ≤ r(A ∪ {x}) + r(B).
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To je ekvivalentno s nejednakosti:
r(A ∪ {x} − r(A) ≥ r(B ∪ {x} − r(B).
Propozicija 6.6. Svojstva funkcije ranga (R1), (R2) i (R3) ekvivalentna su
svojstvima (R1′), (R2′) i (R3′).
Dokaz. Pretpostavimo da za rang vrijede svojstva (R1), (R2) i (R3).
Dokazˇimo da tada vrijede svojstva (R1′), (R2′) i (R3′). Kako je 0 ≤ r(∅) ≤ 0,
odmah dobivamo da je r(∅) = 0, pa svojstvo (R1′) vrijedi. Neka je A ⊆ E
i x ∈ E. Pokazˇimo da vrijedi r(A) ≤ r(A ∪ {x}) ≤ r(A) + 1. Prema
svojstvu (R2) vrijedi r(A) ≤ r(A ∪ {x}), pa nam preostaje josˇ pokazati
r(A ∪ {x}) ≤ r(A) + 1. Neka je B = {x}. Tada prema svojstvu (R3) vrijedi
r(A ∪ {x}) + r(A ∩ {x}) ≤ r(A) + r({x}). Vrijedi 0 ≤ r(A ∩ {x}) ≤ 1
i 0 ≤ r({x}) ≤ 1 pa imamo r(A ∪ {x}) ≤ r(A ∪ {x}) + r(A ∩ {x}) ≤
r(A) + r({x}) ≤ r(A) + 1, odnosno r(A ∪ {x}) ≤ r(A) + 1, sˇto je i trebalo
pokazati. Pokazˇimo josˇ da vrijedi i svojstvo (R3′), odnosno pokazˇimo da
ako je r(A) = r(A ∪ {x}) = r(A ∪ {y}), onda je r(A) = r(A ∪ {x, y}). Zbog
monotonosti (R2) ocˇito je r(A) ≤ r(A∪{x, y}). Suprotna nejednakost slijedi
iz leme 6.5, primijenjene na A i B = A ∪ {y}:
r(A ∪ {x})− r(A) ≥ r(B ∪ {x})− r(B).
Po pretpostavci je r(B) = r(A) i lijeva strana je 0. Dakle, r(A) = r(B) ≥
r(B∪{x}) = r(A∪{x, y}). Time smo dokazali jednakost r(A) = r(A∪{x, y}).
Pretpostavimo sada da funkcija r zadovoljava svojstva (R1′), (R2′) i
(R3′). Dokazˇimo da tada zadovoljava i svojstva (R1), (R2) i (R3). Svojstvo
(R2) slijedi iz svojstva (R2′): ako je A ⊆ B, onda postoje x1, x2, ..., xk ∈ E
takvi da je B = A ∪ {x1, ..., xk}. Uzastopnom primijenom lijeve nejedna-
kosti iz (R2′) dobivamo r(A) ≤ r(A ∪ {x1}) ≤ r(A ∪ {x1} ∪ {x2}) ≤ ... ≤
r(A∪{x1}∪ ...∪{xk}) = r(B). Dakle, svojstvo (R2) vrijedi. Dokazˇimo sada
da vrijedi svojstvo (R1). Lijeva strana nejednakosti (R1), 0 ≤ r(A), slijedi
iz (R1′) i upravo dokazane monotonosti (R2). Naime, ∅ ⊆ A, pa vrijedi
0 ≤ r(∅) ≤ r(A). Desnu stranu nejednakosti (R1), r(A) ≤ |A|, dobijemo
uzastopnom primijenom desne nejednakosti iz (R2′): ako je A = {x1, ..., xk},
onda redom dobivamo r({x1}) ≤ r(∅)+1 = 1, r({x1, x2}) ≤ r({x1})+1 ≤ 2,
r({x1, x2, x3}) ≤ r({x1, x2}) + 1 ≤ 3,..., r(A) = r({x1, ..., xk}) ≤ k = |A|.
Preostaje josˇ dokazati da svojstvo (R3) slijedi iz svojstava (R1′), (R2′) i
(R3′). Da tvrdnja (R3) vrijedi dokazati c´emo pomoc´u leme 6.5 indukcijom
po |A\B|. Ako je |A\B| = 0, onda je A ⊆ B, pa je A∪B = B i A∩B = A. U
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tom slucˇaju ocˇito vrijedi tvrdnja (R3). Ako je |A\B| = 1, recimo A\B = {x},
oznacˇimo s A′ = A \ {x}. Tada je A′ ⊆ B pa mozˇemo primijeniti lemu 6.5:
r(A′ ∪{x})− r(A′) ≥ r(B ∪{x})− r(B). Ocˇito je A′ ∪{x} = A, A′ = A∩B
i B ∪ {x} = A ∪ B, pa imamo r(A) − r(A ∩ B) ≥ r(A ∪ B) − r(B) sˇto je
ekvivalentno s tvrdnjom (R3). Pretpostavimo sada da tvrdnja (R3) vrijedi
uvijek kad je |A \ B| = n i uzmimo skupove za koje je |A \ B| = n+ 1. Iza-
beremo neki x ∈ A \B i definiramo A′ = A \ {x}. Po pretpostavci indukcije
tvrdnja (R3) vrijedi za skupove A′ i B, tj. vrijedi
r(A′ ∪B) + r(A′ ∩B) ≤ r(A′) + r(B)⇔
r(A′ ∪B)− r(A′) ≤ r(B)− r(A′ ∩B) = r(B)− r(A ∩B) (1)
(ocˇito je A∩B = A′∩B). Sada primijenimo lemu 6.5 na skupove A′ = A′∪B
i element {x}:
r(A′ ∪ {x})− r(A′) ≥ r(A′ ∪B ∪ {x})− r(A′ ∪B)⇔
⇔ r(A)− r(A′) ≥ r(A ∪B)− r(A′ ∪B)⇔
⇔ r(A ∪B)− r(A) ≤ r(A′ ∪B)− r(A′). (2)
Iz nejednakosti (1) i (2) slijedi r(A ∪ B) − r(A) ≤ r(B) − r(A ∩ B), a to
je ekvivalentno s tvrdnjom (R3) primijenjenom na skupove A i B. Dakle,
tvrdnja (R3) vrijedi za sve prirodne brojeve |A\B| ∈ N, tj. za sve podskupove
A,B ⊆ E.
U dokazu smo koristili tvrdnju leme 6.5, koju smo dokazali iz aksioma
(R1), (R2) i (R3). Preostaje josˇ dokazati lemu 6.5 iz slabijih aksioma (R1′),
(R2′) i (R3′). Pretpostavimo da je A ⊆ B i x /∈ B. Zbog aksioma (R2′) je 0 ≤
r(A∪{x})−r(A) ≤ 1 i 0 ≤ r(B∪{x})−r(B) ≤ 1, pa je nejednakost iz leme 6.5
ekvivalentna s implikacijom r(B∪{x}) = r(B) + 1⇒ r(A∪{x}) = r(A) + 1.
Prvo dokazujemo tu implikaciju u slucˇaju kad je B = A∪{y}, tj. |B\A| = 1.
Pretpostavimo suprotno, da je r(B ∪ {x}) = r(B) + 1 i r(A ∪ {x}) = r(A).
Ako je r(B) = r(A∪{y}) = r(A), dobivamo kontradikciju s aksiomom (R3′)
(tada bi vrijedilo r(B ∪ {x}) = r(A ∪ {x, y}) = r(A) = r(B)). Ako je
r(B) = r(A ∪ {y}) = r(A) + 1, slijedi da je r(A ∪ {x, y}) = r(B ∪ {x}) =
r(B) + 1 = r(A) + 2. S druge strane, iz aksioma (R2′) slijedi r(A∪{x, y}) ≤
r(A∪{x})+1 = r(A)+1. Opet smo dobili kontradikciju pa implikacija vrijedi
kad je |B \ A| = 1. Opc´i slucˇaj |B \ A| = n ∈ N dokazuje se indukcijom po
n. Ako uzmemo proizvoljni y ∈ B \ A i definiramo B′ = B \ {y}, onda iz
r(B ∪{x}) = r(B) + 1 po upravo dokazanom slijedi r(B′ ∪{x}) = r(B′) + 1.
Iz toga i iz pretpostavke indukcije tada slijedi r(A ∪ {x}) = r(A) + 1.
Iskazˇimo josˇ jednu propoziciju koja c´e nam pomoc´i u dokazivanju teorema
6.4.
40
Propozicija 6.7. Neka je r funkcija ranga matroida. Za svaki A ⊆ E i
x1, x2, ..., xn ∈ E vrijedi:
(R3′′) Ako je r(A) = r(A ∪ {x1}) = r(A ∪ {x2}) = ... = r(A ∪ {xn}), onda je
r(A ∪ {x1, x2, ..., xn}) = r(A).
Dokaz. Tvrdnja slijedi iz svojstva (R3′) indukcijom po n. Za n = 2 ocˇit se
tvrdnje (R3′) i (R3′′) podudaraju. Pretpostavimo da (R3′′) vrijedi za neki
n ≥ 2 i pokazˇimo da tada vrijedi i za n + 1. Neka je A′ = A ∪ {xn+1}.
Prema (R3′) primijenjenom na skup A i elemente xi, xn+1 zakljucˇujemo da
je r(A) = r(A′) = r(A ∪ {xi, xn+1}) = r(A′ ∪ {xi}), za i = 1, ..., n. Po
pretpostavci indukcije tada je r(A) = r(A′) = r(A′ ∪ {x1, ..., xn}) = r(A ∪
{x1, ..., xn, xn+1}).
Dokazˇimo sada teorem 6.4.
Dokaz. Neka je M = (E, I) matroid. Definiramo r(A) kao velicˇinu najvecˇeg
nezavisnog skupa koji je sadrzˇan u A. Pokazˇimo da r zadovoljava svojstva
(R1), (R2) i (R3). Iz definije funkcije r slijedi da je 0 ≤ r(A) ≤ |A|, pa
(R1) vrijedi. Ako je A ⊆ B ⊆ E, tada c´e svaki nezavisan podskup od A biti
nezavisan podskup od B, pa imamo
r(A) = max{|I| : I ⊆ A; I ∈ I} ≤ max{|J | : J ⊆ B; J ∈ I} = r(B).
Dakle, i svojstvo (R2) vrijedi. Pokazˇimo da vrijedi i svojstvo (R3). Neka
su A i B podskupovi od E i neka je IC baza od A ∩ B, odnosno neka je IC
maksimalni nezavisni podskup od A∩B. Koristimo svojstvo (I3) i prosˇirimo
IC do baze I za A ∪ B. Neka je IA = I ∩ (A \ B) i IB = I ∩ (B \ A). Po
konstrukciji, r(A ∩ B) = |IC |, r(A ∪ B) = |I| = |IA| + |IB| + |IC |. Skup
IA ∪ IC je nezavisan skup sadrzˇan u A (jer je IA ∪ IC ⊆ I). Zbog toga,
r(A) ≥ |IA|+ |IC | (prema (R2)). Slicˇno, r(B) ≥ |IB|+ |IC |. Kombiniranjem
ovih cˇinjenica dobivamo: r(A) + r(B) ≥ r(A∪B) + r(A∩B) (vidi sliku 34).
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Slika 34: Dokaz svojstva r(A ∪B) + r(A ∩B) ≤ r(A) + r(B).
Neka je sada dana funkcija r definirana na podskupovima konacˇnog skupa
E koja zadovoljava svojstva (R1), (R2) i (R3). Definiramo familiju I kao
skup svih podskupova I od E takvih da je r(I) = |I|. Pokazat c´emo da je I
familija nezavisnih skupova matroida tako da c´emo dokazat da I zadovoljava
svojstva (I1′), (I2) i (I3). Prema (R1), r(∅) = 0, pa r(∅) = |∅|, sˇto znacˇi
da ∅ ∈ I. Dakle, svojstvo (I1′) je zadovoljeno. Dokazˇimo sada da vrijedi
svojstvo (I2). Neka je J ∈ I i I ⊆ J . Koristimo sad svojstvo (R3). Neka je
A = J \ I i B = I. Pokazˇimo da r(I) = |I|. Kako je J ∈ I, znamo da je
r(J) = |J |, pa:
r(A ∪B) + r(A ∩B) = r(J) + r(∅) = |J |.
Sada prema (R1), znamo da r(S) ≤ |S| za sve S ⊆ E, pa
r(A) + r(B) = r(J \ I) + r(I) ≤ |J \ I|+ |I| = |J |.
Sada imamo:
|J | = r(J) + r(∅) ≤ r(J \ I) + r(I) ≤ |J \ I|+ |I| = |J |.
Iz toga zakljucˇujemo da je r(J \ I) = |J \ I| i r(I) = |I|. Dakle, I ∈ I i
svojstvo (I2) vrijedi. Josˇ trebamo dokazati da familija I zadovoljava svojstvo
(I3). To c´emo dokazat kontradikcijom. Neka su I, J ∈ I takvi da je |I| < |J |
i neka je J \ I = {x1, x2, ..., xk} za neki k ≥ 1. Po pretpostavci, znamo da
r(I) = |I| i r(J) = |J |. Sada pretpostavimo da za sve xi ∈ J \ I, svojstvo
(I3) ne vrijedi: I ∪ {xi} /∈ I. Tada, po definiciji od I mora vrijediti:
|I| = r(I) = r(I ∪ {x1}) = r(I ∪ {x2}) = ... = r(I ∪ {xk}).
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Prema (R3′′), r(I ∪ {x1, x2, ..., xk}) = |I|. No, |I ∪ {x1, x2, ..., xk} | = |J |, pa
je |J | = r(J) ≤ |I| < |J |, sˇto je kontradikcija. Dakle, svojstvo (I3) vrijedi.
Preostaje nam josˇ dokazati da se kriptomorfizam pravilno komponira,
odnosno da I → r → I ′ daje I = I ′ i r → I → s zadovoljava r = s.
Prvo dokazˇimo da r → I → s zadovoljava r = s. Neka je r funkcija ranga
koja zadovoljava svojstva (R1), (R2) i (R3). Definiramo familiju I: I ∈ I
ako r(I) = |I|. Koristimo familiju I za definiranje nove funkcije ranga s:
s(A) = max {|I| : I ∈ I, I ⊆ A}. Nasˇ cilj je pokazati da je funkcija ranga
r jednaka funkciji ranga s: r(A) = s(A) za sve A ⊆ E. Neka je A ⊆ E.
Dokazat c´emo da je r(A) = s(A) tako da c´emo pokazat da vrijedi s(A) ≤ r(A)
i r(A) ≤ s(A). Primijetimo da s(A) = |I| = r(I) za neki I ⊆ A. Prema (R2)
imamo r(I) ≤ r(A), odnosno ako to izrazimo preko funkcije s, imamo:
s(A) = |I| = r(I) ≤ r(A).
Preostaje josˇ pokazati da s(A) ≥ r(A). Pretpostavimo da to ne vrijedi, tj.
da s(A) < r(A) za neki A ⊆ E. Tada za sve I ∈ I takve da I ⊆ A, mora
vrijediti r(A) > |I|. Neka I bude takav maksimalan skup. Tada za sve
x ∈ A \ I, imamo I ∪ {x} /∈ I. Zato, r(I ∪ {x}) = r(I) za sve x ∈ A \ I.
Prema (R3′′), dobivamo r(A) = r(I) = |I|, sˇto je u kontradikciji s r(A) > |I|,
pa vrijedi s(A) ≥ r(A).
Sada dokazˇimo da iz I → r → I ′ slijedi I = I ′. Neka je I familija neza-
visnih skupova. Definiramo funkciju ranga: r(A) = max {|I| : I ∈ I, I ⊆ A}.
Dakle, r(A) je velicˇina najvec´eg nezavisnog podskupa od A. Neka je familija
I ′ skup svih podskupova takvih da je r(I) = |I|. Pokazˇimo da je I = I ′.
Ako je I ∈ I, onda je r(I) = |I| po definiciji funkcije r, pa je I ∈ I ′. Ako
je I ∈ I ′, onda je r(I) = |I|, pa je I najvec´i nezavisni podskup od I (po
definiciji funkcije ranga r). Stoga I ∈ I ′. Dakle, I = I ′.
Pomoc´u sljedec´eg primjera objasnit c´emo nuzˇnost dokazivanja pravilnog
komponiranja kriptomorfizma.
Primjer 6.8. Kada dokazujemo u teoremu 6.4 da se kriptomorfizam dobro
komponira, pokazujemo izmedu ostalog i da su dvije funkcije ranga r(A) i
s(A) ekvivalentne kada prelazimo iz r, u I, pa u s. Koristimo aksiom (R2)
kada dokazujemo da je s(A) ≤ r(A) za sve podskupove od A. Je li to stvarno
potrebno? Kako bi odgovorili na ovo pitanje, definiramo funkciju ranga na
skupu E = {a, b}: r(∅) = r(ab) = 0, r(a) = r(b) = 1. Tu je svojstvo (R2)
narusˇeno, pa tako definirana funkcije nije funkcija ranga matroida. Formi-
ramo I kao u kriptomorfizmu i dobivamo I = {∅, a, b}. Koriˇstenjem familije
I u definiranju funkcije s, dobivamo: s(∅) = 0, s(a) = s(b) = s(ab) = 1.
Vidimo da je r(ab) < s(ab). Dakle, dokazivanje pravilnog komponiranja krip-
tomorfizma je nuzˇno.
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Primjer 6.9. Pokazˇimo da je svojstvo (R3) zadovoljeno promatrajuc´i sliku
matroida iz 4.5. Neka je A = {a, b, c, e} i B = {a, b, d}. Tada r(A) = 3,
r(B) = 2, r(A ∪ B) = 3 i r(A ∩ B) = 1. Vidimo da je r(A) + r(B) =
5, a r(A ∪ B) + r(A ∩ B) = 4, pa je svojstvo (R3) zadovoljeno. Sˇtoviˇse,
r(A ∪B) + r(A ∩B) < r(A) + r(B), odnosno vrijedi stroga nejednakost.
Ako imamo familiju nezavisnih skupova, relativno je lako pronac´i rang
svakog podskupa od skupa E.
Primjer 6.10. Neka je zadan temeljni skup E = {a, b, c} matroida M i rang
svakog podskupa od E:
r(∅) = 0; r(a) = r(b) = r(c) = r(ab) = 1; r(ac) = r(bc) = r(abc) = 2.
Nadimo nezavisne skupove matroida M .
Rang nezavisnog skupa jednak je broju elemenata tog skupa (nezavisni
skupovi jednini su skupovi s ovim svojstvom). Iz tog razloga nezavisni sku-
povi su svi oni skupovi I takvi da je r(I) = |I| (vidi sliku 33). U ovom
primjeru svi nezavisni skupovi su: {∅, a, b, c, ac, bc}.
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7 Ravnine i hiperravnine
Ravnina u matroidu je podskup maksimalnog ranga: ako se ravnini doda
bilo koji novi element, rang se povec´a.
Definicija 7.1. Neka je E temeljni skup matroida M . Podskup F ⊆ E je
ravnina ako je r(F ∪ {x}) > r(F ) za bilo koji x /∈ F .
Ravnine se josˇ zovu zatvoreni skupovi.
Primjer 7.2. Promotromo matroid iz primjera 4.5 i nabrojimo sve ravnine.
• ravnine ranga 0: Postoji smo jedna ravnina ranga 0 i to je petlja f .
Opc´enito vrijedi da uvijek postoji tocˇno jedna ravnina ranga 0. Ako
matroid M nema petlje, onda je ravnina ranga 0 prazan skup ∅. Ako
matroid M ima jednu ili viˇse petlji, onda je ravnina ranga 0 skup svih
petlji.
• ravnine ranga 1: abf, cf, df, ef .
• ravnine ranga 2: Maksimalni skupovi ranga 2 su: abef, cef, def, abcdf .
Ti skupovi su ravnine ranga 2.
• ravnine ranga 3: Temeljni skup E matroida cˇini ravninu ranga 3:
abcdef .
Vazˇne stvari vezane uz ravnine su sljedec´e.
(1) Petlja f je u svakoj ravnini.
(2) Ako uklonimo kopetlju e iz ravnine F koja ju sadrzˇi, nastaje nova rav-
nina. Takoder, ako dodamo kopetlju e bilo kojoj ravnini nastaje nova
ravnina. Preciznije, ako je e kopetlja i F ravnina, onda e /∈ F ⇒ F ∪{e}
je ravnina, a e ∈ F ⇒ F \ {e} je takoder ravnina.
(3) Prazan skup ∅ je ravnina samo onda kada M nema petlji.
(4) Skup E je ravnina u bilo kojem matroidu. To je jedinstvena ravnina
ranga r(M).
Uocˇimo da je relativno lako odrediti ravnine iz slike matroida. U slucˇaju da
nam je zadan samo graf grafovskog matroida, ravnine je nesˇto tezˇe odrediti.
Neka je G = (V,E) graf iz kojeg se mozˇe dobiti grafovski matroid i neka je F
podskup skupa bridova E. Podskup bridova F ⊆ E cˇini podgraf od G i taj
podgraf se mozˇe sastojati od nekoliko komponenti povezanosti. Neformalnim
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jezikom mozˇemo rec´i da je F ravnina u grafovskom matroidu ako se dodava-
njem bridova podskupu F smanjuje broj komponenti povezanosti. Tocˇnije,
ako je Π particija vrhova grafa G, a FΠ skup bridova grafa G cˇiji su krajevi
sadrzˇani u istom bloku particije, onda je FΠ ravnina matroida M(G).
Primjer 7.3. Promotrimo graf na slici 35. Particija vrhova Π = {16, 234, 57}
odgovara ravnini FΠ = {b, c, f, h, k}. Dodavanjem bilo kojeg brida koji nije u
FΠ u ravninu FΠ, povisit c´e rang (smanjit c´e se broj komponenti povezanosti).
Slika 35: Gore: graf G s particijom vrhova Π = {16, 234, 57}; dolje: ravnina
FΠ = {b, c, f, h, k}.
Vazˇno svojstvo koje zadavoljavaju ravnine je sljedec´e.
Propozicija 7.4. Ako su F1 i F2 ravnine u matroidu, onda je i F1 ∩ F2
ravnina u matroidu.
Gore smo naveli da su ravnine maksimalnog ranga, odnosno da dodavanje
bilo kojeg elementa koji nije u toj ravnini dovodi do povec´anja ranga za jedan.
Izrecimo tu tvrdnju propozicijom.
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Propozicija 7.5. Neka je F ravnina matroida M i x /∈ F . Tada je r(F ∪
{x}) = r(F ) + 1.
Dokaz. Prema definiciji ravnine znamo da je r(F ∪ {x}) > r(F ). Ako je
r(F ∪ {x}) = k, tada postoji nezavisan skup I velicˇine k koji je sadrzˇan u
F ∪{x}. Ako x /∈ I, onda I ⊆ F i r(F ) ≥ k = r(F ∪{x}), sˇto je kontradikcija
s cˇinjenicom r(F ∪ {x}) > r(F ). Iz tog razloga, x ∈ I. Prema (I2) skup
I \ x je nezavisan skup sadrzˇan u F velicˇine k − 1. Dakle, r(F ) ≥ k − 1 =
r(F∪{x})−1, odnosno r(F∪{x}) ≤ r(F )+1. Kako je r(F ) < r(F∪{x}) ∈ Z
slijedi da je r(F ∪ {x}) = r(F ) + 1.
Ravnine smo definirali preko funkcije ranga. Sljedec´im primjerom pokazat
c´emo kako dobijemo funkciju ranga preko ravnina matroida.
Primjer 7.6. Neka je E = {a, b, c} temeljni skup matroida i F = {∅, ab, c, abc}
skup ravnina matroida. Nadimo rang nekog podskupa od skupa E.
Da bi odredili rang podskupa A ⊆ E trebamo sljediti ove korake:
(1) Nademo najmanju ravninu koja sadrzˇi A. Nazovemo tu ravninu s FA.
(2) Nademo maksimalan lanac ravnina (vidi definiciju 7.13) F0 ( F1 ( .... (
Fr = FA; r(F0) = 0, r(F1) = 1, itd...
(3) r(A) je velicˇina maksimalnog lanca ravnina, tj. broj ravnina koje se
javljaju u maksimalnom lancu umanjen za jedan.
Kako je ∅ ravnina, matroid nema petlji. Iz toga slijedi da je r(a) = r(b) =
r(c) = 1. Sada jer a i b nisu ravnine, znamo da nema ravnina izmedu ∅ i ab,
pa je r(ab) = 1 (ab je viˇsestruka tocˇka). Maksimalan lanac ravnina
∅ ( ab ( abc
nam govori da je r(M) = 2. Mozˇemo provjeriti da je r(ac) = r(bc) = 2. Slika
36 nam daje vezu izmedu ravnina i funkcije ranga.
47
RavnineRang
Podskupi čiji rang se povećava
dodavanjem novog elementa
Veličina maksimalnog lanca
ravnina sadržanih u skupu
Slika 36: Kriptomorfizam izmedu ravnina i ranga.
Ravnine matroida, s relacijom inkluzije ⊆, tvore strukturu zvanu ge-
ometrijska resˇetka. Prije nego definiramo resˇetku, definirat c´emo parcijalno
ureden skup.
Definicija 7.7. Binarna relacija R na skupu E je podskup od E×E, gdje je
E×E = {(a, b) |a, b ∈ E} skup svih uredenih parova elemenata iz E. Piˇsemo
(a, b) ∈ R i kazˇemo a je u relaciji s b.
Binarna relacija R na skupu E mozˇe imati sljedec´a svojstva:
• Refleksivnost: za svaki a ∈ E, (a, a) ∈ R.
• Simetricˇnost: ako je (a, b) ∈ R, onda je (b, a) ∈ R, za sve a, b ∈ E.
• Antisimetricˇnost: ako je (a, b) ∈ R i (b, a) ∈ R , onda je a = b, za sve
a, b ∈ E.
• Tranzitivnost: ako je (a, b) ∈ R i (b, c) ∈ R, onda je (a, c) ∈ R, za sve
a, b, c ∈ E .
Primjer 7.8. Neka je E = {a, b, c, d} i R = {(a, a), (b, b), (c, c), (d, d),
(a, b), (a, c), (a, d)}. Relacija R zadovoljava svojstva refleksivnosti, antisime-
tricˇnosti i tranzitivnosti, no ne zadovoljava svojstvo simetricˇnosti.
Definicija 7.9. Binarna relacija R na skupu E je relacija ekvivalencije ako
je R refleksivna, simetricˇna i tranzitivna.
Definicija 7.10. Parcijalni uredaj je binarna relacija koja je refleksivna,
antisimetricˇna i tranzitivna. Parcijalno ureden skup (E,) je skup na kojem
je zadan parcijalni uredaj .
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Primijetimo da je relacija iz primjera 7.8 parcijalni uredaj. Slijedi primjer
vazˇne klase parcijalno uredenog skupa.
Primjer 7.11. Neka je Dn skup svih pozitivnih djelitelja broja n, gdje je n
pozitivan cijeli broj. Na primjer D12 = {1, 2, 3, 4, 6, 12}. Definiramo par-
cijalni uredaj na Dn po djeljivosti, oznacˇimo ga s ”|”. Na primjer, 2 je u
relaciji s 4 jer 2|4, ali 4 nije u relaciji s 6 jer 4 - 6. (Dn, |) je parcijalno
ureden skup.
Definicija 7.12. Neka je (E,) parcijalno ureden skup i x, y ∈ E, x 6= y.
Kazˇemo da y pokriva x ako vrijedi x  y i ako za sve z ∈ E, takve da je
x  z  y, vrijedi z = x ili z = y. Ako y pokriva x josˇ kazˇemo da je x
pokriven s y i oznacˇavamo xl y.
Slike koje opisuju parcijalni uredaj zovu se Hasseovi dijagrami i dobivaju
se na sljedec´i nacˇin. Svaki element od E predstavlja se tocˇkom na dijagramu.
Ako je x prekriven s y, onda se crta duzˇina s orjentacijom prema gore od x
do y. Koristec´i tranzitivnost, mozˇemo rekonstruirati cijeli parcijalni uredaj
iz relacije pokrivenosti. Tocˇnije, ako x  y, tada u Hasseovom dijagramu
postoji put prema gore iz x prema y. Slika 37 pokazuje Hasseov dijagram za
D12.
Slika 37: Hasseov dijagram za parcijalno ureden skup (D12, |).
Element x je maksimalan ako u Hasseovom dijagramu ne postoji element
iznad, odnosno ako x  y povlacˇi da je x = y. Element x je minimalan ako u
Hasseovom dijagramu ne postoji element ispod, odnosno ako y  x povlacˇi
da je x = y. Konacˇan parcijalno ureden skup mora imati najmanje jedan
minimalni i maksimalni element. Ako skup P ima tocˇno jedan maksimalni
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element x, tada je y ≺ x za sve y 6= x. Takav element x obicˇno se oznacˇava s
1ˆ i zove se najvec´i element parcijalno uredenog skupa. Ako skup P ima tocˇno
jedan minimalni element x, tada je x  y za sve y 6= x. Takav element x
obicˇno se oznacˇava s 0ˆ i zove se najmanji element parcijalno uredenog skupa.
Definicija 7.13. Lanac u parcijalno uredenom skupu je skup {x1, x2, ..., xk}
elementa iz P takvih da vrijedi x1  x2  ...  xk. Lanac je maksimalan
ako nije sadrzˇan ni u jednom duljem lancu. Lanac x1  x2  ...  xk je
zasic´en ako xi+1 pokriva xi za sve i = 1, 2, ..., k − 1. Duzˇina zasic´enog lanca
x1  x2  ...  xk je k. Parcijalno ureden skup je graduiran ako za svaki
par elemenata x i y, svi zasic´eni lanci koji pocˇinju pri x i zavrsˇavaju pri y
imaju istu duzˇinu.
Ako je parcijalno ureden skup graduiran, mozˇemo definirati funkciju ranga
ρ na skupu elemenata parcijalno uredenog skupa. To c´e biti kljucˇna veza
izmedu parcijalno uredenog skupa i matroida. Pomoc´u sljedec´eg primjera
laksˇe c´emo uocˇiti tu ideju.
Primjer 7.14. Neka je S = [n] = {1, 2, ..., n} i definiramo parcijalno ureden
skup Bn na podskupovima skupa S tako da je A  B ako i samo ako A ⊆ B.
Bn se zove Booleova algebra ili Boleoova resˇetka. Vrijede cˇinjenice:
• 0ˆ = ∅ i 1ˆ = S.
• Bn je graduiran s funkcijom ranga ρ(A) = |A| (uocˇimo da je ρ(∅) = 0).
• B pokriva A ako i samo ako B = A ∪ {x} za neki x /∈ A.
• Broj maksimalnih lanaca u Bn je n!.
• Ako je |A| = k, tada A pokriva k elemenata od Bn i A je pokriven s
n− k elemenata.
Jedna od posljedica tih cˇinjenica o lancima u Bn je sljedec´a. Neka je
{A1, ..., Am} skup svih podskupova od S s k elemenata. Tada je broj maksi-
malnih lanaca koji prolaze kroz podskup Ai, k!(n− k)! jer postoji k! lanaca
od ∅ do Ai i (n − k)! lanaca od Ai do S. Kako svaki od n! maksimalnih la-
naca u parcijalno uredenom skupu prolazi kroz tocˇno jedan skup Ai, imamo













Definicija 7.15. Neka je (E,) parcijalno ureden skup i x, y ∈ E. Najma-
nja gornja granica ili supremum od x i y, u oznaci x∨y, je najmanji element
iz skupa {z : x  z; y  z} (ako postoji). Najvec´a donja granica ili infimum
od x i y, u oznaci x∧ y, je najvec´i element iz skupa {w : w  x;w  y} (ako
postoji).
Primjer 7.16. (1) Neka je P parcijalno ureden skup i slika 38 Hasseov di-
jagram tog skupa. Tada je a ∨ b = d i d ∧ e = b, a a ∨ c i a ∧ c nije
definirano. Taj parcijalno ureden skup nije graduiran (dva maksimalna
lanca a i bl cl e imaju razlicˇitu duzˇinu).
Slika 38: Parcijalno ureden skup P iz primjera 7.16.
(2) Za parcijalno ureden skup Bn na svim podskupovima od [n] iz primjera
7.14 vrijedi A ∨B = A ∪B i A ∧B = A ∩B.
(3) Za parcijalno ureden skup Dn iz primjera 7.11 vrijedi da je a∨b najmanji
zajednicˇki viˇsekratnik od a i b, a a ∧ b je najvec´i zajednicˇki djelitelj od a
i b.
Operacije ∨ i ∧ su asocijativne pa mozˇemo pisati a∨ b∨ c ili a∧ b∧ c. Te
operacije cˇesto nisu definirane na svim parovima elemenata. Nama c´e biti
zanimljive one situacije kada su te operacije definirane na svim parovima.
Sada c´emo definirati resˇetku i objasniti sˇto znacˇi da je resˇetka geometrij-
ska.
Definicija 7.17. Ako je L = (E,) konacˇan parcijalno ureden skup takav
da svaki par elemenata ima supremum i infimum, onda je L resˇetka.
Propozicija 7.18. Konacˇna, neprazna resˇetka L ima najmanji element 0ˆ i
najvec´i element 1ˆ.
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Kako resˇetke imaju najmanji i najvec´i element, mozˇemo govoriti o onim
elementima koji pokrivaju 0ˆ i onim koji su pokriveni s 1ˆ.
Definicija 7.19. Elemente resˇetke L koji pokrivaju 0ˆ zovemo atomi resˇetke
L, a elemente koji su pokriveni s 1ˆ zovemo koatomi resˇetke L.
U primjeru 7.11, atomi su prosti brojevi koji dijele n. Za resˇetku Bn iz
primjera 7.14, atomi su podskupovi od [n] velicˇine 1.
Definicija 7.20. Resˇetku L u kojoj se svaki element mozˇe napisati kao su-
premum atoma zovemo atomska.
U Booleovoj resˇetki, svaki podskup A je supremum svih jednocˇlanih sku-
pova koje A sadrzˇi, pa je Bn atomska. S druge strane resˇetka (D12, |), nije
atomska jer na primjer 4 nije supremum atoma. Kako bi uspostavili vezu
izmedu resˇetke i matroida trebamo definirati funkciju ranga za resˇetku.
Definicija 7.21. (1) Neka je (E,) graduiran parcijalno ureden skup s naj-
manjim elementom 0ˆ. Definiramo rang ρ(x) elemeta x kao duzˇinu zasic´enog
lanca iz 0ˆ do x.
(2) Neka je L resˇetka s funkcijom ranga ρ. Tada je funkcija ρ polumodularna
ako za sve x, y ∈ L vrijedi:
ρ(v ∨ y) + ρ(x ∧ y) ≤ ρ(x) + ρ(y).
(3) Neka je L resˇetka s funkcijom ranga ρ Tada je ρ modularna ako za sve
x, y ∈ L vrijedi:
ρ(x ∨ y) + ρ(x ∧ y) = ρ(x) + ρ(y).
Resˇetka je polumodularna ili modularna ako je funkcija ranga ρ polumo-
dularna ili modularna. Modularne resˇetke su polumodularne ali obrat nuzˇno
ne vrijedi. Booleove resˇetke su modularne: |A ∪ B| + |A ∩ B| = |A| + |B|.
Definirajmo sada geometrijsku resˇetku.
Definicija 7.22. Geometrijska resˇetka je resˇetka koja je polumodularna i
atomska.
Primjer 7.23. Neke je L = (F ,⊆) resˇetka, gdje je










Slika 39: Hasseov dijagram za resˇetku L iz primjera 7.23.
Slika 39 prikazuje Hasseov dijagram za resˇetku L. Da bi pokazali da je L
geometrijska resˇetka, trebamo provjeriti da je svaki skup koji se pojavljuje u F
supremum atoma i da je funkcija ranga polumodularna. Lako se provjeri da
je svaki skup iz F supremum atoma. Primjerice, skup abcd = (a∨d)∨(b∨d).
Takoder, mozˇemo provijeriti da za sve x, y ∈ L vrijedi: ρ(x∨ y) + ρ(x∧ y) ≤
ρ(x) + ρ(y). Primjerice, za x = a i y = b vrijedi: 2=ρ(a ∨ b) + ρ(a ∧ b) ≤
ρ(a)+ρ(b) = 2. Dakle, funkcija ranga je i polumodularna pa je L geometrijska
resˇetka.








Slika 40: Resˇetka ravnina L matroida sa slike 30.
Primjer 7.25. Promotrimo resˇetku L = (F ,⊆), gdje je F = {∅, a, b, c, ab, bc, abc}.
Hasseov dijagram za L dan je na slici 41.
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Slika 41: Primjer resˇetke koja nije geometrijska.
Resˇetka L nije geometrijska resˇetka. Vrijedi a∨c = abc. Za x = a i y = c
pa ne vrijedi svojstvo polumodularnosti:
3 = ρ(a ∨ c) + ρ(a ∧ c) > ρ(a) + ρ(c) = 2.
Teorem 7.26. Neka je M matroid, a F familija svih ravnina u M . Tada je
(F ,⊆) geometrijska resˇetka.
Skup F iz primjera 7.23 je skup ravnina matroida na skupuE = {a, b, c, d}.
Hiperravnine su posebne vrste ravnina. To su maksimalne ravnine koje
nisu cˇitav matroid.
Definicija 7.27. Neka je E temeljni skup matroida M . Podskup H ⊆ E je
hiperravnina ako je H ravnina od M i r(H) = r(M)− 1.
Primjer 7.28. Hiperravnine je, takoder kao ravnine, relativno lako odrediti
iz slike matroida. Matroid na slici 32 ima rang 3, pa su hiperravnine ravnine
ranga 2: duzˇine (s ukljucˇenim petljama) abcdf, abef, cef , i def .
Hiperravnine su ravnine ranga r(M)−1. Razlicˇite hiperravnine mogu biti
razlicˇite velicˇine. Iz tog razloga svojsto koje vrijedi za baze, da su maksimalni
skupovi jednaki najvec´im skupovima, ne vrijedi za hiperravnine. Ocˇito je da
mozˇemo odrediti sve hiperravnine matroida iz skupa svih njegovih ravnina.
Hiperravnine su one ravnine H takve da ni jedna ravnina H ′ ne zadovoljava
H ⊂ H ′ ⊂ E. Drugim rjecˇima to su maksimalne ravnine iz skupa F \ E.
Takoder, ako nam je zadan temeljni skup E matroida i skup svih hiperravnina
matroida, mozˇemo odrediti ravnine tog matroida. Svaka ravnina je presjek
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nekih skupova hiperravnina matroida (vidi propoziciju 8.11). Dakle, ako
pogledamo sve moguc´e presjeke skupova hiperravnina, mozˇemo dobiti sve
ravnine matroida (vidi sliku 42).
Ravnine Hiperravnine
Maksimalne ravnine bez E
Presjeci
Slika 42: Kriptomorfizam izmedu ravnina i hiperravnina.
Primjer 7.29. Provjerimo da ravnine iz primjera 7.28 mozˇemo dobiti kao
presjek hiperravnina. Presjek hiperravnine sa samom sobom daje tu hiperrav-
ninu pa na taj nacˇin dobivamo sve hiperravnine. Presjek svih hiperravnina
je ravnina f , a E je “prazan presjek”. Sada preostaje josˇ nac´i ravnine ranga
1. Dobivamo ih kao presjeke sljedec´ih hiperravnina:
abf = abcdf ∩ abef
cf = abcdf ∩ cef
df = abcdf ∩ def
ef = cef ∩ def.
Uocˇavamo da ti presjeci odgovaraju presjecima dviju duzˇina na slici 32.
Definiranje matroida pomoc´u hiperravnina je josˇ jedan kiriptomorfizam.
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8 Zatvaracˇ
Neka je A ⊆ E. Zatvaracˇ skupa A, u oznaci A je takoder podskup od E.
Funkcija A 7→ A je funkcija iz skupa 2E u samog sebe. Zatvaracˇ A se mozˇe
definirati kao presjek svih zatvorenih skupova koji su sadrzˇani u A ili kao
najmanji zatvoreni skup koji sadrzˇi A. Za matroide, zatvaracˇ skupa A ⊆ E
je jedinstvena najmanja ravnina koja sadrzˇi A. Takoder se oznacˇava s A.
Sljedec´a lema nam govori o postojanju takve ravnine.
Lema 8.1. Neka je M matroid s temeljnim skupom E i skupom ravnina F .
Neka je A ⊆ E. Tada:
(1) Postoji jedninstvena ravnina F ∈ F takva da je
a) A ⊆ F , i
b) Ako je A ⊆ F ′ za neku ravinu F ′, onda je F ⊆ F ′.
(2) Ravnina F iz dijela (1) zadovoljava: F =
⋂ {F ′ ∈ F|A ⊆ F ′}.
Definirajmo sada zatvaracˇ matroida.
Definicija 8.2. Neka je M matroid sa skupom ravnina F i neka je A ⊆ E.
Tada je zatvaracˇ od skupa A, u oznaci A, definiran kao:
A =
⋂
{F ∈ F|A ⊆ F} .
Primjer 8.3. Promotrimo primjer 4.5. Provjerimo da je ad = abcdf , ko-
ristec´i definiciju zatvaracˇa. Jedine ravnine F koje sadrzˇe ad su ravnine abcdf
i E pa je ad = abcdf . Odredimo cˇemu je jednak a. Ravnine koje sadrzˇe a su
duzˇine abef i abcdf (i E), pa je a = abef .
Iz definicije zatvaracˇa jasno je da su ravnine u matroidu skupovi F takvi
da je F = F . Veza izmedu zatvaracˇa i ravnina je prikazana na slici 43.
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Ravnine Zatvarač
Presjek svih ravnina koje sadrže dani skup
Skupovi jednaki svojem zatvaraču
Slika 43: Kriptomorfizam izmedu ravnina i zatvaracˇa.
Ako je A ⊆ E, onda je A ⊆ A i A = A. Ta dva svojstva zatvaracˇa
su vazˇna u definiranju matroida preko zatvaracˇa. Definirajmo sada matroid
preko operatora zatvaracˇa.
Teorem 8.4. Neka je E konacˇan skup s operatorom zatvaracˇa A 7→ A koji
je definiran na podskupovima od E. Tada je operator zatvaracˇa dobiven od
matroida ako i samo ako za sve A,B ⊆ E vrijedi:
(Z1) A ⊆ A.
(Z2) Ako je A ⊆ B, onda je A ⊆ B.
(Z3) A = A.
(Z4) Ako je x ∈ A ∪ {y} \ A, onda je y ∈ A ∪ {x}.
Svojstvo (Z4) zove se Maclane-Steinitzov aksiom razmjene. To svojstvo
razlikuje klasu matroida od opc´enitih matematicˇkih struktura.
Primjer 8.5. Provjerimo vrijedi li svojstvo (Z4). Pogledajmo ponovo ma-
troid na slici 32. Izaberemo A = ab, x = c i y = d. Vrijedi A = abf ,
A ∪ {c} = abcdf i A ∪ {d} = abcdf , pa je c ∈ A ∪ {d} \A. Aksiom razmjene
(Z4) zahtijeva da je d ∈ A ∪ {c}, sˇto je istinito.






Slika 44: Matroid ranga 4.
Odaberemo A = bc, y neka bude bilo koja tocˇka y /∈ A, recimo y = f .
Znamo da je A = abc i A ∪ {f} = abcef , pa je e jedina tocˇka (osim f) u
A ∪ {f} \ A. Aksiom (Z4) je zadovoljen jer je f ∈ A ∪ {e} = A ∪ {f} =
abcef .
Napravimo sada skicu dokaza teorema 8.4. Taj dokaz uspostavlja kripto-
morfizam izmedu funkcije ranga i operatora zatvaracˇa (vidi sliku 45).
(1) Pretpostavimo da imamo matroid definiran preko funkcije ranga. De-
finiramo zatvaracˇ A skupa A kao skup elemenata koje mozˇemo dodati
skupu A bez da se povisi njegov rang:
A = {x ∈ E |r(A ∪ {x}) = r(A)} .
(2) Dokazˇemo da ako funkcija r zadovoljava svojstva (R1), (R2) i (R3), onda
operator zatvaracˇa zadovoljava svojstva (Z1), (Z2), (Z3) i (Z4).
(3) Sada pretpostavimo da imamo matroid definiran preko operatora za-
tvaracˇa. Definiramo r(A) kao velicˇinu najmanjeg podskupa I od skupa
A za koji vrijedi I = A:
r(A) = min
{|I||I = A, I ⊆ A} .
(4) Dokazˇemo da ako operator zatvaracˇa zadovoljava svojstva (Z1), (Z2),
(Z3) i (Z4), onda funkcija r zadovoljava svojstva (R1), (R2) i (R3).
(5) Dokazˇemo da su pridruzˇivanja iz koraka (1) i (3) jedna drugom inverzna.
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Rang Zatvarač
Skup elemenata čije dodavanje danom skupu ne
povećava njegov rang
Veličina najmanjeg podskupa čiji je
zatvarač jednak zatvaraču danog
skupa
Slika 45: Kriptomorfizam izmedu ranga i zatvaracˇa.
Uspostavimo sada kriptomorfizam izmedu operatora zatvaracˇa i ravnina.
Teorem 8.7. Neka je E konacˇan skup i F familija podskupova od E. Tada
familija F cˇini ravnine matroida ako i samo ako:
(F1) E ∈ F .
(F2) Ako su F1, F2 ∈ F , onda je F1 ∩ F2 ∈ F .
(F3) Ako je F ∈ F i {F1, F2, ..., Fk} skup svih ravnina koje pokrivju F , tada
je {F1 \ F, F2 \ F, ..., Fk \ F} particija skupa E \ F .
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Slika 46: Geometrijska motivacija za aksiom (F3).
Geometrijska motivacija za aksiom (F3) dolazi iz sljedec´e ideje. Neka
je dan pravac u R3. Ravnine koje sadrzˇe taj pravac particioniraju ostatak
od R3. Slika 46 prikazuje tu interpretaciju aksioma (F3) u R3 (na slici su
prikazane samo tri od beskonacˇnog broja ravnina koje sadrzˇe zadani pravac).
Pogledajmo svojstvo (F3) na nekoliko primjera.
Primjer 8.8. Promotrimo matroid ranga 4 na slici 44. Ravnine matroida
ukljucˇuju tocˇke, duzˇine i ravnine koje se nalaze na toj slici. Kako bi pokazali
da (F3) vrijedi uzet c´emo F = ae i promotrit c´emo one ravnine koje pokrivaju
F u geometrijskoj resˇetki. F je duzˇina pa su ravnine koje pokrivaju skup F
sve ravnine koje ga sadrzˇe. Postoje tri takve ravnine: F1 = ade, F2 = abcef i
F3 = aeg (ravnine ade i aeg nisu nacrtane na slici, ali one su ravnine ranga
3). Mozˇemo uocˇiti da je skup {F1 \ F, F2 \ F, F3 \ F} particija od E \ F .
Geometrijski, to znacˇi da se svaka tocˇka p koja nije na duzˇini F nalazi na
jedinstvenoj ravnini koja sadrzˇi tocˇku p i duzˇinu F . Vidi tablicu 3 za tu
particiju.
Tocˇka b c d f g
Ravnina abcef abcef ade abcdf aeg
Tablica 3: Tocˇke koje nisu na duzˇini ae i jedinstvene ravnine koje ih sadrzˇe.
Primjer 8.9. Promotrimo resˇetku L = (F ,⊆) na slici 40. To nije geome-
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trijska resˇetka, pa elementi resˇetke nisu ravnine matroida. Mozˇemo uocˇiti da
je ovdje narusˇen aksiom (F3). Ako je F = a, onda je F1 = ab jedni element
resˇetke koji pokriva F . Stoga {F1 \ F} nije particija od E \ F .
Skica dokaza teorema 8.7 je sljedec´a (vidi sliku 43).
(1) Pretpostavimo da imamo matroid definiran preko operatora zatvaracˇa.
Definiramo familiju ravnina:
F = {F ⊆ E ∣∣F = F} .
(2) Dokazˇemo da ako operator zatvaracˇa zadovoljava svojstva (Z1), (Z2),
(Z3) i (Z4), onda familija F zadovoljava svojstva (F1), (F2) i (F3).
(3) Sada pretpostavimo da imamo matroid definiran preko familije F . Za
neki A ⊆ E definiramo operator zatvaracˇa:
A =
⋂
{F ∈ F|A ⊆ F} .
(4) Dokazˇemo da ako familija F zadovoljava svojstva (F1), (F2) i (F3), onda
operator zatvaracˇa zadovoljava svojstva (Z1), (Z2), (Z3) i (Z4).
(5) Dokazˇemo da su pridruzˇivanja (1) i (3) medusobno inverzna.
Vratimo se na hiperravnine. Hiperravnine su maksimalne prave ravnine
(ravnina je prava ako nije temeljni skup E). Zbog toga, H je hiperravnina
ako i samo ako E pokriva H u resˇetki ravnina matroida M . Matroid mozˇemo
opisati pomoc´u nezavisnih skupava ili pomoc´u maksimalnih nezavisnih sku-
pava, odnosno baza. Teorem 4.4 pokazuje da su ove dvije familije skupova
ekvivalentne u definiranju matroida. Analogno, definicija matroida pomoc´u
ravnina ekvivalentna je definiciji matroida pomoc´u maksimalnih pravih rav-
nina, tj. hiperravnina. Veza izmedu nezavisnih skupova i baza analogna
je vezi izmedu ravnina i hiperravnina. Sljedec´a propozicija govori nam o
povezanosti hiperravnina s drugim pojmovima vezanim za matroid.
Propozicija 8.10. Neka je M matroid i E temeljni skup tog matroida. Za
podskup H ⊆ E sljedec´e tvrdnje su ekvivalntne:
(1) H je hiperravnina.
(2) H je maksimalna prava ravnina.
(3) r(H) = r(E)− 1 i r(H ∪ {x}) = r(E) za sve x /∈ H.
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(4) H je maksimalna s posˇtivanjem da ne sadrzˇi bazu.
(5) H = H i H ∪ x = E za sve x /∈ H.
(6) H je pokrivena s E u resˇetki ravnina.
(7) H ima jedinstveni pokrivacˇ u resˇetki ravnina.
Ranije smo spomenuli da je resˇetka ravnina atomska, tj. da je svaka
ravnina supremum atoma. Obrnuta izjava takoder vrijedi.
Propozicija 8.11. Neka je M matroid i E temeljni skup matroida. Tada
je resˇetka ravnina koatomska, tj. svaka ravnina je presjek nekog skupa hiper-
ravnina.
Dokaz. U dokazu nam je bitno svojstvo (F3), odnosno cˇinjenica da ravnine
koje pokrivaju danu ravninu cˇine particiju komplementa te ravnine. Takoder,
koristit c´emo indukciju po korangu ravnine, tj. r(M) − r(F ). Neka je F
ravnina. Ako je r(M)− r(F ) = 0, onda je F = E, pa smo gotovi s dokazom
jer je E presjek hiperravnina (prazan presjek). Propozicija je istinita i za
sve ravnine koranga 1 jer su to hiperravnine. Pretpostavimo sada da je
propozicija istinita za sve ravnine koranga k za neki k ≥ 1. Moramo pokazati
da je tada svaka ravnina koranga k+1 takoder presjek hiperravnina. Neka je
F ravnina takva da vrijedi r(F ) = r(M)−(k+1). Neka je H1, H2, ..., Hp skup
hiperravnina koje sadrzˇe F , tj. F ⊆ Hi za hiperravnine Hi, gdje je 1 ≤ i ≤ p.
Tada je ocˇito F ⊆ ⋂pi=1 {Hi}. Trebamo pokazati da F ⊇ ⋂pi=1 {Hi} kako bi
dobili F kao presjek hiperravnina i dovrsˇili dokaz. Pretpostavimo da to ne
vrijedi. Tada postoji neki x /∈ F takav da je x ∈ Hi za sve i, 1 ≤ i ≤ p.
Znamo da F nije hiperravnina pa prema propoziciji 8.10 (7), F je pokrivena
s minimalno dvije razlicˇite ravnine F1 i F2. Tada:
• Kako je x ∈ E \ F , prema (F3), postoji jedinstveni pokrivacˇ od F
koji sadrzˇi x. Zbog toga x nije istodobno u F1 i u F2. Pretpostavimo
x /∈ F1.
• Kako je F ⊆ F1, svaka hiperravnina koja sadrzˇi F1, takoder sadrzˇi F .
Pretpostavimo da je F1 sadrzˇana u hiperravninama H1, H2, ..., Hs za
neki s < p.
• F1 ima korang k pa prema koraku indukcije, F1 je presjek hiperravnina,
tj. F1 =
⋂s
i=1 {Hi}. Zbog toga x /∈ Hj za neki j, 1 ≤ j ≤ s.
• x ∈ Hi za sve 1 ≤ i ≤ p.
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Posljedica prethodne propozicije je sljedec´a. Tocˇka x je u svakoj hiper-
ravnini ako i samo ako je x petlja, tj. x ∈ ∅. Kako su geometrijske resˇetke
koatomske, mozˇemo probati “obrnuti” geometrijsku resˇetku. Resˇetku koju
c´emo dobiti bit c´e atomska (orginalna je bila koatomska). Pogledajmo o
cˇemu je tocˇno rijecˇ na sljedec´em primjeru i provjerimo takoder svojstvo po-
lumodularnosti.
Primjer 8.12. Neka je M matroid na slici 47.
Slika 47: Matroid M iz primjera 8.12.
Slika 48: Resˇetka ravnina matroida M .
Slika 48 prikazuje resˇetku ravnina matroida M . Neka su sada H1 = ef i
H2 = abcd dvije hiperravnine matroida M . Tada u obrnutoj resˇetki, funkcija
ranga r′ zadovoljava r′(H1) = r′(H2) = 1, a r′(H1∩H2) = r′(∅) = 3 (funkcija
ranga r′ je funkcija koranga u pocˇetnom matroidu M). Iz tog razloga obrnuta
resˇetka nije resˇetka ravnina matroida, tj. nije geometrijska.
Teorem 8.13. Neka je E konacˇan skup i neka je H familija podskupova od
E. Tada je familija H skup hiperravnina matroida ako i samo ako:
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(H1) E /∈ H.
(H2) Ako su H1, H2 ∈ H i H1 ⊆ H2, onda je H1 = H2.
(H3) Za sve razlicˇite H1, H2 ∈ H i za sve x ∈ E, postoji H ∈ H takva da je
(H1 ∩H2) ∪ {x} ⊆ H.
Dokaz prethodnog teorema slicˇan je dokazu teorema 5.2. Provjerimo
svojstvo (H3) na matroidu iz primjera 8.12.
Primjer 8.14. Promotrimo hiperravnine H1 = abcd, H2 = abe i x = f
matroida na slici 47. Svojstvo (H3) zahtijeva postojanje hiperravnine H koja
sadrzˇi abf . Za matroid sa slike 47 H = abf je hiperravnina pa je svojstvo
(H3) zadovoljeno (i trazˇena hiperravnina je jedinstvena). Nadimo josˇ jedan
primjer. Promotrimo hiperravnine H1 = ce, H2 = df i x = a. Tada imamo
H1 ∩ H2 = ∅, pa trebamo samo nac´i ravninu koja sadrzˇi tocˇku a. Ovaj put
imamo mnogo izbora, tj. postoji puno hiperravnina koje zadovoljavaju (H3):
abcd, abe i abf .
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9 Program za optimizaciju: greedy algoritam
Postoje brojni slucˇajevi u kojima zˇelimo povezati skup objekata (racˇunala,
kuc´e, gradove) na optimalan nacˇin. Na primjer, pretpostavimo da zˇelimo
povezati grupu racˇunala vodovima. Zamislimo da su racˇunala vrhovi, a vo-
dovi izmedu njih bridovi. Mi trazˇimo optimalno povezani graf. Ako dodamo
uvjet da zˇelimo koristiti najmanji broj vodova kako bismo povezali racˇunala,
onda sigurno nec´emo imati ni jedan ciklus. Zbog toga mi zapravo trazˇimo
razapinjuc´e stablo grafa (vidi sliku 49).
Slika 49: Povezivanje racˇunala.
Takoder, mozˇemo trazˇiti da racˇunala budu povezana na nacˇin za koji je
ukupna duljina vodova minimalna. To zahtijeva da znamo kolika je udalje-
nost izmedu racˇunala. Tu udaljenost u grafu biljezˇimo na nacˇin da dodamo
oznaku svakom bridu i tu oznaku zovemo tezˇina brida. Takav graf zovemo
tezˇinski graf. Dakle, optimalno povezan graf je razapinjuc´e stablo s minimal-
nom ukupnom tezˇinom (vidi sliku 50).
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Slika 50: (a) Mrezˇa racˇunala s tezˇinama bridova; (b) Minimalno tezˇinsko
razapinjuc´e stablo mrezˇe racˇunala.
Primjer 9.1. Planeri grada Skoroutopije zˇele napraviti biciklisticˇke putove
duzˇ svih cesta unutar grada. Nazˇalost, za razliku od susjednog grada Utopije,
oni nemaju dovoljno novca da bi napravili biciklisticˇke staze duzˇ svih cesta.
Cˇlanovi gradske skupsˇtine moraju odlucˇiti gdje napraviti biciklisticˇke staze.
Oni su odlucˇili da zˇele da biciklisti budu u moguc´nosti proputovati sva vazˇna
raskriˇzja grada (oznacˇena slovima A,B,C,D,E, F na slici 51). Dodatno,
oni zˇele dodati biciklisticˇke staze najprometnijim cestama.
Slika 51: Plan grada Skoroutopije s podacima o prometu biciklima.
Nakon pomnog promatranja dobiveni su podaci o dnevnom prometu bicik-
lima po cesti. Na slici 51, tezˇina bridova pretstavlja prosjecˇni broj biciklista
po satu koji su proputovali danom cestom. Pomozimo planerima grada tako
da nademo maksimalno tezˇinsko razapinjuc´e stablo Skoroutopije.
Prethodni primjer je poseban slucˇaj opc´enitijeg problema optimizacije
matroida. U problemu s racˇunalima, trazˇili smo da tezˇina bude minimalna,
a u prethodnom primjeru trazˇili smo da tezˇina bude maksimalna. Sada c´emo
66
rjesˇiti problem maksimiziranja pomoc´u greedy algoritma. Pomoc´u tog al-
goritma mozˇemo rijesˇiti i problem minimiziranja. Problem iz primjera 9.1
cˇesto zovemo problem minimalnog razapinjuc´eg stabla (MRS). Problem MRS
ima dugu i bogatu prosˇlost. Problem je prvi put zabiljezˇen 1926., kada ga
je Otakar Boruvka spomenuo u kontekstu konstruiranja optimalne energet-
ske mrezˇe u Juzˇnoj Moraviji. Inacˇica s matroidima je sljedec´a. Neka je
M = (E, I) matroid s tezˇinskom funkcijom ω : E → R. Definiramo tezˇinu
podskupa: ω(A) =
∑
x∈A ω(x). Tada prethodni problem mrezˇe motivira
sljedec´i opc´enitiji problem optimiziranja matroida. Neka je dan matroid
M = (E, I) s tezˇinskom funkcijom ω : E → R. Nadimo bazu B ∈ B
maksimalne tezˇine. Taj problem mozˇe se rjesˇiti prilicˇno lako. Navesti c´emo
algoritam, takozvani greedy algoritam, koji rjesˇava problem optimiziranja
matroida. Greedy algoritam glasi:
Ulaz: Konacˇan skup E, tezˇinska funkcija ω : E → R i familija I
podskupova od E.
Poredaj elemente od E: e1, e2, ..., en tako da ω(ei) ≥ ω(ej) za i ≤ j.
Skup B := ∅.
Za i = 1 do n,
Ako je B ∪ {ei} ∈ I, onda dodaj B := B ∪ {ei}.
Izlaz: B, maksimalni cˇlan od I najvec´e moguc´e tezˇine.
Neformalno o greedy algoritmu mozˇemo razmiˇsljati kao ponavljanje pra-
vila: ”izaberi element najvec´e tezˇine koji ne stvara cikluse s elementima koje
si vec´ izabrao”. Da greedy algoritam rjesˇava problem optimizacije znacˇi da
baza BG koja je nastala algoritmom, zadovoljava ω(BG) ≥ ω(B) za sve baze
B. Mozˇemo rec´i da greedy algoritam karakterizira matroide. To c´emo vidjeti
iz teorema koji c´emo malo kasnije navesti.
Primjer 9.2. Prije zaposˇljavanja osoblja novog restorana, Marko je odlucˇio
razgovarati s kandidatima. Marko treba ocijeniti kandidate na skali od 1 do
5 (5 je najvec´a ocjena). On je zainteresiran za zaposˇljavanje tri najbolje
ocijenjenih osoba na pozicijama kuhara, konobara i cˇistac´a. Kvalifikacije i
ocjene za pet kandidata Ane, Borisa, Cecilije, Darije i Edina, dane su na
slici 52.
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Slika 52: Bipartitni graf.
Troje najbolje ocijenjenih zaposlenika su Boris, Cecilija i Edin. Nazˇalost,
zaposlenje ovih troje ljudi popunit c´e samo dvije pozicije od tri. Izrecˇeno u
duhu matroida, skup {a, c, e} nije nezavisan skup u transverzalnom matroidu.
Iz tog razloga problem je jednak problemu s trazˇenjem biciklisticˇkih putova
gdje smo trazˇili bazu maksimalne tezˇine transverzalnog matroida. Marko
mozˇe zaposliti najbolje ocijenjene kandidate na tri pozicije koristec´i greedy
algoritam:
• Prvo zaposli Ceciliju jer ona ima najvec´u ocjenu. Kako se ona prijavila
samo za posao konobara, Marko je mora zaposliti na to mjesto.
• To znacˇi da sljedec´i najbolje ocijenjen kandidat, Boris, ne mozˇe biti
zaposlen ({b, c} je ciklus u matroidu). Sljedec´i najbolje ocijenjen kan-
didat je Edin i njega Marko mozˇe zaposliti na mjesto cˇistacˇa.
• Naposljetku, preostale su Ana i Darija, koje su ocijenjene istom ocje-
nom. Marko mozˇe slucˇajnim odabirom izabrati bilo koju od njih dvije
na mjesto kuhara.
Sada mozˇemo izrec´i teorem koji povezuje greedy algoritam i nezavisne sku-
pove matroida.
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Teorem 9.3. Neka je dan par (E, I) i neka I zadovoljva svojstva (I1) i (I2).
Za sve tezˇinske funkcije ω : E → R greedy algoritam daje maksimalni cˇlan
od I najvec´e moguc´e tezˇine ako i samo ako familija I zadovoljava i svojstvo
(I3), tj. I je familija nezavisnih skupova matroida.
Primjer 9.4. Neka je E = {a, b, c, d} i I = {∅, a, b, c, d, ab, ac, ad, acd} fa-
milija koja zadovoljava svojstva (I1) i (I2) s tezˇinskom funkcijom: ω(a) =
2, ω(b) = 1, ω(c) = ω(d) = 3
4
. Provjerimo da u ovom slucˇaju greedy algori-
tam ne radi. Izlaz greedy algoritma je maksimalan skup ab tezˇine 3. Mozˇemo
provjeriti da maksimalni skup acd ima tezˇinu 31
2
i greedy algoritam nije dao
maksimalni skup najvec´e moguc´e tezˇine. Kako greedy algoritam ne radi, po
teoremu 9.3, familija I nije nezavisan skup matroida. To mozˇemo vidjeti i
provjeravajuc´i svojstvo (I3) na skupovima acd i ab. Vidimo da svojstvo (I3)
na tim skupovima ne vrijedi.
Greedy algoritam je brz i jednostavan za primjenu. Nazˇalost, ne vrijedi
na mnogim problemima optimizacije. Navesti c´emo jedan takav primjer.
Primjer 9.5. Problem trgovacˇkog putnika: dana je mrezˇa tezˇinskih bridova.
Mozˇemo li nac´i ciklus koji sadrzˇi sve vrhove mrezˇe ukupne minimalne tezˇine?
Ciklus koji sadrzˇi sve vrhove grafa zove se Hamiltonov ciklus. Trgovacˇki
putnik koji mora posjetiti odreden broj gradova (i mora se vratiti kuc´i) putuje
Hamiltonovim ciklusom mrezˇe koja je odredena tim gradovima.
Taj primjer slicˇan je problemu MRS. Samo, umjesto da trebamo nac´i
razapinjuc´e stablo, ovdje trebamo nac´i Hamiltonov ciklus. Nazˇalost nije
poznat ni jedan ucˇinkovit algoritam za rijesˇiti taj problem.
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Sazˇetak
U ovom diplomskom radu proucˇavamo razne definicije pojma matroida. Za
definicije koje su medusobno ekvivalentne, ali ta ekvivalencija nije ocˇita,
kazˇemo da su kriptomorfne. Za matroid M definiramo sedam kljucˇnih poj-
mova: nezavisni skupovi, baze, ciklusi, funkcija ranga, ravnine, hiperravnine
i operator zatvaracˇa. Najprije definiramo matroid preko nezavisnih skupova
i upoznajemo matroide nastale iz matrica i iz grafova. Zatim uspostavljamo
kriptomorfizam izmedu nezavisnih skupova i baza i na taj nacˇin pokazujemo
da matroid mozˇemo definirati i preko baza. Navodimo i kriptomorfizme
izmedu nezavisnih skupova i ciklusa, izmedu nezavisnih skupova i funkcije
ranga, funkcije ranga i operatora zatvaracˇa, ravnina i operatora zatvaracˇa,
ravnina i hiperravnina. Uspostavljanjem kriptomorfizma izmedu tih poj-
mova pokazujemo da se svaki od tih pojmova mozˇe koristiti kao polaziˇste
u definiranju matroida. U posljednjem poglavlju, nezavisne skupove matro-
ida definiramo preko greedy algoritma. Ta veza daje nam dodatan uvid u
vazˇnost i posebnost matroida.
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Summary
This thesis is a study of various definitions of matroids. Definitions that are
equivalent, but the equivalence is not obvious, are called cryptomorphic. For
the matroid M the following seven key concepts are defined: independent
sets, bases, cycles, rank function, planes, hyperplanes and closure operator.
First we define matroids in terms of independent sets and elaborate matro-
ids coming from matrices and graphs. Then, we explain cryptomorphism
between independent sets and bases, thus showing that a matroid can be
defined in terms of bases. Next, cryptomorphisms between independent sets
and cycles, between independent sets and rank function, rank function and
closure operator, planes and closure operator, planes and hyperplanes are
established. By establishing cryptomorphisms between these concepts it is
shown that each of them can be used as a starting point in defining matroids.
In the last chapter, independent sets of matroids are defined through the gre-
edy algorithm. This connection gives us further insight into the importance
and uniqueness of matroids.
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