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Abstract
We consider a class of first-order impulsive functional differential equations, where the functional
dependence is not necessarily a Lipschitzian function. The new maximum principle improves and
extends previous results and uniqueness of solution between a lower and an upper solution for a
particular nonlinear problem is presented. We give conditions for existence of extremal solutions in
an interval delimited by a lower and an upper solution.
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1. Preliminaries
Impulsive functional differential equations have been considered, for example, in [15]
and Refs. [3–8] therein and, recently, in [4,6,7,10,22,23]. Some particular nonimpulsive
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594 J.J. Nieto, R. Rodríguez-López / J. Math. Anal. Appl. 318 (2006) 593–610functional problems have been studied in [13,16–18]. General references about impulsive
ordinary differential equations are [11,21] and the bases of the monotone iterative tech-
nique and the method of the lower and upper solutions for ordinary differential equations
are exposed in [9].
Usually, it is easier to obtain existence results when the nonlinearities involved are Lip-
schitzian. The most classical condition guaranteeing existence and uniqueness for ordinary
differential equations is the famous Picard–Lipschitz theorem. But, of course, when the
nonlinearity is non-Lipschitzian, it is possible to find conditions which guarantee exis-
tence [1].
However the study of non-Lipschitzian nonlinearities is important. For instance, in [5],
we can find a generalization of the Poincaré method to non-Lipschitzian dynamics. Also,
for example, see [2,3,8,12,14,19,20].
As far as we know, in the treatment of impulsive functional differential equations, it has
been always supposed that the functional dependence in the equation is given by mappings
or operators satisfying a Lipschitz condition. Now we present more general results, show-
ing applications to examples where functions providing the functional dependence are not
necessarily Lipschitzian.
Here we consider the problem

u′(t) = f (t, u(t), [ψkuk](t)), t ∈ int(Jk), k = 1,2, . . . , p + 1,
u(t+k ) = Ik([φkuk](tk)), k = 1, . . . , p,
u(0) = u(T ),
(1)
where J = [0, T ], 0 = t0 < t1 < · · · < tp < tp+1 = T , Jk = [tk−1, tk] for k = 1, . . . , p + 1,
for u : [0, T ] → R, u ∈ C(J ), the function uk :Jk →R defined by
uk(t) = u(t), t ∈ (tk−1, tk], uk(tk−1) = u
(
t+k−1
)
,
is such that uk ∈ C(Jk); ψk :C(Jk) → C(Jk) is continuous, k = 1, . . . , p + 1, φk :C(Jk) →
C(Jk), Ik :R →R continuous, k = 1,2, . . . , p and
f :J ×R×R → R
continuous in J ′ × R × R, where J ′ = J \ {t1, . . . , tp} and such that there exist the limits
limt→t−k f (t, x, y) = f (tk, x, y), limt→t+k f (t, x, y), for k ∈ N, 1 k  p, x, y ∈R.
Note that the impulses at the instants tk depend on u(t), for t ∈ (tk−1, tk]. In particular,
[φkuk](tk) = u(tk), for k = 1, . . . , p, but, in general, we have functional dependence for
the impulses.
Definition 1. A solution of (1) is a function u ∈ PC1(J ) satisfying the conditions in (1).
We remark that
PC(J ) = {u :J → R: u is continuous in J \ {t1, . . . , tp};
and ∃u(0+), u(T −), u(t+k ), u(t−k )= u(tk), k = 1, . . . , p},
PC1(J ) = {u ∈ PC(J ): u is C1 in J \ {t1, . . . , tp};
and ∃u′(0+), u′(T −), u′(t+), u′(t−), k = 1, . . . , p}k k
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‖u‖PC(J ) = sup
{∣∣u(t)∣∣: t ∈ J}, ‖u‖PC1(J ) = ‖u‖PC(J ) + ‖u′‖PC(J ).
Remark 1. PC(J ) and
∏p+1
k=1 C(Jk) are equivalent Banach spaces, taking the supremum
norm in C(Jk).
Firstly, we prove a maximum principle and then we study existence and uniqueness
of solution for a quasi-linear problem related to (1), this makes it possible to develop the
monotone iterative technique for (1) and approximate the extremal solutions of this prob-
lem between a lower and an upper solutions.
2. Maximum principle
Denote by 0 the function 0(t) = 0, for all t ∈ J , and Jk = [tk−1, tk], for k = 1, . . . , p+1.
Theorem 1. Let u ∈ PC1(J ), M > 0, N  0, such that

u′(t)+Mu(t)+ N [ψk(max{uk,0})](t) 0, t ∈ (tk−1, tk), k = 1, . . . , p + 1,
u(t+k ) 0, k = 1, . . . , p,
u(0) u(T ),
(2)
where the following condition is verified for all k = 1, . . . , p + 1:
N
b∫
a
[
ψk
(
max{w,0})](s)eM(s−tk−1) ds  max
s∈[tk−1,b]
{
w(s)eM(s−tk−1)
}
,
for a < b ∈ Jk, and w ∈ C(Jk) with max
s∈[tk−1,b]
{
w(s)eM(s−tk−1)
}
 0. (3)
Then, u 0 on J .
Proof. We prove that the continuous functions
uk(t) =
{
u(t), if t ∈ (tk−1, tk],
u(t+k−1), if t = tk−1,
verify that uk  0 on Jk , for k = 2, . . . , p+1. Let vk(t) = uk(t)eM(t−tk−1), t ∈ Jk , and note
that vk has the same sign than uk on Jk . Also,
v′k(t) = u′k(t)eM(t−tk−1) +Muk(t)eM(t−tk−1)
−N[ψk(max{uk,0})](t)eM(t−tk−1), t ∈ Jk, (4)
and vk(tk−1) = u(t+k−1)  0, for k = 2, . . . , p + 1. To prove that vk  0 on Jk (with k ∈{2, . . . , p+1}), suppose that there exists t0 ∈ (tk−1, tk] such that vk(t0) = min[tk−1,tk] vk < 0.
Now, let ξ ∈ [tk−1, t0) such that
vk(ξ) = max vk(s) 0.
s∈[tk−1,t0]
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−vk(ξ) > vk(t0)− vk(ξ)−N
t0∫
ξ
ψk
(
max{uk,0}
)
(s)eM(s−tk−1) ds
− max
s∈[tk−1,t0]
{
uk(s)e
M(s−tk−1)}= − max
s∈[tk−1,t0]
vk(s) = −vk(ξ),
and this is absurd. So that vk  0 on Jk , and u 0 on Jk , for k = 2, . . . , p+1. This implies
that u(T ) 0 but u(0)  u(T )  0 so that, repeating the reasoning for k = 1, we obtain
that u 0 on J . 
Corollary 1. Let M > 0, N  0, θk continuous functions for k = 1, . . . , p + 1, verifying
θk : [tk−1, tk] → [tk−1, tk], θk(t) t , t ∈ Jk , and u ∈ PC1(J ) such that

u′(t)+ Mu(t)+ N max{uk,0}(θ(t)) 0, t ∈ (tk−1, tk), k = 1, . . . , p + 1,
u(t+k ) 0, k = 1, . . . , p,
u(0) u(T ),
and
N
tk∫
tk−1
eM(s−θk(s)) ds  1, k = 1, . . . , p + 1. (5)
Then u 0 on J .
Proof. This is easily deduced from Theorem 1 with [ψkw](t) = w(θk(t)), t ∈ Jk and k =
1, . . . , p + 1. To prove (3), consider k ∈ {1, . . . , p + 1}, a < b ∈ Jk , and w ∈ C(Jk) with
max[tk−1,b] w  0, then
N
b∫
a
(
max{w,0})(θk(s))eM(s−tk−1) ds
= N
b∫
a
max
{
w
(
θk(s)
)
eM(θk(s)−tk−1)e−M(θk(s)−tk−1),0
}
eM(s−tk−1) ds
 max
s∈[tk−1,b]
{
w(s)eM(s−tk−1)
}
N
tk∫
tk−1
eM(s−θk(s)) ds
 max
s∈[tk−1,b]
{
w(s)eM(s−tk−1)
}
,
where we have used that θk(t) t , for t ∈ Jk . 
The new estimate (5) provides a specific condition adapted to each particular delay
function and improves, for the case of impulsive delayed equations, the one given in [4].
Compare (5) with condition (iii) obtained in [18, Theorem 2.4] for the nonimpulsive case.
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Corollary 2. Let M > 0, N  0, and u ∈ PC1(J ) such that (2) holds and
[ψkw](t) max[tk−1,t]w, for t ∈ Jk, w ∈ C(Jk), k = 1,2, . . . , p + 1, (6)
N
M
(
eMσ − 1) 1. (7)
Then u 0 on J .
Proof. It is evident that (3) is valid. For a < b ∈ Jk , and w ∈ C(Jk) with max[tk−1,b] w  0,
we can easily prove that
N
b∫
a
[
ψk
(
max{w,0})](s)eM(s−tk−1) ds
N
b∫
a
max
r∈[tk−1,s]
(
max
{
w(r),0
})
eM(s−tk−1) ds
N max
r∈[tk−1,b]
{
w(r)eM(r−tk−1)
} b∫
a
(
max
r∈[tk−1,s]
e−M(r−tk−1)
)
eM(s−tk−1) ds
N max
r∈[tk−1,b]
{
w(r)eM(r−tk−1)
} tk∫
tk−1
eM(s−tk−1) ds
= N
M
(
eM(tk−tk−1) − 1) max
s∈[tk−1,b]
{
w(s)eM(s−tk−1)
}
 N
M
(
eMσ − 1) max
s∈[tk−1,b]
{
w(s)eM(s−tk−1)
}
 max
s∈[tk−1,b]
{
w(s)eM(s−tk−1)
}
,
for k = 1, . . . , p + 1. 
Compare this estimate (7) with N
M
(eMT − 1) < 1. This last one was obtained in
[17, Theorem 5] for a nonimpulsive problem in [0, T ].
If we suppose condition (H2) in [4], i.e., existence of L> 0 with[
ψk(w)
]
(t)L max[tk−1,t]
w, for t ∈ Jk, w ∈ C(Jk),
and all k = 1, . . . , p + 1, we would have obtained the estimate LN
M
(eMσ − 1) 1, that is
sharper than condition NLσeMσ  1, given in [4, Lemma 3.2].
Corollary 3. Let M > 0, N  0, and u ∈ PC1(J ) such that conditions in (2) are verified,
and suppose that the following conditions hold:
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t∫
tk−1
w(s)ds, for t ∈ Jk, w ∈ C(Jk), k = 1,2, . . . , p + 1,
N
M2
(
eMσ −Mσ − 1) 1. (8)
Then u 0 on J .
Proof. Let k ∈ {1, . . . , p + 1}, a < b ∈ Jk and w ∈ C(Jk) with max[tk−1,b] w  0, then, by
hypotheses,
N
b∫
a
[
ψk
(
max{w,0})](s)eM(s−tk−1) ds
N
b∫
a
s∫
tk−1
max
{
w(r),0
}
dr eM(s−tk−1) ds
N max
r∈[tk−1,b]
{
w(r)eM(r−tk−1)
} b∫
a
s∫
tk−1
e−M(r−tk−1) dr eM(s−tk−1) ds
 N
M
max
r∈[tk−1,b]
{
w(r)eM(r−tk−1)
} tk∫
tk−1
(
eM(s−tk−1) − 1)ds
= N
M
max
r∈[tk−1,b]
{
w(r)eM(r−tk−1)
}eM(tk−tk−1) −M(tk − tk−1)− 1
M
 max
s∈[tk−1,b]
{
w(s)eM(s−tk−1)
} N
M2
(
eMσ −Mσ − 1)
 max
s∈[tk−1,b]
{
w(s)eM(s−tk−1)
}
,
and (3) holds. 
Example 1. Let rk > 0, [ψkx](t) = rk −
√
r2k − (x(t))2, for x ∈ C(Jk), −rk  x(t)  rk ,
t ∈ Jk , k = 1,2, . . . , p + 1 and suppose that Nσ  1.
Let a < b ∈ Jk , w ∈ C(Jk), w ∈ [−rk, rk], with max[tk−1,b] w  0, and analyze the ex-
pression rk −
√
r2k − (max{w(s),0})2, for s ∈ [a, b]. If s ∈ [a, b] is such that w(s) < 0,
then rk −
√
r2k − (max{w(s),0})2 = rk −
√
r2k = 0 and, if s ∈ [a, b] verifies rk w(s) 0,
then 0 rk −w(s) rk +w(s), which implies that (rk −w(s))2  r2k − (w(s))2, so that
rk −
√
r2k −
(
max
{
w(s),0
})2 = rk −√r2k − (w(s))2 w(s).
This leads to
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ψk
(
max{w,0})](s)eM(s−tk−1)
=
(
rk −
√
r2k −
(
max
{
w(s),0
})2 )
eM(s−tk−1)

{
w(s)eM(s−tk−1), if w(s) 0,
0, if w(s) < 0
 max
s∈[tk−1,b]
{
w(s)eM(s−tk−1)
}
,
for s ∈ [a, b], therefore
N
b∫
a
[
ψk
(
max{w,0})](s)eM(s−tk−1) ds
N
b∫
a
max
s∈[tk−1,b]
{
w(s)eM(s−tk−1)
}
ds
N(tk − tk−1) max
s∈[tk−1,b]
{
w(s)eM(s−tk−1)
}
Nσ max
s∈[tk−1,b]
{
w(s)eM(s−tk−1)
}
 max
s∈[tk−1,b]
{
w(s)eM(s−tk−1)
}
.
If ψk was a Lipschitzian function in [−rk, rk], there would exist L> 0 such that
sup
t∈Jk
∣∣∣−√r2k − (x(t))2 +
√
r2k −
(
y(t)
)2 ∣∣∣ L sup
t∈Jk
∣∣x(t)− y(t)∣∣,
for every x, y ∈ C(Jk), with −rk  x(t), y(t) rk , t ∈ Jk .
Taking xn(t) = rk − 1/n, n ∈N, and y(t) = rk , for all t ∈ Jk ,
∥∥[ψkxn] − [ψky]∥∥=
√
r2k −
(
rk − 1
n
)2
=
√
2rk
n
− 1
n2
 L1
n
, ∀n ∈N,
which implies the contradiction 2nrk − 1L2, ∀n ∈ N.
So that, we have obtained a very general maximum principle that can be applied in cases
where the functional dependence is not given by a Lipschitzian function.
Example 2. Let Mk ∈ R, [ψkx](t) = x(t) + eMk − eMk−x(t), for x ∈ C(Jk), t ∈ Jk and
k = 1,2, . . . , p + 1. Suppose that N(eMk + 1)(tk − tk−1)  1, for all k. We prove that
again ψk verifies condition (3) in Theorem 1. Consider a < b ∈ Jk and w ∈ C(Jk) with
max[tk−1,b] w  0. Using that
z + eMk − eMk−z  (eMk + 1)z, for z 0,
we have, for s ∈ [a, b], that[
ψk
(
max{w,0})](s)eM(s−tk−1)
=
{
(w(s) + eMk − eMk−w(s))eM(s−tk−1), if w(s) 0,
0, if w(s) < 0

{
(eMk + 1)w(s)eM(s−tk−1), if w(s) 0,
0, if w(s) < 0
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eMk + 1) max
s∈[tk−1,b]
{
w(s)eM(s−tk−1)
}
and, in consequence,
N
b∫
a
[
ψk
(
max{w,0})](s)eM(s−tk−1) ds
N
(
eMk + 1)(tk − tk−1) max
s∈[tk−1,b]
{
w(s)eM(s−tk−1)
}
 max
s∈[tk−1,b]
{
w(s)eM(s−tk−1)
}
.
If ψk was a Lipschitzian function, there would exist L> 0 such that
sup
t∈Jk
∣∣x(t)− eMk−x(t) − y(t)+ eMk−y(t)∣∣ L sup
t∈Jk
∣∣x(t)− y(t)∣∣.
For xn(t) = −n+ Mk , n ∈N and y(t) = Mk , t ∈ Jk , we get∥∥[ψkxn] − [ψky]∥∥= sup
t∈Jk
∣∣−n+Mk − en −Mk + 1∣∣Ln, ∀n ∈ N,
or |−n − en + 1| = en + n − 1 Ln, ∀n ∈ N, which leads to the contradiction en − 1
(L− 1)n, ∀n ∈N.
Remark 2. If [ψkw](t) 0, ∀w ∈ C(Jk), w  0, then condition (3) in Theorem 1 is triv-
ially valid.
3. Quasi-linear problem associated to (1)
Let M > 0, N  0, b ∈ PC(J ) and consider the problem

u′(t)+ Mu(t)+ N [ψkuk](t) = b(t), t ∈ (tk−1, tk), k = 1, . . . , p + 1,
u(t+k ) = ck, k = 1, . . . , p,
u(0) = u(T ).
(9)
Definition 2. A solution of (9) is a function u ∈ PC1(J ) satisfying conditions in (9).
Definition 3. A function α ∈ PC1(J ) is a lower solution for problem (9) if

α′(t) +Mα(t)+ N [ψkαk](t) b(t), t ∈ (tk−1, tk), k = 1, . . . , p + 1,
α(t+k ) ck, k = 1, . . . , p,
α(0) α(T ).
Analogously, β ∈ PC1(J ) is an upper solution for (9) if it verifies similar conditions for
the inequalities reversed.
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is, if (y1)k  (y2)k on Jk , for k = 1, . . . , p + 1. In these conditions, we denote [y1, y2] :=
{u ∈ PC(J ): y1  u y2}.
For α,β ∈ PC(J ), α  β , we introduce the maps qk :C(Jk) → C(Jk), k = 1, . . . , p+1,
given by
[qkw](t) = max
{
αk(t),min
{
w(t),βk(t)
}}=


αk(t), if w(t) < αk(t),
w(t), if αk(t)w(t) βk(t),
βk(t), if w(t) > βk(t),
for w ∈ C(Jk), t ∈ Jk , where αk(t) = α(t), t ∈ (tk−1, tk], αk(tk−1) = α(t+k−1), and analo-
gously for βk .
Theorem 2. If α,β ∈ PC1(J ) are, respectively, lower and upper solutions for (9) with
α  β , and ψk satisfy, for all k = 1, . . . , p + 1, (3), and
ψk maps bounded sets into bounded sets, (10)
ψk
(
max{w − αk,0}
)
ψk
(
qk(w)
)−ψk(αk) on Jk, for w ∈ C(Jk), (11)
ψk
(
max{βk −w,0}
)
ψk(βk)−ψk
(
qk(w)
)
on Jk, for w ∈ C(Jk), (12)
ψk
(
max{f − g,0})ψk(f )− ψk(g) on Jk, for f,g ∈ C(Jk), f, g ∈ [αk,βk],
(13)
then there exists exactly one solution to (9) in [α,β].
Proof. Firstly, we prove that problem (9) has, at most, one solution in [α,β]. Suppose that
u1, u2 ∈ [α,β] are solutions to (9) and consider m1 = u1 − u2, m2 = u2 − u1 ∈ PC1(J ).
Then, by (13), for t ∈ (tk−1, tk), k = 1, . . . , p + 1, we obtain
m′1(t)+ Mm1(t)+ N
[
ψk
(
max
{
(m1)k,0
})]
(t)
= u′1(t)+Mu1(t)− u′2(t)− Mu2(t)+ N
[
ψk
(
max
{
(u1)k − (u2)k,0
})]
(t)
= b(t)−N[ψk(u1)k](t)− b(t)+N[ψk(u2)k](t)
+N[ψk(max{(u1)k − (u2)k,0})](t) 0,
m1(0) = u1(0) − u2(0) = u1(T )− u2(T ) = m1(T ),
and, for k = 1,2, . . . , p, m1(t+k ) = u1(t+k )−u2(t+k ) = ck − ck = 0. Analogously, we prove
that
m′2(t)+ Mm2(t)+ N
[
ψk
(
max{m2,0}
)]
(t) 0, t ∈ (tk−1, tk), k = 1, . . . , p + 1,
m2(0) = m2(T ), m2
(
t+k
)= 0, k = 1,2, . . . , p.
By Theorem 1, we can affirm that u1 = u2 on J . Note that, if hypothesis (13) is true for
f,g ∈ C(Jk), then we are in conditions to prove uniqueness of solution of (9) and not only
uniqueness in [α,β].
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
u′(t)+ Mu(t)+ N [ψkqkuk](t) = b(t), t ∈ (tk−1, tk), k = 1, . . . , p + 1,
u(t+k ) = ck, k = 1, . . . , p,
u(0) = u(T ).
(14)
We prove that every solution of (14) belongs to [α,β], and that there exists a solution
of (14). Thus, (14) has a solution u ∈ [α,β], and therefore it is a solution of (9), since
qkuk = uk , for all k = 1, . . . , p + 1. Let us prove that every solution u of (14) is in [α,β].
Set m1 = u − α ∈ PC1(J ) and m2 = β − u ∈ PC1(J ). By (11) and (12), we obtain, for
k = 1, . . . , p + 1 and t ∈ (tk−1, tk),
m′1(t)+ Mm1(t)+N
[
ψk
(
max
{
(m1)k,0
})]
(t)
= u′(t)+Mu(t) − α′(t)−Mα(t) +N[ψk(max{uk − αk,0})](t) b(t)
− N [ψkqkuk](t) − b(t)+ N [ψkαk](t)+ N
[
ψk
(
max{uk − αk,0}
)]
(t) 0,
m′2(t)+ Mm2(t)+N
[
ψk
(
max
{
(m2)k,0
})]
(t) 0,
m1(0) = u(0)− α(0) u(T )− α(T ) = m1(T ),
m2(0) = β(0)− u(0) β(T )− u(T ) = m2(T ),
and, for k = 1,2, . . . , p,
m1
(
t+k
)= u(t+k )− α(t+k ) ck − ck = 0,
m2
(
t+k
)= β(t+k )− u(t+k ) ck − ck = 0.
From application of Theorem 1 we get m1  0, and m2  0, that is, α  u β .
Now, we prove existence of solution for problem (14). Consider the operators
Tk :C(Jk) → C(Jk), k = 1, . . . , p + 1, given by
[Tkw](t) = ck−1e−M(t−tk−1) +
t∫
tk−1
{
b(s) −N [ψkqkw](s)
}
eM(s−t) ds, (15)
for t ∈ Jk . Since ψk and qk are continuous, we can prove that the operators Tk are contin-
uous. Also, Tk is completely continuous, for all k. Indeed, let k ∈ {1,2, . . . , p + 1}, and
S ⊆ C(Jk) a bounded set (‖u‖ r1, for u ∈ S). Then for w ∈ S, t ∈ Jk ,
∣∣(Tkw)(t)∣∣ |ck−1|e−M(t−tk−1) +
t∫
tk−1
(∣∣b(s)∣∣+N ∣∣[ψkqkw](s)∣∣)eM(s−t) ds
 |ck−1| +
(‖b‖ +NRk)
t∫
tk−1
eM(s−t) ds
 |ck−1| +
(‖b‖ +NRk)1 − e−M(t−tk−1)
M
 |ck−1| +
(‖b‖ +NRk)1 − e−M(tk−tk−1) = δk,M
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‖qkw‖max
{‖αk‖,‖βk‖} ⇒ ‖ψkqkw‖Rk,
and, also, since Tkw given by (15) verifies equation
u′(t)+ Mu(t) = b(t)−N [ψkqkw](t), t ∈ (tk−1, tk),
then ∣∣(Tkw)′(t)∣∣= ∣∣b(t)−N [ψkqkw](t)−M(Tkw)(t)∣∣
 ‖b‖ +N‖ψkqkw‖ +Mδk  ‖b‖ +NRk + Mδk, t ∈ Jk,
so that Tk is completely continuous. On the other hand, let u ∈ C(Jk) and λ ∈ (0,1), such
that u = λTku. Then ‖u‖ = ‖λTku‖ ‖Tku‖ δk . Applying Schaefer’s theorem, we ob-
tain existence of a fixed point uk ∈ C(Jk) for Tk (uk ∈ C1(Jk)). Note that the initial value
for the equation in [0, t1] (relative to operator T1) is chosen once we have proved existence
of u2, . . . , up+1 (fixed points for T2, . . . , Tp+1, respectively) as c0 = up+1(T ). Thus, we
have obtained that function u ∈ PC1(J ) given by u(t) = uk(t), for t ∈ (tk−1, tk], k = 2, . . . ,
p + 1 and u(t) = u1(t), for t ∈ [0, t1], is a solution to (14). Since every solution of (14)
belongs to [α,β], then u is a solution to (9) in [α,β] (in fact, u is the unique solution to (9)
in this functional interval). 
Conditions in Theorem 2 are quite restrictive but, on the other hand, we have to take
into account that it guarantees uniqueness of solution for a nonlinear functional problem
where the functional dependence is not necessarily Lipschitzian, under the assumption of
existence of appropriate upper and lower solutions. The comparison result and the exis-
tence and uniqueness result for the quasilinear problem (9) are very useful to develop the
monotone method for problem (1). Anyway, our results are interesting by themselves. The
maximum principle (Theorem 1) extends previous results and allows a general formula-
tion and the existence and uniqueness theorem (Theorem 2) makes reference to equations
given by an operator not necessarily linear nor Lipschitzian in presence of upper and lower
solutions and it is valid without specifying any fixed expression for ψk .
Remark 3. Note that if
ψk
(
max{w − αk,0}
)
ψk(w)− ψk(αk) on Jk, for w ∈ C(Jk),
ψk
(
max{βk −w,0}
)
ψk(βk)−ψk(w) on Jk, for w ∈ C(Jk),
hold, then every solution of (9) is in [α,β] and, therefore, is a solution of (14).
Proposition 1. Observe that, for every k = 1,2, . . . , p + 1,
max{w − αk,0} qk(w)− αk on Jk, for w ∈ C(Jk),
and
max{βk − w,0} βk − qk(w) on Jk, for w ∈ C(Jk).
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max{w − αk,0}(t) =
{0, if w(t) αk(t),
w(t)− αk(t), if w(t) > αk(t)

{
αk(t)− αk(t), if w(t) αk(t),
qk(w)(t)− αk(t), if w(t) > αk(t) =
(
qk(w)− αk
)
(t).
Similarly, it can be proved the second assertion. 
Proposition 2. If ψk is nondecreasing and
ψk(f − g)ψkf − ψkg on Jk, for f,g ∈ C(Jk), f, g ∈ [αk,βk],
then hypotheses (11)–(13) hold.
Proof. Let w ∈ C(Jk), then, by hypotheses and Proposition 1,
ψk
(
max{w − αk,0}
)
ψk
(
qk(w)− αk
)
ψk
(
qk(w)
)− ψk(αk) on Jk,
ψk
(
max{βk − w,0}
)
ψk
(
βk − qk(w)
)
ψk(βk)−ψk
(
qk(w)
)
on Jk,
and, for f,g ∈ C(Jk), f,g ∈ [αk,βk],
ψk
(
max{f − g,0})ψk(f − g)ψk(f )−ψk(g) on Jk.
In consequence, (11)–(13) hold. 
Example 3. Observe that a function ψk in the hypotheses of Proposition 2 is not necessarily
Lipschitzian. For instance, take ψk(f ) = √|f |, f ∈ C(Jk).
If 0 f  g, then
ψk(f ) =
√|f | =√f √g =√|g| = ψk(g) on Jk,
so that ψk is nondecreasing for nonnegative functions.
Now, let f,g ∈ C(Jk), f,g  0 on Jk , and calculate[
ψk(f − g)
]
(t) =√|f − g|(t).
If f (t) g(t) 0, then 2
√
f (t)g(t) 2
√
(g(t))2 = 2g(t) and, thus,(√
f (t) −√g(t) )2 = f (t)+ g(t)− 2√f (t)g(t) f (t)+ g(t)− 2g(t)
= f (t)− g(t) = (√f (t)− g(t) )2.
Since, in this case,
√
f (t)− √g(t) 0, it is obtained that[
ψk(f − g)
]
(t) =√|f − g|(t) =√f (t)− g(t)√f (t)−√g(t)
= [ψk(f )](t)− [ψk(g)](t).
If 0 f (t) < g(t), then[
ψk(f − g)
]
(t) =√|f − g|(t) =√g(t) − f (t) > 0
>
√∣∣f (t)∣∣−√∣∣g(t)∣∣= [ψk(f )](t)− [ψk(g)](t).
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then, taking g ≡ 0, ‖ψk(f )‖  L‖f ‖, for all f ∈ C(Jk), f  0. In particular, for
fn(t) = 1/n constant in Jk , n ∈ N, we obtain that √1/n  L(1/n), n ∈N, and we get
the contradiction n L2, ∀n ∈N.
Remark 4. Conditions (10)–(13) in Theorem 2 and conditions in Proposition 2 are verified
in the cases where functions ψk involve a delayed argument,
[ψkw](t) = w
(
θk(t)
)
, for t ∈ Jk,
where θk :Jk → Jk is continuous and θk(t) t , for all t ∈ Jk , a maximum function
[ψkw](t) = max[tk−1,t]w, for t ∈ Jk,
or an integral
[ψkw](t) =
t∫
tk−1
w(s)ds, for t ∈ Jk.
This fact is exposed in the following corollaries.
Corollary 4. Let α  β ∈ PC1(J ) be, respectively, lower and upper solutions of

u′(t)+Mu(t)+ Nu(θk(t)) = b(t), t ∈ (tk−1, tk), k = 1, . . . , p + 1,
u(t+k ) = ck, k = 1, . . . , p,
u(0) = u(T ),
(16)
where M > 0, N  0, b ∈ PC(J ), θk :Jk → Jk continuous, with θk(t) t for t ∈ Jk . Sup-
pose that (5) holds. Then, there exists exactly one solution to (16) in [α,β].
Proof. The functionals defined by [ψkw](t) = w(θk(t)), t ∈ Jk , verify hypotheses
(10)–(13) in Theorem 2. Indeed, ψk are continuous, (10) is verified, and (11)–(13) hold by
Proposition 2 since ψk are nondecreasing and, for f,g ∈ C(Jk), s ∈ Jk ,[
ψk(f − g)
]
(s) = f (θk(s))− g(θk(s))= [ψk(f )](s) − [ψk(g)](s).
Finally, validity of condition (3) is obtained from (5). 
Corollary 5. If α  β ∈ PC1(J ) are, respectively, lower and upper solutions to

u′(t)+Mu(t)+ N max[tk−1,t] uk = b(t), t ∈ (tk−1, tk), k = 1, . . . , p + 1,
u(t+k ) = ck, k = 1, . . . , p,
u(0) = u(T ),
(17)
where M > 0, N  0, b ∈ PC(J ), and (7) holds, then problem (17) has exactly one solu-
tion in [α,β].
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t ∈ Jk , conditions (3) and (10) hold, and the validity of (11)–(13) comes from Proposition 2,
since ψk is nondecreasing for k = 1, . . . , p + 1 and, for f,g ∈ C(Jk), and s ∈ Jk ,[
ψk(f − g)
]
(s) = max
r∈[tk−1,s]
(f − g)(r) max
r∈[tk−1,s]
f (r) − max
r∈[tk−1,s]
g(r)
= [ψk(f )](s) − [ψk(g)](s). 
Corollary 6. If α  β ∈ PC1(J ) are, respectively, lower and upper solutions for problem

u′(t)+ Mu(t)+ N ∫ t
tk−1 uk(s) ds = b(t), t ∈ (tk−1, tk), k = 1, . . . , p + 1,
u(t+k ) = ck, k = 1, . . . , p,
u(0) = u(T ),
(18)
where M > 0, N  0, b ∈ PC(J ), and estimate (8) holds, then problem (18) has a unique
solution in [α,β].
Proof. Taking [ψkw](t) =
∫ t
tk−1 w(s)ds, w ∈ C(Jk), t ∈ Jk , it is evident that conditions (3)
and (10)–(13) in Theorem 2 hold, since ψk is nondecreasing for k = 1, . . . , p + 1, and
[
ψk(f − g)
]
(s) =
s∫
tk−1
(f − g)(r) dr =
s∫
tk−1
f (r) dr −
s∫
tk−1
g(r) dr
= [ψk(f )](s) − [ψk(g)](s),
for f, g ∈ C(Jk), s ∈ Jk , and every k = 1, . . . , p + 1. 
Remark 5. The maximum principle Theorem 1 is valid replacing max{uk,0} by uk in (2)
and max{w,0} by w in condition (3). Using this information and considering the following
hypotheses, for all k = 1,2, . . . , p + 1,
ψk(f − g)ψkf − ψkg on Jk, forf,g ∈ C(Jk), (19)∣∣[ψkw](s)∣∣R∣∣w(s)∣∣, ∀w ∈ C(Jk), ∀s ∈ Jk, for some R > 0, (20)
we can prove that problem (9) has a unique solution. Moreover, the unique solution belongs
to the functional interval [α,β], where α, β are well-ordered lower and upper solutions, re-
spectively. To prove existence of solution, we can proceed similarly to Theorem 2, applying
Schaefer’s theorem to operators
[T˜kw](t) = ck−1e−M(t−tk−1) +
t∫
tk−1
{
b(s) −N [ψkw](s)
}
eM(s−t) ds,
for w ∈ C(Jk), t ∈ Jk , and k = 1, . . . , p + 1, and considering C(Jk) furnished with the
norm ‖w‖ρ = supt∈Jk |w(t)|e−ρ(t−tk−1), where ρ > 0 is such that
NR
1 − e−(M+ρ)(tk−tk−1)
M + ρ < 1, ∀k = 1,2, . . . , p + 1.
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In order to obtain the existence of solution of (1), we give some definitions and results.
Definition 4. A function α ∈ PC1(J ) is a lower solution of (1) if

α′(t) f (t, α(t), [ψkαk](t)), t ∈ int(Jk), k = 1,2, . . . , p + 1,
α(t+k ) Ik([φkαk](tk)), k = 1, . . . , p,
α(0) α(T ).
(21)
We can define an upper solution β ∈ PC1(J ) in the same terms, but with the inequalities
reversed.
Theorem 3. Let α, β ∈ PC1(J ) be, respectively, lower and upper solutions for (1) with
α  β and suppose that there exist M > 0, N  0 such that, for all k = 1,2, . . . , p + 1,
f
(
t, x(t), [ψkx](t)
)− f (t, y(t), [ψky](t))
−M(x(t) − y(t))−N([ψkx](t) − [ψky](t)),
for t ∈ Jk, x, y ∈ C(Jk) such that αk  y  x  βk on Jk, (22)
with ψk satisfying (3) and (10)–(13). Suppose also that
Ik
([φkx](tk)) Ik([φky](tk)), for x  y ∈ C(Jk), and k = 1, . . . , p (23)
(it is true, for instance, if all Ik and φk are nondecreasing). Then there exist monotone
sequences {αn} ↑ ρ, {βn} ↓ γ uniformly, where α0 = α, β0 = β , and ρ, γ are the extremal
solutions to (1) in the functional interval [α,β].
Proof. For a fixed η ∈ [α,β], consider the problem

u′(t)+Mu(t)+ N [ψkuk](t) = bη(t), t ∈ (tk−1, tk), k = 1, . . . , p + 1,
u(t+k ) = Ik([φkηk](tk)), k = 1, . . . , p,
u(0) = u(T ),
(24)
where bη(t) = f (t, η(t), [ψkηk](t)) + Mη(t) + N [ψkηk](t), for t ∈ (tk−1, tk), k =
1, . . . , p+ 1, which has a unique solution uη ∈ [α,β], using Theorem 2, since α, β are, re-
spectively, lower and upper solutions of (24). Indeed, using the properties of α, β and (22),
we obtain, for k = 1, . . . , p + 1, and t ∈ (tk−1, tk),
α′(t) +Mα(t)+ N [ψkαk](t)
 f
(
t, α(t), [ψkαk](t)
)+ Mα(t)+ N [ψkαk](t)
 f
(
t, η(t), [ψkηk](t)
)+Mη(t)+N [ψkηk](t) = bη(t),
and, analogously,
β ′(t)+ Mβ(t)+ N [ψkβk](t) bη(t).
Besides, for k = 1, . . . , p,
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(
t+k
)
 Ik
([φkαk](tk)) Ik([φkηk](tk)),
β
(
t+k
)
 Ik
([φkβk](tk)) Ik([φkηk](tk)).
At this moment, it is possible to define A : [α,β] → [α,β], by Aη = uη. To check the
nondecreasing character of A, take η1, η2 ∈ PC(J ) such that α  η1  η2  β , by (13)
and (22), we obtain that m = Aη2 −Aη1 satisfies the following properties:
m′(t)+ Mm(t)+ N[ψk(max{mk,0})](t)
= (Aη2)′(t)+MAη2(t)− (Aη1)′(t)−MAη1(t)
+ Nψk
[
max
{
(Aη2)k − (Aη1)k,0
}]
(t)
= f (t, η2(t), [ψk(η2)k](t))+Mη2(t) +N[ψk(η2)k](t)−N[ψk(Aη2)k](t)
− f (t, η1(t), [ψk(η1)k](t))− Mη1(t)−N[ψk(η1)k](t)+N[ψk(Aη1)k](t)
+ Nψk
[
max
{
(Aη2)k − (Aη1)k,0
}]
(t) 0, t ∈ (tk−1, tk), k = 1, . . . , p + 1,
m
(
t+k
)= Ik([φk(η2)k](tk))− Ik([φk(η1)k](tk)) 0, k = 1, . . . , p,
and m(0) = m(T ). Then Aη1 Aη2, due to the application of Theorem 1.
Define the sequences {αn}, {βn} such that α0 = α, β0 = β , αn+1 = Aαn and βn+1 = Aβn,
for n 1, then {αn} is nondecreasing, {βn} is nonincreasing, and α = α0  α1  · · · 
αn  βn  · · ·  β1  β0 = β . By a classical reasoning, it can be proved that {αn} ↑ ρ,
{βn} ↓ γ uniformly on J , where ρ,γ ∈ [α,β] are the extremal solutions of (1) in [α,β],
that is, every solution u of (1) in [α,β] verifies that ρ  u γ on J . 
Remark 6. Taking into account Remark 5, a similar result can be obtained with the obvious
changes in condition (3) and replacing conditions (10)–(13) by (19)–(20).
Theorem 3 allows different types of functional dependence, including delay, maximum
and integral functions, as stated in the following corollaries.
Corollary 7. Let α,β ∈ PC1(J ), α  β be, respectively, lower and upper solutions of

u′(t) = f (t, u(t), u(θk(t))), t ∈ (tk−1, tk), k = 1, . . . , p + 1,
u(t+k ) = Ik([φkuk](tk)), k = 1, . . . , p,
u(0) = u(T ),
(25)
where f : [0, T ] × R2 → R, and θk :Jk → Jk with θk(t)  t , t ∈ Jk . Suppose that there
exist M > 0, N  0 such that, for every k = 1,2, . . . , p + 1,
f
(
t, x(t), x
(
θk(t)
))− f (t, y(t), y(θk(t)))
−M(x(t)− y(t))−N(x(θk(t))− y(θk(t))),
for t ∈ Jk, x, y ∈ C(Jk), αk  y  x  βk on Jk, (26)
and assume that (5) and (23) are also valid. Then there exist monotone sequences {αn},
{βn} with α0 = α, β0 = β , uniformly convergent to the extremal solutions of (25) in [α,β].
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
u′(t) = f (t, u(t),maxs∈[tk−1,t] uk(s)), t ∈ (tk−1, tk), k = 1, . . . , p + 1,
u(t+k ) = Ik([φkuk](tk)), k = 1, . . . , p,
u(0) = u(T ),
(27)
where f : [0, T ] × R2 → R. Suppose that there exist M > 0, N  0 such that, for every
k = 1,2, . . . , p + 1,
f
(
t, x(t), max[tk−1,t]
x
)
− f
(
t, y(t), max[tk−1,t]
y
)
−M(x(t) − y(t))−N( max[tk−1,t]x − max[tk−1,t]y
)
,
for t ∈ Jk, x, y ∈ C(Jk), αk  y  x  βk on Jk, (28)
and (7), (23) are valid. Then, it is possible to construct monotone sequences {αn}, {βn},
with α0 = α, β0 = β , uniformly convergent to the extremal solutions of (27) in [α,β].
Corollary 9. Let α  β ∈ PC1(J ) be, respectively, lower and upper solutions to

u′(t) = f (t, u(t), ∫ t
tk−1 uk(s) ds), t ∈ (tk−1, tk), k = 1, . . . , p + 1,
u(t+k ) = Ik([φkuk](tk)), k = 1, . . . , p,
u(0) = u(T ),
(29)
where f : [0, T ] × R2 → R. Suppose that there exist M > 0, N  0 such that, for every
k = 1,2, . . . , p + 1,
f
(
t, x(t),
t∫
tk−1
x(s) ds
)
− f
(
t, y(t),
t∫
tk−1
y(s) ds
)
−M(x(t) − y(t))−N
( t∫
tk−1
x(s) ds −
t∫
tk−1
y(s) ds
)
,
for t ∈ Jk, x, y ∈ C(Jk), αk  y  x  βk on Jk, (30)
verifying also (8), (23). Then there exist monotone sequences {αn}, {βn}, with α0 = α,
β0 = β , uniformly convergent to the extremal solutions of (29) in [α,β].
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