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It is shown that if H is a Hilbert space for a representation of a group G, then there are triplets of
spaces (FH, H,F
H), in which FH is a space of coherent state or vector coherent state wave functions
and FH is its dual relative to a conveniently defined measure. It is shown also that there is a
sequence of maps FH → H → F
H which facilitates the construction of the corresponding inner
products. After completion if necessary, the spaces (FH, H,F
H) become isomorphic Hilbert spaces.
It is shown that the inner product for H is often easier to evaluate in FH than in F
H. Thus,
we obtain integral expressions for the inner products of coherent state and vector coherent state
representations. These expressions are equivalent to the algebraic expressions of K-matrix theory,
but they are frequently more efficient to apply. The construction is illustrated by many examples.
02.20.-a, 03.65.Fd
I. INTRODUCTION
Coherent state representations provide a unification of the various constructions for inducing representations of
groups and Lie algebras. The method of induced representations, known originally as the “Frobenius method”, was
introduced into physics by Wigner in two classic papers: in the first [1] he considered the vibrational spectra of
molecules and, in the second [2], he constructed all the irreducible unitary representations of the Poincare´ group for
positive mass particles. The theory of induced representations became an important tool in mathematics and physics
following the developments of Mackey [3]. Other inducing constructions [4] are given by the Borel-Weil theorem and
Harish-Chandra’s constructions [5] of holomorphic discrete series representations.
Coherent states were first defined by Schro¨dinger [6] in 1926 as minimal uncertainty wave packets and used to
exhibit the classical behavior of harmonic oscillators within the framework of quantum mechanics. Such applications
has been particularly effective in quantum optics [7]. They were given general group-theoretic definitions by Klauder
[8], Perelomov [9], and Gilmore [10]. Coherent state representations were introduced by Bargmann [11] and Segal [12]
and defined more generally by Perelomov [13] and Onofri [14]. They were subsequently extended to vector-valued
representations [15,16].
It is now known that the inducing constructions are expressed naturally as coherent state, and vector coherent
state, representations [17]. Moreover, the coherent state perspective adds new insights and has the advantage of being
physically intuitive and easy to apply. In particular, it reveals the correspondence between the unitary representations
of quantum mechanics and the non-unitary representations of classical mechanics and is closely related to the methods
of geometric quantization [18]. Thus, coherent state representation theory is of considerable practical and pedagogic
value.
A scalar coherent state representation is a representation of a group (or Lie algebra) on a space of complex-valued
functions on a coset space. It is a representation induced from a one-dimensional representation of a subgroup. The
prototype is the well-known Bargmann-Segal representation [11,12] of the Heisenberg-Weyl group on a Hilbert space
of entire analytic functions. A vector coherent state (VCS) representation is a representation of a group (or Lie
algebra) on a space of vector-valued functions. It is a representation induced from a multi-dimensional representation
of a subgroup. Such representations have been used widely in the construction of explicit representations of Lie
algebras and Lie groups [19–22], in the construction of shift tensors [23], and for the computation of Clebsch-Gordan
coefficients for reducing tensor product representations [24,25].
In constructing a coherent state representation, one needs to identify the space of wave functions and an appropriate
inner product. When the group is compact or when it is noncompact but the representation belongs to the discrete
series, there are standard methods for determining a suitable volume element relative to which the coherent state
wave functions are square integrable and the coherent state representation unitary. The methods are summarized
for the holomorphic representations in the book of Perelomov [13] and generalized to VCS representations, by the
methods of Rowe, Rosensteel and Gilmore [16].
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Central to the standard construction is the so-called “resolution of the identity”. If T denotes a UIR (unitary
irreducible representation) on a Hilbert space H of a Lie group G with invariant measure dµ, then, if |0〉 is any state
in H, it follows by Schur’s lemma that the operator
Iˆ =
∫
T †(g)|0〉〈0|T (g) dµ(g) , (1)
when defined, is a multiple of the identity. Thus, with a suitable normalization of the invariant measure, the inner
product of two states of H is expressed
〈ψ|ϕ〉 =
∫
G
Ψ∗(g)Φ(g) dµ(g) , (2)
where Φ, defined by
Φ(g) = 〈0|T (g)|ϕ〉 , (3)
is a coherent state wave function for the state |ϕ〉. In particular situations, these expressions simplify. For example,
if H is the isotropy subgroup
H =
{
h ∈ G ∣∣ T (h)|0〉 = |0〉χ(h)} , (4)
where χ(h) is a phase factor, and if K is a set of coset representives for H\G so that any element g ∈ G can be
factored h = hk, with h ∈ H and k ∈ K, then the coherent state wave functions can be restricted to K and their
inner products defined by
〈ψ|ϕ〉 =
∫
K
Ψ∗(k)Φ(k) dµ(k) , (5)
where dµ(k) is the measure on K inherited from the invariant measure on G.
A problem encountered in the practical application of such methods is that the integrals are difficult to evaluate
and in some cases may not converge. For this reason, an alternative K-matrix theory has been developed [15,20,17]
which provides numerically tractable recursive algorithms for constructing orthonormal bases for coherent state and
VCS representations. Such bases, which are needed for the explicit construction of the matrices of Lie algebra
representations, have been determined by K-matrix methods (reviewed in ref. [26]) for representatives of all the
classical series of Lie algebras [15,19,20]. This approach works well for the matrices of Lie algebra representations.
However, for other purposes, particularly when working at the group level, it is important to have explicit integral
expressions for inner products. Thus, we consider here integral expressions for the results of K-matrix theory and
show that they are generally easier to derive and use than the standard methods. In this paper, we consider coherent
state triplets for scalar coherent state representations. VCS triplets will be considered in a following paper.
The new method makes use of overlap kernels such as
S(g1, g2) = 〈0|T (g1)T †(g2)|0〉 . (6)
Thus, if a state |ϕ〉 ∈ H is represented by a wave function ϕ defined over G such that
|ϕ〉 =
∫
T †(g)|0〉ϕ(g) dv(g) , (7)
where dv is any convenient measure on the group, then the inner product of states is given by
〈ψ|ϕ〉 =
∫ ∫
ψ∗(g1)S(g1, g2)ϕ(g2) dv(g1) dv(g2) . (8)
Likewise, matrix elements of the representation are given by
〈ψ|T (g)|ϕ〉 =
∫ ∫
ψ∗(g1)S(g1g, g2)ϕ(g2) dv(g1) dv(g2) . (9)
The new and old methods are related as follows. From Eqs. (3) and (7), it is seen that the coherent state wave
function Φ for the state |ϕ〉 is related to ϕ by
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Φ(g) =
∫
S(g, g2)ϕ(g2) dv(g2) . (10)
Moreover, the inner product of two states |ψ〉 and |ϕ〉 is given by
〈ψ|ϕ〉 =
∫
ψ∗(g)Φ(g) dv(g) . (11)
Thus, the wave functions ϕ and Φ are dual to one another relative to the volume dv. The advantage of using the
space of functions dual to the coherent state wave functions with inner product given by Eq. (8) is the freedom to
choose the volume dv such that the integrals are easy to define and evaluate. It will be shown in the following, in a
number of representative examples, that there are natural choices in given situations.
The new techniques greatly facilitate the use of algebraic and group structures in the solution of physical problems.
Indeed, they were developed following the discovery, while computing SU(3) Clebsch–Gordan coefficients [25], that it
is generally very much easier to compute inner products by means of eqn. (8) than by using the coherent state inner
product (5) directly.
II. SCALAR COHERENT STATE TRIPLETS
A. Finite-dimensional representations
Let T be a unitary irrep (irreducible represesentation) of a real algebraic Lie group G on a finite dimensional
Hilbert space H with inner product of two vectors |ψ〉 and |ϕ〉 denoted by 〈ψ|ϕ〉. Assume there is an extension to a
representation of Gc, the complex extension of G, which is compatible with the natural complex extension of its Lie
algebra. Let |0〉 be a fixed vector in H and let N be a subset of Gc, such that the states
{T †(z)|0〉 ; z ∈ N} (12)
span H. Then, any state |ψ〉 ∈ H is uniquely defined by the overlaps
Ψ(z) = 〈0|T (z)|ψ〉 , z ∈ N . (13)
The complex function Ψ on N is a coherent-state wave function for the state |ψ〉 and the space FH of such coherent-
state wave functions carries a representation Γ of G isomorphic to T and defined by
[Γ(g)Ψ](z) = 〈0|T (z)T (g)|ψ〉 , g ∈ G . (14)
For example, if P ⊂ Gc is the isotropy subgroup
P =
{
p ∈ Gc
∣∣∣〈0|T (p)|ψ〉 = χ(p)〈0|ψ〉 , ∀|ψ〉 ∈ H}, (15)
where χ is a character of a one–dimensional irrep of P , then N is often chosen to be a set of P\Gc coset representatives
or some subgroup of Gc complementary to P such that any element g ∈ G can be factored as g = pz for some z ∈ N
and some p ∈ P .
To identify the space FH of coherent state wave functions, consider first a space F = L2(N, dv), defined by a
convenient volume element dv such that the map
F → H : ϕ→ |ϕ〉 =
∫
dv(z)T †(z)|0〉ϕ(z) (16)
is well-defined and surjective onto H. There is then a sequence of maps F → H → FH defined by
ψ → |ψ〉 → Ψ = Sˆψ , (17)
with
|ψ〉 =
∫
T †(x)|0〉ψ(x) dv(x) (18)
and
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Ψ(z) = 〈0|T (z)|ψ〉 =
∫
S(z, x)ψ(x) dv(x) = [Sˆψ](z) , (19)
where
S(z, x) = 〈0|T (z)T †(x)|0〉 . (20)
Thus, if
F0 = {ϕ ∈ F | 〈ϕ|ϕ〉 = 0} (21)
denotes the kernel of the map F → H and FH is the quotient space F/F0, it follows that the spaces FH and FH are
dual to one another relative to the volume element dv, i.e.,
〈ϕ|ψ〉 =
∫
ϕ∗(z) (Sˆψ)(z) dv(z) =
∫
ϕ∗(z)Ψ(z) dv(z) . (22)
It also follows that matrix elements of the representation T are given by
〈ϕ|T (g)|ψ〉 =
∫
ϕ∗(z) [Γ(g)Sˆψ](z) dv(z)] =
∫
ϕ∗(z) [Γ(g)Ψ](z) dv(z) (23)
We refer to the triple of spaces (FH,H,FH) as a coherent state triplet .
The space FH of coherent state wave functions is clearly a Hilbert space with respect to an inner product inherited
from H. Thus, if the space FH is equipped with the inner product
(ϕ, ψ) = 〈ϕ|ψ〉 =
∫∫
dv(z)ϕ∗(z)S(z, x)ψ(x) dv(x) , (24)
the three spaces (FH,H,FH) become isomorphic to one another. One can then use whichever gives the simplest
expression in any situation. Examples will be given in the following in which it is easiest to evaluate inner products
in FH. One can then construct an orthonormal basis for FH and corresponding orthornormal bases for H and FH,
e.g., if {ψν} is an orthonormal basis for FH, then {Φν = Sˆψν} is an orthonormal basis for FH.
The relationship of the above to K-matrix theory [26] is obtained by noting that, since Sˆ is a positive definite
operator on FH, it can be factored
Sˆ = KˆKˆ†, (25)
and the inner product for FH expressed
〈ϕ|ψ〉 =
∫
(Kˆ†ϕ)∗(z) (Kˆ†ψ)(z) dv(z) . (26)
Thus, if {ψν} is an orthonormal basis for FH, the functions {ϕν = Kˆ†ψν} satisfy the equation∫
ϕ∗µ(z)ϕν(z) dv(z) = δµν , (27)
and the corresponding orthonormal coherent state basis is given by {Ψν = KˆKˆ†ψν = Kˆϕν}. Hence, if {ϕν} is an
orthonormal basis for F , the operator Kˆ maps this basis to an orthonormal basis {Ψν = Kˆϕν} for FH by annihilating
the unwanted states of F .
The above construction of coherent state wave functions and their inner products has a powerful and, for practical
applications, very significant attribute of facilitating the construction of representations in bases which reduce some
desired subgroup H ⊂ G. Basically what has to be done is to choose a measure dv for F such that the restriction of
the action of Γ to the subgroup H ⊂ G is unitary on F . Then, S becomes H–invariant, in the sense that
S(zh, xh) = 〈0|T (z)T (h)T †(h)T †(x)|0〉 = S(z, x) , (28)
and Sˆ block diagonal in a basis for F that reduces the unitary representation of H . Specifically, if F = ∑ακ Fακ
is a decomposition of F as a direct sum of irreducible H–invariant subspaces, where κ labels an irrep of H and α
distinguishes equivalent irreps, and if {ϕακν} is an orthonormal basis for Fακ, then
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〈ϕακµ|ϕβκ′ν〉 =
∫ ∫
ϕ∗ακµ(z)S(z, x)ϕβκ′ν(x) dv(z) dv(x) = δκκ′δµν Sακβ . (29)
It then follows that an orthonormal basis {ϕακν} for F which diagonalizes the matrix Sκ, i.e., for which Sακβ =
δαβK
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ακ, defines a corresponding orthonormal basis {Ψακν = Kακϕακν} of coherent state wave functions. It is shown
explicitly how this is done in the following examples.
The above definitions can be generalized in several ways. For example, the condition that H should be irreducible
can be relaxed. The representation Γ is then isomorphic to a subrepresentation of T . Moreover, if |0〉 belongs to an
irreducible subspace of H, then the space spanned by {T †(z)|0〉; z ∈ N}, as well as the corresponding coherent state
representation, is irreducible.
B. Infinite-dimensional representations
The above construction extends easily to infinite-dimensional representations. However, although the extension
is natural in most situations, there are technical constraints that must be respected in the choice of state |0〉 and
subset N ⊂ Gc to ensure that the operators {〈0|T (z), z ∈ N} are well defined and have the properties required to
define a coherent state representation. For simplicity, it will be assumed here that the representation T is irreducible
and unitary. One concern is that an infinite-dimensional irrep T of a real group G on a Hilbert space H does not
automatically extend to a representation of the complex group Gc. For, whereas a real Lie algebra g has a natural
extension to gc by linearity,
T (z ⊗X) = zT (X), for X ∈ g, z ∈ C, (30)
it can happen, for example, that if Xˆ = T (X) is the operator representing an element X ∈ gc, then the action of
the associated group element eXˆ = T (eX) on a state |ψ〉 ∈ H may not converge to a normalizable state eXˆ |ψ〉 ∈ H.
Nevertheless, as we show by examples in the following, it is frequently possible to choose a functional 〈0| and a subset
N ⊂ Gc so that the techniques described above can be generalized. In doing this, it is not possible to expect that the
representation T can be extended so that N acts on all of H, or that the functional 〈0| will be normalizable. Both
these difficulties can be handled by working with a dense subspace of H. A good example to keep in mind is the delta
function, which is not defined on all of L2(R), but does make sense on the dense subspace of continuous functions in
L2(R).
Specifically, what is required is: a dense subspace HD ⊂ H of the Hilbert space; a subset N ⊂ Gc; an extension of
the representation T from G to operators T (z), z ∈ N , which are defined on HD; and a linear functional 〈0| on the
space spanned by {T (z)|ψ〉 : |ψ〉 ∈ HD, z ∈ N}. The extension of T to N must be compatible at the level of the Lie
algebra with eqn. (30) and have the property that
{〈0|T (z) ; z ∈ N} (31)
are well-defined functionals on HD and are a sufficient set, in the sense that any |ψ〉 ∈ HD is uniquely defined by the
overlaps
Ψ(z) = 〈0|T (z)|ψ〉 , z ∈ N . (32)
The complex function Ψ on N is then a coherent-state wave function for the state |ψ〉. When the subspace HD
is invariant under the (real) group action then the space FHD of all such coherent-state wave functions carries a
representation Γ of G, isomorphic to T , defined by
[Γ(g)Ψ](z) = 〈0|T (z)T (g)|ψ〉 , g ∈ G . (33)
However, sometimes it will be convenient to choose a dense subspace that is not G–invariant. The group action,
defined by eqn. (33) is then extended to the G–invariant completion of the space of coherent state wave functions
relative to the inner product inherited from H.
The final step is to generalize the map (16). Since 〈0| is in general not an element of H (i.e., not normalizable), it
is necessary to choose the measure and the space of functions carefully. Specifically, what is required is: a space F of
functions on N and a measure dv on N such that, for every ϕ ∈ F , the integral∫
dv(z)ϕ(z)∗〈0|T (z) (34)
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converges to an element of H∗D, the dual of the dense subspace HD of H for which coherent state wave functions are
defined. This integral then gives a map
F → H∗D : ϕ→ 〈ϕ| =
∫
dv(z)ϕ(z)∗〈0|T (z) (35)
which is well-defined for all elements of F . We also require that the image of this map contains HD and write FD for
the space of all elements of F which the map takes to elements of HD.
There is now a sequence of maps FD → HD → FHD for which
ψ → |ψ〉 → Ψ = Sˆψ , (36)
with
|ψ〉 =
∫
T †(x)|0〉ψ(x) dv(x) (37)
and
Ψ(z) = [Sˆψ](z) =
∫
S(z, x)ψ(x) dv(x) , (38)
where
S(z, x)ψ(x) = 〈0|T (z)T †(x)|0〉 . (39)
Let
F0 = {ϕ ∈ F | 〈ϕ|ϕ〉 = 0} (40)
denote the kernel of the map F → H∗D given in (35), i.e., F0 is the set of all functions in F that map to functionals
that are zero on all of HD, and define FH to be the completion of the space FD/F0, relative to the inner product
(ϕ, ψ) = 〈ϕ|ψ〉 =
∫∫
dv(z)ϕ∗(z)S(z, x)ψ(x) dv(x) , (41)
where
S(z, x) = 〈0|T (z)T †(x)|0〉 . (42)
Then FH is a Hilbert space isomorphic to H and, if FH is the completion of the space of coherent state wave functions
relative to the inner product inherited from H, it too is isomorphic to H.
Finally observe that, if the map F → H∗D takes ϕ→ 〈ϕ| and if a state |ψ〉 ∈ HD has coherent state wave function
Ψ ∈ FHD , then
〈ϕ|ψ〉 =
∫
ϕ∗(z) (Sˆψ)(z) dv(z) =
∫
ϕ(z)∗Ψ(z) dv(z) . (43)
It follows that FH and FH are in duality relative to the volume element dv. It also follows that matrix elements of
the representation T are given by
〈ϕ|T (g)|ψ〉 =
∫
ϕ∗(z) [Γ(g)Sˆψ](z) dv(z)] =
∫
ϕ∗(z) [Γ(g)Ψ](z) dv(z) . (44)
We again refer to the triple of spaces (FH,H,FH) as a coherent state triplet .
III. SIMPLE EXAMPLES
The following well-known examples are developed in some detail as prototypes of four classes of application of the
triplets method: holomorphic representations of compact and non-compact semisimple Lie groups; non-holomorphic
representations induced from a non-canonical subgroup; and Mackey type representations [3] of a semidirect product
group induced from an Abelian normal subgroup.
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A. SU(2)
Let {J0, J+, J−} with commutation relations
[J+, J−] = 2J0 , [J0, J±] = ±J± , (45)
be a standard basis for the Lie algebra su(2)c. Let T j : Jk → Jˆk be a UIR (unitary irreducible representation) of
SU(2) of angular momentum j on a (finite dimensional) Hilbert space Hj with (normalized) highest weight state |jj〉
satisfying
Jˆ+|jj〉 = 0 , Jˆ0|jj〉 = j|jj〉 . (46)
With fixed state |0〉 set equal to the highest weight state |jj〉, a natural choice of N ⊂ SU(2)c is the nilpotent
subgroup
N = {ezJ+ ; z ∈ C} (47)
and a convenient measure dv on N is the Bargmann measure, relative to which the polynomial functions {ϕν}, with
ϕν(z) = z
ν/
√
ν!, satisfy the orthogonality relationship∫
ϕ∗µ(z)ϕν(z) dv(z) = δµν . (48)
The space F = L2(N, dv) is then the Bargmann space [11] of entire analytic functions of z that are square integrable
relative to dv.
The overlap kernel, S(z, x) = 〈0|ezJˆ+ex∗Jˆ− |0〉, is evaluated by noting that almost any SL(2,C) matrix has Gauss
factorization (
a b
c d
)
=
(
1 0
x 1
)(
a 0
0 a−1
)(
1 z
0 1
)
= exJ− a2J0 ezJ+ (49)
with z = b/a and x = c/a. It follows that, as elements of SL(2,C),
ezJ+ex
∗J− =
(
1 + zx∗ z
x∗ 1
)
= eαx
∗J− (1 + zx∗)2J0 eαzJ+ , (50)
with α = (1 + zx∗)−1. Thus, the overlap kernel is given by
S(z, x) = 〈0|(1 + zx∗)2Jˆ0 |0〉 = (1 + zx∗)2j (51)
and has expansion
S(z, x) =
2j∑
ν=0
(2j)!
(2j − ν)!ν! (zx
∗)ν =
2j∑
ν=0
K2νϕν(z)ϕ
∗
ν(x) , (52)
with
K2ν =
(2j)!
(2j − ν)! . (53)
The space Fj is now defined as the Hilbert space of holomorphic functions of a complex variable z with inner
product
〈ϕ|ψ〉 =
∫∫
ψ∗(z)S(z, x)ϕ(x) dv(z) dv(x) . (54)
With respect to this Fj inner product, the overlaps of the functions {ϕν} are given by
〈ϕµ|ϕν〉 = δµν ×
{
K2ν for ν ≤ 2j ,
0 for ν > 2j .
(55)
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Thus, with the substitution ν = j −m (to conform to convention), and choosing the positive square root of K2ν , an
orthonormal basis for Fj is given by the set of holomorphic functions{
ψjm(z) =
1
Kj−m
ϕj−m(z) =
√
(j +m)!
(2j)!(j −m)! z
j−m ; m = −j, . . . , j
}
. (56)
The map Fj → Hj , in which
ψjm → |jm〉 =
∫
ez
∗Jˆ− |0〉ψjm(z) dv(z) , (57)
and the coherent-state map Hj → F j , given by
|jm〉 → Ψjm(z) = 〈0|ezJˆ+ |jm〉 =
∫
〈0|ezJˆ+ex∗Jˆ− |0〉ψjm(x) dv(x) , (58)
are isomorphisms. Thus, orthonormal bases for Hj and F j , corresponding to the basis (56) for Fj , are given by{
|jm〉 = 1
Kj−m
|ϕj−m〉 =
√
(j +m)!
(2j)!(j −m)! (Jˆ−)
j−m|0〉 ; m = −j, . . . , j
}
, (59)
{
Ψjm(z) = Kj−m ϕj−m(z) =
√
(2j)!
(j +m)!(j −m)! z
j−m ; m = −j, . . . , j
}
, (60)
respectively.
The coherent state representation Γj of SU(2) on F j , is defined by
[Γj(g)Ψ](z) = 〈0|ezJˆ+T j(g)|ψ〉 (61)
(cf. eqn. (14)). From the identity
ezJ+
(
a b
−b∗ a∗
)
=
(
a− zb∗ b+ za∗
−b∗ a∗
)
= e−αb
∗J− (a− b∗z)2J0 eα(b+a∗z)J+ (62)
with α = (a− b∗z)−1, the action of Γj(g) is determined to be
[Γj(g)Ψ](z) = (a− b∗z)2jΨ(z · g) , (63)
with
g =
(
a b
−b∗ a∗
)
, z · g = b+ a
∗z
a− b∗z . (64)
Finally, since the inner product can be written in the form 〈ψ|ϕ〉 = ∫ ψ∗(z)Φ(z) dv(z), matrix elements of the
representation T are given by
〈ψ|T j(g)|ϕ〉 =
∫
ψ∗(z) [Γj(g)Φ](z) dv(z) , (65)
where ϕ, |ϕ〉, and Φ are related by the Fj → Hj → F j maps given by eqns. (57) and (58). For example, setting
c = cosβ/2 and s = sinβ/2 and
g =
(
c −s
s c
)
, (66)
one obtains, from eqn. (65), an expression for the Wigner function
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djmn(β) = 〈jm|T j(g)|jn〉
=
∫
ψ∗j−m(z) [Γ
j(g)Ψj−n](z) dv(z)
=
Kj−n
Kj−m
∫
ϕ∗j−m(z) [Γ
j(g)ϕj−n](z) dv(z)
=
Kj−n
Kj−m
∫
ϕ∗j−m(z) (c+ sz)
j+n ϕj−n(−s+ cz) dv(z) , (67)
which integrates to the standard result.
The coherent state representation of the su(2) Lie algebra, defined by
[Γj(Jk)Ψ](z) = 〈jj|ezJˆ+ Jˆk|ψ〉 , (68)
yields the known expressions
Γj(J+) =
d
dz
, Γj(J0) = j − z d
dz
, Γj(J−) = 2jz − z2 d
dz
. (69)
Acting on the orthonormal coherent state basis wave functions of eqn. (60), they give the expected results
Γj(J0)Ψjm = mΨjm
Γj(J±)Ψjm =
√
(j ∓m)(j ±m+ 1) Ψj,m±1 . (70)
The above expressions may be compared to those of the standard holomorphic representations of SU(2). The latter
are identical to the coherent state representations but specify the inner product for the Hilbert space F j by
〈ψ|ϕ〉 = 2j + 1
pi
∫
Ψ∗(z)Φ(z)
(1 + |z|2)2j+2 d
2z , (71)
where the integral is over the complex plane with d2z = dxdy and z = x + iy; cf. ref. [13] and Appendix A. Thus,
whereas F j is a space of holomorphic functions with norm defined by this inner product, the space Fj, isomorphic to
F j , is the space of holomorphic functions with inner product
〈ψ|ϕ〉 =
∫∫
ψ∗(z) (1 + zx∗)2j ϕ(x) dv(z) dv(x) . (72)
The latter integrals are easier to evaluate and by regarding Fj and F j as mutual duals, we have the still simpler
hybrid expression
〈ψ|ϕ〉 =
∫
ψ∗(z)Φ(z) dv(z) . (73)
B. SU(1,1)
Let {J0, J+, J−} with commutation relations
[J−, J+] = 2J0 , [J0, J±] = ±J± , (74)
be a standard basis for the Lie algebra su(1, 1)c. Let T λ be a UIR (unitary irreducible representation) of SU(1,1) of
lowest weight λ on an infinite dimensional Hilbert space Hλ, where λ is a positive integer, defined such that, if |0〉 is
the lowest weight state, then
Jˆ−|0〉 = 0 , 2Jˆ0|0〉 = λ|0〉 , (75)
where Jˆk = T
λ(Jk).
Gauss factorization of almost any SL(2,C) matrix gives
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(
a b
c d
)
=
(
1 x
0 1
)(
d−1 0
0 d
)(
1 0
z 1
)
= e−xJ+ (d)−2J0 ezJ− , (76)
with x = b/d and z = c/d. This implies that, if g is the SU(1,1) matrix
g =
(
a b
b∗ a∗
)
with aa∗ − bb∗ = 1 , (77)
then T λ(g) can be expanded
T λ(g) = e−xJˆ+ (a∗)−2Jˆ0 ezJˆ− (78)
and
〈0|T λ(g)|ψ〉 = (a∗)−λ 〈0|ezJˆ− |ψ〉 , (79)
with x = b/a∗ and z = b∗/a∗. Thus, a natural choice of N ⊂ SU(1, 1)c ∼= SL(2,R)c is the Borel subgroup
N = {ezJ− ; z ∈ C} . (80)
With this choice of N , the functionals
{〈0|ezJˆ− ; z ∈ C} (81)
are well–defined on the dense subspace HD of finite linear combinations of the weight vectors (the so-called K-finite
vectors). Thus, a coherent state wave function for a state |ψ〉 ∈ HD is defined by
Ψ(z) = 〈0|ezJˆ− |ψ〉 . (82)
These coherent state wave functions are polynomials in z.
Let F denote the Bargmann Hilbert space of holomorphic functions over C with orthonormal (polynomial) basis
{ϕν ; ν = 0, 1, 2, . . .}, where ϕν(z) = zν/
√
ν!. Now observe that the map
ϕ→ 〈ϕ| =
∫
dv(z)ϕ(z)∗ 〈0|ezJˆ− (83)
takes any function ϕ ∈ F to a well–defined functional on HD. The image of this F → H∗D map contains HD. Moreover
FD ⊂ F is identified as the dense subspace of finite polynomials. Thus, if Fλ = FHD is the space of coherent state
wave functions for states in HD, then composition of the maps FD → HD and HD → FHD gives the map
Sˆ : FD → FHD ; ψ 7→ Ψ = Sˆψ , (84)
with
Ψ(z) =
∫
S(z, x)ψ(x) dv(x) , (85)
and
S(z, x) = 〈0|ezJˆ−ex∗Jˆ+ |0〉 . (86)
Claim: The overlap integral S(z, x) is the distribution on FD
S(z, x) =
∞∑
ν
K2νϕν(z)ϕ
∗
ν(x) , (87)
with
K2ν =
(λ+ ν − 1)!
(λ − 1)! . (88)
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Proof: First observe that, from its definition (86), S(z, x) is holomorphic in z and x∗. Thus, it is sufficient to prove
the claim for z and x∗ lying in some open domain of C. In fact, the SU(1, 1)c = SL(2,C) expansion
ezJ−ex
∗J+ =
(
1 0
z 1
)(
1 −x∗
0 1
)
=
(
1 −x∗
z 1− zx∗
)
(89)
= eαx
∗J+ (α)2J0 eαzJ− , (90)
with α = (1− zx∗)−1, together with the assumption that
T λ(eαx
∗J+ (1− zx∗)−2J0 eαzJ−) = eαx∗Jˆ+ (1− zx∗)−2Jˆ0 eαzJˆ− , (91)
gives the correct result for |zx∗| < 1:
S(z, x) = 〈0|(1− zx∗)−2Jˆ0 |0〉 = (1− zx∗)−λ =
∞∑
ν
K2νϕν(z)ϕ
∗
ν(x) , for |zx∗| < 1 . (92)
However, this result could be questioned because the representation T λ of SU(1,1) does not in general extend to all
of SL(2,C), so applying it to elements of the complex group is not, in general, justified; an infinite-dimensional irrep
of SL(2,C) does not remain irreducible on restriction to SU(1,1). Nevertheless, eqn. (92) is valid for |z|2 < 1 and
|x|2 < 1, because there exist matrices
Z+(z
∗) =
(
a−1 az∗
0 a
)
, Z−(x) =
(
b−1 0
−b∗x b
)
, (93)
with |a|2 = (1− |z|2)−1 and |b|2 = (1− |x|2)−1, such that
Z+(z
∗)ezJ− =
(
a−1 a∗z∗
0 a
)(
1 0
z 1
)
=
(
a∗ a∗z∗
az a
)
, (94)
ex
∗J+Z−(x) =
(
1 −x∗
0 1
)(
b−1 0
−b∗x b
)
=
(
b∗ −bx∗
−b∗x b
)
, (95)
are elements of the real Lie group SU(1,1). Factorization of the product of real SU(1,1) group elements
Z+(z
∗) ezJ−ex
∗J+ Z−(x) = Z+(z
∗) eαx
∗J+ (α)2J0 eαzJ− Z−(x) , (96)
with α = (1− zx∗)−1, then gives the result (92) and confirms the the validity of the claim. [QED]
For polynomial functions ψ, ϕ, the inner product
〈ψ|ϕ〉 =
∫∫
ψ∗(z)S(z, x)ϕ(x) dv(z) dv(x) =
∑
ν
K2ν
∫
ψ∗(z)ϕν(z) dv(z)
∫
ϕ∗ν(x)ϕ(x) dv(x) (97)
is now well-defined. In particular, the wave functions {ϕν} have inner products 〈ϕµ|ϕν〉 = δµνK2ν and norms that are
non-vanishing for all integers ν ≥ 0. Thus, the Hilbert space Fλ, isomorphic to Hλ, is the completion of the space
of holomorphic polynomials with respect to the inner product (97). Relative to this inner product, the normalized
functions {
ψλν(z) =
1
Kν
ϕν(z) =
√
(λ− 1)!
(λ+ ν − 1)!ν! z
ν ; ν = 0, 1, 2, . . .
}
(98)
form an orthonormal basis for Fλ.
The (densely-defined) map Fλ → Hλ, with
ψλν → |λν〉 =
∫
ez
∗Jˆ+ |0〉ψλν(z) dv(z) (99)
and the coherent state map Hλ → Fλ; |λν〉 → Ψλν , with
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Ψλν(z) = 〈0|ezJˆ− |λν〉 =
∫
〈0|ezJˆ−ex∗Jˆ+ |0〉ψλν(x) dv(x)
=
∫
S(z, x)ψλν(x) dv(x) , (100)
define corresponding orthonormal bases{
|λν〉 = 1
Kν
|ϕν〉 =
√
(λ− 1)!
(λ + ν − 1)!ν! (Jˆ+)
ν |0〉 ; ν = 0, 1, 2, . . .
}
, (101)
{
Ψλν(z) = Kνϕν(z) =
√
(λ+ ν − 1)!
(λ− 1)!ν! z
ν ; ν = 0, 1, 2, . . .
}
, (102)
for Hλ and Fλ, respectively.
Proceeding as for SU(2), we find that the coherent state representation Γλ of SU(1,1) acts on Ψ(z) ∈ Fλ by
[Γλ(g)Ψ](z) = (a∗ + bz)−λΨ(z · g) , (103)
with
g =
(
a b
b∗ a∗
)
, z · g = b
∗ + az
a∗ + bz
. (104)
Matrices of the representation Γλ are easily evaluated in the basis (101). For example, for
g =
(
c s
s c
)
, c = coshβ/2, s = sinhβ/2, (105)
an SU(1,1) Wigner function is given by
〈λµ|T λ(g)|λν〉 =
∫
ψ∗λµ(z) [Γ
λ(g)Ψλν ](z) dv(z)
=
Kν
Kµ
∫
ϕ∗µ(z) [Γ
λ(g)ϕν ](z) dv(z)
=
√
(λ+ ν − 1)!
(λ+ µ− 1)!µ!ν!
∫
(z∗)µ(s+ cz)ν(c+ sz)−(λ+ν) dv(z)
=
√
µ!ν!
(λ+ µ− 1)!(λ+ ν − 1)!
µ∑
n=0
(−1)n (λ+ ν + n− 1)!
(ν − µ+ n)!(µ− n)!n!
×(coshβ/2)µ−ν−λ−2n(sinhβ/2)ν−µ+2n , (106)
cf. expressions obtained by Dunne [27] and Ui [28].
Coherent state representations of the su(1, 1) Lie algebra have the known expressions
Γλ(J+) = λz + z
2 d
dz
, Γλ(J0) =
1
2
λ+ z
d
dz
, Γλ(J−) =
d
dz
. (107)
Acting on the orthonormal basis wave functions of eqn. (102), they give
Γλ(J0)Ψλν =
1
2 (λ+ 2ν)Ψλν
Γλ(J+)Ψλν =
√
(λ+ ν)(ν + 1) Ψλ,ν+1 , (108)
Γλ(J−)Ψλ,ν =
√
(λ+ ν − 1)ν Ψλ,ν−1 .
The inner product for Fλ is known to be given, for a holomorphic discrete series representation (for which λ is an
integer greater than 1), by
〈ψ|ϕ〉 = λ− 1
pi
∫
|z|<1
Ψ∗(z)Φ(z) (1− |z|2)λ−2 d2z , (109)
where Ψ = Sˆψ, Φ = Sˆϕ and the integral is over the interior of the unit disk [27]. When λ > 1, this inner product is
identical to that given for Fλ by eqn. (97). However, the latter is easier to evaluate. Moreover, unlike the integral
of eqn. (109), it is defined for all non-negative values of λ and gives results, not only for SU(1,1), but also for its
universal covering group.
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C. The semidirect product group [R6]SO(3)
Let G be the semidirect product [R6]SO(3) of an Abelian normal subgroup R6, isomorphic to the additive group
of real symmetric 3× 3 matrices, and the rotation group SO(3). Elements of [R6]SO(3) are pairs of group elements,
{(Q,Ω);Q ∈ R6,Ω ∈ SO(3)} with product
(Q,Ω) ◦ (Q′,Ω′) = (Q+ΩQ′Ω˜,ΩΩ′) , (110)
where Ω˜ = Ω−1 is the transpose of Ω. With Q expressed as a sum Q =
∑
ij Qijℑij , where {ℑij} is a basis of
real symmetric matrices, this group is interpreted as the dynamical group of a rotor for which the corresponding Lie
algebra is spanned by moments {ℑij} of an inertia tensor ℑ and components {Lk} of angular momentum (infinitesimal
generators of SO(3)).
Let T be a UIR of G on a Hilbert space H. The coherent-state construction of such an irrep mimics Mackey’s
induction [3]. The construction starts with a one-dimensional unitary irrep of the R6 subalgebra defined by a so-
called intrinsic inertia tensor ℑ¯ which assigns numerical values ℑ¯ij to the moments of inertia ℑij ; i.e.,
ℑ¯ : ℑij → ℑ¯ij = δijℑ¯i . (111)
A corresponding one-dimensional unitary irrep of the R6 group is then defined by
Q→ χℑ¯(Q) = eiTr(Qℑ¯) . (112)
Now let
D = {ω ∈ SO(3)|ωℑ¯ω˜ = ℑ¯} , (113)
with (ωℑ¯ω˜)ij =
∑
kl ωikℑ¯klωjl, denote the isotropy subgroup of rotations that leave the intrinsic moments of inertia
invariant. To be specific, we take the intrinsic moments of inertia (ℑ¯1, ℑ¯2, ℑ¯3) to be positive and distinct. Then D is
the discrete group D2 comprising the four rotations (parameterized in terms of Euler angles):
ω1 ∼ (0, 0, 0) , ω2 ∼ (0, pi, 0) , ω3 ∼ (pi, 0, 0) , ω4 = ω3ω2 ∼ (pi, pi, 0) . (114)
This group has four irreps, all of which are one-dimensional. Thus, an irrep ρℑ¯,ε of [R
6]D2 is defined by
(Q,ωi)→ ρℑ¯,ε(Q,ωi) = χℑ¯(Q) ε(ωi) , i = 1, . . . , 4, (115)
with ε(ω1) = 1, ε(ω2) = ±1, ε(ω3) = ±1 and ε(ω4) = ε(ω2)ε(ω3).
Let 〈ℑ¯, ε| be a functional on a suitably defined dense subspace HD of H which picks out a particular irrep of the
subgroup [R6]D2 ⊂ [R6]SO(3) in the sense that
〈ℑ¯, ε|T (Q,ω)|ψ〉 = χℑ¯(Q)ε(ω)〈ℑ¯, ε|ψ〉 , ∀|ψ〉 ∈ HD , ∀ω ∈ D2 . (116)
A suitable dense subspace HD is the SO(3)-invariant space of K-finite vectors in H comprising all states that are
finite linear combinations of vectors from a multiplicity of SO(3) irreps. A coherent state wave function Ψ for a vector
|ψ〉 ∈ HD is then defined by
Ψ(Ω) = 〈ℑ¯, ε|Rˆ(Ω)|ψ〉 . (117)
The space of such wave functions, FHD , carries a representation of [R6]SO(3) defined by
[Γ(Q,Ω)Ψ](Ω′) = 〈ℑ¯, ε|T (Ω′QΩ˜′,Ω′Ω)|ψ〉 = χℑ¯(Ω′QΩ˜′)Ψ(Ω′Ω) . (118)
The action of Γ defined by eqn. (118) is unitary on L2(SO(3)). Thus, we infer from eqn. (116) that the coherent state
representation is realized on an irreducible subspace of L2(SO(3)) that satisfies the constraint
Ψ(ωΩ) = ε(ω)Ψ(Ω), ∀ω ∈ D2 . (119)
To construct the triplet, we start with an orthonormal basis for the space F = L2(SO(3)) given by functions
ϕKLM =
√
2L+ 1
8pi2
DLKM , (120)
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where DLKM is an SO(3) Wigner function. Consider the map F∗ → H∗D which sends
ϕ∗KLM 7→ 〈KLM | =
√
2L+ 1
8pi2
∫
dΩ DLKM (Ω)∗〈ℑ¯, ε|R(Ω) . (121)
As a functional on HD, 〈KLM | is non-zero on the finite-dimensional subspace consisting of copies of the SO(3) irrep
with angular momentum L, but it is zero on the orthogonal complement of this space. In particular, it can be regarded
as a linear functional on a finite-dimensional space, so it must actually be given by a vector in that space. The inner
products of such vectors in H are then expressed
〈K ′L′M ′|KLM〉 = δL′LδM ′M 2L+ 1
8pi2
∫ ∫
DLK′M (Ω′)∗ 〈ℑ¯, ε|Rˆ(Ω′Ω−1)|ℑ¯, ε〉DLKM (Ω) dΩdΩ′
= δL′LδM ′M
∫
DLK′K(Ω)∗ 〈ℑ¯, ε|Rˆ(Ω)|ℑ¯, ε〉dΩ . (122)
Thus, we obtain a densely–defined sequence of maps FD → HD → FHD in which ϕKLM 7→ |KLM〉 7→ ΦKLM , where
the coherent state wave function ΦKLM for the state |KLM〉 is given by
ΦKLM (Ω) = 〈ℑ¯, ε|Rˆ(Ω)|KLM〉 =
∫
S(ΩΩ˜′)ϕKLM (Ω′) dΩ′ (123)
and S is the functional on F given by
S(Ω) = 〈ℑ¯, ε|Rˆ(Ω)|ℑ¯, ε〉 . (124)
Thus, the inner product for H is expressed in terms of the {|KLM〉} basis
〈K ′L′M ′|KLM〉 =
∫
ϕ∗K′L′M ′ (Ω)ΦKLM (Ω) dΩ . (125)
Clearly the functions ϕKLM and ΦKLM are dual representations of the state vector |KLM〉 relative to the measure
dΩ.
The norm of the functional 〈ℑ¯, ε|, and hence of S, is arbitrary. The essential requirement is that the coherent state
functions {ΦKLM} obtained from all basis functions {ϕKLM} of F should satisfy the constraint condition of eqn.
(119). Thus, S must satisfy the equation
S(ωΩ) = ε(ω)S(Ω) , ∀ω ∈ D2 . (126)
From its definition, eqn. (124), S also satisfies the equation
(Ωℑ¯Ω˜)S(Ω) = ℑ¯ S(Ω) , ∀Ω ∈ SO(3) . (127)
Thus, to within an arbitrary norm factor, it has the unique solution
S(Ω) = 1
4
∑
ω∈D2
ε(ω)δ(Ω, ω) . (128)
With this normalization,
ΦKLM (Ω) =
√
2L+ 1
8pi2
∫
dΩ′ S(ΩΩ˜′)DLKM (Ω′)
=
√
2L+ 1
8pi2
(1 + (−1)Kε3)
4
(
DLKM (Ω) + (−1)L+Kε2DL−K,M (Ω)
)
, (129)
where ε2 = ε(ω2) and ε3 = ε(ω3).
It is seen that the states {|KLM〉} are not all linearly independent. In particular, the wave functions ΦKLM with
(−1)Kε(ω3) = −1 vanish as do those with K = 0 and (−1)Lε2 = −1. Moreover, the wave functions Φ±KLM differ by
only a phase factor. Thus, it is appropriate to restrict to labels KLM with K ≥ 0 and non-vanishing wave functions
ΦKLM . The subspace of F spanned by the corresponding restricted basis functions {ϕKLM} is then isomorphic, as a
vector space, to the space obtained by factoring out the kernel of the map F → H.
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With |KLM〉 restricted in this way, the overlaps are given by
〈K ′L′M ′|KLM〉 =
∫
ϕ∗K′L′M ′(Ω)ΦKLM (Ω) dΩ
= 12 (1 + δK,0)δL′L δM ′MδK′K . (130)
The triplet of Hilbert spaces FH ∼ H ∼ FH is then defined with orthornormal bases given, respectively, by{
ψKLM =
√
2L+ 1
4pi2(1 + δK,0)
DLKM ;K ≥ 0
}
,
{√
2
(1 + δK,0)
|KLM〉 ;K ≥ 0
}
,
{
ΨKLM =
√
2L+ 1
16pi2(1 + δK,0)
[DLKM + ε2(−1)L+KDL−K,M] ;K ≥ 0
}
, (131)
with K restricted to even or odd integer values according as ε3 = ±1 and with L restricted to even or odd integer
values when K = 0 according as ε2 = ±1.
These wave functions satisfy the orthogonality relations∫
ψ∗KLM (Ω)ΨK′L′M ′ dΩ = δLL′δKK′δMM ′ . (132)
In addition, with the chosen norm for S(Ω), the coherent state wave functions on their own also satisfy∫
Ψ∗KLM (Ω)ΨK′L′M ′ dΩ = δLL′δKK′δMM ′ . (133)
This is a special case that arises because the appropriate volume element for the Hilbert space of coherent-state wave
functions for the rotor group happens to be the SO(3)-invariant volume. A similar result occurs for the Heisenberg-
Weyl group with the Bargmann measure. It is nevertheless useful to see this special case in the context of the general
construction which can be applied when the end results are less easily anticipated. The following derivation of SU(3)
irreps in an SO(3) basis is an example for which the construction is used with considerable advantage.
D. SU(3) ⊃ SO(3)
Let |λµ〉 denote a highest weight state for an SU(3) irrep T (λµ) of highest weight (λ, µ) with respect to the diagonal
Cartan subgroup. It is known that the Hilbert space H(λµ) for such an irrep is spanned by the set of states generated
by rotating the state |λµ〉 with the elements of the subgroup SO(3) ⊂ SU(3) [29]. Thus, we may take N to be SO(3)
and consider the coherent state representation in which a vector |ψ〉 ∈ H(λµ) is represented by a wave function over
SO(3) with values
Ψ(Ω) = 〈λµ|Rˆ(Ω)|ψ〉 , Ω ∈ SO(3) , (134)
where Rˆ is the restriction of T (λµ) to the SO(3) ⊂ SU(3) subgroup.
Let F = L2(SO(3)) be the square integrable functions on SO(3) relative to its invariant measure dΩ. The map
F → H(λµ) is then
ϕ→ |ϕ〉 =
∫
Rˆ(Ω−1)|λµ〉ϕ(Ω) dΩ (135)
and the space F(λµ) isomorphic to H(λµ) is defined by the inner product
(ψ, ϕ) = 〈ψ|ϕ〉 =
∫∫
ψ∗(Ω′)S(Ω′Ω˜)ϕ(Ω) dΩ′ dΩ , (136)
where
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S(Ω) = 〈λµ|Rˆ(Ω)|λµ〉 . (137)
The overlap kernel S is easily evaluated by considering a realization of the SU(3) irrep in a Bargmann space [11] in
which the highest weight state |λµ〉 is represented by the wave function φλµ with values
φλµ(r, r
′) ∝ zλY µ , (138)
where z is a component of a complex vector r ≡ (x, y, z) and Y is a component of r× r′ ≡ (X,Y, Z). Thus, with
[Rˆ(Ω)φλµ](r, r
′) = φλµ(rΩ, r
′Ω) , (139)
and Ω ≡ (α, β, γ) parameterized by Euler angles, S is given by [30]
S(Ω) = 〈λµ|Rˆ(Ω)|λµ〉 = (cosβ)λ(cosα cos γ − sinα cosβ sin γ)µ . (140)
From the Bargmann representation, it is also apparent that the state |λµ〉 spans a one–dimensional representation
of the D2 subgroup of SO(3) in which, in the notations of eqn. (114),
Rˆ(ω)|λµ〉 = ε(ω)|λµ〉 , ω ∈ D2 , (141)
with
ε(ω2) = (−1)λ , ε(ω3) = (−1)µ . (142)
Thus, the SU(3) coherent state wave functions satisfy the symmetry property
Ψ(ωΩ) = ε(ω)Ψ(Ω) , ω ∈ D2 . (143)
According to the Peter-Weyl theorem [31], a basis for F = L2(SO(3)) is given by the functions
ϕKLM =
√
2L+ 1
8pi2
DLKM , (144)
where DLKM is an SO(3) Wigner (matrix coefficient) function. These functions satisfy∫
ϕ∗KLM (Ω)ϕK′L′M ′(Ω) dΩ = δLL′δKK′δMM ′ . (145)
The map F → H(λµ) then gives
ϕKLM → |KLM〉 =
√
2L+ 1
8pi2
∫
Rˆ(Ω−1)|λµ〉DLKM (Ω) dΩ . (146)
A maximal linearly-independent subset of the states {|KLM〉} comprises a so-called Elliott basis for H(λµ). From
Eq. (136), the overlaps of Elliott states are given by
〈K ′L′M ′|KLM〉 = δL′LδM ′M 2L+ 1
8pi2
∫∫
DLK′M (Ω′)∗ S(Ω′Ω˜)DLKM (Ω) dΩ′ dΩ
= δL′LδM ′M
∫
DLK′K(Ω)∗ S(Ω) dΩ . (147)
Let SL be the SO(3)-invariant matrix of overlaps with elements
SLK′K = 〈K ′LM |KLM〉 =
∫
DLK′K(Ω)∗ S(Ω) dΩ . (148)
From the symmetry property (143), it follows that
SLK′K = (−1)µ+K
′SLK′K = (−1)µ+KSLK′K = (−1)λ+L+K
′SL−K′,K = (−1)λ+L+KSLK′,−K . (149)
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Thus, SLK′K is zero unless (−1)K
′
= (−1)K = (−1)µ and, for K or K ′ = 0, unless (−1)λ+L = 1. Then, with {|KLM〉}
restricted to a maximal linearly-independent set of states with non–zero norms, the matrix SL is Hermitian positive
definite and can be expressed as a product SL = K(L)K†(L); i.e.,
SLK′K =
∑
γ
KK′γ(L)K∗Kγ(L) . (150)
Now, if we define K¯(L) to be the inverse of the matrix K†(L), so that∑
K≥0
K∗Kβ(L)K¯Kα(L) = δαβ , (151)
then the transformed basis states
|αLM〉 =
∑
K
|KLM〉K¯Kα(L) , (152)
satisfy
〈βL′M ′|αLM〉 = δLL′δMM ′
∑
K′Kγ
K¯∗K′β(L)KK′γ(L)K∗Kγ(L)K¯Kα(L) = δLL′δMM ′δβα (153)
and form an orthonormal basis.
Coherent state wave functions corresponding to the non–orthonormal {|KLM〉} states are given by
ΦKLM (Ω
′) = [SˆϕKLM ](Ω′) =
∫
S(Ω′Ω˜)ϕKLM (Ω) dΩ . (154)
Therefore, the coefficients in the expansion
ΦKLM (Ω) =
∑
K′
aK′(KL)DLK′M (Ω) , (155)
are given by
aK′(KL) =
2L+ 1
8pi2
∫
DLK′M (Ω)∗ ΦKLM (Ω) dΩ =
√
2L+ 1
8pi2
∫
DLK′K(Ω)∗S(Ω) dΩ . (156)
It follows that
aK′(KL) =
√
2L+ 1
8pi2
SLK′K ,
a−K′(KL) = (−1)λ+L+K′aK′(KL) ,
(157)
and
ΦKLM (Ω) =
∑
K′≥0
√
2L+ 1
8pi2
[
DLK′M (Ω) + (−1)λ+L+K
′DL−K′M (Ω)
] 1
1 + δK′0
SLK′K . (158)
Because of the symmetries of the S matrix, given by eqn. (149), these wave functions vanish unless (−1)µ+K = 1 and,
for K = 0, unless (−1)λ+L = 1. Furthermore, the wave functions Φ±KLM differ by only a phase factor. Thus, with L
and K restricted to a subset of values such that the matrices SL are positive definite (so that no linear combinations
of the wave functions ΦKLM vanish), an orthornormal basis for Fλµ is given by wave functions
ψKLM (Ω) =
∑
K≥0
K¯Kα(L)ϕKLM (Ω) =
√
2L+ 1
8pi2
∑
K≥0
K¯Kα(L)DLKM (Ω) (159)
and a corresponding orthonormal basis of coherent state wave functions is given by
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ΨαLM(Ω) =
∑
K≥0
K¯Kα(L)ΦKLM (Ω)
=
∑
K≥0
√
2L+ 1
8pi2
KKα(L)
1 + δK0
[DLKM (Ω) + (−1)λ+L+KDL−KM (Ω)] . (160)
These expressions are in agreement with known results [33,25]. An explicit expressions for the overlap kernel SLK′K is
given in ref. [25].
For a multiplicity-free representation, the K matrices reduce to simple numbers. For example, for an irrep of highest
weight (λ, µ = 0),
|K(L)|2 = 〈LM |LM〉 = 4pi2
∫ pi
0
dL00(β) (cos β)
λ sinβ dβ . (161)
The identity ∫ pi
0
dL00(β) (cos β)
λ sinβ dβ =
∫ 1
0
PL(x)x
λ dx =
λ!
(λ− L)!!(λ+ L+ 1)!! (162)
inferrred from Eq. 8.14.15 of Abramowitz and Stegun [32], then gives
|K(L)|2 = 4pi2 λ!
(λ− L)!!(λ+ L+ 1)!! [1 + (−1)
λ+L] . (163)
The corresponding ratios ∣∣∣∣ K(L)K(L− 2)
∣∣∣∣
2
=
λ− L+ 2
λ+ L+ 1
(164)
agree with those derived previously [33] by requiring the representation to be unitary.
The coherent state representation of the su(3) Lie algbra is relatively simple and given explicitly in ref. [33]. The
action of a group element g ∈ SU(3) on a coherent state wave function Ψ, defined by
[Γ(g)Ψ](Ω) = 〈λµ|T λµ(Ωg)|ψ〉 , Ω ∈ SO(3) ⊂ SU(3) , (165)
is more complicated. It can be obtained from the generalized Iwasawa factorization for which
g = Z(g)ω(g) , (166)
where Z(g) is a lower triangular matrix of the form
Z(g) =
(
z11(g) 0 0
z21(g) z22(g) 0
z31(g) z32(g) z33(g)
)
(167)
and ω(g) ∈ SO(3,C) is a complex orthogonal matrix. It follows that
[Γ(g)Ψ](Ω) = (z11(Ωg))
λ+µ (z22(Ωg))
µΨ(ω(Ωg)) , (168)
where
z211(g) =
∑
i
g21i ,
z211(g)z
2
22(g) =
∑
i
g21i
∑
j
g22j −
∑
i
(g1ig2i)
2 . (169)
The above techniques for constructing orthornormal bases were used effectively in ref. [25] for computing SU(3)
Clebsch–Gordan in an SO(3)–coupled basis.
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IV. SCALAR COHERENT-STATE REPRESENTATIONS OF SEMISIMPLE LIE GROUPS
There are four classes of scalar holomorphic discrete series representations of semisimple Lie groups all of which
are expressible as coherent state representations over classical domains. They are constructed when a coherent-state
representation of a semisimple Lie group G is induced from a one-dimensional irrep ρ of a subgroup K ⊂ G for which
G/K is a Hermitian symmetric space. These spaces have been studied in depth by Helgason [36]. The classical
domains which we discuss here were identified by Cartan [34]. The associated coherent state representations have
been summarized by Hua [35] and Perelomov [13].
Hermitian symmetric spaces [36] are easily identified at the Lie algebra level. If G is semisimple and H is a reductive
subgroup of G, then G/H is a Hermitian symmetric space if the complex extension gc of the Lie algebra of G has
decomposition
gc = hc + n+ + n− , (170)
such that gc and hc have a Cartan subalgebra in common, n± are Abelian, and
[C,A] ∈ n+ , [C,B] ∈ n− , [A,B] ∈ hc , (171)
for all A ∈ n+, B ∈ n−, and C ∈ hc. There are then holomorphic representations of G with highest weight states
which carry one-dimensional irreps of H . These representations have simple expressions as scalar coherent state
representations.
A. SU(p + q) and SU(p, q)
The Lie algebras of SU(p + q) and SU(p, q) have a common complex extension su(n)c ∼ An−1 = sl(n,C) with
n = p+ q. The latter is spanned by traceless linear combinations of the matrices {Cαβ}, where Cαβ is an n×n matrix
with entries (Cαβ)ij = δαiδβj.
Let T σ denote an irrep of An−1, with T
σ(Cαβ) = Cˆαβ , on a Hilbert space H
σ having highest weight state |0〉 and
highest weight (σ . . . σ; 0 . . . 0) defined by
Cˆiν |0〉 = Cˆij |0〉 = Cˆµν |0〉 = 0 ,
Cˆii|0〉 = σ|0〉 , Cˆνν |0〉 = 0 ,
i < j < µ < ν , (172)
where i and j run over the range 1, . . . , p and µ and ν run over the range p+1, . . . , n = p+ q. If λ is a positive integer
then, when σ = +λ, this irrep integrates to a unitary irrep of SU(p + q); it integrates to a unitary irrep of SU(p, q)
when σ = −λ. In both cases, the subgroup of elements that leave the highest weight state |0〉 invariant (to within a
phase factor) is the subgroup of U(p)×U(q) matrices
S[U(p)×U(q)] =
{(
a 0
0 b
) ∣∣∣ a ∈ U(p) , b ∈ U(q) , det b = [det a]−1}. (173)
It follows that the highest weight state |0〉 is a single basis vector for the one-dimensional irrep ρσ of S[U(p) ×U(q)]
for which
ρσ
(
a 0
0 b
)
= [det a]σ . (174)
Let HD ⊆ Hσ be the space of “K-finite vectors”, that is, the vectors obtained by applying polynomials in the
lowering operators to the state |0〉. For G = SU(p+ q), where Hσ is finite-dimensional, this will be all of Hσ, but for
G = SU(p, q), it is a dense subspace.
Gauss factorization of almost any SL(p+ q,C) matrix gives
g =
(
a b
c d
)
=
(
Ip 0
x Iq
)(
a 0
0 d− cz
)(
Ip z
0 Iq
)
(175)
with z = a−1b, x = ca−1, and with Ip the p × p identity matrix. It follows that, for an irrep T σ of G = SU(p + q)
or G = SU(p, q) with highest weight state |0〉 and highest weight (σ . . . σ; 0 . . . 0), the coherent state wave functions
satisfy
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〈0|T σ(g)|ψ〉 = [det a]σ〈0|ezˆ|ψ〉 , g =
(
a b
c d
)
∈ G , (176)
where zˆ =
∑
iν ziνCˆiν , for any |ψ〉 ∈ HD. Accordingly, a suitable choice of N ⊂ SU(p+ q)c is the subgroup of upper
triangular matrices
N =
{(
Ip z
0 Iq
)
; z ∈ Cp×q
}
. (177)
A coherent state wave function Ψ for a state |ψ〉 ∈ HD is then defined by
Ψ(z) = 〈0|ezˆ|ψ〉 (178)
and is seen to be a polynomial in the matrix coefficients of z.
The coherent state action Γ(g) of a matrix
g =
(
a b
c d
)
∈ G , (179)
defined for ψ ∈ HD by
[Γ(g)Ψ](z) = 〈0|ezˆT σ(g)|ψ〉 , (180)
is determined by the generalized Gauss factorization of the product(
Ip z
0 Iq
)(
a b
c d
)
=
(
Ip 0
x Iq
)(
α 0
0 β
)(
Ip y
0 Iq
)
, (181)
with
α = a+ zc , y = (a+ zc)−1(b+ zd) . (182)
This gives
〈0|ezˆT (g)|ψ〉 = [detα]σ〈0|eyˆ|ψ〉 (183)
and
[Γ(g)Ψ](z) = [det(a+ zc)]σΨ((a+ zc)−1(b + zd)) . (184)
The space FH of coherent state wave functions is identified in the standard way. Let F be the Bargmann space of
entire analytic functions in the z variables, i.e., F is the space L2(Cp×q, dv), where dv is the Bargmann measure on
Cp×q. The map of eqn. (35)
F∗ → H∗D ; ϕ∗ 7→ 〈ϕ| =
∫
dv(z)ϕ∗(z)〈0|T σ(z) (185)
then takes a polynomial ϕ∗ ∈ F∗ to a vector 〈0|ϕ(Cˆ)† in H∗ ∼= H, where ϕ(Cˆ) is the operator obtained by replacing
every ziν in ϕ(z) by the corresponding operator Cˆiν . It follows that the dense subspace FD of polynomials in F maps
onto the dense subspace HD ⊂ H as required. Thus, the Hilbert space FH is a space of holomorphic functions with
inner product
〈ϕ|ψ〉 =
∫
ϕ∗(z)Sσ(z, x)ψ(x) dv(z) dv(x) , (186)
where Sσ(z, x) is the overlap kernel
Sσ(z, x) = 〈0|ezˆexˆ† |0〉 . (187)
Let {ψn} denote an orthonormal polynomial basis for FH. An orthonormal basis{|n〉} for H is then defined by the
map
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FD → HD ;ψn 7→ |n〉 (188)
and a corresponding orthonormal basis {Ψn} of coherent state wave functions for FH is defined by
Ψn(z) =
∫
Sσ(z, x)ψn(x) dv(x) . (189)
These bases for FH and FH are in duality relative to the inner product defined by dv, i.e.,
〈m|n〉 =
∫
ψ∗m(z)Ψn(z) dv(z) , (190)
and matrix elements of the representation are given by
〈m|T (g)|n〉 =
∫
ψ∗m(z)[Γ(g)Ψn](z) dv(z) . (191)
For a finite-dimensional irrep, the raising and lowering operators satisfy the Hermitian adjoint relationship
Cˆ†iν = Cˆνi . (192)
Therefore, the overlap kernel for a unitary irrep of SU(p+ q), derived as for SU(2), is given by
Sσ=λ(z, x) = 〈0|ezˆexˆ† |0〉 = [det(Ip + zx†)]λ . (193)
For an infinite-dimensional unitary representation of SU(p, q), for which Cˆ†iν = −Cˆνi, the overlap kernel is calculated
in a manner analogous to that used to find eqn. (92) for SU(1, 1); the result is given formally by
Sσ=−λ(z, x) = 〈0|ezˆexˆ† |0〉 = [det(Ip − zx†)]−λ . (194)
This expression does not converge for |zx†| ≥ 1. However, it is well–defined as a distribution over the polynomial
functions of FD with the understanding that Sˆ−λψ is defined by the integral
[Sˆ−λψ](z) =
∫
Taylor
(S−λ(z, x))ψ(x) dv(x) (195)
where Taylor
(S−λ(z, x)) is an expansion of S−λ(z, x) as a Taylor series in zx† and the integration is performed term
by term.
It is useful to note that, for both G = SU(p+ q) and G = SU(p, q), the above construction leads naturally to irreps
in bases that reduce the subgroup S[U(p)×U(q)] ⊂ G. First observe that the action on F of an element
h =
(
a 0
0 d
)
∈ S[U(p)×U(q)] , (196)
given by eq. (184), i.e.,
[Γ(h)ϕ](x) = [det a]σϕ(a†xd) , (197)
is unitary. This follows from the observation that the inner product for F , which is expressible in the form∫
ψ∗(x)ϕ(x) dv(x) =
[
ψ(∂/∂x)ϕ(x)
]
x=0
, (198)
satisfies the identity ∫
ψ∗(a†xd)ϕ(a†xd) dv(x) =
∫
ψ∗(x)ϕ(x) dv(x) , (199)
and is manifestly S[U(p)×U(q)] invariant. Thus, if {ϕκν} is an orthonormal S[U(p)×U(q)]–coupled basis for F , then
Sˆσ is diagonal and Sσ(z, x) is expressible
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Sσ(z, x) =
∑
κν
K2κ ϕκν(z)ϕ
∗
κν(x) , (200)
where
K2κ =
∫ ∫
ϕ∗κν(z)Sσ(z, x)ϕκν(x) dv(z) dv(x) , (201)
is independent of ν.
It is now relatively straightforward to construct an orthonormal S[U(p) × U(q)] basis for the Bargmann space F
and to map it to orthonormal bases for FH and FH. First observe that, in the coherent state representation, the U(p)
and U(q) operators are given, respectively, by
Γ(Cij) = σδij −
∑
ν
zjν∂iν , (202)
Γ(Cµν) =
∑
i
ziµ∂iν , (203)
where
∂iν =
∂
∂ziν
. (204)
To simplify the notation, relabel the z indices such that zp+1−i,p+ν becomes ziν . The variables {ziν} are then
ordered by their weights with ziµ being of higher weight than zjν if i < j or if i = j and µ < ν. The space F is now
seen to be a direct sum of irreducible S[U(p) × U(q)] subspaces spanned by homogeneous polynomials in the {ziν}
variables. Consider the polynomial
ϕκκ(z) = Nκ Z
κ1−κ2
1 (z)Z
κ2−κ3
2 (z) · · ·Zκmm (z) , (205)
indexed by a sequence κ = (κ1, κ2, . . . , κm) of m positive integers, satisfying the inequalities
κ1 ≥ κ2 ≥ · · · ≥ κm ≥ 0 , m ≤ min(p, q) , (206)
with (Z1(z), Z3(z), Z3(z), . . .) the sequence of determinants
Z1(z) = z11 , Z2(z) =
∣∣∣∣ z11 z12z21 z22
∣∣∣∣ , Z3(z) =
∣∣∣∣∣
z11 z12 z13
z21 z22 z23
z31 z32 z33
∣∣∣∣∣ , . . . ; (207)
Nκ is a normalization factor. The polynomial ϕκκ(z) is seen from eqns. (202) and (203) to be of U(p)⊗U(q) weight
(σ, . . . , σ − κm, . . . σ − κ1)⊗ (κ1, . . . , κm, . . . , 0) . (208)
Thus, it is the highest weight polynomial of an irreducible S[U(p) × U(q)] invariant subspace Fκ of F . Let {ϕκτ}
denote an orthonormal basis for Fκ.
The norm factor Nκ is determined by the requirement that∫
ϕ∗κκ(z)ϕκκ(z) dv(z) = [ϕ
∗
κκ(∇)ϕκκ(z)]z=0 = 1 , (209)
where
ϕ∗κκ(∇) = N∗κ ∇κ1−κ21 ∇κ2−κ32 · · · ∇κmm (210)
with
∇1 = ∂11 , ∇2 =
∣∣∣∣ ∂11 ∂12∂21 ∂22
∣∣∣∣ , ∇3 =
∣∣∣∣∣
∂11 ∂12 ∂13
∂21 ∂22 ∂23
∂31 ∂32 ∂33
∣∣∣∣∣ , . . . . (211)
The overlap integral (209) is evaluated by use of the Capelli identity [37]
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∇nZn(z) =
∣∣∣∣∣∣∣∣∣
n+ z1 · ∂1 z1 · ∂2 z1 · ∂3 · · · · · · z1 · ∂n
z2 · ∂1 n− 1 + z2 · ∂2 z2 · ∂3 · · · · · · z2 · ∂n
· · · · · · · · · · · · · · · · · ·
· · · · · · · · · · · · · · · · · ·
zn · ∂1 +zn · ∂2 zn · ∂3 · · · · · · 1 + zn · ∂n
∣∣∣∣∣∣∣∣∣
, (212)
where
zi · ∂j =
∑
ν
ziν∂jν (213)
and it is understood that a determinant of non–commuting operators is ordered by columns, e.g.,∣∣∣∣A BC D
∣∣∣∣ = AD − CB . (214)
Thus, when acting on a highest weight polynomial ϕκκ for which κn 6= 0 but κn+1 = 0,
∇nZn(z)ϕκκ = (n+ κ1)(n− 1 + κ2) · · · (1 + κn)ϕκκ . (215)
By repeated use of this identity we obtain the expression for the norm factors
N2κ =
∏
i<j(κi − κj + j − i)∏m
i=1(κi +m− i)!
. (216)
It is interesting to note that this norm factor is related to the dimensionality of an irrep of SN labelled by a partition
κ of N =
∑
i κi as follows:
dimκ = N !N2κ . (217)
The overlap kernel for SU(p+ q), given by eqn. (193), is
Sλ(z, x) =
∣∣∣∣∣∣∣∣∣
1 + z1 · x∗1 z1 · x∗2 z1 · x∗3 · · · · · · z1 · x∗p
z2 · x∗1 1 + z2 · x∗2 z2 · x∗3 · · · · · · z2 · x∗p
· · · · · · · · · · · · · · · · · ·
· · · · · · · · · · · · · · · · · ·
zp · x∗1 +zp · x∗2 zp · x∗3 · · · · · · 1 + zp · x∗p
∣∣∣∣∣∣∣∣∣
λ
, (218)
where
zi · x∗j =
∑
ν
ziνx
∗
jν . (219)
Thus, Sλ is the λ power of a sum of diagonal minors of a determinant, i.e., determinants of submatrices obtained
by deleting some number of rows and corresponding columns. Moreover, since ϕκκ is a highest weight polynomial, it
follows that
∫
Sλ(z, x)ϕκκ dv(x) =
∫ (
1 +
min(p,q)∑
n=1
Λn(z, x)
)λ
ϕκκ(x) dv(x) (220)
where
Λn(z, x) =
∣∣∣∣∣
z1 · x∗1 z1 · x∗2 · · · z1 · x∗n
· · · · · · · · · · · ·
zn · x∗1 +zn · x∗2 · · · zn · x∗n
∣∣∣∣∣ = Zn(z)Z∗n(x) . (221)
We conclude that ∫
Sλ(z, x)ϕκκ dv(x) =
(
λ
(κ1 − κ2)(κ2 − κ3) . . . κp
)
N−2κ ϕκκ(z) , (222)
where
( )
is a multinomial coefficient, and that
23
Sλ(z, x) =
∑
κν
K2κ ϕκν(z)ϕ
∗
κν(x) . (223)
with
K2κ =
λ!
(λ − κ1)!(κ1 − κ2)!(κ2 − κ3)! . . . κp!N
−2
κ . (224)
For SU(p, q), instead of eqn. (220), we have∫
S−λ(z, x)ϕκκ(x) dv(x) =
(
1−
p∑
n=1
Λn(z, x)
)−λ
ϕκκ(z) . (225)
Thus, for SU(p, q), S−λ(z, x) is again of the form
S−λ(z, x) =
∑
κν
K2κ ϕκν(z)ϕ
∗
κν(x) , (226)
but now with
K2κ =
(λ+ κ1 − 1)!
(λ − κ1)!(κ1 − κ2)!(κ2 − κ3)! . . . κp!N
−2
κ . (227)
B. Sp(n, R) and Sp(n)
The compact symplectic group Sp(n) is isomorphic to the subgroup of unitary matrices in Sp(n,C); it is isomorphic
to
Sp(n) ∼= Sp(n,C) ∩U(2n) (228)
which means that an element of Sp(n) is a 2n× 2n matrix of the form
g =
(
α −β
β∗ α∗
)
(229)
with
αα† + ββ† = In , αβ˜ = βα˜ , (230)
where In is the n× n identity matrix and β˜ is the transpose of β. Similarly Sp(n,R) is given by the isomorphism
Sp(n,R) ∼= Sp(n,C) ∩U(n, n) (231)
and an element of Sp(n,R) is a 2n× 2n matrix of the form
g =
(
α β
β∗ α∗
)
(232)
with
αα† − ββ† = In , αβ˜ = βα˜ , (233)
The Lie algebras of the groups Sp(n,R) and Sp(n) have a common complex extension Cn. Let Eij denote the
matrix with entries (Eij)kl = δikδjl. Then the complex Lie algebra Cn is spanned by the matrices
Cij =
(
Eij 0
0 −Eji
)
, i, j = 1, . . . , n (234)
Aij = Aji =
(
0 −Eij − Eji
0 0
)
, i, j = 1, . . . , n, (235)
Bij = Bji =
(
0 0
Eij + Eji 0
)
, i, j = 1, . . . , n (236)
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which generate the group elements
g(x, y) = exp
∑
ij
[
xijCij + yijAij + y
∗
ijBij
] ∈ Sp(n) , (237)
g(x, y) = exp
∑
ij
[
xijCij + yijAij − y∗ijBij
] ∈ Sp(n,R) , (238)
with x skew Hermitian (i.e., xij = −x∗ji).
Let T denote an irrep of Cn with lowest weight in which the matrices Aij , Bij , and Cij are mapped to linear
operators Aˆij , Bˆij , and Cˆij on a Hilbert space H. We consider an irrep T defined by an integer σ for which the lowest
weight state satisfies
Bˆij |0〉 = 0 , Cˆij |0〉 = δij σ|0〉 . (239)
When σ < 0, T integrates to a unitary irrep of Sp(n) for which
Aˆ†ij = −Bˆij , Cˆ†ij = Cˆji . (240)
And when σ > 0, it integrates to a unitary irrep of Sp(n,R) for which
Aˆ†ij = Bˆij , Cˆ
†
ij = Cˆji . (241)
The special case σ = 0 is the trivial identity representation. Note that one also obtains irreps of Cn when σ is a
positive half-odd integer. These restrict to irreps of sp(n,R) that integrate to unitary irreps of the metaplectic double
cover of the group Sp(n,R). In all non-trivial cases, the subgroup of elements that leave the lowest-weight state
invariant is U(n).
As in the previous example, let HD be the space of K-finite vectors. Let D denote the vector space of complex
symmetric n× n matrices and let N be the group
N =
{(
In 0
z In
)
; z ∈ D
}
. (242)
An element of N is then represented by the operator zˆ = exp
[
1
2
∑
ij zijBˆij
]
on HD and a coherent state wave function
Ψ for a state |ψ〉 ∈ HD is defined by
Ψ(z) = 〈0|ezˆ|ψ〉 . (243)
Again, these coherent state wave functions are polynomials in the matrix coefficients of z.
The coherent state action Γ(g) of an Sp(n,R) or Sp(n) matrix
g =
(
α b
β∗ α∗
)
, b = ±β , (244)
defined by
[Γ(g)Ψ](z) = 〈0|ezˆT (g)|ψ〉 , (245)
is determined by the generalized Gauss (Harish-Chandra) factorization of the product(
I 0
z I
)(
α b
β∗ α∗
)
=
(
I x
0 I
)(
a 0
0 a˜−1
)(
I 0
y I
)
, z ∈ D , (246)
with
a = (α† + b˜z)−1 , x = b(α∗ + zb)−1 , y = (α∗ + zb)−1(β∗ + zα) . (247)
This gives
〈0|ezˆT (g)|ψ〉 = [det a]σ〈0|eyˆ|ψ〉 (248)
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and
[Γ(g)Ψ](z) = [det(α† + b˜z)]−σΨ((α∗ + zb)−1(β∗ + zα)) . (249)
For a unitary irrep of Sp(n), for which Bˆ†ij = −Aˆij , we derive the overlap kernel
Sσ=−λ(z, x†) = 〈0|ezˆexˆ† |0〉 = [det(In + zx†)]λ , (250)
where xˆ† = − 12
∑
ij x
∗
ijAˆij . The Hilbert space FH is then the space of holomorphic functions in the matrix coefficients
of z with inner product
〈ϕ|ψ〉 =
∫∫
ϕ∗(z) [det(In + zx
†)]λ ψ(x) dv(z) dv(x) , (251)
where the integral is over D, which can be identified with the n(n+1)/2-dimensional complex plane and the measure
dv is the corresponding Bargmann measure.
For a unitary representation of Sp(n,R), for which Bˆ†ij = Aˆij ,
Sσ=λ(z, x†) = 〈0|ezˆexˆ† |0〉 = [det(In − zx†)]−λ , (252)
when det(In − zx†) > 0, and FH is the Hilbert space of holomorphic functions obtained by completing the space of
polynomials with the inner product
〈ϕ|ψ〉 =
∫∫
ϕ∗(z)ψ(x)Taylor
(
[det(In − zx†)]−λ
)
dv(z) dv(x) , (253)
where the integral is again over the whole n(n + 1)/2-dimensional complex plane with the understanding that
Taylor
(
[det(In − zx†)]−λ
)
is an expansion of [det(In − zx†)]−λ as a Taylor series in zx† and the integration is
performed term by term.
In both cases if the map FH → H sends ϕ→ |ϕ〉 and the map H → FH sends |ψ〉 → Ψ, then the inner product of
the two states is the overlap
〈ϕ|ψ〉 =
∫
ϕ∗(z)Ψ(z) dv(z) . (254)
Thus, as usual, the spaces FH and FH are in duality with respect to the measure dv and matrix elements of the
representation are given by
〈ϕ|T (g)|ψ〉 =
∫
ϕ∗(z)[Γ(g)Ψ](z) dv(z) . (255)
An orthonormal U(n) basis {ϕκν} for the Bargmann space F can be constructed following the techniques given in
section IVA albeit using a generalization of the Capelli identity [38]. Similarly, by an expansion of the overlap kernels
as in eqn. (200), one can determine the renormalization factors {Kκ} which map this basis for F to orthonormal bases
{ψκν = K−1κ ϕκν} and {Ψκν = Kκϕκν} for FH and FH, respectively.
C. SO(2n) and SO*(2n)
The real orthogonal group SO(2n) is isomorphic to the subgroup of unitary matrices in the complex orthogonal
group SO(2n,C);
SO(2n) ∼= SO(2n,C) ∩U(2n) . (256)
Thus, if SO(2n,C) is realized as the group of matrices
SO(2n,C) = {M ∈ SL(2n,C) |MJM˜ = J} , (257)
where
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J =
(
0 In
In 0
)
, (258)
then an element g ∈ SO(2n) is a 2n× 2n matrix of the form
g =
(
α β
β∗ α∗
)
(259)
with
αα† + ββ† = In , αβ˜ + βα˜ = 0 . (260)
Similarly, SO*(2n) is given by the isomorphism
SO∗(2n) ∼= SO(2n,C) ∩U(n, n) (261)
and an element of SO*(2n) is a 2n× 2n matrix of the form
g =
(
α β
−β∗ α∗
)
(262)
with
αα† − ββ† = In , αβ˜ + βα˜ = 0 . (263)
The Lie algebras of the groups SO(2n) and SO*(2n) have common complex extension Dn. Let Eij denote the
matrix with entries (Eij)kl = δikδjl. Then the complex Lie algebra Dn is spanned by the matrices
Cij =
(
Eij 0
0 −Eji
)
, i, j = 1, . . . , n (264)
Aij =
(
0 Eij − Eji
0 0
)
= −Aji , i, j = 1, . . . , n, (265)
Bij =
(
0 0
Eij − Eji 0
)
= −Bji , i, j = 1, . . . , n, (266)
which generate the group elements
g(x, y) = exp
∑
ij
[
xijCij + yijAij + y
∗
ijBij
] ∈ SO(2n) , (267)
g(x, y) = exp
∑
ij
[
xijCij + yijAij − y∗ijBij
] ∈ SO∗(2n) , (268)
with x skew Hermitian (i.e., xij = −x∗ji).
Let T denote an irrep of Dn with lowest weight in which the matrices Aij , Bij , and Cij are mapped to linear
operators Aˆij , Bˆij , and Cˆij on a Hilbert space H. We consider an irrep T defined by an integer σ for which the lowest
weight state satisfies
Bˆij |0〉 = 0 ,
Cˆij |0〉 = δijσ|0〉 . (269)
For σ ≤ 0 this Dn irrep integrates to a unitary irrep of SO(2n) for which
Aˆ†ij = −Bˆij , Cˆ†ij = Cˆji . (270)
For σ > 0 it integrates to a unitary irrep of SO*(2n) and
Aˆ†ij = Bˆij , Cˆ
†
ij = Cˆji . (271)
The special case σ = 0 is the trivial identity representation. One also obtains spinor irreps when σ is a half-odd
integer. In all non-trivial cases, the subgroup of elements that leave the lowest-weight state invariant is U(n).
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Let HD be the subspace of K-finite vectors in H. Let D denote the vector space of complex symmetric n × n
matrices and let N be the group of lower triangular matrices
N =
{(
In 0
z In
)
; z ∈ D
}
. (272)
An element of N is then represented by the operator ezˆ with zˆ = 12
∑
ij zijBˆij on HD and a coherent state wave
function Ψ for a state |ψ〉 ∈ HD is defined by
Ψ(z) = 〈0|ezˆ|ψ〉 . (273)
Again, these coherent state wave functions are polynomials in the matrix coefficients of z.
The coherent state action Γ(g) of an SO(2n) or SO*(2n) matrix
g =
(
α β
b∗ α∗
)
, b = ±β , (274)
defined by
[Γ(g)Ψ](z) = 〈0|ezˆT (g)|ψ〉 , (275)
is determined by the generalized Gauss (Harish-Chandra) factorization of the product(
I 0
z I
)(
α β
b∗ α∗
)
=
(
I x
0 I
)(
a 0
0 a˜−1
)(
I 0
y I
)
, z ∈ D , (276)
with
x = β(α∗ + zβ)−1 , a = (α† − β˜z)−1 , y = (α∗ + zβ)−1(b∗ + zα) . (277)
This gives
〈0|ezˆT (g)|ψ〉 = [det a]σ〈0|eyˆ|ψ〉 (278)
and
[Γ(g)Ψ](z) = [det(α† − β˜z)]−σΨ((α∗ + zβ)−1(b∗ + zα)) . (279)
For a unitary irrep of SO(2n), the overlap kernel is
Sσ=−λ(z, x†) = 〈0|e
1
2
∑
zijBˆij e
−
1
2
∑
x∗ijAˆij |0〉 = [det(I + zx†)]λ (280)
and the inner product is defined by
〈ψ|ϕ〉 =
∫∫
ψ∗(z) [det(I + x†z)]λ ϕ(x) dv(z) dv(x) , (281)
where the integral is over D, which can be identified with the n(n−1)/2-dimensional complex plane, and the measure
dv is the corresponding Bargmann measure. For a unitary representation of SO*(2n),
Sσ=λ(z, x†) = 〈0|e
1
2
∑
zijBˆij e
1
2
∑
x∗ijAˆij |0〉 = [det(I − zx†)]−λ , (282)
when det(I − zx†) > 0, and the inner product is
〈ψ|ϕ〉 =
∫∫
ψ∗(z)Taylor
(
[det(I − x†z)]−λ
)
ϕ(x) dv(z) dv(x) , (283)
where the integral is again over the n(n−1)/2-dimensional complex plane with the understanding that Taylor ([det(In−
zx†)]−λ
)
is an expansion of [det(In− zx†)]−λ as a Taylor series in zx† and the integration is performed term by term.
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D. SO(p + 2) and SO(p, 2)
The groups SO(p+ 2) and SO(p, 2) are defined by
SO(p+ 2) =
{
M ∈ SL(p+ 2,R)
∣∣∣MJ+p+2M˜ = J+p+2} (284)
SO(p, 2) =
{
M ∈ SL(p+ 2,R)
∣∣∣MJ−p+2M˜ = J−p+2} , (285)
where
J±p+2 =
(±I2 0
0 Ip
)
; (286)
Ip and I2 are, respectively, the p× p and 2× 2 identity matrices.
Let
Lαβ = −i(Eαβ − Eβα) , α, β = 1, . . . , p+ 2, (287)
denote the infinitesimal generators (angular momenta) of SO(p+ 2); they satisfy the commutation relations
[Lαβ, Lγδ] = −i(δβγLαδ − δβδLαγ + δαδLβγ − δαγLβδ) . (288)
The common complex extension of the Lie algebras so(p+ 2) and so(p, 2) is then spanned by the matrices
L12 infinitesimal generator of SO(2),
Lαβ α, β = 3, . . . , p+ 2,
Aα = L1α + iL2α α = 3, . . . , p+ 2,
Bα = L1α − iL2α α = 3, . . . , p+ 2.
(289)
For example, L12 is the matrix of block form
L12 =
(
l12 0
0 0
)
, l12 =
(
0 −i
i 0
)
. (290)
Group elements are then expressed in terms of this basis by
g(ϕ, θ, x) = exp i
[
ϕL12 +
∑
αβ
θαβLαβ +
∑
α
(xαAα + x
∗
αBα)
]
∈ SO(p+ 2) , (291)
g(ϕ, θ, x) = exp i
[
ϕL12 +
∑
αβ
θαβLαβ +
∑
α
(xαAα − x∗αBα)
]
∈ SO(p, 2) , (292)
where ϕ is real, θαβ is real and antisymmetric, and xα is complex.
By Gauss factorization, an SO(p+ 2) or SO(p, 2) matrix g is expressed as a product
g = ez·A
(
a 0
0 d
)
ex
∗·B , (293)
with a ∈ SO(2,C) and d ∈ SO(p,C), where z = (z3, . . . , zp+2) and x∗ = (x∗3, . . . , x∗p+2) are p-component complex
vectors, and
z ·A =
∑
α
zαAα , x
∗ · B =
∑
α
x∗αBα . (294)
Therefore, as matrices,
z ·A =
(
0 ez
−z˜e˜ 0
)
, ez·A =
(
I2 − 12 (z · z)ee˜ ez−z˜e˜ Ip
)
, (295)
x∗ ·B =
(
0 −e∗x∗
x†e† 0
)
, ex
∗·B =
(
I2 − 12 (x∗ · x∗)e∗e† −e∗x∗
x†e† Ip
)
, (296)
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where z˜ denotes the transpose (column vector) of z, and e, e∗, e˜, and e† are the vectors
e =
(−i
1
)
, e∗ =
(
i
1
)
, e˜ = (−i, 1) , e† = (i, 1) . (297)
The matrix a is expressible as a function of a complex parameter φ in the form
a(φ) = eφL12 =
(
coshφ −i sinhφ
i sinhφ coshφ
)
. (298)
It has the useful property that
e†a(φ) = eφe† , a(φ)e = eφe . (299)
We now consider a representation T with highest weight state |0〉, which maps Lαβ → Lˆαβ, etc., and which, for
integer values of σ, satisfies the equations
Aˆα|0〉 = 0 , Lˆ12|0〉 = σ|0〉 , Lˆαβ |0〉 = 0 . (300)
For σ ≥ 0, this irrep is finite dimensional and integrates to a unitary irrep of SO(p+ 2) for which
Aˆ†α = Bˆα . (301)
For σ < 0, it is infinite dimensional and integrates to a unitary irrep of SO(p, 2) with
Aˆ†α = −Bˆα . (302)
The special case σ = 0 is the trivial identity representation. The highest weight state |0〉 is seen to span a 1-dimensional
irrep of the subgroup SO(2,C)× SO(p,C) with
T
(
a(φ) 0
0 d
)
|0〉 = eφLˆ12 |0〉 = eσφ|0〉 . (303)
A vector |ψ〉 in the space of K-finite vectors has holomorphic coherent state wave function
Ψ(z) = 〈0|ez·Aˆ|ψ〉 . (304)
The action of a group element on coherent state wave functions is obtained by considering the actions of each of the
factors in the Gauss factorization. One obtains immediately
[Γ(ez·A)Ψ](z′) = 〈0|ez′·Aˆez·Aˆ|ψ〉 = Ψ(z′ + z) . (305)
And, from the identity
ez·Aˆ
(
a(φ) 0
0 d
)
=
(
a(φ) 0
0 d
)
e(e
−φzd)·Aˆ , (306)
it follows that [
[Γ
(
a(φ) 0
0 d
)
Ψ
]
(z) = eσφΨ(e−φzd) . (307)
The action
[Γ(ex
∗·B)Ψ](z) = 〈0|ez·Aˆex∗·B|ψ〉 (308)
is determined by Gauss factorization of the product
ez·Aex
∗·B = eX
∗·B
(
a(φ) 0
0 d
)
eZ·A . (309)
This (p+ 2)× (p+ 2) matrix identity is equivalent to the four matrix equations
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[I2 − 12 (X∗ ·X∗)e∗e†]a[I2 − 12 (Z · Z)ee˜] + (X∗dZ˜)e∗e˜
= [I2 − 12 (z · z)ee˜][I2 − 12 (x∗ · x∗)e∗e†] + (z · x∗)ee† , (310)
eφeZ − eφ(X∗ ·X∗)e∗Z − e∗X∗d = ez − e∗x∗ + (z · z)ex∗ , (311)
eφX†e† − eφ(Z · Z)X†e˜− dZ˜e˜ = x†e† − z˜e˜+ (x∗ · x∗)z˜e† , (312)
2eφX†Z + d = Ip + 2z˜x
† . (313)
where we have used eqn. (299). The 2× 2 matrix equation (310) is equivalent to the four equations
eφ = 1 + (x∗ · x∗)(z · z) + 2(x∗ · z) , (314)
eφ(Z · Z) = z · z , (315)
eφ(X∗ ·X∗) = x∗ · x∗ , (316)
eφX∗dZ = x∗ · z , (317)
and the 2× p matrix eqn. (311) is equivalent to the two equations
eφZ + eφ(X∗ ·X∗)Z +X∗d = z + x∗ + (z · z)x∗ , (318)
eφZ − eφ(X∗ ·X∗)Z −X∗d = z − x∗ + (z · z)x∗ . (319)
Thus, we obtain
Z = e−φ[z + (z · z)x∗] . (320)
These results imply that
[Γ(ex
∗·B)Ψ](z) = eσφΨ(e−φ[z + (z · z)x∗]) (321)
with eφ given by eqn. (314).
Eqns. (305), (308), and (321) are all special cases of the general expression
[Γ(g)Ψ] (z) = eσφ(g)Ψ(zg) , (322)
where, for
g =
(
A B
C D
)
, (323)
eφ(g) = 12 (e
† − z · z e˜)Ae+ zCe , (324)
zg = e−φ
{
1
2 (e
† − z · z e˜)B + zD} . (325)
For σ = λ > 0 (unitary irrep of O(p+ 2)), the overlap integral
Sλ(z, x) = 〈0|ez·Aex∗·B|0〉 (326)
is determined, from eqns. (308) and (321), to be given by
Sλ(z, x) = [1 + (z · z)(x∗ · x∗) + 2z · x∗]λ . (327)
This expression is well-defined for all z and x∗ in the p-dimensional complex plane. For σ = −λ < 0 (unitary irrep of
O(p, 2)),
S−λ(z, x) = 〈0|ez·Ae−x∗·B|0〉
= [1 + (z · z)(x∗ · x∗)− 2z · x∗]−λ (328)
for all z and x∗ in the domain
D =
{
z ∈ Cp
∣∣ 1 + |z · z|2 − 2z∗ · z > 0} . (329)
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Because S−λ(z, x) is holomorphic in the components of z and x†, it is now defined by eqn. (328) for all z and x by
the Taylor series expansion
S−λ(z, x) = Taylor[1 + (z · z)(x∗ · x∗)− 2z · x∗]−λ , (330)
as in (87) for SU(1, 1). The integral expression given below for the inner product then makes sense for all polynomials;
for any polynomials ψ, ϕ, only finitely many terms in the series make non-zero contributions.
In both cases, the inner products are given by
〈ψ|ϕ〉 =
∫∫
ψ∗(z)Sσ(z, x)ϕ(x) dv(z) dv(x) , (331)
where the integrals are with respect to the Bargmann measure over the whole p-dimensional complex plane.
V. CONCLUDING REMARKS
The above examples show that the coherent state method is very versatile and gives all the standard irreps induced
from one-dimensional subgroups. Moreover, it does so in a way that considerably simplifies the evaluation of inner
products. Such simplification is invaluable in practical applications of the inducing construction, e.g., to problems
in physics. For example, the analysis of section IVC has recently been used effectively for the calculation of SU(3)
Clebsch-Gordan coefficients in an SO(3) basis [25]; coefficients that are used widely, for example, in nuclear physics.
The above techniques become even more powerful and much more general in their extension to the vector coherent
state induction of irreps from multi-dimensional irreps of a subgroup. Applications of the triplets method to VCS
representations will be given in a sequel to the present paper.
APPENDIX A: INNER PRODUCTS FOR STANDARD HOLOMORPHIC REPRESENTATIONS
Let T be an irrep of SU(2) on a Hilbert space H with highest weight state |0〉. The standard method of finding the
inner product of coherent state wave functions for this representation [13] makes use of the resolution of the identity
Iˆ =
∫
G0
T †(g)|0〉〈0|T (g) dµ(g) , (A1)
where dµ is a right-invariant measure for the group G. Substituting the Gauss factorization for an SU(2) matrix(
a −b∗
b a∗
)
=
(
1 0
b/a 1
)(
a 0
0 1/a
)(
1 −b∗/a
0 1
)
= e
b
a
J−a2J0e
−b∗
a
J+ , (A2)
and setting z = −b∗/a with the constraint |a|2 = (1 + |z|2)−1, we then have
Iˆ =
∫
T †(z)|0〉〈0|T (z) (1 + |z|2)−2j dσ(z) , (A3)
where dσ(z) is the (suitably normalized) right G-invariant measure for N = {ezJ+; z ∈ C}. Taking matrix elements
between states of H gives the inner product
〈ψ|ϕ〉 =
∫
Ψ∗(z)Φ(z)(1 + |z|2)−2j dσ(z) , (A4)
in terms of coherent state wave functions. The SU(2)-invariant measure dσ for N is determined by considering the
right translations of N by SU(2). The appropriate SU(2): N → N ; z 7→ z · g action is obtained by observing that(
1 z
0 1
)(
a −b∗
b a∗
)
=
(
1 0
b
bz+a 1
)(
bz + a 0
0 1
bz+a
)(
1 a
∗z−b∗
bz+a
0 1
)
(A5)
which implies that
z · g = a
∗z − b∗
bz + a
. (A6)
32
By computing the Jacobian of the z → z · g transformation, one determines the invariant volume element
dσ(z) ∝ (1 + |z|2)−2dxdy (A7)
with z = x+ iy; the factor (1+ |z|2)−2 which gives an SU(2)-invariant volume in terms of the corresponding Euclidean
volume is known as a Bergman kernel [35]. Finally, the normalization constant is fixed by requiring the coherent-state
wave function for the highest weight state to be normalized to unity. Thus, one obtains the inner product
〈ψ|ϕ〉 = 2j + 1
pi
∫∫
Ψ∗(z)Φ(z)
(1 + |z|2)2j+2 dxdy . (A8)
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