(VoIP), internet radio, video streaming, teleconferencing, interactive games, television over the Internet, and much more. Out of all these applications, the data-orientated applications such as email, file transfer, web text/image browsing, are not sensitive to the time delay. However, the new multimedia networking applications, such as multimedia www websites, VoIP telephony, teleconferencing, interactive games, are highly sensitive to time delay and delay variation. There even exist some real-time online application scenarios, for example, online stock trading, large-scale distributed real-time games, realtime online auctions, etc. For these applications, the network is required not only to provide the communication but also to guarantee each user receives appropriate share of the resource as his/her competitors. Therefore, the fairness of the resource distribution is needed to provide necessary service quality to the applications. Monitoring the fairness of network resource distribution is one of the important issues of computer network management. The purpose of this research is to develop a statistical analysis method to monitor the fairness of network resource distribution.
Introduction to Statistical Process Control
Generally speaking, statistical process control (SPC) involves applying statistical methods to the monitoring of a process to keep the process under control as designed and intended through measuring, analyzing and reducing the process variability [2] [3] [4] . A typical tool in SPC is the control chart. A control chart is a graphical plot of a quality characteristic that has been measured or computed from a sample versus the sample number or time. A quality characteristic that can be measured in numerical scale is called a variable. The corresponding control chart is called a variable control chart. If the quality characteristic cannot be expressed as a numerical data but can only be classified as conforming or nonconforming, the control chart is called attribute control chart.
A typical control chart, as displayed in Figure 1 , has a center line that represents the average value of the quality characteristic and two other lines, which are called upper control limit and lower control limit. The comparison between the quality characteristic and the control limits detects any unusual variation and, therefore, determines whether or not the process is under control. As long as the points plot randomly within the control limits, the process is said to be under control, and no action is required. Otherwise, the process is interpreted as out-of-control. Investigation and corrective action are required to find the causes responsible for this behavior.
It should be mentioned that the quality characteristics do not have to be controlled by both control limits. For example, the fairness of network resource distribution should be monitored so that the distribution is fair enough. In other words, actions are needed only when the distribution is significantly unfair. Nobody needs to worry about the case that the distribution is too fair. Therefore, only one-sided control is needed for this case.
Figure 1 An example of control chart
The control chart, in some sense, tests the hypothesis that the process is under the statistical control, repeatedly at different points in time. The quality characteristic plays a role as the test statistic. Setting up control limits is equivalent to setting up critical regions. Thus, under-control is equivalent to failing to reject the hypothesis; and out-ofcontrol is equivalent to rejecting the hypothesis.
The choice of control limits is critical in designing the control chart. By moving the control limits farther from the center line, the risk of type I error decreases and the risk of type II error increases. Type I error is the error of diagnosing the process as outof-control while the process is actually under control. Type II error is the error of failing to diagnose the process out-of-control while the process is, in fact, out-of-control.
However, moving the control limits closer to the center line will have the opposite effect. 
Challenge of this Research
To use SPC to monitor the fairness of network resource distribution, an appropriate quality characteristic is needed to evaluate the fairness of the network resource distribution. The control limits need to be computed appropriately. The selected quality characteristic must have some desirable properties. It must continuously reflect changes in the network resource allocation from the completely unfair case to the perfectly fair case. The value of the quality characteristic must monotonically increase or decrease when the network resource distribution becomes fairer or less fair. The value of the quality characteristic should not depend on scale. Furthermore, the control limits must be simulated when the statistical distribution of the selected quality characteristic is not known well enough.
Previous Research
The concept of fairness in computer networks was introduced by Jain, Chiu and Hawe [5] . A comprehensive review of the research of fairness in computer networks is given in [6] . The authors pointed out the research activities needed in the future investigations.
Current research in the area of computer networking fairness mostly concerns the fairness of bandwidth sharing among competing users. Some published papers are Jain, Chiu and
Hawe [5] , Bertsekas and Gallager [7] , Chiu and Jain [8] , Kelly et al. [9] , Mazumdar,
Mason and Douligeris [10] . The quantitative fairness score function proposed by Jain, Chiu and Hawe [5] is widely adopted in network design and management. The fairness score function is defined as ( , , , ) ,
where n is the number of the users, and 1 2 , , , n x x x  are the amounts of network resource the users receive, respectively. This fairness score function 1 2 ( , , , )
when the network resource distribution is completely unfair, i.e., only one user occupies the entire network resource while the other users do not receive any.
(c) 1 2 ( , , , )
if only k out of n users share the entire network resource equally while the others do not receive any.
when the network resource distribution is perfectly fair, i.e., all the n users share the entire network resource equally.
(e) 1 2 ( , , , )
does not depend on scale.
(f) 1 2 ( , , , )
continuously reflects changes in network resource allocation.
Properties (a), (d), (e), and (f) are attractive to the researchers and users. However, the result that
for the completely unfair case does not fit the real situation well. In fact, if only one user occupies the entire network resource, the value of the function, ( ,0, ,0) F x  , should be zero, not 1 n . The same thing happens to the k-outof-n case. When 1 k = , the same problem will occur because it is the completely unfair situation. The fairness score should be zero, not 1 n .
In 2005, Chen and Zhang [11] proposed a fairness score function 1 2 ( , , , )
which keeps all the nice properties that Jain, Chiu and Hawse's fairness score function possesses. In addition, the proposed fairness score function has better performance in dealing with completely unfair cases. The fairness score function 1 2 ( , , , )
For the case that the network resource distribution is completely unfair, it can be easily shown that 1 2 ( , , , )
For the case that only k out of n users share the entire network resource equally, it can also be shown that ( , , , ; , , , )
When the observed value of it means that the network resource distribution is significantly unfair at certain level of significance.
Objective
The main objective of this research is to conduct statistical process control to monitor the fairness of network resource distribution. As mentioned above, a key step is to find the critical values for the statistical test. The following will be considered in this research:
1. For the case that users have the same priority level, a In the following sections, the fairness score function considering priority levels will be introduced in Section 2. General Monte Carlo simulation will be presented in Section 3 step by step. An example without considering the users' priority levels will be presented in Section 4. The effect of sample size will be discussed as well. An example considering the users' priority levels will be presented in Section 5. Finally, the discussion and conclusions will be presented in Section 6.
THE FAIRNESS SCORE FUNCTION CONSIDERING PRIORITY LEVELS
A new fairness score function ( , , , ; , , , ) 1 ,
where 1 2 , , , n x x x  are the amounts of network resource the users receive, 1 2 , , , n w w w  are the corresponding priority levels of the users, and ( ) ' s i w are the ordered priority levels, respectively.
In the case that all users are at the same priority level, the new fairness score function becomes the original one described in equation (2) . Therefore, equation (3) keeps all the properties that equation (2) .
It shows that if you take some amount of network resource from one user and give it to another user, the fairness score may remain the same, or become better or worse, depending on the amount you take. Therefore, the fairness score automatically adjusts accordingly. 
It shows that if all the users are given extra amounts of network resource proportionally to their priority levels, then the fairness of the distribution will not decrease. Therefore, the fairness score has a monotonic property.
The properties described above show that 
MONTE CARLO SIMULATION
Monte Carlo simulation is widely applied in a variety of disciplines. In statistics, typically, Monte Carlo simulation is applied in two situations [13] : assessing the consequence of assumption violation; and determining the sampling distribution of a statistic that has no theoretical distribution. In some situation, because of the complexity of a statistic, a theoretical sampling distribution of the statistic may not be available or difficult to obtain. Because a theoretical sampling distribution of the fairness score function is complex to develop, Monte Carlo simulation method is used for the current study. The sampling distribution of the fairness score function gives the variability of sample by sample, and the frequency of a sample occurrence by chance. Therefore, with knowing this, the observed fairness score can be judged whether or not it is an extreme value with some probability.
Sample Size and the Number of Replicates
The sample size is considered to be an important factor in Monte Carlo simulation. It is obvious that the variance of the sampling distribution is inversely proportional to the sample size. In general, larger samples will make it easier to detect small shifts in the process. In this study, the sample sizes will be set up from 5 to 50. Another factor which needs to be considered is the number of the pseudo samples drawn. Because the results obtained by Monte Carlo simulation is asymptotic to the real solution when the number of replicates goes to infinity. The accuracy can be improved with a large number of replicates. In this study, the number of replicates is set to be one million, which is considered to be large enough. The significance levels are set to be 0.1, 0.05, 0.025, and 0.01.
Implementation of Monte Carlo Simulation
Let 1 2 , , , n x x x  be the amounts of resource that the users receive respectively. Also let 1 2 , , , n w w w  be the corresponding priority levels of these users. Under the null hypothesis, which is the case that the network resource distribution process is under fair control, if the amount of resource which a basic user receives is x , then user i is supposed to receive ( 1, 2, , )
i w x i n =  . A basic user is defined as a user with priority level of 1.
Define the amount of network resource that a basic user receives as a uniform random variable X . It means that a basic user will get amount of network resource between 0 and 1 with equal probability. Also define ( ) ( 1, 2, , )
It means that i Y is also a uniform random variable. After the sample size and the number of replicates are determined, the Monte Carlo simulation can be accomplished in the following steps:
1. Input the users' priority levels 1 2 , , , n w w w  .
2. Generate a pseudo random sample 1 
where ( ) G i is the th i element of the sorted fairness scores.
In the case that users have the same priority level, each user's priority level is specified as 1. n n G x x x w w w   since the users' priority levels vary. Therefore, the critical value will be computed dynamically for given priority levels by following step 1 to step 7.
CASE 1: USERS' PRIORITY LEVELS ARE THE SAME

Construction of the Table of Critical Values
In the case that all the users have the same priority level, a priority level of 1 is assigned to each user. For example, for sample size of 5 case, 1 Similarly, a table of critical values is constructed for sample sizes from 5 to 50 as shown in Table 1 .
In order to show the effect of sample size on the critical value, two simulated probability density functions are displayed in Figure 2 and Figure 3 with sample sizes 5 and 20, respectively. It can be seen that when the sample size is small, there is more variability in the sampling distribution than the case that the sample size is large. For a random sample of 5 observations, the fairness score can easily be as low as 0.90.
However, when the sample size increases to 20, it becomes highly unlikely to obtain a fairness score as 0.96. As a result, the critical value increases with an increase in sample size for a fixed significance level. The null and alternative hypotheses are:
The network resource distribution process is under fair control.
The network resource distribution process is not under fair control.
From Table 1 , the critical value is 0.9296 for the significance level of 0.05.
In this example, a random sample of size 10 is drawn from a uniform distribution
The sample data are listed in Table 2 . The test statistic (fairness score) G calculated by formula (3) is 0.9454. 
Control Chart for Fairness Score
When the control limits are available, a control chart for fairness score can be constructed to monitor the fairness of network resource distribution. Because the fairness score is a numerical value calculated from the sample, the fairness score control chart is a variable control chart. Only the lower control limit is needed as mentioned early. For example, take sample size of 10, and significance level of 0.05, then the lower control limit will be 0.9296 from Table 1 . In this case, the probability of committing type I error is 0.05, which means that a false out-of-control signal will be generated in 5 out of 100 samples even the process is under control.
After setting the control limits, one might collect sample data and compute the fairness score and plot into the control chart. The frequency of sampling depends on the sample size. Generally, when the sample size is small, draw samples more frequently;
when the sample size is large, draw samples less frequently.
Some sensitizing rules for detecting the process of network resource distribution out-of-control can be adopted from Shewhart control chart [2] .
(1) One or more points plot below the lower control limit. The probability for any single point plots below the lower control limit is 0.05.
(2) Two of three connective points plot below the lower control limit. The probability for this case is 0.0071. Table   3 .
The simulated sampling histogram is displayed in Figure 4 that graphically illustrates the distribution of fairness score. The number on the top of each bar is the cumulative percentage. If the network resource distribution is under fair control, it can be expected that the sample fairness score should be close to 1. Table 3 The critical values for the case 1 From Table 3 , the critical value is 0.9219 for the significance level 0.05.
In this example, a random sample of size 10 is drawn from a uniform distribution on [0, 1]. The sample data set is listed in Table 4 . The test statistic (fairness score) G calculated by formula (3) is 0.9097. Similarly, a control chart of fairness score for this special case can be constructed as discussed in Section 4.3. difficult to generate a similar table for the fairness score function since the users' priority levels vary. Therefore, the critical values are computed dynamically for given priority levels. In each case, an example is given to demonstrate how to apply the approach developed in this study.
When the control limits are available, network resource distribution researchers might construct a control chart of fairness score to monitor the fairness of network resource distribution. After the sample size and the significance level are decided, the lower control limit can be selected from Table 1 for the case that all the users have the same priority level. For the case that users have different priority levels, the control limits were computed for given priority levels as exemplified in Section 5. The upper limit is automatically set to be one. Then sample data are collected and the fairness scores are computed and put into the control chart. The frequency of sampling depends on the sample size. Generally, when the sample size is small, draw samples more frequently;
Some sensitizing rules can be adopted from the Shewhart chart. The basic rule of detecting the out-of-control status of the process of network resource distribution is one or more points plot below the lower control limit. Some other criteria may be applied simultaneously to increase the sensitivity of the control chart.
The statistical process control method presented in this research is not only for the fairness process control of computer network resource distribution but also for any other fairness issues in resource allocation applications.
While the results of this study look quite promising, there is much left to address.
In the future, real data of the network resource distribution will be collected to validate the method developed in this study.
