Abstract. Let H be either a complex inner product space of dimension at least two, or a real inner product space of dimension at least three. Let us fix an α ∈ 0, π 2 . The purpose of this paper is to characterize all bijective transformations on the projective space P (H) obtained from H which preserves the angle α between lines in both directions. (We emphasize that we do not assume anything about other angles). For real inner product spaces and when H = C 2 we do this for every α, and when H is a complex inner product space of dimension at least three we describe the structure of these transformations for α ≤ . As an application, we give an Uhlhorn-type generalization of a famous theorem of Wigner which is considered to be a cornerstone of the mathematical foundations of quantum mechanics. Namely, we show that under the above assumptions, every bijective map on the set of pure states of a quantum mechanical system that preserves the transition probability cos 2 α in both directions is a Wigner symmetry (i.e. it automatically preserves all transition probability), except for the case when H = C 2 and α = π 4
. The purpose of this paper is to characterize all bijective transformations on the projective space P (H) obtained from H which preserves the angle α between lines in both directions. (We emphasize that we do not assume anything about other angles). For real inner product spaces and when H = C 2 we do this for every α, and when H is a complex inner product space of dimension at least three we describe the structure of these transformations for α ≤ . As an application, we give an Uhlhorn-type generalization of a famous theorem of Wigner which is considered to be a cornerstone of the mathematical foundations of quantum mechanics. Namely, we show that under the above assumptions, every bijective map on the set of pure states of a quantum mechanical system that preserves the transition probability cos 2 α in both directions is a Wigner symmetry (i.e. it automatically preserves all transition probability), except for the case when H = C 2 and α = π 4
where an additional possibility occurs. We note that the classical theorem of Uhlhorn is the solution for the α = π 2 case. Usually in the literature, results which are connected to Wigner's theorem are discussed under the assumption of completeness of H, however, here we shall remove this unnecessary hypothesis. Our main tools are a characterization of bijective maps on unit spheres of real inner product spaces which preserve an angle in both directions, and an extension of Uhlhorn's theorem for non-complete inner product spaces.
Introduction
Characterizing bijective isometries between normed spaces is a classical and important area of functional anaylsis. For instance, the Mazur-Ulam theorem asserts that every bijective isometry between real normed spaces is an affine map (i.e. a composition of a linear transformation and a translation by a vector). A consequence of this result is that if two real normed spaces are isomorphic as metric spaces, then they are also isomorphic as vector spaces. Another classical result in this area is the Banach-Stone theorem, which characterizes bijective linear isometries between Banach spaces of continuous functions on compact Hausdorff spaces. In particular, the existence of such a map implies that the underlying compact Hausdorff spaces are topologically equivalent. Since the appearance of these remarkable theorems, the structures of bijective isometries have been described for several important normed spaces, and even today this is an active area of funcitonal analysis. The books [17, 18] give an excellent introduction to this topic. We also mention a few important papers which are connected to this area: [1, 2, 3, 7, 8, 12, 22, 26, 40] . 1 Describing the structure of bijective isometries of non-linear spaces is also very important in functional analysis. One of the most classical example of this is the famous theorem of Wigner [5, 14, 25, 28, 32, 39, 42] . Let us state the classical version of Wigner's theorem in three different ways. First, let H be a complex (or real) Hilbert space, and P 1 (H) be the set of all rank-one orthogonal projections acting on H. In quantum mechanics rank-one orthogonal projections represent pure states of the system. The transition probability between P, Q ∈ P 1 (H) is defined by Tr P Q ∈ [0, 1], where Tr denotes the trace functional. Motivated by some problems in quantum physics, Wigner studied bijective maps φ : P 1 (H) → P 1 (H) which preserve the transition probability, i.e.
Tr φ(P )φ(Q) = Tr P Q (P, Q ∈ P 1 (H)), and he showed that these mappings are always induced by unitary or antiunitary operators (orthogonal operators in the real case) acting on H. These mappings are usually called Wigner symmetries. Second, the following formula can be easily verified:
where · denotes the usual operator norm. Therefore Wigner's theorem can be re-phrased in the following way: it characterizes bijective isometries of P 1 (H) with respect to the so-called gap metric, the distance obtained from the operator norm. The gap metric was introduced and investigated by Szőkefalvi-Nagy and independently by Krein and Krasnoselski. This notion has a wide range of applications from pure mathematics to engineering, in particular in perturbation theory of linear operators, perturbation analysis of invariant subspaces, optimization, robust control, multi-variable control, system identification and signal processing. Third, let P (H) denote the projective space obtained from H, i.e. the set of all one-dimensional subspaces of H. We will call a one-dimensional subspace a line, for short. Of course the map P 1 (H) → P (H), P → Im P gives a natural bijective transformation. If 0 = v ∈ H is a vector, then [v] will stand for the line generated by it. The angle between two lines [u] , [v Therefore, Wigner's theorem can be viewed as a characterization of bijective transformations φ : P (H) → P (H) which preserves the angle between lines, i.e.
∡(φ([u]), φ([v])) = ∡([u], [v]) ([u], [v] ∈ P (H))
We point out that the above defined angle provides a metric on P (H). This is a folklore however, since we were not able to find it in the literature, we will provide a proof in Section 4. Therefore Wigner's theorem can be also considered as a characterization of bijective isometries of P (H) with respect to the metric ∡.
There is a huge literature of generalizing Wigner's theorem in several directions. Perhaps the first of these was provided by Uhlhorn ([41] ). He managed to show that if the dimension of the Hilbert space is at least three, then any bijective map φ on P (H) (or on P 1 (H), repsectively) which preserves orthogonality in both directions, i.e.
(or zero transition probability in both directions, resp.), is automatically a Wigner symmetry. This is a serious improvement, since in Uhlhorn's theorem only the preservation of the quantum logical structure is assumed, while in Wigner's theorem its complete probabilistic structure is preserved. We point out that it is a folklore that Uhlhorn's theorem can be stated also for inner product spaces. However, as far as we know this general version has not been published anywhere, therefore we will provide this missing version in Section 3. For further generalizations of Wigner's theorem on projective spaces we mention the references [10, 11, 13, 14, 27, 30, 33, 34, 35, 36] . For generalizations where transformations on Grassmann spaces or on certain classes of idempotent operators are considered we mention [9, 19, 20, 21, 29, 37, 38] . In this paper, following Uhlhorn's direction, we are interested in giving a natural generalization of Wigner's theorem. Instead of preserving orthogonality of lines (or equivalently zero transition probability between pure states) in both directions, we will assume that a fixed angle α ∈ 0, π 2 (or equivalently a fixed transition probability cos 2 α) is preserved in both directions. We point out here that this problem has been partially answered in [24] by Li, Plevnik andŠemrl in the special case when 0 < α ≤ π 4 and H is a real Hilbert space with 4 < dim H < ∞. Their method depends heavily on these rather restrictive assumptions. Here, by developing a novel technique, we are able to solve this problem in a much more general setting. Namely, in the real case we will answer the question completely, i.e. for every (not necessarily complete) inner product space with dimension at least three and for all angles α ∈ 0, π 2 . We will also solve the problem for every angle α ∈ 0, π 2 in the pure qubit case, i.e. when H = C 2 . This could be quite a surprise since the general form of bijective transformations on P (C 2 ) preserving orthogonality in both directions is irregular due to the fact that every line has a unique orthogonal complement. For complex inner product spaces of dimension at least three we will provide a characterization for angles α ∈ 0, π 4 . The outline of the paper is the following: in the next section we state four theorems which are the main results of this paper. Then in Section 3 we will prove our result about transformations on spheres preserving an angle between unit vectors in both directions. This will enable us to prove our Uhlhorn-type generalization of Wigner's theorem in the real case which will be given in Section 4. In the same section we will also prove our generalization in the complex case.
Statements of the main results
Let H be an inner product space. If x, y ∈ H are orthogonal, then we will write x ⊥ y. If H is a real space, then we will call a map φ : P (H) → P (H) a Wigner symmetry, if there exists a bijective linear isometry O : H → H such that we have
In the complex case we call a transformation φ : P (H) → P (H) a Wigner symmetry, if there exists a bijective linear or conjugatelinear isometry U :
(If H is a complex Hilbert space, then every bijective linear or conjugatelinear isometry is a unitary or an antiunitary operator.) Clearly, Wigner symmetries preserve the angle between lines. Conversely, Rätz's version of Wigner's theorem in inner product spaces states that every bijective map φ : P (H) → P (H) preserving the angle between lines is a Wigner symmetry (see [32] ). Now, we state our generalization of Wigner's theorem in real inner product spaces. Theorem 1. Let H be a real inner product space with 3 ≤ dim H. Suppose that α ∈ 0, π 2 and that φ : P (H) → P (H) is a bijective map which preserves the angle α between lines in both directions, i.e. φ satisfies
Then φ is a Wigner symmetry.
The proof of Theorem 1 will require the study of bijective transformations of the unit sphere S H = {h ∈ h = 1} of a real inner product space H which preserve an angle in both directions. The angle between x, y ∈ S H is defined by
One could define the angle between any two non-zero vectors, but we will not need it here. We note that writing ∢(x, y) = π 2 is the same as x ⊥ y. The study of such maps was initiated by U. Everling in [15] , where he proved a result for finite and at least three dimensional Hilbert spaces and for angles less than or equal to π 2 . Apparently, he was motivated by the surprising Beckman-Quarles theorem [6] which states that every map on a finite dimensional real Hilbert space of dimension at least two preserving the unit distance is automatically an isometry. However, we mention that in the statment of Everling's theorem (and also in the BeckmanQuarles theorem) the preservation property is only assumed in one direction, and the bijectivity property is also relaxed. Though, usually in infinite dimensions, we cannot expect a regular structure for such general maps (see [6, Section 1] for an example). Now, we state our improvement of Everling's theorem.
Theorem 2. Let H be a real inner product space with 3 ≤ dim H, and 0 < α < π. Assume that ψ : S H → S H is a bijective transformation which preserves the angle α in both directions, i.e. we have
Then there exists a bijective linear isometry R :
We mention that in Theorems 1 and 2 one could provide characterizations also in the case when dim H = 2. However, the structures of such maps in this low dimensional case are not regular and therefore they would be useless for our purposes.
Next, let us consider a complex inner product space H and an angle α ∈ 0, π 2 . Since Uhlhorn's theorem does not hold for two-dimensional spaces, it could be quite surprising that if H = C 2 , then every bijection preserving the angle α in both directions is actually a Wigner symmetry, except when α = π 4 . In other words, bijections defined on the set of pure qubit states which preserve the transition probability cos 2 α have a regular structure. For any [u] ∈ P (C 2 ) the symbol [u] ⊥ denotes the unique line which is orthogonal to [u] . We state our theorem about pure qubit states.
holds. Then 
Finally, our last result is a generalization of Wigner's theorem for complex inner product spaces, which we state below.
Theorem 4.
Suppose that H is a complex inner product space, 3 ≤ dim H and α ∈ 0, π 4 . We assume that φ :
holds. Then φ is a Wigner symmetry.
Symmetries of speheres
The aim of this section is to verify Theorem 2, but before that we need to prove several lemmas. We note that our method partially follows that of Everling's, however at several points it differs essentially. Let H be a real inner product space of dimension at least three. It is known that the angle ∢ defines a metric on S H . A map ψ : S H → S H is said to be a ∢-isometry if we have
or equivalently x, y = ψ(x), ψ(y) (x, y ∈ S H ).
We begin with the following characterization of bijective ∢-isometries.
Lemma 3.1. Let H be a real inner product space with dim H ≥ 3. If ψ : S H → S H is a bijective ∢-isometry, then (3) is satisfied with some bijective linear isometry R : H → H.
Proof. We define the following bijective map:
We would like to show that R is a linear isometry. We obviously have Rx, Ry = x, y (x, y ∈ H). Therefore we obtain Rx − Ry 2 = Rx, Rx + Ry, Ry − 2 Rx, Ry = x, x + y, y − 2 x, y = x − y 2 , hence R is an isometry. By the famous Mazur-Ulam theorem we immediately obtain the linearity of R. Finally, it is easy to see that (3) is satisfied with R.
For some vectors z 1 , . . . z n ∈ H the symbol [z 1 , . . . z n ] will stand for the generated subspace in H. If A ⊆ S H , then we will use the notation
In case when A = {x}, we will simply write x (α) instead of {x} (α) . Next, we investigate the set x (α) ∩ y (β) which will be later utilized in order to obtain other angles which are preserved by ψ.
Lemma 3.2. Let H be a real inner product space with dim H ≥ 3. Let x, y ∈ S H , 0 < α < β < π, and assume that γ := ∢(x, y) ∈ (0, π]. Then the following equivalences are satisfied:
and
Moreover, if α = π 2 , then we have
Proof. We will consider only the case when α and β are different, since the other one can be verified in a very similar way. Let us observe that the quantity #(
is the same for every three-dimensional subspace K of H which contains x and y. Thus we have x (α) ∩ y (β) = ∅ if and only if we have
with some K, and this unique element is denoted by u, then the symmetry of the sphere implies u ∈ [x, y]. Therefore we conclude that we have #(x (α) ∩ y (β) ) = 1 if and only if we have #(x (α) ∩ y (β) ∩ K) = 1 for some (or equivalently, for all) K. In particular this cannot happen if γ = π, since in this case we have [x, y] = [x] and thus u ∈ {x, y}, which is a contradiction. Therefore we only have to prove our statement for the case when dim H = 3, so from now on we will assume this.
The first spherical law of cosines implies that x (α) ∩ y (β) = ∅ if and only if there exists a C ∈ [0, π] such that cos γ = cos α cos β + sin α sin β cos C.
This is equivalent to cos
Clearly, #(x (α) ∩ y (β) ) = 1 implies C ∈ {0, π}. Therefore one easily concludes that #(x (α) ∩ y (β) ) = 1 holds exactly when one of the following two conditions is satisfied:
• C = 0 and γ = β − α, or
The equivalences stated in the lemma follows from this.
It is a standard and natural method in the theory of preserver problems that one characterizes a relation in terms of the property which is preserved by our bijective map in both directions, and then concludes that this map also preserves this relation in both directions. Here this method will be utilized several times.
We proceed with the verifications of the following two lemmas.
Under the hypotheses of Theorem 2 we have the following two properties:
Proof. Assume that j ∈ N and 2 ≤ j < π α . It is straightforward that we have ∢(x, y) = jα if and only if there is a unique (j − 1)-element sequence {x 1 , . . .
are bijective transformations preserving the angle α in both directions, we conclude that the latter condition is equivalent to the existence of a unique (j − 1)-element sequence {y 1 , . . .
. But this holds exactly when ∢(ψ(x), ψ(y)) = α. Therefore we obtain (6) .
The proof of (7) is very similar, we only have to observe that ∢(x, y) ≤ jα is satisfied if and only if there exists a (j − 1)-element sequence {x 1 , . . .
Lemma 3.4. Let H be a real inner product space with dim H ≥ 3, and ψ : S H → S H be a bijective map. Assume that 0 < α < π 2 and that ψ satisfies the following condition:
Then ψ satisfies
Proof. We only have to observe that ∢(x, y) = 2α holds if and only if there is a unique u ∈ S H with ∢(x, u) ≤ α and ∢(u, y) ≤ α.
In the previous lemma we could have shown the property (6) as well however, we will not need it in the sequel. Next, we show that the ∢-isometriness of ψ is a consequence of a much milder assumption.
Lemma 3.5. Let H be a real inner product space with dim H ≥ 3, and ψ : S H → S H be a bijective map. Suppose that there exists a decreasing sequence {α n } ∞ n=1 ⊆ (0, π) with lim n→∞ α n = 0 such that ψ preserves all of these angles in both directions. Then ψ is a ∢-isometry.
Proof. From (7) of Lemma 3.3 we conclude that
for every x, y ∈ S H and j, n ∈ N, 3 ≤ j < π αn . Since α n can be arbitrarily small, we easily obtain that ψ preserves every angle which is less than π in both directions. Hence we also have
and thus a negation of this equivalence gives that the angle π is also preserved in both directions. This completes the proof.
Using Lemma 3.2 we can provide other angles which are preserved by ψ. Lemma 3.6. Let H be a real inner product space with dim H ≥ 3, 0 < α < β < π, α + β ≤ π, and ψ : S H → S H be a bijective map. Suppose that ψ preserves the angles α and β in both directions. Then (i) ψ preserves the angles β − α and α + β in both directions, if α + β < π, (ii) ψ preserves the angle β − α in both directions, if α + β = π.
Proof. (i): Let us observe that the properties of ψ implies
. Therefore, by Lemma 3.2 we have
the above equivalence and (7) of Lemma 3.3 imply that ψ preserves the angle β − α, and thus also α + β in both directions.
(ii): This is immediate from Lemma 3.2.
For a given set A ⊆ S H we will use the notation diam ∢ (A) = sup{∢(x, y) : x, y ∈ A}. We proceed with the following crucial statement. cos α+1 − 1 ∈ (α, 2α) and ψ preserves this angle in both directions.
Proof. Let x, y ∈ S H with γ := ∢(x, y) ∈ (0, 2α) ⊂ (0, π). By the bjectivity of ψ and (6) and (7) of Lemma 3.3, this is equivalent to ∢(ψ(x), ψ(y)) ∈ (0, 2α).
. Then there exists an orthonormal system {e 1 , e 2 } ⊂ H such that x = cos
Moreover, we have u = cos δ · e 1 + sin δ cos ε · e 2 + sin δ sin ε · e 3 with some e 3 ∈ S H , e 3 ⊥ e j (j = 1, 2), and δ, ε ∈ [0, π] which satisfy the following two equations:
u, x = cos γ 2 cos δ + sin γ 2 sin δ cos ε = cos α and u, y = cos γ 2 cos δ − sin γ 2 sin δ cos ε = cos α. Thus we conclude that we have either δ ∈ {0, π}, or ε = π 2 . It is easy to see that the first possibility cannot happen. Indeed, in that case we would get u ∈ {e 1 
would follow, which would be a contradiction. In the second case we have cos δ = cos α cos(γ/2) ∈ (0, 1). Therefore we get the following equation
It is straightforward that
One easily calculates the unique solution γ 0 ∈ (0, 2α) of the equation h(γ 0 ) = α which is
Clearly, the function h : (0, 2α) → (0, 2α) is a strictly decreasing bijection. Since
and this latter inequality is satisfied, we obtain h(α) > α. Thus the monotonicity of h implies α < γ 0 < 2α. Therefore we have just proven that there is a unique angle γ 0 ∈ (0, 2α) such that diam ∢ (x (α) ∩ y (α) ) = α holds if and only if ∢(x, y) = γ 0 , furthermore we have γ 0 ∈ (α, 2α).
Now, an elementary observation shows that for every u ∈ x (α) ∩ y (α) and ϑ > 0 we have #(
exactly when γ = γ 0 , which gives a characterization of the angle γ 0 in terms of α. Now, similarly as in Lemma 3.6, we obtain that ψ preserves the angle γ 0 in both directions. Namely, we have
This completes our proof.
Let V be a vector space over K ∈ {R, C}. A transformation A : V → V is called semilinear if there exists a field automorphism σ : K → K such that we have
If K = R, then it is well-known that the only field homomorphism is the identity, therefore semilinear maps are always linear. In the complex case the identity and the conjugation are trivial field automorphisms, however it is a well-known fact that there are several others (see [23] ).
Before we prove Theorem 2, we need Uhlhorn's theorem for real inner product spaces, which, as far as we know, was not published anywhere in this generality. However, we note that it is usual to prove Uhlhorn's theorem in Hilbert spaces with the fundamental theorem of projective geometry. We will also follow this method, but with using an easy observation which works without completeness of the space. Since later we will need the complex version as well, here we prove the real and complex cases together.
Lemma 3.8 (Uhlhorn's theorem in inner product spaces). Let H be a real or complex inner product space with dim H ≥ 3. Let φ : P (H) → P (H) be a bijective map which saisfies
Proof. Let [x], [y] ∈ P (H) be two different lines. We will us use the notation
. This means that the representing vectors x, y and z ∈ H are linearly independent. By the Gramm-Schmidt orthogonalization theorem there are scalars λ, µ, ν such that 0 = λx + µy + νz and [λx + µy
which is a contradiction. Therefore we obtain
The above observations and the properties of φ implies the following:
Hence the fundamental theorem of projective geometry (see e.g. [4, 16] ) gives us a bijective semilinear transformation A : H → H, with a field automorphism σ : K → K, such that we have
Moreover, the semilinear transformation A preserves orthogonality of vectors in both directions. We will only deal with the complex case, since the real case can be shown similarly, even with some simplifications. So assume that K = C. Let x ∈ H, x = 1 be a vector. Clearly for any t > 0, A satisfies (10) if and only if arbitrary two-dimensional subspace of H containing x, and consider the restricted semilinear map A| M . We also consider two linear isometries W 1 : C 2 → M and
is a semilinear map with the same field automorphism as A. We also have W 2 • A • W 1 (1, 0) = (1, 0). It is straightforward that there exists a linear transformation Q :
In particular, Q ( Finally, we consider
This map preserves orthogonality of vectors in both directions. Therefore we can calculate the following for every r ≥ 0 and s ∈ R: 0 = (r, r(cos s + i sin s)) ; (−r, r(cos s + i sin s)) = (σ(r), σ(r(cos s + i sin s))) ; (−σ(r), σ(r(cos s + i sin s)))
This implies |σ(r(cos s + i sin s))| = |σ(r)|. Therefore, for every t ∈ R we calculate either
2 is the identity, or
2 is the conjugation. But this implies σ(t) ∈ R. We conclude σ(R) ⊆ R, which implies that σ| R is the identity, and therefore σ is either the conjugation map or the identity. From this we obtain that the restriction A| M is a linear or a conjugatelinear isometry for every two-dimensional subspace M containing x. Therefore A is a linear or conjugate linear isometry on H which is our desired conclusion. Now, we are in a position to verify our main result about transformations on unit spheres.
Proof of Theorem 2. The α = π 2 case is a direct consequence Lemma 3.8. We will consider several possibilities separately in order to handle the remaining case. cos α+1 − 1 ∈ (α, 2α) in both directions. Since α + β < 2α + β < 4α < π, an application of Lemma 3.6 gives that ψ preserves both of the (positive) angles 2α − β and β − α in both directions. Clearly, one of these angles is less than or equal to α 2 . Therefore an iteration gives us a decreasing sequence of positive angles converging to zero such that ψ preserves all of these angles in both directions. Applying Lemma 3.5 completes the proof of this case. 
. We also know that β(α)−α < α holds for every α ∈ (0, π 2 ), and that β(α)−α = α for α ∈ {0, π 2 }. Let us define a sequence {α n } ∞ n=1 recursively as follows:
. This obviously defines a strictly increasing sequence of numbers which is therefore convergent: α := lim n→∞ α n . Hence we get β( α) − α = α, from which we conclude α = 2π − β(1.29) − 1.29 < 2.57 < 2.58 = 2 · 1.29. Therefore the unique solution, which will be denoted byα, satisfies 1.28 <α < 1. 29 We want to show for every n ∈ N that if α ≤ α n holds, then ψ is a ∢-isometry. In fact, the previous case implies this for n = 1. Let us assume that we have verified this for an n ∈ N, and let us consider an α ∈ (0, α n+1 ]. On one hand, if β(α)+α ≤ π, then by Lemma 3.6 ψ preservers the angle β(α)−α in both directions, and since β(α) − α ≤ α n , we are done by the inductional hypothesis. On the other hand, if β(α) + α > π, then by Lemma 3.2 we have:
⇐⇒ ∢(ψ(x), ψ(y)) ∈ {β(α) − α, 2π − β(α) − α} We distinguish two possibilities. First, if 2π − β(α) − α ≥ 2α, or equivalently when α ≤α, then we have ∢(x, y) = β(α) − α ⇐⇒ ∢(x, y) ∈ {β(α) − α, 2π − β(α) − α} and ∢(x, y) < 2α, thus (6) and (7) of Lemma 3.3 implies that ψ preserves the angle β(α) − α in both directions. Since β(α) − α ≤ α n , the map ψ has to be a ∢-isometry. Second, if 2π − β(α) − α < 2α, or equivalently α >α, then we have 2π − 4α < 2π − 4α < 1.2 <α. Lemma 3.2 gives the following:
Since ψ preserves the angle 2α in both directions by Lemma 3.3, a straightforward argument shows that ψ also preserves the angle 2π − 4α in both directions. Therefore, by the previous possibility and the inductional hypothesis, we infer the ∢-isometriness of ψ. Finally, we easily conclude that whenever α < α = π 2 , then ψ is a ∢-isometry, which completes the present case.
Case 3: when in both directions. By Lemma 3.2 we have the following property:
But the angle 3π 4 is preserved in both directions, whence we get that the same holds for the angle (n ≥ 2, n ∈ N). We observe that 
, from which we infer lim n→∞ α n = 2π 3 . We show that if π 2 < α ≤ α n and n is odd, or α n ≤ α < 3π 4 and n is even (n ∈ N), then ψ is a ∢-isometry. In order to do this, we use induction. If n = 1, then π 2 < α ≤ α 1 = 5π 8 implies that ψ preserves the angle 2π − 2α ∈ 3π 4 , π . From the previous cases it readily follows that ψ is a ∢-isometry. Let us suppose that the claim has been proven for some n ≥ 1, and let us investigate it for n + 1. On one hand, if n = 2k − 1 with some k ∈ N, then α ≥ α 2k > 2π 3 implies that ψ preserves the angle 2π−2α ∈ (0, α 2k−1 ] in both directions. Thus, by the inductional hypothesis, either ψ is a ∢-isometry, or 2π − 2α = π 2 . But in the latter case we have α = 3π 4 , which contradicts to our assumption, therefore ψ is a ∢-isometry. On the other hand, if n = 2k with some k ∈ N, then π 2 < α ≤ α 2k+1 implies that ψ preserves the angle 2π − 2α ≥ α 2k in both directions. The inductional hypothesis and the previous cases togehter yield that ψ is a ∢-isometry.
From the properties of the sequence {α n } ∞ n=1 it follows that whenever α ∈ ( 
3 . It is straightforward that for every u ∈ x (2π/3) we have #(x (2π/3) ∩ u (2π/3) ) = 1. We will denote this unique element by u x , which depends only on x and u. We easily obtain the following
We claim that ∢(x, y) = π holds if and only if ∢(x, y) > 2π 3 and for every u ∈ x (2π/3) and z ∈ y (2π/3) ∩ u (2π/3) we have ∢( u x , z y ) = 2π 3 . For the necessity part, we assume that ∢(x, y) = π. We consider the following isometry T :
For the sufficiency part, we assume that 2π 3 < ∢(x, y) < π, and we would like to conclude that there exist u ∈ x (2π/3) and z ∈ y
3 , π . In order to do this, we choose an orthonormal system {e 1 , e 2 } such that x = e 1 , y = cos γ ·e 1 +sin γ ·e 2 . We define y ′ := sin γ ·e 1 −cos γ ·e 2 and fix u := −
2 · e 2 . A straightforward calculation gives that for any z ∈ y (2π/3) there exists a δ ∈ [0, 2π) and an e 3 ∈ S H , e 3 ⊥ e j (j = 1, 2) such that
and of course we have
We have z ∈ y (2π/3) ∩ u 
Furthermore, we have ∢( u x , z y ) = These two equations gives
2 sin γ cos δ = 0, which implies cos δ = 1. Therefore from (11) we get 2π 3 = γ, which contradicts to our assumptions. Therefore our claim is verified. Now, by these observations we infer the following equivalence-chain:
Since ψ preserves the angles 2π 3 and π in both directions, it also preserves the angle π 3 in both directions. Finally, Case 2 completes the proof.
Symmetries of projective spaces
The aim of this section is to prove our main results on transformations of projective spaces namely, Theorems 1, 3 and 4. We begin with the verification of Theorem 3 which is a consequence of Theorem 2.
Proof of Theorem 3. By Bloch's represantion (see e.g. [31] ), elements of P (C 2 ) can be represented as points on the unit sphere S R 3 of R 3 in the following way:
iν sin θ)] = (sin 2θ cos ν, sin 2θ sin ν, cos 2θ), (12) where θ ∈ 0,
Now, we easily obtain that ρ • φ • ρ −1 : S R 3 → S R 3 preserves the angle 2α in both directions. On one hand, if α = is a ∢-isometry, and thus φ is a Wigner symmetry. On the other hand, in case when α = π 4 , then from Theorem 2 we get that there is a ∢-isometry ψ : S R 3 → S R 3 and a map ε :
Wigner symmetry. This completes the proof.
We proceed with verifying some lemmas. In the first one we show that ∡ defines a metric on P (H). We shall use the notation
where A ⊂ P (H) and α ∈ (0, Let us note that the previously defined set A ⊥ coincides with A π/2 . We will denote the set of numbers in K ∈ {C, R} with unit modulus by C. In the following lemma the dimensionality assumption is crucial. 
Proof. If α = (14) is obvious by the triangle inequality, therefore we may assume throughout the proof that β − α ≤ γ ≤ α + β. We fix an orthonormal system {e 1 , e 2 } such that 
Observe that if there is a solution (λ, δ) ∈ C × (0, Clearly, the map
β ) > 0 holds if and only if cos(α + γ) ≤ cos β ≤ cos(α − γ), which is equivalent to |α − γ| ≤ β ≤ α + γ. It is straightforward that this condition is fulfilled under our assumption, i.e. β − α ≤ γ ≤ α + β. (In fact, these two conditions are equivalent). Now, the following equivalence-chain is straightforward from the observations made above: 
This verifies (14) .
Finally, if γ = π 2 = α + β, then (16) becomes sin α = cos β = sin α cos δ.
From this we infer δ = 0, and by (15) we get
β is also fulfilled, which completes the proof.
The following three lemmas are consequences of Lemma 4.2 and are proven in a similar way as the lemmas in Section 3. Namely, in each of them we provide a characterization of a relative position in terms of some other relative positions which are preserved by our transformation in both directions, and therefore we conclude that this relative position is also preserved in both directions. Lemma 4.3. Let H be a real or complex inner product space with dim H ≥ 3, and φ : P (H) → P (H) be a bijection. If φ preserves the angle α ∈ (0, π 4 ) in both directions, then φ shares the following property:
. Namely, one direction is immediate by Lemma 4.1. For the other one, by Bloch's representation we easily infer the existence of such a (j − 1)-element sequence in P [v] , [w] . Therefore, using the same technique as in Lemma 3.3, the property (17) is yielded. Lemma 4.4. Let H be a real or complex inner product space with dim H ≥ 3, 0 < α < β < π 2 , and φ : P (H) → P (H) be a bijection. If φ preserves the angles α and β in both directions, then (i) φ also preserves the angles β − α and α + β in both directions if α + β < π 2 , (ii) φ also preserves the angle β − α in both directions if α + β ≥ 
(18) Let us observer that there exists a j ∈ N, 2 ≤ j < π 2α with β − α < jα < α + β. A technique similar to the one which was used in Lemma 3.6 completes the proof of this case.
(ii): A similar, but easier argument verifies this part.
Lemma 4.5. Let H be a real or complex inner product space with dim H ≥ 3, and φ : P (H) → P (H) be a bijection. If φ preserves the angle α ∈ (0, π 4 ) in both directions, then φ shares the following property:
Proof. For j = 2, this is straightforward from Lemma 4.2. For j > 2, the statement can be verified using a simple recursion and (i) of Lemma 4.4.
Next, we provide a counterpart of Lemma 3.5. Since its verification can be done along the same lines as the proof of Lemma 3.5, we shall omit it. Lemma 4.6. Let H be a real or complex inner product space with dim H ≥ 3, and φ : P (H) → P (H) be a bijection. If there is a sequence of positive angles
2 ) such that lim n→∞ α n = 0 and φ preserves these angles in both directions, then φ is a Wigner symmetry.
If H is a real or complex inner product space and [v] is a line in it, then the symbol H ⊖ [v] will denote the set of those vectors in H which are orthogonal to v. This is a linear subspace, thus it can be considered as an inner product space with the restricted inner product. Now, we are in the position to present the verification of Theorem 1. In order to do this we will apply Theorem 2.
Proof of Theorem 1. During our proof we will distinguish six different cases. In the first three of them we will deal with the possibility when H is of dimension at least four, and in the last three ones we will handle the three-dimensional case. 
We consider a bijective isometry R : H → H such that Rw = v and define the transformation φ :
) which is bijective and preserves the angle α in both directions. In addition, we have φ(
where dim(H ⊖ [v]) ≥ 3. Therefore we have a bijective map ψ :
which implements the restricted transformation φ [v] α , i.e. we have
We calculate the following for every u 1 , u 2 ∈ S H⊖ [v] : 
holds exactly when
Since φ preserves the angle α between lines in both directions, it is apparent that ψ preserves the angle arccos cos α 1+cos α between unit vectors in both directions. By Theorem 2 we easily obtain that ψ is a bijective ∢-isometry. Therefore if
, and thus we
Since the above hold for every [v] ∈ P (H), our transformation φ preserves every angle lying in the interval 0, max 2α, π 2 . By Lemma 4.6 we conlcude that φ is a Wigner symmetry. Case 2: when dim H ≥ 4 and
, where
, π . Let us observe that, similarly as in the previous case, if one was able to show that every bijection ψ :
is a ∢-isometry, then one could conclude that φ is a Wigner symmetry. In fact, that is what will be done here. Let x, y ∈ S H⊖ [v] be two unit vectors with angle γ := ∢(x, y) = 0. Obviously, we have
Let us observe that cos β 1 < − cos β 2 , which implies β 1 + β 2 > π. By Lemma 3.2 we obtain the following equivalences:
Also, one can easily see
Our next step is to compare the following four quantities: 2β 1 , 2π − β 1 − β 2 , β 2 − β 1 , 2π − 2β 2 . Since we have π 3 < β 1 , we easily get that 3β 1 > β 2 , and thus 2β 1 > β 2 − β 1 . By similar observations, we obtain the following inequalities: 
Now, let us solve the equation 2β 1 = 2π − β 1 − β 2 , which is equivalent to 3β 1 = 2π − β 2 . Since both sides are in the interval π, By a quite straightforward calculation we get that this holds exactly when cos
}. Clearly, the first two possibilities cannot occur, therefore we conclude the only solution α = arccos
. Next, we examine the equation β 2 − β 1 = 2π − 2β 2 , which is the same as 3β 2 = 2π + β 1 . This implies the following:
Again, by a quite straightforward calculation we obtain that the only solution is α = arccos
. By the above observations we have at most the following six possibilities concerning the order of the four quantities 2β 1 , 2π − β 1 − β 2 , β 2 − β 1 , 2π − 2β 2 :
(In fact, one of these possibilities cannot happen, though we prefer to handle that case as well rather than give some long calculation which would verify its impossibility.) Using (23)- (28), in each of the above possibilities we get the following equivalences:
Here we only give the verification of the second point above, the others are quite similar. For this we consider the following table:
Clearly, (22) gives us the desired conclusion. Now, in each of the cases above we conclude that ψ preserves either the angle 2β 1 or 2π − β 1 − β 2 in both directions. The only thing which needs to be shown is that these angles cannot be π 2 . This is obvious for the first one. Concerning the second one, we know that β 1 < π 2 and β 2 < π, thus we easily obtain 2π − β 1 − β 2 > 
is a ∢-isometry. In order to prove this it is enough to see that ψ preserves the angle π in both directions. But this is straightforward form the following equivalence, where we use the notation β := arccos
This completes the proof of the present case. Case 4: when dim H = 3 and 0 < α < 
Therefore from (20) we conclude that φ preserves the angle γ := arccos cos 2 α + cos(2β) sin 2 α ∈ 0, 
Next, an elementary calculation verifies the following inequality:
It is also easy to show that for every c ∈ Again, by elementary computations, we obtain 4c + 4 c + 1
which gives us
Clearly, (31) and (32) implies γ ∈ (α, 2α) ∩ 0, Third, we assume that
is satisfied, and we claim that there exists a number 0 < q < 1 such that we have γ < (1 + q)α for every such α. In fact, if this was not the case, then 4c + 4 c+1 − 5 could be arbitrarily close to 2c 2 − 1 on the interval
. But then, continuity of the functions and compactness of the interval would obtain that actually there is a number c ∈
for which these two functions coincide, which would contradict to (32) . Since by Lemma 4.4 the map φ preserves γ − α < qα, by a recursion we get a sequence of positive angles {α n } ∞ n=1 converging to zero such that they are preserved by φ in both directions. This implies that φ has to be a Wigner symmetry.
Finally, let us suppose that we have arccos
, we get Either by a recursion we obtain a sequence of positive angles converging to zero such that all of them is preserved by φ in both directions, or after some steps we conclude that φ preserves the angle arccos
, and thus orthogonality in both directions. Both of them imply that φ is a Wigner symmetry. Case 5: when dim H = 3 and 
and cos α sin
In the second possibility we have
cos α cos
(35) Clearly, the third and fourth elements above are always different. Furthermore, they are also different from the first and second elements. Therefore we have # ([x] α ∩ [y] α ) = 3 if and only if the first and second elements coincide, which yields (33) . Now, since we have Finally, similarly as in the last paragraph of the previous case, one can show easily that φ preserves orthogonality in both directions. Therefore φ has to be a Wigner symmetry because of Uhlhorn's theorem.
Our final aim is to prove our theorem for complex inner product spaces of dimension at least three. But before doing so, we provide the following crucial lemma. We will use the notation Proof. There is an orthonormal system {e 1 , e 2 } such that we have (37) For an arbitrary [u] ∈ P (H), we can find a vector e 3 ∈ H, e 3 = 1, e 3 ⊥ e j (j = 1, 2) and numbers λ ∈ C, δ, ε ∈ [0, Since the latter inequality is valid, we actually have γ 0 ∈ (α, 2α). Next, by Lemma 4.7 we infer
i.e. φ preserves the angle γ 0 in both directions. Lemma 4.5 implies that the angle 2α is also preserved in both directions. Therefore, by Lemma 4.4, our transformation preserves the angles γ 0 − α and 2α − γ 0 in both directions. Since none of these angles are zero and at least one of them is less than or equal to α 2 , a straightforward induction and Lemma 4.6 complete the proof of this case.
Case 2: when α = For arbitrary λ, µ ∈ C we compute the following: 
