Estimation of latent network flows is a common problem in statistical network analysis. The typical setting is that we know the margins of the network, i.e. in-and outdegrees, but the flows are unobserved. In this paper, we develop a mixed regression model to estimate network flows in a bike-sharing network if only the hourly differences of inand outdegrees at bike stations are known. We also include exogenous covariates such as weather conditions. Two different parameterizations of the model are considered to estimate 1) the whole network flow and 2) the network margins only. The estimation of the model parameters is proposed via an iterative penalized maximum likelihood approach. This is exemplified by modeling network flows in the Vienna Bike-Sharing Network. Furthermore, a simulation study is conducted to show the performance of the model. For practical purposes it is crucial to predict when and at which station there is a lack or an excess of bikes. For this application, our model shows to be well suited by providing quite accurate predictions. System 3 consisted of N = 120 stations whereby two of them were installed in the course of the year. According to Möller et al. (2018) , it belongs to the 50 largest bike-sharing networks of the world. Besides the station feed data C i,t that induce the differences of station feeds D i,t for each station and each hour, we also have access to the original single trip data. This allows to fit our model based on the station feed data C i,t and compare our fit with the original data N ij,t . Hence, we can evaluate our model and check its performance to estimate the true trip counts N ij,t .
Introduction
In many urban areas bike-sharing systems offer the possibility to rent bicycles on a shortterm basis. Typically, the bikes can be rented and returned from stations that are distributed within a service region. In June 2019, about two thousand bike-sharing systems had been established around the world -most of them in Europe, Eastern Asia and in Northern America. Another hundreds of them are in planning or under construction 1 . The growing popularity can be explained by several factors. The increasing use of public transportation systems led to a demand for the solution of the "first/last mile problem" (e.g. Shaheen et al., 2010) for that a reasonable allocated bike-sharing system is a possible answer. Even more, bike-sharing systems itself are a fast and cheap way to implement urban transportation systems to travel distances of typically 1-5 km for a decent price (Midgley, 2011) .
Without interventions of the providers, a permanent imbalance of the station feeds would occur, meaning that some stations do not have available bikes while others have an overflow. Therefore, being able to estimate bicycle usage in a system offers the possibility to rebalance bikes before these imbalances arise. However, only few providers such as "Citi Bike" in New York City or "Divvy" in Chicago offer public available complete trip data 2 . Whenever we refer to complete trip data, this means that at least the departure time and station as well as the destination time and station are known for every trip in the observation period. With data of Citi Bike NYC, Li et al. (2015) clustered bike stations into groups in order to implement a hierarchical prediction model to predict the number of bikes that will be rented from/returned to each station. Using the Divvy data from Chicago, Zhang et al. (2016) build a trip destination inference model as well as a trip duration inference model.
If complete trip data are not available (e.g. due to data confidentiality issues) one can often at least gather real-time information on stations feeds. Using station feed data for every minute over a period of two years, Chen et al. (2017) inferred the hourly incoming and outgoing traffic for every station. Since only a fraction of the rental and return events occur within the same minute, the error when compared to the complete flow data was only 0.05%. Here, the trip inference problem was transformed to an ill-posed linear inverse problem (Airoldi and Blocker, 2013) . To overcome this problem, the authors used a mixture of a Ridge and a Lasso approach. However, some disadvantages of this model are that their results are hardly interpretable and the need for minute wise data.
In this paper, we consider station feed data that are available for 1 hour intervals. Unlike the minute wise data, we can not in this case infer the incoming and outgoing traffic with the same high precision since there are many rental and return events occurring in the same time interval. However, we can observe the hourly differences of station feeds over time. Hence, for every time interval we aim to estimate the network flow with a cardinality of N 2 possible connections observing only N differences of station feeds.
We propose a regression model that takes additional exogenous covariates into account such as weather data and the geographic coordinates of the stations. The network flows are modeled as independently Poisson-distributed which induces that the differences of the station feeds are Skellam-distributed (Skellam, 1948) . Similar modeling approaches were proposed by Karlis and Ntzoufras (2008) for the modeling of the goal difference in football games and by Koopman et al. (2014) to investigate high-frequency returns in trading. The use of a Skellam distribution in the field of network analysis has been proposed in Gan and Kolaczyk (2018) . The authors represent the difference of the number of edges between two graphs via an approximation of Skellam distributed random variables. Further applications of the Skellam distribution are amongst others concerned with the measuring of the intensity difference of pixels in the spatial and temporal domain (Hwang et al., 2007) and the activation of neurons related with finger movements (Shin et al., 2010) .
This paper is organized as follows. In Section 2 we introduce the regression model and the notation for our analyses. Subsequently in Section 3 we show how to estimate the model parameters. In Section 4 we are concerned with the application to the Vienna Bike-Sharing System including the results and a model evaluation. The main part of this paper is completed by a simulation study in section 5. In Section 6, we briefly discuss the main results of this paper.
Model and Notation

Poisson Modeling of Trip Counts
In our analysis we consider a temporal network having N nodes (stations) and therefore N 2 possible edges (routes between stations), where we also allow for self-loops. For the discrete sequence of points in time t = 0, 1, . . . , T we observe a realization of the N 0 -valued random variable C i,t (station feeds) on every node i = 1, . . . , N . We denote with N ij,t the count of trips from station i to station j departing in the interval [t−1, t) and choose each time interval to be one hour. Our aim is to estimate the network flows N ij,t based on the hourly station feeds C i,t . The counts of trips are modeled separately for each hour of the day and with T we denote the corresponding set of points in time. Hence, T = {h, h + 24, h + 48, . . . , T − 24 + h} for some h ∈ {1, . . . , 24}. We start by assuming a log-linear Poisson model for the trip counts N ij,t ∼ Poi(µ ij,t ) where µ ij,t = exp(η ij,t ) = exp η(z ij,t ) + u out i + u in j .
(1)
With z ij,t we denote covariates which may be dyadic and time specific (i.e. z ij,t = x ij,t ), dyadic specific only (i.e. z ij,t = x ij ), station (and time) specific (i.e. z ij,t = x i,t for outgoing or z ij,t = x j,t for ingoing) or just time specific (i.e. z ij,t = x t ). To keep the notation general we will, wherever possible, denote these with all three indices. The coefficients u out i and u in j are station specific out-and indegree effects which we specify as random effects that account for unobserved station specific heterogeneity. The random effects u i are modeled as independently bivariate normally distributed, i.e.
where Σ is the variance matrix which needs to be estimated from the data. The fixed covariate effects η(z ij,t ) are modeled parametrically as well as semiparametrically using penalized splines, see Eilers and Marx (1996) , Ruppert et al. (2003) or Fahrmeir et al. (2007) . To be specific, the linear predictor η(z ij,t ) is constructed from
where the row vector z ij,t = z lin ij,t , z
(1) ij,t , . . . , z (M ) ij,t consists of station-, route-and time-specific covariate values concerning trips from station i to station j departing in the interval [t − 1, t). The row vector z lin ij,t contains covariates modeled linearly and β is the vector of the corresponding parameters including an intercept. The scalars z (1) m (·), . . . , B
(km) m (·) is a B-spline basis function constructed on knots τ 1 , . . . , τ km . For the seasonal effect, we use cyclic splines to ensure annual continuity. To achieve identifiability of the M spline functions, we enforce for every s m (·) that the function integrates out to zero. In practice, this is enforced by setting the empirical function mean to zero which can be implemented by centering the columns of B m around zero. According to Wood (2017) , we specify an improper normal prior with variance matrix σ 2 m K − m on the spline-parameters γ m where K m serves as a penalty matrix which is constructed from second-order differences and K − m denotes the generalized inverse of K m . This setting allows to estimate the M smoothing parameters λ m = 1 σ 2 m in the process of estimating Σ.
Dyadic Modeling of Trip Counts
A bike trip from station i to station j which departs by our definition in the interval [t − 1, t) does not need to reach its destination within the same time interval. Instead, a customer could also arrive in the subsequent interval [t, t + 1). We additionally account for these trips by installing an additional latent station, denoted by w. Hence, for every time point t, each bike is either parked in one of the N physical stations or it is on the way, which we formally model as being allocated to the latent station w. We assume that trips do not last for more than two time intervals, which is reasonable for the large majority of trips. In other words, we do not allow self-loops for the latent station w.
The modeling approach described above does not allow to model the trip counts N ij,t directly by exploiting the station feeds C i,t only since trips not departing and arriving in the same hour are ignored. We therefore need to change notation and define with Y ij,t the count of trips from station i to station j departing and ending in the time interval [t − 1, t). Accordingly, Y iw,t and Y wj,t are trips not starting and ending in the same time interval [t − 1, t). The first denotes the count of trips that start in the current time interval having station i as origin where the actual destination remains unspecified. Likewise, Y wj,t are the trips that started in the previous time interval at an unknown origin and end at j. We assume the just defined trip counts to be Poisson distributed, i.e. Y ij,t ∼ Poi(ν ij,t ) for (i, j) ∈ {1, . . . , N, w} 2 \{(w, w)} and t ∈ T where ν ij,t = exp(η ij,t ) = exp η(z ij,t ) + u out i + u in j (4) is defined according to the Poisson modeling approach proposed in the previous section.
If we assume the trip counts Y ij,t to be independent given the covariates and random effects, the counts of outgoing bikes N i•,t from station i and the counts of incoming bikes N •i,t to station i, respectively, are again Poisson-distributed, so that
With C i,t−1 as station count of the i-th station in t − 1 we obtain C
Defining with
the difference in the i-th station count from t−1 to t, we obtain for D i,t a Skellam distribution with parameters µ •i,t and µ i•,t , see e.g. Alzaid et al. (2010) . More precisely, if X ∼ Poi(θ 1 ) and Y ∼ Poi(θ 2 ) are independent, then D = X − Y ∼ Skellam(θ 1 , θ 2 ) and the probability mass function of D is given by
is the modified Bessel function of the first kind (Abramowitz and Stegun, 1965) . A ratio test can be applied to show the absolute convergence of the series in (7). However, this series does not need to converge numerically. If this is the case, we compute the logarithms and the ratios of the modified Bessel function, which we need to fit the model, making use of approximations developed by Amos (1974) . Details are given in Appendix A. Furthermore, we denote with l D (θ; d) = log P θ (D = d) the log-likelihood contribution. The derivatives of the log-likelihood, which are required to fit our model, are also elaborated in Appendix A. If we assume that the total count of bikes in the system at time t − 1 equals the count at t, then
i.e. the differences of the physical station feeds imply the differences of the latent station's feeds which are again Skellam-distributed. Thus, our regression model results to
for i ∈ {1, . . . , N, w} and t ∈ T where µ •i,t and µ i•,t are defined as in (5) and (6), respectively, and T denotes the set of time points which belong to the evaluated hour of the day. By estimating the model parameters (as shown in the next section) and inserting them into (4), we get estimates ν ij,t for (i, j) ∈ {1, . . . , N, w} 2 \{(w, w)} and t ∈ T . However, we actually want to estimate the expected trip counts µ ij,t that were defined in the previous subsection. In other words, we also want to allocate (i.e. estimate) the destination for trips that start in one period but end in the subsequent period. For this, we merely need to estimate the probability π ij,t that a trip originating at station i in [t − 1, t) which is exceeding this time interval, will terminate at station j. If the decision of the terminal station is independent of exceeding or not exceeding this time interval, which is a plausible assumption, this probability can be estimated by
and thus we set µ ij,t = ν ij,t + ν iw,t π ij,t . This yields the final estimate for dyadic movements in the network based on station feeds.
Station based Modeling of Trip Counts
Amongst others, the above model builds on dyadic covariates z ij,t , i.e. quantities that are specific for a trip from i to j. If covariates are available on a station level only, we find z ij,t to depend either on i or on j but not on both. In this case we can simplify the model since
where, as introduced before, x i,t are outgoing specific covariates, x j,t are ingoing specific and x t is just time specific. It is easy to see that µ i•,t simplifies to
Similarly, we obtain simplifications for µ •j,t . This model does not rely on the conditional independence assumption of the counts of imcoming/outgoing trips to/from a station any more. In the same way as in the dyadic modeling approach we can model the incoming and the outgoing trips to the latent station w. The performance of both, the dyadic model and the station based model is limited by various characteristics of the network. Amongst others, the provider transports bikes between stations to work against imbalances. Moreover, broken bikes are taken out of the system and brought back after repair. Such information is not provided and accounts for inevitable inaccuracy of our models.
Model Estimation
Estimation of the model parameters is performed iteratively by an approximate EM-algorithm comparable to Fahrmeir and Tutz (2001) in the setting of a generalized linear mixed model. The fundamental idea is to alternately estimate the model parameters and random effects θ = β , γ 1 , . . . , γ M , u 1 , . . . , u N , u w as well as the variance components Σ and λ = (λ 1 , . . . , λ M ) . Algorithm 1 illustrates the procedure applied to our model.
Result:
Estimates θ, Σ and λ Initialize starting values Σ (0) and λ (0) ; Set value for ; p = 0; convergence = FALSE ; while convergence = FALSE do estimate θ given Σ (p) and λ (p) ; determine Σ (p+1) and
Algorithm 1: Approximate EM-algorithm
In order to estimate θ, we make use of a Laplace approximation as generally proposed in Breslow and Clayton (1993) . It can be shown that this is equivalent to maximizing the penalized log-likelihood
is the log-likelihood contribution from above evaluated for an observation D i,t = d i,t as well as Σ and λ being fixed to some value. The first penalty refers to the spline functions, the second to the random effects. The estimation of the covariance matrix Σ is then based on maximization of the resulting Laplace approximation. This in fact is a posterior mode estimation, but since posterior mode and posterior mean are close, Fahrmeir and Tutz (2001) name the algorithm "approximate EM-algorithm". Formally, using the current estimate θ, the update of Σ is carried out through
where V = (F obs ) −1 ( δ) is the inverse of the observed Fisher matrix of θ and V u i u i denotes the diagonal elements of V related to u i . In order to compute the update of λ, we follow Wood and Fasiolo (2017) . Given the estimate λ (p) m of the previous cycle and the current estimate θ, the updates are carried out through
for m = 1, . . . , M . Here, S m is the matrix K m augmented with zeroes such that it fits the dimension of V and the entries of K m in S m are located at the same place as the entries of V γmγm in V , see also Appendix B. Furthermore,
and tr denotes the trace operator for diagonal matrices. Wood and Fasiolo (2017) also show that if V is positive definite, the difference in the nominator of (9) is guaranteed to be positive and hence λ (p+1) m , too. Since we do not use the expected Hessian but the observed Hessian, this is not necessarily fulfilled. In the case of a negative λ p+1 m , they propose to replace it by a "suitable nearest positive definite matrix to the observed Hessian". 
Data Description
In 2014, a total of 980 360 rides of customers was recorded. Additionally, the provider repositioned 79 122 bikes, e.g. to redistribute bikes from (almost) full to (almost) empty stations. These actions are denoted as service rides where most of them occurred in the morning hours. Since we are not able to distinguish between rides of customers and rides of the provider, our benchmark is always the sum of those. Only around 2/3 of the trips depart and end within the same hour. That is the reason why we installed the latent station w which respects trips exceeding one time interval [t − 1, t). A major characteristic of bike-sharing networks is the sparsity. In our network, 99.1% of the observed N ij,t are equal to zero. Figure 1 gives an overview of the Vienna Bike-Sharing System. We can see that in the morning from 9 am to 10 am, stations in the city center and the station near the university have much more incoming than outgoing traffic. In the evening hours, we can observe the inverse effect and stations in the outskirts fill. The average absolute differences of the station feeds are larger between 9 and 10 am when compared to the hour from 5 to 6 pm. However, in the latter hour the Vienna Bike-Sharing Network is used more often which can also be observed from the left panel of Figure 2 which shows that the average usage behavior depends Most of the trips occur in the evening hours and least in the early morning. Furthermore, we can see that particularly from 5 to 10 am the network is used less at the weekend than on weekdays. From previous studies on bicycle commuting (e.g. Smith and Kauermann, 2011) we know that weather specific variables such as temperature or precipitation have a huge impact on the decision of people choosing the bike as mean of transportation or not. For the effect of the temperature, this is already illustrated in the right panel of Figure 2 .
The geo coordinates of the bike stations are used to compute the cycling distances dist ij between each of the station pairs (i, j) as dyadic-specific covariates. The distance between station i and station j is defined as the shortest cycling route that Google Maps 4 finds. This process can be automatized using an API key 5 . Note that the set of distances {dist ij } does not define a metric, since in general dist ij = dist ji , e.g. due to one-way roads. As one could expect, the distance between two stations has a nonlinear effect on the trip counts when ignoring other effects, see the left panel of Figure 3 . It turns out that spline-based modeling of dyadic covariates with our model leads to heavy inaccuracy of the estimates. To remedy this problem, we propose to transform the covariate dist nonlinearly by f α (dist) = dist α exp(−dist) for α > 0 where the function f α reaches its maximum at α. Thus, this transformation respects the low count of trips for connections with a very short or a very high distance. In the right panel of Figure 3 we plot the normalized functions f α / max(f α ) for some values of α. These functions behave accordingly to the diagram in the left plot of Figure 3 which reflects the total trip counts in the year 2014 in dependence of the distance between tow stations. 
Model Implementation and Results
We exemplarily estimate our model for the hour from 5-6 pm on weekdays. This means that the model is estimated for |T | = 261 days. In the chosen hour of the day, the network is least sparse but the average observed trip count is still only 0.017 and 98.5% of the observed n ij,t are equal to zero. In the considered time frame, service rides of the provider account for 3% of the trips such they should only slightly influence the estimates. We fit the dyadic model with parameters set to
Here, z lin ij,t represents the vector of covariates which are explicitly listed in the first column of Table 1. In (10), temp t is the outside temperature in degrees Celsius at time t and seas t is a value in the unit interval representing the time of the year. Note that weather covariates and calendar covariates are time specific, i.e. using the notation from above we collect these in x t . Outgoing and ingoing station specific covariates are listed as x i,t and x j,t , respectively. The route specific covariate is dennoted as x ij , which in this case does not depend on t. We fit two models, one with the route specific covariate included, with estimates denoted as β dyad , and one by omitting the route specific quantities which simplifies the model to the station specific type explained in Section 2.3. Estimates in this model are denoted as β station .
In Table 1 we summarize the dyadic model's estimates β dyad and the station based model's estimates β station . For comparison, we also list the estimates β Poisson , if we fit the model to the original data N ij,t with N ij,t ∼ Poi(µ ij,t ) using the original model (1) and taking the same covariates into account as in (10). These parameters may serve as benchmark since they rely on complete trip data. Remember that the aim of this paper is to estimate the model based on station feed data only.
The covariates rain t and sun t quantify the relative duration of rain and sunshine in the interval [t − 2, t), i.e. they take values in the interval [0, 1]. The impact of both is clearly significant, showing a negative effect for rain t and a positive effect for sun t . For the weekday effect, we use dummy coding. The results show that the use of the bike-sharing system varies slightly during the week with Tuesday being the most frequented day conditional on all other effects. However, on public holidays, indicated by ph t , there are significantly less trips. The time-and station dependent covariates nobikes i,t and noboxes j,t indicate whether there have been no bikes or boxes available at time points t − 1 and t, i.e. at the beginning and the end of a time interval. As one could expect, the corresponding parameters are clearly significant with a negative sign. The covariates hubout i,t and hubin j,t specify the logarithm of the distance (in 50 meters) of a station to the next underground or train station. Hence, the further away a bike station is from major public transportation hubs, the fewer the bike station is used.
As motivated in the previous subsection (see also Figure 3 ), we respect the nonlinear effect of the dyadic specific variable dist ij by making use of the transformation f α (dist ij ). In order to find a proper value for α, we first included several basis functions f α 1 , . . . , f α K into the linear predictor with zero as a lower bound for the respective parameter estimates. However, most of the estimates were at the boundaries with high standard deviations. Hence, we fitted the model with different sets of basis functions leading to α = 1.7 as a reasonable value, i.e. we estimate trip lengths of around 1.7 kilometers to be most likely. This is in accordance with the terminology "first/last mile problem" (e.g. Shaheen et al., 2010) . The nonlinear effect of the distance between two stations that was estimated with the dyadic model is not significantly different from the effect that was estimated with the Poisson model. This is also illustrated in the left panel of Figure 9 in Appendix C. The fitted smooth functions for temperature and seasonality are shown in Figure 4 including 95% confidence bands. In order to calculate the confidence bands, we simulated 10 000 times from the distribution of the estimated spline parameters γ m . The lower and upper confidence bands are hence determined by the respective pointwise 2.5% and 97.5% quantiles. For both parameterizations, i.e. station based and dyadic based, the smooth functions s 1 (temp t ) and s 2 (seas t ) look similar. As one could expect from Figure 2 , the expected count of trips increases with the temperature, but if it is too hot outside, the effect reverses. The confidence bands are wider for very low and very large temperatures due to fewer observations. The right panels show that the system is mostly used between April and October, disregarding all other effects included in the model. However, the estimated effect is much more wiggly than the temperature effect.
In Figure 5 we depict the estimated random effects for both the dyadic model and the station based model. The estimates of u i for i = 1, . . . , N fit to the specified distribution (2). The isolated vector u w in the upper right corner of both plots reflects the large count of trips which either started in a previous time interval or reached their destination not before the subsequent time interval. The estimated covariance matrices Σ dyad and Σ station which are given by Σ dyad = 0.604 0.560 0.560 0.585 , Σ station = 0.590 0.573 0.573 0.631 respectively, are very similar. The components of the random vectors u i are highly correlated which can also be observed in Figure 5 . Hence, stations with many incoming trips tend to have also a clearly high outgoing trip count. The variances are quite similar, and thus the distributions of u in and u out are similar, too. Finally, we do compare the estimates β dyad and β Poisson , where the latter are fit directly to the trips and hence serve as benchmark, if original trips counts instead of station feeds are available. We see in Table 1 a general concordance though some parameter estimates differ in size. Major differences occur for the sunshine variable and the indicator whether a station ran out of bikes or is full. The difference for the latter two variables is not surprising since these are very dynamic covariates, i.e. a station can be empty now and offer bikes again a couple of minutes later. Apparently, the standard errors are larger for the Skellam models compared to the full trip data fit. The estimates and standard errors that were fit to the Skellam models are very similar except for the intercept. However, this can can be explained by the derivation of the station based model in Section 2.3. 
Model Evaluation
The above comparison of the Skellam model with the Poisson model fit to the separate trip data serves already as model evaluation and confirms that station feeds allow to obtain information about unobserved network flows. We will now further investigate the performance of the model. To do so we first look at the ability of predicting in-and outdegrees with the station based model. In the top panel of Figure 6 we depict the total count of outgoing trips in the chosen hour of the day depending on the day index. With just few exceptions, the relative errors are rather small with a mean absolute relative error of 0.169. The corresponding relative errors ∆ in t have a mean of 0.175. Next, we consider the relative station-wise errors with respect to outgoing or incoming trips to or from station i, i.e.
In the bottom left panel of Figure 6 we show the mean absolute relative errors of outand indegrees for every station. Here, we can see that the more frequented a station is used, the lower is the prediction error. This is not surprising since the lower µ i•,t or µ •i,t , the larger the relative effect of the absolute prediction error. It therefore appears more plausible to consider the estimates of the cumulated in-and outdegrees for every station i, that are
This is shown in the bottom right plot of Figure 6 and there we see a promising concordance with the corresponding observed counts. The prediction errors are symmetrically around zero, i.e. there is no systematical bias.
Since we actually fitted differences of station feeds we further compare the actual differences D i,t and the estimated differences D i,t = µ •i,t − µ i•,t . In the right panel of Figure 7 we depict those for every station i averaged over the observation period. The averaged observed differences are very close to the averaged estimated differences. Further evaluation of the dyadic Skellam model can be found in Appendix C.
Simulation Study
After having applied the model to real data, we evaluate its performance making use of simulated data, i.e. we compare the estimates µ ij,t with the actual expected trip counts µ ij,t . We set up the following simulation scenario. For each simulated network we consider one fixed hour of the day on |T | = 500 days and a trip arrives its destination in the subsequent interval with probability 1/3. Hence, we also include the latent station w in the model which considers trips that exceed a single time interval. The count of bike stations N is set to 20 and for simplicity we assume that the they can neither be empty nor full at any time.
The network flow is assumed to be dependent on two covariates which are included as linear effects in η -a time-dependent covariate z (1) t and a dyadic covariate z
(2) ij . Additionally, an intercept and the two-dimensional node-dependent random effects
ji for all i, j = 1, . . . , N for simplicity. The random effects u i = (u out i , u in i ) are drawn independently from a bivariate normal distribution with mean µ = (0, 0) and covariance matrix
such that the expected counts of incoming and outgoing trips are clearly positively correlated.
In the s-th simulation we generate the trip counts by Y s,ij,t ∼ Poi(µ ij,t ) for i, j ∈ 1, . . . , N and t ∈ T where
Since incoming bike trips in [t − 1, t) might have departed in the previous time interval, we additionally need to simulate the trip counts of the preceding hour, denoted by Y s,ij,t . Here, we set µ ij,t = 0.9µ ij,t which reflects clearing stations by trend during the evaluated hour of the day. We rerun the data-generating process as well as the data-simulating process S = 250 times and fit the model with four different parameter vectors β (1) , . . . , β (4) . In Figure 8 we summarize the resulting fixed parameter estimates. For the sake of compareability with the true value of Σ, we indicate the estimate Σ which we would get when calculating the sum in (8) leaving out the index w.
We can see that in general, the estimates for the intercept and the time-dependent parameter vary around the true value with a low variance with respect to the mean, especially for the time-dependent effect. The estimates for the dyadic-specific effect can be recognized to be rather biased towards zero and exhibiting a higher variance. However, in most of the simulations the sign of the estimate β the fixed variance and covariance components σ 2 1 , σ 2 2 and σ 2 12 are nearly unbiased but tend to show a higher variance. This could be remedied when more stations are included in the study. Overall, we see for the fixed parameters a promising performance.
Discussion
Despite just few information on temporal network flows in a bike-sharing network given by station feeds only, our model is able to capture a large part of the effects that determine the network flow. Especially time-dependent effects and station-dependent (random) effects can be estimated properly with little uncertainty. Over a longer period the estimates of incoming and outgoing bikes could be shown to be rather precise for both real data application and simulated data. In the simulation study it was also shown that dyadic-specific effects are somewhat biased towards zero and that the standard errors of the estimates are much higher than for time-dependent effects. Finally, checking and incorporating possible overdispersion would be an advisable option though this will lead to a much more complex model.
Our model can easily be applied to any network with integer count temporal network flows if the filling levels C i,t of each node i are known on an equidistant time grid. In (5) and (6) we implicitly define a routing matrix A (see e.g. Medina et al., 2002) which in our case specifies that every of the N 2 possible edges can have a positive weight. By changing the index sets in the sums of (5) and (6), arbitrary routing matrices can be implied, e.g. setting the weights of loops to zero corresponds to the usual case when conducting traffic matrix estimation.
A. Derivatives of the Log-Likelihood
Since the series included in (7) converges absolutely, one can show that √
The direct calculations of log I d (θ) and I d+k (θ)/I d (θ) for k = 1, 2 are not possible if I d (θ) does not converge numerically. If this is the case, we use approximations of the Modified Bessel functions proposed by Amos (1974) . They show that for θ, d ≥ 0 it holds that
There is no analytical expression of the Fisher-information involving Skellam distributed random variables known yet and it appears that the observed Fisher-Information is not positive definite for most of the choices of θ such that a Fisher-Scoring algorithm usually does not converge to a local optimum. Therefore, we use a quasi-Newton algorithm already implemented in R to maximize the penalized log-likelihood. More precisely, we use the function optim with the method "BFGS". This algorithm does not need second order derivatives and is hence suitable for our problem. For more details on the BFGS algorithm, see Wright and Nocedal (1999) . Hence, we need a representation of the derivative of l P with respect to θ.
II
Denoting
the components of the penalized score function s P are given by
Even though we don't need the observed Fisher-Information to maximize l P , we need its inverse in order to perform the updates of Σ and λ according to (8) and (9) as well as to compute the standard errors which are stated in Table 1 . Applying the chain rule and the product rule we have for example
Again, the remaining components of the observed Fisher-Information F obs P can be calculated
Distance in Kilometers Distribution of Trip Counts
Deviation less than 1/3 Figure 9 : Left panel: Observed vs. estimated distribution of trip counts by distance covered in the network, loops are left out; Right panel: Estimates of cumulated trip counts for every connection in the network in a similar manner. Finally we denote
as the estimated variance-covariance matrix of θ.
C. Model Evaluation -Continued
In this section we further assess the performance of the dyadic network flow prediction model (10) where we also compare the results to those of the corresponding Poisson model. In the left panel of Figure 9 we contrast the observed with the estimated cumulative distribution of trip counts by distance covered in the network. The tendency of all three curves is the same, but for any distance dist, the count of estimated trips covering at most dist is always smaller than actually observed. Furthermore, the Poisson model's curve is very close to the dyadic model's curve.
The right panel of Figure 9 opposes the estimates of the cumulated trip counts over the Here, we can also see that there is a general concordance. For the majority of the most frequent used connections in the network the relative deviations of the estimates are less than 1/3. In Figure 10 we compare for every t ∈ T the observed shares of trip counts being either zero, one or greater than one with the corresponding estimates which are given by P(Y t = 0) = 1 N 2 N i,j=1 exp(− µ ij,t ), P(Y t = 1) = 1 N 2 N i,j=1 µ ij,t exp(− µ ij,t ),
due to the Poisson assumption. The typical large count of zero-trip counts in bike-sharing systems can be captured very well, the maximal deviation is only 1.3%. The percentages of trip counts being equal to one are rather overestimated with an average deviation of 24.9%. The share of trip counts larger than one is distinctly underestimated for all t. Thus, it can be concluded that there is overdispersion in the data which a Poisson model is not able to capture.
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