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Abst ract - - In  this paper, we consider a class of delay difference systems with piecewise constant 
nonlinearity, which includes the discrete version of an artificial neural network model of two neurons 
described by differential equations with piecewise constant arguments. Some interesting results are 
obtained for the periodicity and convergence of solutions of the systems. Q 2004 Elsevier Ltd. All 
rights reserved. 
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1. INTRODUCTION 
The dynamical  characteristics of artificial neural network models have been the subject of manly 
recent investigations. However, most results are based on the models described by systems of 
differential equations, see, for example, [1-9]. To our knowledge, there are only a l imited number 
of works dealing with the dynamics behavior of delay difference systems arising from neural 
networks. For some results, we refer to [10-12]. In this paper, we consider the following delay 
difference system: 
xn = AXn-1 + ttf(yn-k), 
n = 1 ,2 , . . . ,  (1.1) 
Yn = Ay~-I + #f(Xn-k), 
where A E (0, 1), # E R, k is a positive integer, and f : R -~ R is a piecewise constant nonlinearity 
function given by 
I, ¢ e 
f(~) = 0, ~ C ( -oz ,0]  U (a, c~), (1.2) 
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for some constant c~ E (0, oo). 
System (1.1) can be derived from the discrete analog of the following artificial neural network 
model of two neurons with a piecewise constant argument: 
5c = -ax  ÷/~f(y([t  - / ] ) ) ,  
~1 = -ay  ÷ ~f(x([t  - / ] ) ) ,  
(1.3) 
dx and y ---- d_y. a > 0, and/3 E R are given constants, l is a nonnegative integer, where ~ -- ~ r, 
It] denotes the greatest integer in t, f is a signal function given by (1.2). Such a signal function 
shows that if the activation of one neuron is between 0 and a, then it has a constant active 
affection to another neuron, or else it has no affection to another neuron. 
As we know, system (1.3) also has found interesting applications in certain biomedical models. 
For some background on system (1.3) and some other systems of differential equations involving 
piecewise constant arguments, we refer to [13-15]. It is easy to convert (1.3) into a discrete 
system (1.1). In fact, we may rewrite (1.3) into the following form: 
d (x(t)eat) = ea,/3f(y([ t _/])),  
dt (1.4) 
d 
d-'t (Y(t)eC~t) = eC~tflf(x([t - /]))" 
Let n be a positive integer and k = 1 + 1. Then we integrate (1.4) from n - 1 to t E [n - 1, n) to 
obtain 
x(t)e ~ ' -  x (n -  1)e ~<'~-1) = ~ (e a t -  e ~(~-1)) f (y (n -k ) ) ,  
(1.5) 
y(t)e a t -  y(n - 1)e a('~-z) = /~ (e at - e a(n-l>) f (x (n  - k)). 
C~ 
Letting t ~ n and simplifying, it follows from (1.5) that 
x(n) = e -ax(n -  1) + ~ (1 - e -a )  f (y (n -  k)), 
f~  (1.6) 
y(n) ~- e -ay(n -  1) + /3 (1 - e -a )  f (x (n -  k)). 
Ol 
Obviously, if letting xn = x(n) and y~ -- y(n), then (1.6) is a special case of (1.1) with A = e -~ 
and :z = (f l /a)(1 - e -a) .  
To the best of our knowledge, no work is done for system (1.1) when f is of the form (1.2). 
The purpose of this paper is to give dynamic analysis of solutions of (1.1). To simplify our 
presentation, we rescale the variables and parameter in (1.1) by 
1 -A  1 -A  
X n -~ ~ X n ,  Yn  -~ ~ Y n ,  # I z 
f (~ .u)  a .  1 - f*(~) 1 -A  - # 
and then drop the * to get 
n = 1, 2 , . . . ,  (1.7) 
with f satisfying (1.2). 
Throughout his paper, we consider (1.7) replacing (1.1). To state and prove our results, it is 
convenient to introduce some notations and notions again. Let N denote the set of all nonnegative 
integers. For any a, b e N, define N(a) -~ {a, a + 1, . . .  } and N(a, b) --= {a, a + 1, . . . ,  b} whenever 
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a < b. In particular, N = N(0). By a solution of (1.7), we mean a sequence {(xn,y~)} of points 
in R 2 that is defined for all n E N( -k )  and satisfies (1.7) for n E N. Let X denote the set of 
mappings from N( -k , -1 )  to R 2. Clearly, for any • -- (~, ~b) E X, system (1.7) has a unique 
solution {(x~, y,,)} satisfying the initial conditions 
= and = ¢( i ) ,  for i e N( -k , -1 ) .  
Our goal is to determine the large time behavior and periodicity of {(Xn, Yn) )  as n --* oo for any 
(b E X. In particular, we concentrate on the case where ~, ~ - a, ~, and ¢ - g have no sign 
3 
changes on N( -k ,  -1) .  Namely, we consider those • = (~, ~b) E U~,j=I X~j -- X~, where 
X~j={4~; ~ = (qg,~b)EX, ~ER~,  and ¢ E Rj}, i , j=1 ,2 ,3 ,  
with 
R1 = {~; ~:  N( -k , -1 )  ~ R and ~(i) < 0 for i e N( -k , -1 )} ,  
R2 = {~o; ~:  N( -k , -1 )  ~ R and 0 < ~(i) < a for i E g( -k , -1 )} ,  
and 
R3 = {T; ~:  N( -k , -1 )  --~ R and ~(i) > cr for i E N( -k , -1 )} .  
2. EX ISTENCE OF  SYNCHRONIZED PERIODIC  SOLUTIONS 
In this section, we consider the case where 0 < a < 1 and give the result regarding the 
existence of asymptotically stable synchronized periodic solutions for (1.7). Our main result is 
the following. 
THEOREM 2.1. Assume that 0 < cr < 1, @ = (~,~b) C X22 LJ X33, and ~(-1)  = ¢( -1 ) .  Then 
the solution {(x~, yn)} of the difference system (1.7) with the initial value • satisfies Xn = Yn for 
n E N, moreover, if a E [),p+l, (An(1 _ Ak-1)/(1 _ Ak+p-1))) n [1 -- Aq + Ap+q+k, 1 -- (Aq+l(1 -- 
Ak+p)/(1 _ )~ 2k+p+q ) ) ) for p, q E N, then system (1.7) exists a asymptotically stable synchronized 
periodic solution {(Xn, Yn)}, whose minimal period is 2k + p + q. 
To prove Theorem 2.1, we first establish the following lemma. 
LEMMA 2.1. Let 0 < a < 1 and let {xn, y~ } be the soIution of (1.7) with initial value • = (~, ¢) E 
X22 UX33 and ~(-1)  = ~b(-1). Then there exist integers ml, m E N( -1 )  with m-m1 > k such 
that {(x~, yn)} satisfies x,, = y,~ E R2 for n E N(ml,  m) and x,~+i E (a, 1). 
PROOF. By (1.7) and (1.2), we can easily obtain that xn = Yn for all n E N. Therefore, it suffices 
to show that the solution {x~} of the equation 
= + ( i  - 
with initial values x i  E R2 U R3 for i E N( -k , -1 )  satisfies the conclusion of Lemma 2.1. We 
distinguish two cases. 
CASE 1. ~ E R2. We are going to prove that there exists an no E N( -1 )  such that x~ E R2 
for n E N( -k ,  no) and Xno+l ¢ R2. Otherwise, we have x,~ E R2 for any n E N( -k ) .  It follows 
from (1.7) and (1.2) that 
x~ = (~( -1)  - 1)A ~+1 + 1, for n e N, 
which implies that xn -~ 1 > a as n ~ oo. This contradicts the fact that x,~ E R2 for n E N(-k ) .  
Thus, we have 
O<xno+1=Ax,~o+(l-A)<Acr+(l-A)<l, 
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which implies that Xno+l E R3 and x~o+l E (a, 1). Taking m = no and ml  = -k ,  then the 
conclusion of Lemma 2.1 holds. 
CASE 2. ~fl E R3. In view of (1.7) and (1.2), we can obtain 
x~ = ~( -1)A  ~+1, for n E N(0, k - 1). 
Let nl be the least nonnegative integer such that 
(2.1) 
Xnl--1 ~> (7 and Xn~ g (7. 
Then (2.1) holds for n E N(0, n~ 4- k - 1), which, together with (2.2), implies that 
0 < x~+~ = ~( -1 ) ) ,  ~+~+~ < ~(-1)A  ~'+~ = x~ < a 
(2.2) 
for i E N(0, k - 1). It follows that x~.tl+i ~ R2 for i E N(0, k - 1). Thus, Case 2 follows from 
Case 1. 
REMARK 2.1. Lemma 2.1 shows that to discuss the large time behavior of solutions of (1.7) with 
initial value ~ = (~, ¢) E X22 U X3 3 and ~( -1 )  = ¢( -1 )  for (7 E (0, 1), it suffices to restrict 
initial value (I) -- (~,¢)  E X22 with ~( -1 )  = ¢( -1 )  and the first iteration (xo,yo) satisfies 
x0 = y0 e Do = ((7, 1). 
PROOF OF THEOREM 2.1. In view of (1.7) and (1.2), we can easily obtain that  xn = yn for all 
n C N. Moreover, in view of Remark 2.1, we only need to consider the case where ~ E R2 and 
the first iteration x0 E Do = ((7, 1). 
Note that the iteration of the linear mapping 
g l (u )=Au4-1 -  A 
satisfies 
g~'~) (u) = A'~u + 1 - A '~, 
and that the iteration of the linear mapping 
g2(u) -= Au 
satisfies 
= 
Since ~ E R2 and x0 E Do = (a, 1), it is clear that the solution {xn} of (1.7) satisfies 
xn = for n e N(1 ,  k -  1). 
Let g~n)(Do) = D~ for n E N(1 ,k  - 1). Then it is easy to prove that 
Dn = (g~)(a),g~n)(1))  , for n E N(1, k -  1). (2.3) 
In view of u E (0, 1), we have 
1 > g~k)(u) > g~k-1)(u) > . . "  > g~O)(u) --- U. (2.4) 
Recall (7 E (0, 1), from (2.3) and (2.4), it follows that D~ C Rs holds for all n E N(0, k - 1). 
Let nl be the largest integer such that x~ E R3 for n E N(0, nl + k - 1). Then, from (1.7) 
and (1.2), we can obtain 
xn+k-1 = g~n)(xk-1) = g~)"  g~k-1)(xo), for n E N(1, nl + k), (2.5) 
Nonlinear Discrete-Time Neural Networks 89 
which implies that x~+k-i  E Dn+k- i  for n e N(1 ,n l  + k), where 
D,~+k_i=g~n).g~k-1)(Do), fo rncN(1 ,  n l+k) .  
Furthermore, it follows from (2.3) that 
i ~ J 2 (2.6) 
= (~+k- ia  _ ~+~- i  + ~, ~), 
for n ~ Y(1, ni  + k). Since b E [Ap+i AP(1 -- A~-1)/(1 -- A~+~-i)), from (2.6), it is easy to verify 
that 
D~+k-i  C R3, for n E N(O,p), 
which leads to 
nl >_p and x,~+k-i EDn+k-i cR2, fo rncN(p+ l ,p+h).  
Thus, it is easy to see ni = p. Taking n = p + k in (2.5), we have 
+ (2.7) X2kTp-  1 ~ " ~ -- • 
Let n2 be the largest integer such that Xn+2k+p-i E R2 for n E N(0, n2). Then, from (1.7) 
and (2.7), we get 
= (x2k+p-1 - 1) ~n + 1 
-.--- )~nT2kWp- lxo  _ ~nT2k÷p- -1  _~. )nTk÷p _ An JF 1, 
for n E N(1, n2 + k). It follows that x~+2k+p-i E D~+2k+p-i for n E N(1, n2 + k), where 
(k+p). g~k-1)(Do). (2.8) 
Substituting (2.6) with nl = p into (2.8), we calculate D~+2k+p-1 to be 
D,~+2k+p-i = \g~) " Y2 " 
(2.9) 
= (~+2k+p-~(~ _ 1) + ~+k+p _ ,X~ + 1, ~+k+v _ ~ + 1) ,  
for n E N(1, n2 + k). Since a E [1 - Aq + A p+q+k, 1 -- Aq+l(1 - Ak+P)/(1 -- A2k+P+q)), from (2.9), 
it follows that 
Xn+2k+p-1 GDn+2~:+p-1 C R2, for n E N(0, q), 
and 
XnW2kTp-1 e Dn+2k+p-1  C Do C R3, for n E N(q + 1, q + k), (2.10) 
which implies that n 2 = q. 
Taking n = q + 1, from (2.10), we have 
X2k+p+q ~ D2k+p+q C Do. 
From the above facts, we can construct he mapping G(x) : Do --* Do as follows: 
(k+p). g~k-~)(~) 
)~2k+pTqx _ )~2k+p+q ._~ ~k+pTq+l  _ ~q+l .j_ 1, 
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Obviously, 
Note  that 
nlim G@(x)  = I - )`q+1 ( i  - A k+") ( i  - ) `2k+p+k)  - I  = X*, (2.11) 
CrE 
)`P (1 - A k - i )  ) 
2'+i' 1--- ~ N [1-A qq-A p+q+l¢, l -  
A q+l (1 - A k+p) 
1 - ,~2k+p+q } ' 
it can be checked that x* • Do. Hence, x* is the unique fixed point of C(x) in Do. Clearly, 
the unique solution {(x*,y*)} of (1.7) with initial value • = @,¢)  • )(22 and ~o(-1) = ¢( -1 )  
and the first iteration (x*,y*) where y* = x* is a periodic solution, whose minimal period is 
2k +p + q. From Lemma 2.1 and (2.11), we see that the solution {(x*, y*)} is an asymptotically 
stable periodic solution with initial value ~ = @, ¢) • X22 UXa3 and ~o(-1) = ¢( -1 ) .  The proof 
is complete. 
3. CONVERGENCE OF  SOLUTIONS 
In this section, we consider the cases where ~r > 1 and a = 1. Our results show that every 
solution of (1.7) with the initial value ~ E Xa is convergent for two such cases. 
THEOREM 3.1. Let a > i and (xn,yn) denote the solution of (1.7) with the initial value • = 
@, ¢). Then 
(i) (Xn, Yn) ~ (0, O) aS n --* oo for ~ E Xu.  
(ii) (x~, Yn) ~ (1, 1) as n ~ oo for • • X~ - X l l .  
PROOF. We first show Conclusion (i). Since (b = (T ,¢)T  • X l l ,  from (1.7) and (1.2), it follows 
that 
Xn -- )`Xn-1 = O, 
(3.1) 
Yn -- Ayn-1 = O, 
for n E N(0, k - 1). Therefore, 
xn = ~,o(-1))` n+l, (3.2) 
Yn : ¢ ( -1 )  An+l, 
for n E N(0, k - 1). This implies that x ,  < 0 and y ,  < 0 for n E N(0, k - 1), and that (3.1) is 
satisfied for n c N(k,  2k - 1). Thus, Xn < 0 and y,~ < 0 for n e N(k ,  2k - 1). Repeating this 
procedure, we can obtain that (xn, y~) satisfies (3.2) for all n E N, from which we know that 
(x . ,  yn) - -  (0, 0) as n 
We next let ~ E X~ - X l l .  To show Conclusion (ii), we distinguish several cases. 
CASE 1.  @ E X22. In view of (1.7) and (1.2), we see that 
Xn = )`Xn-1 + 1 -- )`, (3.3) 
Yn = )`Yn-1 + 1 - )`, 
for n E N(0, k - 1). It follows that 
x~ = (~p(--1) - i))` n+l + I ,  
y~ = (¢ ( -1 )  - 1)>, "+1 + 1, 
(3.4) 
for n E N(0, k - 1). 
Note that 
and 
0 < -A  ~+i + 1 < x~ <__ (G - I)A ~+i + i < cr 
0 < --A ~+i + I < y~ _< (a - l)A n+l + i < a 
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for n E N(0, k - 1), it is easy to see that (3.3) is satisfied for n e N(k ,  2k - 1). Thus, 0 < x~ _< a 
and 0 < y,~ _< a for n E N(k ,  2k - 1). Repeating this procedure, we can obtain that (xn, Yn) 
satisfies (3.4) for all n e N, and hence (xn, yn) 4-4 (1, 1) as n --~ oo. 
CASE 2. ~5 C X33. From (1.7) and (1.2), we can obtain 
0 _< xn - ix,~-i _< 1 -  A, 
0 <_ y~ - AYn-1 _< 1 - A, (3.5) 
for n E N. By induction, it is easy to show that 
0 < (p(-1)A n+z < Xn <_ (~p(-1) - 1)A n+l + 1, 
nEN.  
0 < ¢( -1 )A  n+l < Yn <_ (kb(-1) - I)A n+i + 1, 
It follows that there exists a positive integer ml such that 0 < Xn <_ a and 0 < Yn <_ a for 
n e Y (mt) .  Thus, (3.3) holds for n e N(ml  + k). Therefore, we get 
x,~ = (xm~+k-1 - 1)A '~-~1-k+1 + 1, 
n E N(ml  + k), 
Yn = (Yml+k-1  - -  1)A n -ml -k+l  + 1, 
which implies that (z~, y~) -~ (1, 1) as n -* oo. 
CASE 3. ~ E X12 U X13 U X23. According to (1.7) and (1.2), we have 
xn <_ ((p(--1) - -  1)~ n+l + 1, 
0 < ¢( -1 )A  n+l <_ Yn <_ (¢(--1) - 1)A ~+1 + 1, 
for n E N. This implies that there exists a positive integer ml such that 0 < Yn ~ G for 
n E N(mi) .  Thus, by (1.7) and (1.2), we can obtain 
x ,  = Ax~-i + 1 - A, for n E N(mi  + k). 
Therefore, 
x ,  = (Xml+k-i -- 1) A ~-m~-k+l + 1, for n E N(ml  + k), 
which implies that lim,-~oo Xn = 1 > 0. Hence, by (3.5), it is certain that there exists a positive 
integer m2 > mi + k such that 0 < x ,  < G for n E N(m2).  It follows that 
an = (Xm2+k-  1 -- 1)A n -~2-k+l  + 1, 
n E N(m2 + k), 
Yn = (Ym2+k-i - 1) k"-m2-k+i  + 1, 
which implies that (x~, y,)  --* (1, 1) as n ~ co. 
CASE 4. (iT) E X21 UZ31 UZ32. For this case, the conclusion follows from Case 3 and the symmetry 
of (1.7). This completes the proof of Theorem 3.1. 
THEOREM 3.2. Let a = 1 and (xn,yn) denote the solution of (1.7) with the initial value • : =  
(p, ¢). Then the following conclusions hold. 
(i) Zf~ e X~,  then (x~,yn) ~ (0,0) asn -~ oo. 
(ii) / [  4~ E X~2 U X12 U X13 U X21 U X31, 
(iii) I f  ~ E )/'23, then (xn, y,~) -~ (0, 1) as 
(iv) zfm c x3~, then (=~,y~) - (1,0) as 
(v) I f  4~ ~ x33, then 
(a) (~. ,  y~) --. (1, O) as ~ ~ oo ~na 
(b) (xn, Yn) -'* (1, 1) as n ~ oo and 
(c) (Xn, Yn) --~ (0, I) as n --~ oo and 
(d) (xn, yn) --~ (1, 1) as n ~ oo and 
(e) (xn, y~) ~ (1, 1) as n --* ce and 
then (xn, yn) ~ (1, 1) as n ~ oo. 
n ---> (x). 
?%---+00. 
~(-1)  > ¢( -1 )A  -k, 
%6(-1) < ~( -1)  < 1#(--1)~ l-k, 
{)(-1)  _> ~o(--1)A-k, 
{p(--1) < ¢(--1) _< cp(--1)A i -k,  
~p(-l) ---- ~( - i ) .  
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PROOF. The proof of Conclusion (i) is the same as that of Conclusion (i) of Theorem 3.1. 
To show Conclusion (ii), we distinguish several cases. 
CASE 1. • E X22. For this case, the conclusion can be obtained by a similar argument as that 
in Case 1 of Conclusion (ii) for the proof of Theorem 3.1. 
CASE 2. • E X21. By (1.7) and (1.2), we have 
97"n ~ )~Xn--1,  
yn = Ayn- I  + 1 - A, (3.6) 
for n E N(0, k - 1). It follows that 
Zn = ~O(--I))~ n+l, 
y~ = [¢ ( -1 )  - 1]~ ~+1 + 1, 
for n E N(0, k - 1). 
Let rnl be that least nonnegative integer such that 
(3.7) 
Ym~-i  < 0 and Ym~ >- O. (3.8) 
Then (3.7) holds for n E N(0, ml  + k - 1). By (3.7) and (3.8), we have 
0 <_ Ym~+i = [¢(--1) -- 1]A m~+i+l + 1 < 1, 
i E N(0, k -  1). 
0 < xm~+~ = ~(-1)~ m~+~+l < 1, 
By a similar argument as that in Case 1, we know the conclusion holds. 
CASE 3. (iT) C X12- For this case, the conclusion follows from Case 2 and the symmetry of (1.7). 
CASE 4. @ E X3~. From (1.7) and (1.2), we see that (3.1) holds for n E N(0, k - 1), which 
implies that (3.2) is satisfied for n E N(0, k - 1). Assume that ml  is the least nonnegative integer 
such that xm~-i  > 1 and xml <_ 1, then (3.2) holds for n E N(0, rnl +k  - 1). On the other hand, 
by (3.2), we can obtain 
and 
Ym~+i = ¢( -1) / \m1+i+1 <: 0, 
for i E N(0, k - 1). Similar to Case 2, we know the conclusion holds. 
CASE 5. if2 E X13. For this case, the conclusion follows from Case 4 and the symmetry of (1.7). 
We now show Conclusion (iii). Let 4~ E X23. From (1.7) and (1.2), it follows that (3.6) and (3.7) 
hold for n E N(0, k -1 ) .  This implies that 0 < xn _< 1 andyn > 1 for n E N(0, k -1 ) ,  and 
that (3.7) is satisfied for n E N(k ,  2k - 1). Thus, 0 < x ,  < 1 and yn > 1 for n E N(k ,  2k - 1). 
Repeating this procedure, we can obtain that (xn, Yn) satisfies (3.7) for all n E N, from which 
we know that (xn, y,~) --+ (0, 1) as n --+ oo. 
We next show Conclusion (iv). For this case, we have 4) E X32. It is easy to see that 
Conclusion (iv) follows from Conclusion (iii) and the symmetry of (1.7). 
Finally, we prove Conclusion (v). Let • E X3a and ~( -1 )  > ¢( -1 )A  -k. From (1.7), we see 
that (3.1) and (3.2) hold for n E N(0, k - 1). Again let m~ be the least nonnegative integer such 
that Ym~-i  > 1 and Ym~ -< 1. Then (3.2) holds for n E N(0, ml  + k - 1). By (3.2), we have 
0 < Yml+i = ¢( -1 )A  ml+i+l -< yml _< 1 
and 
xm~+, -= ~( -1 )A  ml+~+l _> ¢(--1)/~ ml+i+l-k 
> ¢( -1 )~ "~I = y~1-1  > 1, i e N(0 ,  k - 1). 
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Thus, Xm~+i > 1 and 0 < Ym~+i _< 1 for i E N(0, k - 1). By Conclusion (iv), Case (a) can be 
proved. 
CASE (b). ¢ ( -1 )  < ~( -1 )  _< ¢( -1 )A  l-k. By the same argument as in that of Case (a), we have 
0 < x,~+k-1 = ~( -1 )~ "~+k < ~P(-1);~ "~+k+~-k = Y-~ < 1 
and 
0 < Ym~+k-1 ---- ~b(--1)A m~+k N Yml _< 1, 
which implies that 
0<x,~_<l  and 0<_y~<l ,  fo rnEN(rn l+k-1) .  
Therefore, (3.3) holds for n C N(m~ + 2k - 1). It follows that 
xn  = (Xm~+2k-2 - 1) A n-m~-2k+2 + 1, 
Yn = (Ym~+2k-2 - 1) A n-m~-2k+2 + 1, 
for all n e N(ml  + 2k - 1), and hence (xn, y~) ~ (1, 1) as n -~ oc. 
For Case (c) where ~b(-1) >__ ~o(-1)X -k, the proof follows from Case (a) and the symmetry 
of (1.7). For Case (d) where qo(-1) < ¢( -1 )  _ ~(-1))~ l-k, the proof follows from Case (b) and 
the symmetry of (1.7). 
CASE (e). ~0(--1) = ¢(--1). Using (1.7) and (1.2), we can easily obtain that x~ = y~ for all 
n E N. Clearly, x~ satisfies the equation 
x~ = )~xn-1 + (1 - A) f (x~-k)  
with initial values xi ERa  for i E N( -k , -1 ) .  Thus, it follows from (1.2) that 
x,~ = ~(-1)A ~+~, for n E N(O, k - 1). (3.9) 
Assume that ml is the least nonnegative integer such that x~1-1 > 1 and xml _< 1, then (3.9) 
holds for n e N(0, m~ + k - 1). By (3.9), we get 
0 < xml+k-1 = ~(-1)A ml+k <_ ~(-1)/~m1+I = Xml <_ 1, 
which implies that 0 < Xn _< 1 for n E N(ml  + k - 1). Therefore, 
xn = )~x,~-i + 1 - A, n C N(ml  + 2k - 1). 
This implies that 
X n = (Xml_~2~_ 2 - -  1))~ n-ml-2k+2 + 1 
for all n E N(ml  + 2k - 1). It follows that x~ --* 1 as n -~ oo, and hence (x~, y~) ~ (1, 1) as 
n ~ co. This completes the proof of Theorem 3.2. 
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