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Abstract
Two distinct structures of aggregates of atoms connected by anisotropic bonds with a network configu-
ration are discussed from the viewpoint of a point set topology. A specific topological space connects the
two types of topological structures based on the equivalence classes, which show the main difference of
the structures between the aggregates of atoms with or without a clusterized structure.
1 Introduction
The structures of aggregates of atoms or molecules found in nature have been widely studied in disordered
systems[1, 2]. In these studies, the transitions caused by the break up of an aggregation in which atoms are
connected through bonds constructing a network configuration, such as liquid–liquid phase transitions,
have been investigated both experimentally and theoretically[3, 4, 5]. One-component liquid–liquid phase
transitions, which are characterized as the transitions between two distinct liquids with different densities
and entropies, show different atomic network configurations in liquid phases. For instance, phosphorus
liquid at low-pressure consists of tetrahedral P4 molecules, each of which is composed of atoms and its
bonds, with the bond angle θ = 60◦, whereas at high-pressure, the liquid has a polymeric form in which
atoms are connected through anisotropic bonds[6, 7]. That is, by compressing a low-pressure liquid,
the entire tetrahedral network configuration collapses and a new network configuration is generated as a
polymeric form.
To investigate geometric structures of condensed matters, mathematical methods using topology have
been applied to condensed matter physics, for example, topological defects[8] and quasicrystals[9]. In
several topological methods, the mathematical structure of aggregates has been successfully studied using
more fundamental mathematical approach, that is, a point set topology[10, 11]. In particular, we have
focused on a somewhat indirect method of observation of the material structure. That is, the geometrical
structures are expressed indirectly through the mathematical observations of the formation of a set of
equivalence classes. Such a concept was also proposed by Ferna´ndez[12] in statistical physics. Note that
here diffraction analysis is based on the idea of the equivalence class[13].
In this paper, we discuss two distinct structures of aggregates of atoms composing a network config-
uration from the viewpoint of a point set topology. The purpose of the current study is to characterize
different network structures topologically and discuss the obtained topological structures by using the
concept of the equivalence class. In particular, we mainly associate a geometric structure of a network
with a concept of a finite graph in a point set topology, in which a finite graph has a topological struc-
ture constituted of some points called nodes and some arcs called edges, each end point of which is a
node[14]. Note that an arc is a space that is homeomorphic to closed interval [0,1]. Here, we simply
deal with two abstract network models shown schematically in Fig.1 and described as follows (i) The
first network structure consists of some clusters of atoms, that is, we assume a situation in which some
atoms are strongly connected with the other atoms, and hence the collection of atoms is regarded as a
cluster. The situation is induced by one liquid phase composed of tetrahedral molecules in liquid–liquid
phase transition for phosphorus liquid. (ii) The other network structure is supposed to be composed of
all atoms and anisotropic bonds between two atoms; no isolated atom exists. The network structures of
(i) and (ii) are hereafter referred as “phase I” and “phase II”, respectively, and we assume a system in
which phase I transforms into phase II and vice versa.
In the next section, we characterize each phase by a point set topology and show the topological
natures corresponding to each network structure. In Section 3, we demonstrate that a specific topological
space connects both different topological structures of phases I and II by an equivalence class, that is, the
decomposition space of the topological space. In Section 4, the main difference of topological structures
of two phases is presented using the decomposition spaces. Finally, the conclusions are given in Section
5.
C1 C2
C3
(a) (b)
Figure 1: Schematic explanation of (a) phase I and (b) phase II. Phase I consists of atomic clusters Ci,
each of which is composed of some atoms(solid circles) and their bonds(lines), however, there are only
anisotropic bonds and no atomic cluster.
2 Characterization of structures of two phases
2.1 Topological characterization for Phase I
In this section, we characterize phases I and II described in Sec. 1 by using a topological method. First,
phase I is supposed to consist of atomic clusters, each of which is denoted by C1, . . . , Cs, where s(<∞)
stands for the number of the clusters, and each cluster Ci is composed of atoms, the number of which is
denoted by Mi. Then, each atom in a cluster is connected with one of the others by some bonds, shown
in Fig.1 (a). Note that Σsi=1Mi = M is the number of whole atoms in the system and is preserved in
transformation of phase I to phase II and vice versa.
Here, let us introduce the finite graph stated in Sec. 1. Regarding each atom and each bond in a
cluster Ci as a node and an edge, respectively, each node of which corresponds to the atom connected
by the bond, the topological structure of Ci can be characterized through a graph. Then, each bond
connecting two atoms is an arc, and each end point of a bond corresponds to one of the two atoms.
Therefore, the number of nodes in each graph is equal to the number of atoms Mi composing the cluster
Ci. Thus, the topological structure of phase I can be deduced as the disjoint union
⊕s
i=1 Ci[15] for
the family of graphs {Ci, i = 1 . . . , s}. We denote the topological structure by PI. Note that PI has a
disconnected compact metric structure, whereas each graph Ci is itself a locally connected, connected,
compact metric space. The property of the topological disconnectedness is derived from the fact of phase
I consisting of the atomic cluster such that each connection between clusters is negligible. In addition, it
should be emphasized that Ci is not necessarily homeomorphic to Cj , i 6= j.
2.2 Topological characterization for Phase II
Let us discuss the topological structure of phase II that consists of atoms connected by their bonds
without the formation of clusters as shown in Fig.1 (b). Regarding each atom and the bond between two
atoms as a node and an edge, respectively, the topological structure of phase II is directly characterized
as a graph. As all atoms in the system correspond to nodes of the graph, the number of nodes is clearly
M . Let PII denote the topological structure of phase II. Note that PII cannot be homeomorphic to PI
since PII has a locally connected, connected, compact metric structure, whereas PI has a disconnected
structure. Therefore, phase II has a topologically different structure than that of phase I.
3 Topological space representing network structures
In the previous section, we verified that the topological structures PI and PII of the two phases are by no
means associated with any homeomorphic map. In this section, we exhibit that S connects the different
structures of PI and PII by using decomposition spaces of S defining a specific topological space S.
From the viewpoint of a point set topology, any compact metric structure can be obtained as a
decomposition space of the space that is characterized, in principle as a 0-dim, perfect, compact T2-
space. Let S = ({0, 1}Λ, τΛ0 ), CardΛ ≻ ℵ0 be the Λ−product space of ({0, 1}, τ0), where τ0 is a discrete
topology for {0, 1}. Note that S need not be metrizable[16]. Then, ({0, 1}Λ, τΛ0 ) (CardΛ ≻ ℵ0) is easily
verified to be a 0-dim, perfect, compact T2-space. Since both topological structures PI and PII are compact
metric spaces, it is mathematically confirmed that there are decomposition spaces DI and DII[17] of S
such that DI and DII are homeomorphic to PI and PII, respectively. In fact, there is a continuous map
fI from ({0, 1}
Λ, τΛ0 ) onto PI, and then a homeomorphism hI : PI → DI, y 7→ f
−1
I (y) is obtained. Note
that we can think of the structures of DI as the topological structures of phase I instead of PI because
the properties of PI are invariant under the homeomorphism. Similarly, by an obtained continuous map
fII onto PII and a homeomorphism hII : PII → DII, DII represents the topological structures of phase II
(Fig.2).
Thus, the distinct topological structures PI and PII are represented as the decomposition spaces DI
and DII of S, respectively. It means that S provides an indirect association between topologies of phases
I and II. Therefore, we can proceed the investigation of topological structures in the two phases based on
DI and DII.
S
PI
PII
fII
fI
ƊI
ƊII


hI
hII
Figure 2: Connection between PI and PII by DI and DII. hI and hII are homeomorphisms. By using
continuous onto maps fI and fII, DI andDII, being homeomorphic to PI and PII, respectively, are obtained
as the decomposition spaces of S.
4 Discussion of topological structures
In this section, we show the main difference between the topological structures of phases I and II by
considering the decomposition spaces DI and DII obtained in the previous section.
Let x be a point regarding an atom in the system. In phase I, the atom belongs to a cluster Ci0 and
has some bonds in Ci0 . Namely, x is a node of edges A
i0
1 , . . . , A
i0
p in terms of the graph Ci0 , where p is
the number of bonds[18]. Then, x is represented concretely in DI as
hI(x)(= f
−1
I (x)) = Ji0 ×
[
Kj1 × {0}νj1
1
× {0}
ν
j1
2
× · · · × {0, 1}Λ−({λ1,...,λi}∪{µ1,...,µj1}∪{ν
j1
1
,ν
j1
2
,... })
∪ · · · ∪Kjp × {0}νjp
1
× {0}
ν
jp
2
× · · · × {0, 1}Λ−({λ1,...,λi}∪{µ1,...,µjp}∪{ν
jp
1
,ν
jp
2
,... })
]
(the derivation of f−1I (x) and the exact forms of Ji0 , Kjl (l = 1, . . . , p) are given in Appendix 6.2). Note
that the term Ji0 is generated because cluster Ci0 containing x is separated from other clusters, and
each Kjl is the term related to each bond A
i0
l of x in Ci0 . In contrast, in phase II, the atom is just
an element of the network structure characterized as a graph. So there is no atomic cluster to which x
belongs. Assuming that the number of the bonds of x is q, x is a node with edges B1, . . . , Bq. In DII, x
is represented as
hII(x) = Lu1 × {0}ξu1
1
× {0}ξu1
2
× · · · × {0, 1}Λ−({σ1,...,σu1}∪{ξ
u1
1
,ξ
u1
2
,... })
∪ · · · ∪ Luq × {0}ξuq
1
× {0}ξuq
2
× · · · × {0, 1}Λ−({σ1,...,σuq}∪{ξ
uq
1
,ξ
uq
2
,... }),
where each Lun is the term according to each bond Bn, (n = 1, . . . , q). Hence, for a fixed x, term Ji0
is the main difference between phases I and II. Similarly, we can find the difference for any point x
regarding other atoms in the system. As Ji is obtained because of the existence of cluster Ci in phase I,
the distinction of topological structures in phase I and II may mainly result in terms Ji, i = 1, . . . s, that
is, the atomic clusters may or may not exist.
In Sec. 2 we proved that PI is not homeomorphic to PII, for PI is disconnected; this disconnectedness
is lead from the direct sum characterizing phase I composed of the atomic clusters. Furthermore, we
obtained the obvious terms Ji, i = 1, . . . s related to the disconnectedness in this section. As each Ji is
formed by the composition of 0 and 1 (see Appendix 6.2 (3)), it is anticipated that in the transformation
from phases I to II, the arrangement of 0 and 1 for Ji collapses in {0, 1}
Λ, and then Ji vanishes. The
term Kj is rearranged to be Lj depending on the number of bonds. Note that the quantitative meaning
of Ji will be revealed based on the approach of discrete dynamical systems because the representation of
PI and PII in Sec. 3 is associated with discrete dynamics[19], and will be reported in the future.
5 Conclusion
We discussed two distinct structures of aggregates of atoms defined as phases I and II connected through
anisotropic bonds composing a network configuration. Phase I consists of some clusters Ci, i = 1, . . . , s,
the topological nature of each of which is given as a graph, and phase I itself is characterized topologically
as the direct sum
⊕s
i=1 Ci for the graphs Ci. Phase II is directly characterized as a graph, which is by
no means homeomorphic to
⊕s
i=1 Ci. The topological structures PI and PII of phases I and II are
represented by the decomposition spaces DI and DII, respectively, of a specific topological space S. As
the main difference of two phases, the existence of the term Ji, i = 1, . . . , s is shown using DI and DII.
Finally, note that the current topological characterization in this paper can be available for any system
composing network structures with or without clusterized structures of some elements, with their bonds
represented by arcs, as well as for aggregates of atoms. For instance, the use of village structures in social
science or computer networks might be one of the applications of the current study.
6 Appendix
6.1 Construction of a continuous map onto any arc
We will show the construction of a continuous map from ({0, 1}Λ, τΛ0 ) onto any arc (A, τA), where
({0, 1}Λ, τΛ0 ), CardΛ ≻ ℵ0 is the Λ−product space of ({0, 1}, τ0) where τ0 is a discrete topology for
{0, 1}. Since any arc (A, τA) is homeomorphic to ([0, 1], τ[0,1])[14], where ([0, 1], τ[0,1]) is a subspace of
(R, τR), it is sufficient to construct a continuous map from ({0, 1}
Λ, τΛ0 ) onto ([0, 1], τ[0,1]).
We consider decomposing closed interval [0, 1] by using a binary system. For any a ∈ (0, 1], there is
a sequence {a1, a2, · · · } of elements in {0, 1} such that a = Σ
∞
i=1ai/2
i . Let a = (0.a1a2 · · · an)2 denote
a = Σni=1ai/2
i of finite binary representation (n < ∞). For each n ∈ N, [0, 1] is decomposed by closed
partitions Ia1a2···an = [(0, a1a2 · · · an)2,
(0, a1a2 · · ·an)2+1/2
n], a1, a2, . . . , an ∈ {0, 1} as I =
⋃
a1a2···an
Ia1a2···an . For example, if n = 1, then I0 =
[(0, 0)2, (0, 0)2 + 1/2], I1 = [(0, 1)2, (0, 1)2 + 1/2], and I = I0 ∪ I1; if n = 2, then I00 = [(0, 00)2, (0, 00)2 +
1/22], I01 = [(0, 01)2, (0, 01)2 + 1/2
2], I10 = [(0, 10)2, (0, 10)2 + 1/2
2], I11 = [(0, 11)2, (0, 11)2 + 1/2
2], and
I = I00 ∪ I01 ∪ I10 ∪ I11. Note that the relations Ia1a2···an ⊃ Ia1a2···an−1 and dia Ia1a2···an = 1/2
n for
any n hold, where dia stands for diameter of a set. Then, there exists a partition
{
{a1}λ1 × · · · ×
{an}λn × {0, 1}
Λ−{λ1,...,λn}; a1, a2, . . . , an ∈ {0, 1}
}
of {0, 1}Λ, each of which corresponds to Ia1a2···an ,
where λ1, . . . , λn are arbitrary elements in Λ and {a1}λ1 × · · · × {an}λn × {0, 1}
Λ−{λ1,...,λn} = {x ∈
{0, 1}Λ;x(λi) = ai, i ∈ {1, . . . , n}}. Defining maps gn : ({0, 1}
Λ, τΛ0 ) → ℑ[0,1] − {φ}, n = 1, 2, . . . ,
as gn(x) = Ia1a2···an for any x ∈ {a1}λ1 × · · · × {an}λn × {0, 1}
Λ−{λ1,...,λn}, it is easily verified that
f : ({0, 1}Λ, τΛ0 ) → ([0, 1], τ[0,1]), x → ∩ngn(x) is a continuous onto map. Here, for y ∈ (0, 1], there are
k1, k2, · · · in {0, 1} such that y = Σ
∞
i=1ki/2
i. Then f−1(y) = {k1}λ1 × {k2}λ2 × · · · × {0, 1}
Λ−{k1,k2,··· }.
Note that f−1(0) = {0}λ1 × {0}λ2 × · · · × {0, 1}
Λ−{k1,k2,··· }.
6.2 Derivation of decomposition spaces DI and DII
We will derive the decomposition spaces DI and DII of S using homeomorphic mappings hI and hII stated
in §3. Now focus on the topological structure PI of phase I. Since PI is constructed by the disjoint union⊕s
i=1 Ci for the graphs {Ci; i = 1, . . . , s}, it is confirmed that there exists a partition {X
1, . . . , Xs} of
{0, 1}Λ such that


X1 = {0}λ1 × {0, 1}
Λ−{λ1},
X i = {1}λ1 × · · · × {1}λi−1 × {0}λi × {0, 1}
Λ−{λ1,...,λi} (i = 2, 3, . . . , s− 1),
Xs = {1}λ1 × · · · × {1}λs−2 × {1}λs−1 × {0, 1}
Λ−{λ1,...,λs−1},
(1)
where λi is arbitrarily element of Λ, i = 1, . . . , s− 1. Note that each X
i ∈ (τΛ0 ∩ ℑ
Λ
0 ) − {φ}. Since each
Ci is a graph, there are arcs C
i
1, . . . , C
i
mi
, (mi <∞) such that Ci = ∪
mi
l=1C
i
l , any two of which are either
disjoint or intersect only in one or both of their end points. To Ci1, . . . , C
i
mi
, (mi <∞) there corresponds
a partition {X i1, . . . , X
i
mi
} of X i such that
X il = Ji ×Kl × {0, 1}
Λ−({λ1,...,λi}∪{µ1,...,µl}) (l = 1, . . . ,mi) (2)
where
Ji = {1}λ1 × · · · × {1}λi−1 × {0}λi,Kl = {1}µ1 × · · · × {1}µl−1 × {0}µl , (3)
and µ1, . . . , µmi ∈ Λ − {λ1, . . . , λi}. Note that each (X
i
l , (τ
Λ
0 )Xi
l
) is 0-dim, perfect, compact T2. There-
fore, it is easily shown from Appendix 6.1 that there is a continuous map fI from ({0, 1}
Λ, τΛ0 ) onto(⊕s
i=1 Ci,
⊕s
i=1 τi
)
such that fI(X
i
l ) = C
i
l , l = 1, . . . ,mi, i = 1 . . . , s. Since ({0, 1}
Λ, τΛ0 ) is compact
and
(⊕s
i=1 Ci,
⊕s
i=1 τi
)
is a T2-space, the map fI is quotient. Hence, the map hI :
(⊕s
i=1 Ci,
⊕s
i=1 τi
)
→
(DI, τ(DI)), y 7→ f
−1
I (y) must be a homeomorphism. It follows from Appendix 6.1 that f
−1
I (a) =
Ji × Kl × {a1}ν1 × {a2}ν2 × · · · × {0, 1}
Λ−({λ1,...,λi}∪{µ1,...,µl}∪{ν1,ν2,... }) for a ∈ Cil ⊂
⊕s
i=1 Ci, where
ai ∈ {0, 1}, i = 1, 2, . . . depending on a and ν1, ν2, · · · ∈ Λ − ({λ1, . . . , λi} ∪ {µ1, . . . , µl}). Thus, PI is
represented as the decomposition space (DI, τ(DI)) of S.
In the same way, we can obtain a homeomorphism hII : (Y, τρ) → (DII, τ(DII)), y 7→ f
−1
II (y). Note
that the decomposition space (DII, τ(DII) of S is based on a continuous map fII from ({0, 1}
Λ, τΛ0 ) onto
(Y, τρ) leaded by following; Since (Y, τρ) is a graph, there are arcs E1, . . . , Er such that Y =
⋃r
j=1 Ej .
Then, there exists a partition {Y1, . . . , Yr} of {0, 1} such that


Y1 = {0}σ1 × {0, 1}
Λ−{σ1},
Yj = {1}σ1 × · · · × {1}σj−1 × {0}σj × {0, 1}
Λ−{σ1,...,σj} (j = 2, 3, . . . , r − 1),
Yr = {1}σ1 × · · · × {1}σr−2 × {0}σr−1 × {0, 1}
Λ−{σ1,...,σr−1}
(4)
where σj ∈ Λ, j = 1, . . . , r − 1. Hence, by Appendix 6.1, the continuous onto map fII : ({0, 1}
Λ, τΛ0 ) →
(Y, τρ) such that f
−1
II (b) = Lj ×{b1}ξ1 ×{b2}ξ2 × · · · × {0, 1}
Λ−({σ1,...,σi}∪{ξ1,ξ2,... }) for b ∈ Y is obtained,
where
Lj = {1}σ1 × · · · × {1}σj−1 × {0}σj , (5)
bi ∈ {0, 1}, i = 1, 2, . . . depending on b, and ξ1, ξ2, · · · ∈ Λ − {σ1, . . . , σj}.
For instance, for x in §4, f−1I (x) is calculated as
f−1I (x) = Ji0 ×Kj1 × {0}νj1
1
× {0}
ν
j1
2
× · · · × {0, 1}Λ−({λ1,...,λi}∪{µ1,...,µj1}∪{ν
j1
1
,ν
j1
2
,... })
∪Ji0 ×Kj2 × {0}νj2
1
× {0}
ν
j2
2
× · · · × {0, 1}Λ−({λ1,...,λi}∪{µ1,...,µj2}∪{ν
j2
1
,ν
j2
2
,... })
· · ·
∪Ji0 ×Kjp × {0}νjp
1
× {0}
ν
jp
2
× · · · × {0, 1}Λ−({λ1,...,λi}∪{µ1,...,µjp}∪{ν
jp
1
,ν
jp
2
,... }),
that is,
f−1I (x) = Ji0 ×
[
Kj1 × {0}νj1
1
× {0}
ν
j1
2
× · · · × {0, 1}Λ−({λ1,...,λi}∪{µ1,...,µj1}∪{ν
j1
1
,ν
j1
2
,... })
∪ · · · ∪Kjp × {0}νjp
1
× {0}
ν
jp
2
× · · · × {0, 1}Λ−({λ1,...,λi}∪{µ1,...,µjp}∪{ν
jp
1
,ν
jp
2
,... })
]
, (6)
where Ji0 and each Kjl are given in Eq.(3), and ν
jl
1 , ν
jl
2 , · · · ∈ Λ − ({λ1, . . . , λi} ∪ {µ1, . . . , µl})} (l =
1, . . . , p). In the same way,
f−1II (x) = Lu1 × {0}ξu1
1
× {0}ξu1
2
× · · · × {0, 1}Λ−({σ1,...,σu1}∪{ξ
u1
1
,ξ
u1
2
,... })
∪ · · · ∪ Luq × {0}ξuq
1
× {0}ξuq
2
× · · · × {0, 1}Λ−({σ1,...,σuq }∪{ξ
uq
1
,ξ
uq
2
,... }), (7)
where Lul is defined by Eq.(5) and ξ
ul
1 , ξ
ul
2 , · · · ∈ Λ − {σ1, . . . , σjl}.
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