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Abstract
We show that for an algebraic reductive group G , the partition of a double Schubert cell
in the flag variety G/B defined by Deodhar, and coming from a Bialynicki-Birula decom-
position, is not a stratification in general. We give a counterexample for a group of type Bn,
where the closure of some specific cell of dimension 2n has a non-trivial intersection with a
cell of dimension 3n − 3.
INTRODUCTION
Let G be an algebraic reductive group defined over an algebraically closed field k together
with a fixed Borel subgroup B containing a maximal torus T of G . The Coxeter system corre-
sponding to these data will be denoted by (W , S). More precisely,W = NG (T )/T and S is the
set of non-trivial elements s ∈ W such that BsB is of minimal dimension. The opposite Borel
subgroup B∗ will be defined as the conjugate of B by the longest element w0 ofW .
We will be concerned with a refinement of the Bruhat stratification of the flag variety G/B .
Recall that under the action of B (resp. B∗), this variety decomposes into a disjoint union
of orbits, each of them containing a unique element of W . Such an orbit will be denoted by
Bw · B (resp. B∗w · B) and referred as the Schubert cell (resp. the opposite Schubert cell)
corresponding to w .
Given two elements of the Weyl group w and v , Deodhar has defined in [Deo] a partition
of the double Schubert cell Bw · B ∩ B∗v · B into affine smooth locally closed subvarieties of
the flag variety G/B . This decomposition is not unique in general and depends on a reduced
expression of w . When such an expression is chosen, the decomposition has a combinatorial
definition: the set of cells is parametrized by some subexpressions of w , the distinguished
ones, and each cell is isomorphic to kn × (k×)m where n and m can be defined in terms of the
associated subexpression (see [Deo, theorem 1.1]).
In the special case where w is a Coxeter element, Deodhar was able to describe the closure
of a cell (see [Deo, section 4]), giving thus a complete description of the geometry of the double
Schubert cell. This particular example, together with the recent work of Webster and Yakimov
on a more general decomposition (see [WY] and [We]), lead to the following expectations:
(i) the closure of a cell is a union of cells;
(ii) there is a natural order on the set of cells related to the Bruhat order, such that the closure
of a cell has a non trivial intersection with all the smaller cells for this order.
Unfortunately, these two assertions fail in general, and we give two examples showing that
the situation is much more complicated (section 2.2 and 2.3). At the present time, we have no
clue for what can be the closure of a cell.
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1 DOUBLE SCHUBERT CELLS AND DEODHAR DECOMPOSITION
We recall in this section the principal result of [Deo], using a different approach due to
Morel (see [Mo, Section 3]) which relies on a general decomposition theorem, namely the
Bialynicki-Birula decomposition, applied to Bott-Samelson varieties.
Let w ∈ W be an element of the Weyl group of G . The Schubert variety Xw associated to
w is the closure in G/B of the Schubert cell Bw · B . This variety is not smooth in general, but
Demazure has constructed in [Dem] a resolution of the singularities, called the Bott-Samelson
resolution, which is a projective smooth variety over Xw . The construction is as follows: we
fix a reduced expression w = s1 · · · sℓ of w and we define the Bott-Samelson variety to be
BS = Ps1 ×B · · · ×B Psℓ/B
where Psi = B ∪ BsiB is the standard parabolic subgroup corresponding to the simple reflec-
tion si . It is thus defined as the quotient of Ps1 × · · · × Psℓ by the right action of B
ℓ given by
(p1, ... , pℓ) · (b1, ... , bℓ) = (p1b1, b
−1
1 p2b2, ... , p
−1
ℓ−1pℓbℓ). The homomorphism π : BS −→ Xw
which sends the class [p1, ... , pℓ] in BS of an element (p1, ... , pℓ) ∈ Ps1 × · · · × Psℓ to the class
of the product p1 · · · pℓ in G/B is called the Bott-Samelson resolution. It is a proper surjective
morphism of varieties and it induces an isomorphism between π−1(Bw · B) and Bw · B .
Now the torus T acts naturally on BS by left multiplication on the first component, or
equivalently by conjugation on each component, so that π becomes a T -equivariant mor-
phism. There are finitely many fixed points for this action, represented by the classes of the
elements of Γ = {1, s1} × · · · × {1, sℓ} in BS ; such an element will be called a subexpression
of w .
For a subexpression γ = (γ1, ... , γℓ) ∈ Γ of w , we denote by γ
i = γ1 · · · γi the i-th partial
subword and we define the following two sets:
and
I (γ) =
{
i ∈ {1, ... , ℓ} | γi = si
}
J(γ) =
{
i ∈ {1, ... , ℓ} | γ isi < γ
i
}
.
With these notations, Deodhar’s decomposition theorem (see [Deo, Theorem 1.1 and Corollary
1.2]) can be stated as follows:
Theorem 1.1 (Deodhar, 84). There exists a family (Dγ)γ∈Γ of disjoint smooth locally closed subvari-
eties of Bw · B such that:
(i) Dγ is non empty if and only if J(γ) ⊂ I (γ);
(ii) if Dγ is non empty, then it is isomorphic to k
|I (γ)|−|J(γ)| × (k×)ℓ−|I (γ)| as a variety;
(iii) for all v ∈ W , the double Schubert cell has the following decomposition:
Bw · B ∩ B∗v · B =
∐
γ∈Γv
Dγ
where Γv is the subset of Γ consisting of all subexpressions γ such that γ
ℓ = v .
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Remark 1.2. In the first assertion, the condition for a cell Dγ to be non-empty, that is J(γ) ⊂
I (γ), can be replaced by:
∀ i = 2, ... , ℓ γ i−1si < γ
i−1 =⇒ γi = si .
A subexpression γ ∈ Γwhich satisfies this condition is called a distinguished subexpression.
For example, if G = SL3(k) and w = w0 = sts, then there are seven distinguished subexpres-
sions, the only one being not distinguished is (s, 1, 1).
Sketch of proof: the Bott-Samelson variety is a smooth projective variety endowed with an ac-
tion of the torus T . Let us consider the restriction of this action to Gm through a strictly
dominant cocharacter χ : Gm −→ T . Since this action has a finite number of fixed points,
namely the elements of Γ, there exists a Bialynicki-Birula decomposition of the variety BS into
a disjoint union of affine spaces indexed by Γ (see [BB, Theorem 4.3])
BS =
∐
γ∈Γ
Cγ .
In [Ha¨], Ha¨rterich has explicitly computed the cells Cγ . To describe this computation, we
need some more notations: Φ will be the root system corresponding to the pair (G ,T ) and
Φ+ (resp. Φ−) the set of positive (resp. negative) roots defined by B (resp. B∗). For any
root α ∈ Φ we denote by Uα the corresponding one-parameter subgroup and we choose an
isomorphism uα : k −→ Uα. The simple roots associated to the simple reflections of the
reduced expression w = s1 · · · sℓ will be denoted by α1, ... ,αℓ. Finally, we consider the open
immersion aγ : Aℓ −→ BS defined by
aγ(x1, ... , xℓ) = [uγ1(−α1)(x1)γ1, ... , uγℓ(−αℓ)(xℓ)γℓ].
Then one can easily check that π−1(Bw · B) = Im(a(s1,··· ,sr )). Moreover, Ha¨rterich’s computa-
tions (see [Ha¨, Section 1]) show that for any subexpression γ ∈ Γ, one has:
Cγ = aγ
(
{(x1, ... , xℓ) ∈ Aℓ | xi = 0 if i ∈ J(γ)}
)
.
Taking the trace of this decomposition with π−1(Bw · B), one obtains a decomposition of the
variety π−1(Bw · B). Furthermore, the restriction of π to this variety induces an isomorphism
with Bw · B , and thus gives a partition of Bw · B into disjoint cells:
π−1(Bw · B) =
∐
γ∈Γ
π−1(Bw · B) ∩ Cγ ≃
∐
γ∈Γ
Bw · B ∩ π(Cγ) = Bw · B.
If we define Dγ to be the intersection Bw · B ∩ π(C
γ), then it is explicitly given by:
Dγ ≃ π
−1(Dγ) = aγ
(
{(x1, ... , xℓ) ∈ Aℓ | xi = 0 if i ∈ J(γ) and xi 6= 0 if i /∈ I (γ)}
)
.
This description, together with the inclusion π(Cγ) ⊂ B∗γℓ · B , proves the three assertions of
the theorem.
Example 1.3. In the case where G = SL3(k), and w = w0 = sts, one can easily describe the
double Schubert cell Bw ·B ∩B∗ ·B . It is isomorphic to BwB ∩U∗ by the map u 7→ uB , where
U∗ denotes the unipotent radical of B∗. Besides, by Gauss reduction, the set BwBw−1 = BB∗
consists of all matrices whose principal minors are non-zero. Hence,
BwB ∩ U∗ =



 1 0 0a 1 0
c b 1

∣∣∣ c 6= 0 and ab − c 6= 0

 .
Considering the alternative a = 0 or a 6= 0, one has BwB ∩ U∗ ≃ (k×)3 ∪ k × k×, which is
exactly the decomposition given by the two distinguished expressions (1, 1, 1) and (s, 1, s).
Notations 1.4. For a subexpression γ ∈ Γ, we define the sequence
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Φ(γ) =
(
γ i (−αi)
∣∣ i = 1, ... , ℓ and γ i(αi ) > 0).
Using Ha¨rterich’s computation for the cell Cγ and the definition of π, one can see that each
element of π(Cγ) ⊂ B∗γℓ · B has a representative in the unipotent radical U∗ of B∗ which can
be written in the following form:∏
α∈Φ(γ)
uα(xα) with each xα ∈ k ,
the product being taken with respect to the order on Φ(γ). At the level of Dγ , some of the
variables xα must be non-zero (those corresponding to γ
i(−αi)with γi = 1) but the expression
becomes unique, and it will be referred as the canonical expression inU∗ of an element ofDγ .
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This section is devoted to the two questions raised in the introduction. Before recalling
them, we make the statements more precise. For w = s1 ... sℓ a reduced expression of an
element w of W , we have defined in the previous section a desingularization of the Schubert
variety Xw . One can embed this variety into a product of flag varieties as follows: we define
the morphism ι : BS −→ (G/B)ℓ by
ι([p1, p2, ... , pℓ]) = (p1B, p1p2B, ... , p1p2 · · · pℓB).
Note that π is the last component of this morphism. Let γ ∈ Γ be a subexpression of w . As a
direct consequence of the construction of Cγ , one has
ι(Cγ) ⊂
ℓ∏
i=1
B∗γ i · B.
Since BS is projective, ι is a closed morphism, and hence it sends the closure of a cell Cγ in BS
to the closure of ι(Cγ). Therefore, it is natural to consider a partial order on the set Γ coming
from to the Bruhat order on W since it describes the closure relation for Schubert cells. For
δ ∈ Γ, we define
δ  γ ⇐⇒ γ i ≤ δi for all i = 1, ... , ℓ.
Then, by construction: Cγ ⊂
⋃
δγ
C δ and Dγ ⊂
⋃
δγ
Dδ
where Dγ denotes the closure of Dγ in the Schubert cell Bw ·B . Now with these notations, the
questions raised in the introduction can be rewritten as:
Question 2.1. Is the closure of Dγ a union of cells ? In other terms, does the partition (Dγ)γ∈Γ define
a stratification of the variety Bw · B ?
Question 2.2. For a subexpression δ  γ, do we have Dγ ∩ Dδ 6= ∅ ?
It is possible to give a positive answer to both of these questions in some specific cases -w
a Coxeter element or γ maximal. However, this is not the case in general, and the situation
can be even worse, as shown in the following sections.
II.1 - Chevalley formula in type Bn
From now on, G will be a quasi-simple group of type Bn, for example the orthogonal
group SO2n+1(k). The Weyl groupW = Wn and its underlying root system correspond to the
following Dynkin diagram:
t1 t2 t3 t4 tn−1 tn
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The set of generators will be denoted by S = {t1, ... , tn} and the associated simple roots by
{β1, ... ,βn}. There are n
2 positive roots, and their expression in terms of the simple ones is
given by [Bou, Planche II]:
• αi + αi+1 + · · ·+ αj for 1 ≤ i ≤ j ≤ n;
• 2α1 + · · ·+ 2αi + αi+1 + · · ·+ αj for 1 ≤ i < j ≤ n.
Recall that to each of these roots and their opposite correspond a one-parameter subgroup
uα : k −→ Uα. Since every element of a Deodhar cell can be written in terms of these sub-
groups (see notations 1.4), we need to recall the fundamental tool we will be using for all
the computations, that is, the Chevalley commutator formula (see [Car, Theorem 5.2.2]). One
may, and we will, choose indeed the family (uα)α∈Φ such that if α,β ∈ Φ are any linearly
independent roots and x , y ∈ k any scalars, one has:
[
uα(x) ; uβ(y)
]
= uα(x)uβ(y)uα(−x)uβ(−y) =
∏
i ,j>0
uiβ+jα(Cijβα (−y)
ix j)
where the product is taken over all pairs of positive integers i , j for which iβ+ jα is a roots, in
order of increasing i+j . For the simplicity of the proofs, we give here some explicit expressions
of this formula in the specific cases we will encounter:
Formula 2.3. Let x , y ∈ k . For α,β ∈ Φ− and i = 2, ... , n − 1, we have
(i) if α+ β /∈ Φ then uα(x)uβ(y)uα(−x) = uβ(y) ;
(ii) if α = −βi and β = −βi+1 − · · · − βn then uα(x)uβ(y)uα(−x) = uα+β(±xy)uβ(y) ;
(iii) if α = −2β1 − β2 − · · · − βn−1 and β = −β2 − · · · − βn then uα(x)uβ(y)uα(−x) =
uα+β(±xy)uβ(y) ;
(iv) if α = −βi − · · · − βn−1 and β = −βn then uα(x)uβ(y)uα(−x) = uβ(y)uα+β(±xy) ;
(v) if α = −β1 − · · · − βn−1 and β = −βn then
[
uα(x) ; uβ(y)
]
= u2α+β(±x
2y)uα+β(±xy).
Remark 2.4. The values of the constants Cijβα can be determined by [Car, Section 4.3]. Note
that the signs of these constants depend on a choice on some of the elements of the Chevalley
basis of the Lie algebra of G (namely, the extra-special pairs, see [Car, Section 4.2]). However,
this will not be relevant in our computations and we will use the notation ±.
II.2 - Obstruction to the stratification
In this section we give a negative answer to question 2.1. To do so, we consider an element
w ofWn defined by the following reduced expression:
w = tntn−1 · · · t2t1t2 · · · tn−1tntn−1 · · · t2t1t2 · · · tn−1
and we define γ, δ ∈ Γ to be the following two distinguished subexpressions of w :
and
γ = (1, tn−1, tn−2, ... , t2, 1, t2, ... , tn−1, 1, tn−1, ... , t2, 1, t2, ... , tn−1)
δ = (1, tn−1, tn−2, ... , t2, t1, 1, 1, ... ... ... ... ... ... ... , 1, t1, t2, ... , tn−1).
The dimension of the cells associated to these subexpressions is given by theorem 1.1.(ii). One
can easily check that dimDγ = 2n and dimDδ = 3n − 3 although the two subexpressions are
related by δ  γ. Therefore, for n ≥ 4, the closure of Dγ cannot contain the cell Dδ and in this
situation, one can no longer give a positive answer to both of the questions. More precisely,
we prove:
Proposition 2.5. The closure of Dγ in the double Schubert cell Bw ·B ∩B∗ ·B contains a subvariety
of Dδ of dimension n.
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Proof. (i) Let Ψ be the subset of the root system Φ defined by
Ψ = {−2β1 − · · · − 2βn−1 − βn ;−β2 − · · · − βn ;−β3 − · · · − βn ; ... ;−βn−1 − βn ;−βn}.
The sum of two elements of this subset is never a root, so that all the corresponding one-
parameter subgroups commute. Associated to this set of roots, we define
V =
∏
β∈Ψ
uβ(k
×) ⊂ U∗.
By the previous remark and formula 2.3.(i), this product does not depend on any order on Ψ.
In order to make the connection with the cells Dγ and Dδ , we define the corresponding variety
in G/B by
Ω = V · B ⊂ B∗ · B .
It is an affine variety of dimension n, isomorphic to V . We show now that it is contained in
both Dγ and Dδ, which will prove the assertion of the theorem.
(ii) Using [Bou, Section V.4.1], one can easily determine the elements of the sequence Φ(δ);
their opposite are given by
−Φ(δ) =
(
βn ; 2β1 + β2 + · · ·+ βn−1 ;β2 ;β3 ; ... ;βn−2 ;βn−1 + βn ;βn−2 ; ... ;β3 ;β2 ;
2β1 + β2 + · · ·+ βn−1 ;β1 + · · ·+ βn−1 ;β2 + · · ·+ βn−1 ; ... ;βn−1
)
.
Recall from notations 1.4 that the elements of Dδ are parametrized by variables (xβ)β∈Φ(δ)
living in k× (whose for which δi = 1) or k . For this specific subexpression, one can check that
the first (2n− 2)-th roots correspond to variables in k× whereas the last (n− 1)-th correspond
to variables in k . Therefore, for y = (y1, ... , yn) ∈ (k
×)n, we can consider the element of Dδ
associated to the following specialization:
(xβ)β∈Φ(δ) = (y1, y2, ... , yn−1, yn,−yn−1, ... ,−y3,−y2, 0, ... , 0).
The corresponding representative in U∗ is thus given by
uy = u
∗
βn
(y1)u
∗
2β1+β2+···+βn−1
(y2) u
∗
β2
(y3) · · · u
∗
βn−1+βn(yn) · · · u
∗
β2
(−y3)︸ ︷︷ ︸
vy
u∗2β1+β2+···+βn−1(−y2)
where, with a view of making the computations readable, we have denoted by u∗α = u−α the
one-parameter subgroup corresponding to the root−α. By successive applications of formula
2.3.(i) and 2.3.(ii), the expression of vy simplifies into
vy = u
∗
β2+···+βn
(±y3 · · · yn) · · · u
∗
βn−2+βn−1+βn
(±yn−1yn)u
∗
βn−1+βn
(yn).
Now, by formula 2.3.(i) and 2.3.(iii) we get
uy = u
∗
βn
(y1)u
∗
2β1+···+2βn−1+βn
(±y2 · · · yn) vy
= u∗βn(y1)u
∗
2β1+···+2βn−1+βn
(±y2 · · · yn)u
∗
β2+···+βn
(±y3 · · · yn) · · · u
∗
βn−1+βn
(yn).
Since every element of V can be written in this form, this proves that Dδ contains the n-
dimensional variety Ω.
(iii) As in (ii), it is easy to compute the sequence of roots occurring in the canonical expression
in U∗ of the elements of Dγ (see notations 1.4). Its opposite is given by
−Φ(γ) =
(
βn ;β1 + · · ·+ βn−1 ;β2 + · · ·+ βn−1 ; ... ;βn−1 ;
βn ;β1 + · · ·+ βn−1 ;β2 + · · ·+ βn−1 ; ... ;βn−1
)
.
For z = (z1, · · · , zn, t) ∈ (k
×)n+1, let us consider the representative uz ∈ U
∗ of the element of
Dγ corresponding to the following choice of variables:
(xβ)β∈Φ(δ) = (zn, z1t, z2t
2, z3t
2, ... , zn−1t
2, t−2,−z1t,−z2t
2,−z3t
2, ... ,−zn−1t
2).
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Because all the variables are non-zero, there is no need to check which root should correspond
to a variable in k× or k . Besides, we can apply formula 2.3.(i) to change the order of some
terms in uz and to get
uz = u
∗
βn
(zn)u
∗
β1+···+βn−1
(z1t) · · · u
∗
βn−1
(zn−1t
2)u∗βn(t
−2)u∗βn−1(−zn−1t
2) · · ·︸ ︷︷ ︸
vz
u∗β1+···+βn−1(−z1t).
Applying successively formula 2.3.(i) and 2.3.(iv) leads to the following expression for vz
vz = u
∗
βn
(t−2)u∗β2+···+βn(±z2)u
∗
β3+···+βn
(±z3) · · · u
∗
βn−1+βn
(±zn−1).
Then, by using formula 2.3.(i) and then 2.3.(v) we obtain
uz = u
∗
βn
(zn)
[
u∗β1+···+βn−1(z1t) ; u
∗
βn
(t−2)
]
vz
= u∗βn(zn)u
∗
2β1+···+2βn−1+βn
(±z21 )u
∗
β1+···+βn
(±z1t
−1)vz.
Finally, in this expression it is possible to evaluate the limit at t =∞
lim
t→∞
uz = u
∗
βn
(zn)u
∗
2β1+···+2βn−1+βn(±z
2
1 )u
∗
β2+···+βn(±z2) · · · u
∗
βn−1+βn(±zn−1).
Once again, we observe that every element of V can be written in this form, which proves that
Ω = V · B is contained in Dγ .
Corollary 2.6. For any positive integer n, there exist w ∈W , a reduced expression of w , and γ, δ ∈ Γ1
two subexpressions of w such that:
• Dδ * Dγ ;
• dimDγ ∩Dδ ≥ n.
In particular, this gives a negative answer to question 2.1.
II.3 - Disjointness of cells
We move now attention to the problem raised in question 2.2. We assume that n = 3 and
we consider the following two distinguished subexpressions of w0 associated to the reduced
expression w0 = t3t2t1t2t3t2t1t2t1
and
σ = (1, t2, 1, t2, 1, t2, t1, 1, t1)
τ = (1, t2, t1, 1, 1, t2, 1, t2, t1).
We have τ  σ, and the corresponding cells are subvarieties of B∗t2 · B of dimension 6.
Proposition 2.7. The closure Dσ of Dσ in the Schubert cell Bw0 ·B is disjoint from the cellDτ , giving
hence a negative answer to question 2.2.
Proof. Using [Bou, Section V.4.1], one can compute the one-parameter subgroups occurring
in the canonical expression in U∗ of the elements of Dσ and Dτ (see notations 1.4). They are
associated to the following sequences of roots:
and
−Φ(σ) =
(
β3 ;β1 + β2 ;β2 ;β3 ; 2β1 + β2 ;β1 + β2
)
−Φ(τ) =
(
β3 ; 2β1 + β2 ;β2 + β3 ;β1 ; 2β1 + β2 ;β1 + β2
)
.
By definition, both of the cells Dσ and Dτ are contained in B
∗t2 · B , but since the simple
negative root −β1 does not occur in Φ(σ), the cell Dσ is actually contained in (B
∗ ∩ t1B∗)t2 ·B ,
which is a closed subvariety of codimension 1 in B∗t2 · B . Therefore, the closure of Dσ in the
double Schubert cell Bw0 · B ∩ B
∗t2 · B is also contained in (B
∗ ∩ t1B∗)t2 · B .
On the other hand,−β1 occurs only once inΦ(τ) and corresponds to a variable in k
×: more
precisely, if i = 7 then
• τ i = t2t1t2 and τi = 1 so that i /∈ I (τ) corresponds to a variable in k
×;
• τ i (−αi) = τ
i (−β1) = t2t1t2(−β1) = −β1
so that the cell Dτ is disjoint from (B
∗ ∩ t1B∗)t2 · B and then from the closure of Dσ .
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Remark 2.8. This situation is not specific to the low-dimensional cells. One can actually
extend this example to the type Bn for any n ≥ 3 by considering the concatenation of σ and τ
with the subexpression of v = tn · · · t2t1t2 · · · tn defined by
η = (1, 1, ... , 1, t2, 1, t2, 1, ... , 1).
The Deodhar cells corresponding to the subexpressions σ˜ = η · σ and τ˜ = η · τ are now of
dimension 2n+ 2, and satisfy indeed the previous proposition.
REFERENCES
[BB] A. BIALYNICKI-BIRULA. Some theorems on actions of algebraic groups, Annals of Math.
98(3) : 480-493, 1973.
[Bou] N. BOURBAKI. Groupes et alge`bres de Lie, chapitres 4, 5 et 6, Masson, 1981.
[Car] R. W. CARTER. Finite simple groups of Lie type, Pure and Appl. Math. 28, Wiley, New
York, 1972.
[Dem] M. DEMAZURE. De´singularisation des varie´te´s de Schubert ge´ne´ralise´es, Annales scien-
tifiques de l’E´ .N.S, 4e se´rie, tome 7, n◦1 : 53-88, 1974.
[Deo] V. V. DEODHAR. On some geometric aspects of Bruhat orderings. I. A finer decomposition of
Bruhat cells. Invent. Math. 79(3) : 499-511, 1985.
[Ha¨] M. HA¨RTERICH. The T-equivariant cohomology of Bott-Samelson varieties.
\protect\vrulewidth0ptarXiv:math.AG/0412337 , 2004.
[Mo] S. MOREL. Note sur les polynoˆmes de Kazhdan-Lusztig.
\protect\vrulewidth0ptarXiv:math.AG/0603519 , 2006.
[We] B. WEBSTER. Poisson Algebraic Geometry in Representation Theory and Combinatorics.
Ph.D. thesis, 2007.
[WY] B. WEBSTER and M. YAKIMOV. A Deodhar type stratification on the double flag variety.
Transformation Groups 12(4) : 769-785, 2007.
