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Abstract
In this paper, we consider the uniqueness of solutions to the 3d Navier-Stokes equations
with initial vorticity given by ω0 = αezδx=y=0, where δx=y=0 is the one dimensional Hausdorff
measure of an infinite, vertical line and α ∈ R is an arbitrary circulation. This initial data
corresponds to an idealized, infinite vortex filament. One smooth, mild solution is given by
the self-similar Oseen vortex column, which coincides with the heat evolution. Previous work
by Germain, Harrop-Griffiths, and the first author implies that this solution is unique within a
class of mild solutions that converge to the Oseen vortex in suitable self-similar weighted spaces.
In this paper, the uniqueness class of the Oseen vortex is expanded to include any solution that
converges to the initial data in a sufficiently strong sense. This gives further evidence in support
of the expectation that the Oseen vortex is the only possible mild solution that is identifiable as
a vortex filament. The proof is a 3d variation of a 2d compactness/rigidity argument in t ց 0
originally due to Gallagher and Gallay.
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1. Introduction
We consider the incompressible Navier-Stokes equations on R3 written in vorticity form as
∂tω + u · ∇ω − ω · ∇u = ∆ω
∇ · ω = 0 (1.1)
where ω = ∇×u is the vorticity, and u is the velocity, which is determined from ω via the
Biot-Savart law:
u = −∇×∆−1ω. (1.2)
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We are interested in measure-valued initial vorticity concentrated along a smooth curve in R3.
That is, ω0 = αδΓ, where α ∈ R is the circulation and Γ ⊂ R3 is a smooth, oriented curve, and δΓ
denotes the vector-valued Radon measure is defined via its action on test functions ϕ ∈ CC(R3)
as
〈ϕ, δΓ〉 =
∫
Γ
ϕ · ds, (1.3)
where ds is the one-dimensional surface measure on Γ. This initial data is not L2loc, so the theory
of Leray-Hopf weak solutions does not apply. Instead, the framework of mild solutions is most
natural, i.e. solutions of the corresponding integral equation,
ω(t) = et∆ω0 −
∫ t
0
e(t−s)∆∇ · [u(s)⊗ω(s)− ω(s)⊗ u(s)] ds. (1.4)
We call solutions to (1.4) with initial data of type ω0 = αδΓ vortex filament solutions. The
prototypical vortex filament solution is the self-similar Oseen vortex column. Consider the
infinite straight filament, ω0 concentrated along the z-axis. Decomposing R
3 as R2×R with
coordinates (x, z), we write ω0 = αδx=0. The Oseen vortex is given by the heat evolution:
defining
G(ξ) =
1
4π
e−
|ξ|2
4 and vG(ξ) =
1
2π
ξ⊥
|ξ|2 (1 −G(ξ)), (1.5)
we have
ωg(t, x, z) =
α
t
 00
G
(
x√
t
)
 and ug(t, x, z) = α√
t
[
vG
(
x√
t
)
0
]
. (1.6)
Note that these are simply the 3d extensions of the point-vortex solutions of the 2d vorticity
equations, whose uniqueness properties were studied in [19] (see also [18]).
A great deal of the interest in such initial data stems from experimental observations that
vorticity tends to concentrate on 1-dimensional structures in R3 known as vortex filaments. Vor-
tex filaments are observed to propagate coherently on relatively large time scales, for example,
as in wing-tip vortices (see e.g. [15]). Moreover, vortex filaments are thought to potentially
play a role in intermittency in turbulent flows (see e.g. [42]). After early work by Helmholtz
and Kelvin [32, 47, 48], da Rios formally derived the binormal approximation for the evolu-
tion of smooth, non-self-intersecting vortex filaments [14]. This approximation asserts that the
center-line of a vortex filament in the 3d Euler equations tightly concentrated to be width δ will
(approximately) evolve with a velocity given by V = 14πακ log δb where α is the circulation,
κ is the curvature, and b is the binormal. This approximation was subsequently re-discovered
several times in the physics literature and is now usually called the local induction approxi-
mation (LIA) (see [33, 41, 44] and the references therein). In the mathematics literature, the
work of [33] justifies the LIA for solutions of the 3d Euler equations assuming that the vorticity
remains concentrated in a sufficiently small tube. The limit δ → 0 is a very singular limit for
the Euler equations and hence it is natural also to study vortex filaments in the Navier-Stokes
equations, allowing the viscosity to provide a natural regularization (as opposed to a finite width
assumption). It is also worth remarking that vortex filaments may be subject to high frequency
instabilities at the scale of the vortex core (see e.g. [49]), posing an additional difficulty in
justifying any δ → 0 asymptotics. Finally, we remark that the binormal flow itself has been
intensively studied in the literature (e.g. [1–6, 31, 34, 35]).
Another part of the interest in such initial data is that it is in some sense, exactly on the
borderline of the local well-posedness theory of Navier-Stokes. To our knowledge, initial data of
the type (1.3) for the Navier-Stokes equations was first studied by Giga and Miyakawa [28], who
proved global well-posedness assuming |α| sufficiently small. Axisymmetric vortex filaments (i.e.
vortex rings) were studied more recently in [16, 26] providing existence and uniqueness in the
axisymmetric class for α arbitrary. The recent work [7] provides the first existence and (limited)
uniqueness results for vortex filament solutions with arbitrary α and no symmetry assumptions
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(as well as sufficiently regular background vorticity and multiple filaments). As discussed in [28],
the initial data (1.3) lives in a Morrey space of vector-valued measures, M3/2, the set of Radon
measures such that
‖µ‖M3/2 = sup
r>0,x∈R3
|µ(Br(x))|
|r| <∞. (1.7)
If ω is a solution to (1.1), then for any λ > 0, ωλ is a solution to (1.1), where
ωλ(t, x) =
1
λ
ω
(
t
λ
,
x√
λ
)
and uλ(t, x) =
1√
λ
u
(
t
λ
,
x√
λ
)
, (1.8)
and hence we see that M3/2 is scale-invariant; recall that spaces of this type are called critical
(the critical Lebesgue space in vorticity form is L3/2 ⊂M3/2). Although such spaces are natural
borderline spaces, critical spaces need not preserve the relative size of linear and non-linear ef-
fects. In velocity form, the most well-known critical spaces are H˙1/2 ⊂ L3 ⊂ L3,∞ ⊂ BMO−1 ⊂
B−1∞,∞. In [17, 38], local-in-time well-posedness was proved for H˙
1/2 and L3 respectively for
all initial data. In such spaces one can take time small to make the nonlinear contributions
smaller and hence treat the equation as a perturbation of the heat equation. Critical spaces
which contain self-similar solutions, such as L3,∞ in velocity form and M3/2 in vorticity form,
clearly cannot satisfy this property, and so are in some sense “more critical”. We follow [7] and
call a space X ultra-critical if X is critical and the Schwartz class is not dense in X ; spaces
containing self-similar solutions are of this type. In 3d, global well-posedness for small data
is known in L3,∞ and BMO−1 [39] in velocity form and in M3/2 in vorticity form [28]; see
also [9–12, 40, 43, 46] for numerous refinements). However, even existence of large1 data mild
solutions is open except for a small set of trivial examples, the self-similar solutions constructed
in L3,∞ [36], the M3/2 vortex rings studied in [16, 26], and the M3/2 vortex filaments solutions
constructed in [7]. Local-in-time ill-posedness even for small initial data in B−1∞,∞ was proved
in [8].
In 2d, the ultra-critical class for the vorticity equations analogous to M3/2 is the space of
finite Borel measures taken with the total variation norm. Existence was proved in [13] and [29]
(independently). Well-posedness for small atomic parts was also proved in [29]. In [19], it
was proved that the Oseen vortex is the unique mild solution in 2d with initial data given by
αδx=0. This result plays an important role underlying the well-posedness for arbitrary measures
ultimately proved by Gallagher and Gallay in [18] (see also [20, 23, 27]).
As discussed in [30,37], local well-posedness for 3d Navier-Stokes in ultra-critical regularity is
not expected in general. For example, under natural spectral conditions (still unverified for any
concrete examples), instabilities will dominate and lead to multiple smooth solutions from the
same locally scale-invariant initial data [37]. Despite the potential difficulties, [7] demonstrates
a well-posedness class in the neighborhood of self-similar, and (in some sense) approximately
self-similar initial data, provided the filament is smooth and non-self-intersecting (and it is quite
possible that well-posedness is false otherwise, e.g. if the filament is not sufficiently smooth or
there are intersections). Roughly speaking, it is proved that there is only one solution that looks
like the Oseen vortex column if one zooms into the singularity at tց 0. Moreover, heuristically
at least, [7] demonstrates that curvature effects are ‘sub-critical’ and that the true, ‘ultra-critical’
difficulty is in understanding perturbations of the Oseen vortex column itself.
2. Main results
In this paper, we improve the uniqueness criteria for the Oseen vortex solution (1.6) provided
in [7], that is, we expand the class of mild solutions for which we can deduce (1.6) is the
only possible solution with initial data ω0 = αδx=0. See Remark 1 for a discussion of the
meaning of our class. We will be concerned with two cases, the infinite straight filament and the
straight filament with periodic boundary conditions. In order to define notation for both cases
1by which we mean a large part of the initial data cannot be approximated by Schwartz class functions.
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simultaneously, in the following, let D = T,R and D∗ = Z,R, the corresponding Pontryagin
dual group.
2.1. Preliminaries
We recall the (partial) self-similar coordinates used in [7]. For x ∈ R2, t ∈ R+, and z ∈ D,
define ξ ∈ R2, τ ∈ R, and z ∈ D, via
(τ, ξ, z) =
(
log(t),
x√
t
, z
)
(2.1)
together with the corresponding rescaling of the vorticity and velocity as
w(τ, ξ, z) = eτω(eτ , eτ/2ξ, z) v(τ, ξ, z) = eτ/2u(eτ , eτ/2ξ, z). (2.2)
For the remainder of the paper, (ω, u) will denote a solution pair in standard coordinates,
whereas (w, v) will denote a solution pair in self-similar coordinates, i.e. related to (ω, u) via
(2.2). In self-similar coordinates, (1.1) becomes
∂τw + (v · ∇)w − (w · ∇)v = L+ ∂z2 w, v = (−∆)−1∇×w. (2.3)
where
∇ =
 ∂ξ1∂ξ2
eτ/2∂z
 , ∆ = ∆ξ + eτ∂zz, div = ∇ ·, (2.4)
and L is the 2D Fokker-Planck operator
L = ∆ξ + 1
2
ξ · ∇ξ + 1. (2.5)
Since our differential operators are time dependent, there might occasionally be ambiguity within
an equation as to at what time a derivative is taken. In such instances, we will use the notation
∇τ or ∆τ to denote the corresponding operator applied at time τ .
Define the weighted spaces Lp(m) for m ∈ R+ via the norm
‖f‖pLp(m) = ‖〈ξ〉mf(ξ)‖pLpξ =
∫
R2
〈ξ〉pmf(ξ)p dξ. (2.6)
The Fokker-Planck operator and the 2d Navier-Stokes equations linearized around the Oseen
vortex both have spectral gaps in L2(m) for suitable values m, which plays a major role in the
works of Gallay and Wayne [21, 22], Gallagher and Gallay [18], and [7].
We follow [7] and use the Wiener algebra in z to build our spaces. For D the z domain,
and a Banach space X of measurable functions g : R2 → R, we define BzX as the associated
X-valued Wiener algebra of measurable functions f : R2×D→ R with the norm,
‖f‖BzX =
∫
D∗
‖fˆ(ζ)‖X dζ, (2.7)
where the Fourier transform is taken only in the z-direction and dζ denotes the Haar measure
corresponding to D∗ (either Lebesgue measure or the counting measure).
Finally, we state more precisely the definition of mild solution. We denote ω ∈ Cw([0, T ];M3/2)
if for all t ∈ [0, T ], ω(t) is inM3/2, supt∈[0,T ] ||ω(t)||M3/2 <∞, and ω is continuous in the weak-⋆
topology of measures.
Definition 2.1 (Mild Solution). We say that ω ∈ Cw([0, T ];M3/2) is a mild solution of the 3d
Navier-Stokes equations with initial data µ ∈M3/2 if:
• for [0, T ], ω(t) satisfies the vorticity equation in the mild sense, i.e. ω satisfies (1.4) and
the Bochner integral converges in Cw([0, T ];M
3/2);
• ω(t) ⇀∗ µ as tց 0.
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2.2. Statement of Main Results
We are now in a position to state our first main result, which pertains to periodic-in-z
solutions. The results of [7] imply that if the solution in self-similar variables w(τ) satisfies
w(τ)→ ezαG in BzL2(m) as τ → −∞, then w ≡ ezαG for all τ . Here, we improve this unique-
ness result to assert that if w(τ) asymptotically as τ → −∞ is sufficiently two-dimensional, then
it must be the Oseen vortex (1.6). In the original variables, this can be understood as assuming
that the initial data is obtained in a sufficiently strong sense.
Theorem 2.1. Suppose ω ∈ Cw([0, T ];M3/2) is a mild solution in the sense of Definition 2.1
defined on R2×T with initial data αδx=0 for some α ∈ R and that w is the corresponding
self-similar version of ω defined via (2.2). If for some m > 2,
(i) lim supτ→−∞ ||w(τ)||BzL2(m) <∞;
(ii) limτ→−∞
∣∣∣∣wξ(τ)∣∣∣∣
BzL2(m)
= 0;
(iii) and lim supτ→−∞ ||∂zwz(τ)||BzL2(m) <∞,
then ω is the Oseen vortex defined in (1.6), i.e. ω ≡ ωg for all (0,∞)× R2×T.
Remark 1. Assumptions (i)–(iii) can be interpreted as a strengthening of ω(t) ⇀∗ αδx=0 as
t ց 0. Assumption (i) controls the magnitude of the singularity and provides the natural,
quantitative control on the spreading of the solution from where the initial data is concentrated.
Assumption (ii) provides additional control on the potential oscillations of ωξ as ωξ ⇀∗ 0.
Assumption (iii) provides additional control on the potential oscillations of ωz along the filament.
Remark 2. Assumption (iii) is taken to provide compactness as τ → −∞ that is not automatic
from parabolic regularity combined with Assumption (i), and can be replaced with the following
compactness criterion: for all ǫ > 0, ∃R such that
lim sup
τ→−∞
∫
|ζ|>R
∣∣∣∣ŵz(τ, ζ)∣∣∣∣
L2(m)
dζ < ǫ.
This compactness is crucial for our proof, because parabolic regularity is only sufficient to prove
‖w(τ)‖BzL2(m) . 1 implies ‖eτ/2∂wz(τ)‖BzL2(m) . 1 (see Proposition 4.1 in Section 4.2).
From Theorem 2.1, we can deduce the following second criteria for uniqueness of R2×T,
which is a slight variant.
Corollary 2.1.1. Suppose ω ∈ Cw([0, T ];M3/2) is a mild solution in the sense of Definition
2.1 defined on R2×T with initial data αδx=0 for some α ∈ R and that w is the corresponding
self-similar version of ω defined via (2.2). If for some m > 2,
(i) lim supτ→−∞ ||w(τ)||BzL2(m) <∞;
(ii) limτ→−∞wξ(τ) = 0 in BzL2(m) with the weak topology;
(iii) and lim supτ→−∞ ||∂zw(τ)||BzL2(m) <∞,
then ω is the Oseen vortex defined in (1.6), i.e. ω = ωg pointwise in (0,∞)× R2×T.
Remark 3. Here, we note that we have made slightly stronger assumptions on the z-derivative,
namely, we assume the full partial derivative ∂zw is bounded in BzL
2(m). However, we need
only assume that the ξ-component of vorticity is weakly converging in this case.
Remark 4. We believe that Theorem 2.1 and Corollary 2.1.1 can be extended to provide a
uniqueness class for general vortex filaments as studied in [7] by applying methods used therein.
However, this would require a much more involved analysis to carry out in detail.
The next result pertains to the infinite, straight filament in R3. In this case, we also require
localization of the error in z.
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Theorem 2.2. Suppose ω ∈ Cw([0, T ];M3/2) is a mild solution in the sense of Definition 2.1
defined on R2×R with initial data αδx=0 for some α ∈ R and that w is the corresponding
self-similar version of ω defined via (2.2). Set wξc = w
ξ and wzc = w
z −αG. If for some m > 2,
(i) lim supτ→−∞ ‖wc(τ)‖BzL2(m) <∞;
(ii) limτ→−∞ ‖wξc(τ)‖BzL2(m) = 0;
(iii) lim supτ→−∞ ‖∂zwzc (τ)‖BzL2(m) <∞;
(iv) and lim supτ→−∞ ‖zwzc (τ)‖BzL2(m) <∞,
then ω is the Oseen vortex defined in (1.6), i.e. ω = ωg pointwise in (0,∞)× R2×R.
Remark 5. Note, that since wg is constant in z, the Fourier transform in z, wˆg, is a delta
mass concentrated at frequency ζ = 0 and therefore is not in L1ζ . However, we can still say that
perturbations of wg by elements wc of BzL
2(m) such that wc+w
g solves the vorticity equation
must actually be the Gaussian wg . Working with the perturbation, wc = w − wg, instead of w
will introduce some difficulties we will explain in Section 5.
Remark 6. Analogous to Remark 2, Assumptions (iii) and (iv) are only used to obtain com-
pactness as τ → −∞ by providing regularity that is not automatic from parabolic smoothing.
Remark 7. Although Theorem 2.2 is more difficult to prove, both Theorems 2.1 and 2.2 are of
intrinsic physical interest as each rule out different types of potential pathologies.
Remark 8. As discussed in [30,37], the linearized stability of a self-similar solution is expected
to play a crucial role in determining uniqueness or non-uniqueness of solutions nearby in a
suitable sense. This requisite linearized stability was proved in [7] for all α and plays a crucial
role in the uniqueness result of [7]: any solution satisfying w(τ)→ ezαG in BzL2(m) as τ → −∞
necessarily satisfies w ≡ ezαG. In Theorem 2.1, the uniqueness result of [7] is used essentially
as a black box. That is, Theorem 2.1 is proved by a compactness/rigidity argument which shows
that any solution satisfying Assumptions (i)–(iii) must satisfy w(τ) → ezαG in BzL2(m) as
τ → −∞ (and hence w ≡ ezαG by [7]). The proof of Theorem 2.2 additionally uses some of the
linearized stability results contained in [7] (as well as a few variations deduced below). Finally,
we remark that linearized stability of the Oseen vortex (and other column vortices) has also
been recently studied in the inviscid case [24, 25].
2.3. Conventions
We make the following standard conventions:
• We define the Fourier transform as
fˆ(ζ) =
1√
2π
∫
R
e−ixζf(x) dx. (2.8)
• We take the convention that constants that may change from line to line are denoted C
and a .Λ b if a ≤ Cb where C is a constant depending only on Λ.
• Also, we denote by |v| the standard Euclidean norm of v ∈ Rn.
• We denote for u, v ∈ Rn, we denote by u⊗ v, the matrix (u⊗ v)ij = uivj and (∇ ·(u⊗v))i =
∂j(u
ivj) = (v · ∇)ui + ui(∇ · v).
3. Preliminaries
3.1. Analysis in BzX Spaces
Recall we defined the Banach spaces BzX via the norm
‖f‖BzX =
∫
D∗
‖fˆ(ζ)‖X dζ, (3.1)
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where the Fourier transform is taken only in z and D is either R or T. We introduce here a few
fundamental inequalities and properties of the BzX spaces that we will use frequently.
Lemma 3.1 (Ho¨lder’s Inequality (Lemma A.1; [7])). For each f, g ∈ BzLpx, BzLqx, where 1r =
1
p +
1
q , then fg ∈ BzLrx and
‖fg‖BzLrx ≤ ‖f‖BzLpx‖g‖BzLqx . (3.2)
Lemma 3.2 (Self-Similar Biot-Savart Law (Lemmas A.3 and A.4; [7])). For v, w related by the
self-similar Biot-Savart law, that is, v = −∇×(∆)−1w which expands as
v =
[
vξ
vz
]
=
[
∂z(−∆)−1(wξ)⊥ −∇⊥ξ (−∆)−1wz
∇⊥ξ · (−∆)−1wξ
]
, (3.3)
satisfies
‖v‖BzL4 . ‖w‖BzL4/3 , (3.4)
and for 1 < p <∞,
‖∇ v‖BzLp . ‖w‖BzLp . (3.5)
Lemma 3.3. The following embeddings hold for all m > 1 and ǫ > 0:
• BzX →֒Cz(D;X);
• BzL2(m) →֒BzL1;
• BzH˙1(m) →֒BzL4;
• H1(m+ ǫ) →֒L2(m);
where, moreover, the final embedding is compact.
Proof. The first embedding follows from the fact that the Fourier transform of an L1 function
is continuous. The second embedding follows from the fact that if X →֒Y , then BzX →֒BzY
and L2(m) →֒L1 for m > 1 by Ho¨lder’s inequality. Similarly, the third embedding follows from
the Sobolev embedding W˙ 1,4/3(R2) →֒L4(R2) and the embedding L2(m) →֒L4/3,
‖f‖BzL4 . ‖∇ξf‖BzL4/3 .m ‖∇ξf‖BzL2(m), (3.6)
Finally, the compactness of the last embedding follows locally from Rellich-Kondrachov, that is
the embeddingH1(m) →֒L2(m) is locally compact. The gain in localization moving toH1(m+ǫ)
allows one to conclude tightness and that the embedding H1(m+ ǫ) →֒L2(m) is compact. 
Lemma 3.4. Let T : X → Y be a bounded linear operator between two Banach spaces X and Y .
Then, T extends to bounded linear map T˜ : BzX → BzY such that T is given by the extension
formula,
(T˜ f)(ξ, z) = T (f(·, z)). (3.7)
Moreover, ‖T˜‖BzX→BzY = ‖T ‖X→Y
Proof. Consider first the case of D = T. The set of all functions
AN =
f = ∑|k|<N skeikz : sk ∈ X

is such that ∪NAN is dense in BzX and by linearity we have T˜ (f) =
∑
|k|<N Tske
ikz for all
f ∈ AN . Then, note that∣∣∣∣∣∣T˜ f ∣∣∣∣∣∣
BzY
=
∑
|k|<N
||Tsk||BzY ≤ ||T ||X→Y ||f ||BzX ,
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and so T˜ is a bounded linear operator on the dense set ∪NAN , and so extends to a bounded linear
operator BzX → BzY by density with
∣∣∣∣∣∣T˜ ∣∣∣∣∣∣
BzX→BzY
≤ ||T ||X→Y . To see
∣∣∣∣∣∣T˜ ∣∣∣∣∣∣
BzX→BzY
≥
||T ||X→Y consider a sequence {sj}∞j=1 ∈ X with ||sj ||X = 1 such that ||Tsj||BzX → ||T ||X→Y
and consider the sequence fj =
1
2sje
iz + 12sje
−iz .
Now consider the case D = R. In this case, we use the dense set
AN =
f ∈ BzX : fˆ = ∑
1≤j≤N
sj1Aj (z), Aj ∈ B(R)
 .
By density of simple functions in L1, ∪NAN is dense in BzX . The proof that
∣∣∣∣∣∣T˜ ∣∣∣∣∣∣
BzX→BzY
≤
||T ||X→Y proceeds from here in essentially the same manner as the case of D = T. To
see
∣∣∣∣∣∣T˜ ∣∣∣∣∣∣
BzX→BzY
≥ ||T ||X→Y let {sj}∞j=1 ∈ X with ||sj ||X = 1 such that ||Tsj||BzX →
||T ||X→Y , ϕ(ζ) be a non-negative, Schwartz-class function, and the sequence of functions fj =
sj
∫
ϕ(ζ)eiζzdζ. 
Lemma 3.5. Let X and Y be Banach spaces, K be a compact subset of R, s0 ∈ R, and
{T (t, s)}τ∈K,s<s0 a set of bounded linear operators T (t, s) : X → Y satisfying
‖T (t, s)‖X→Y ≤ C <∞ and lim
s→−∞
‖T (t, s)f‖Y = 0 (3.8)
for any t ∈ K and f ∈ D for D a dense subset of X. Suppose further that (t, s) 7→ T (t, s)f is
continuous for each f ∈ D. Then, for any K0 ⊂ X compact,
lim
s→−∞
sup
t∈K,f∈K0
‖T (t, s)f‖Y = 0. (3.9)
Proof. First, by density of D ⊂ X and uniform boundedness of the family T (t, s), certainly
lim
s→−∞
‖T (t, s)f‖Y = 0 (3.10)
for any f ∈ X and t ∈ K and (t, s) 7→ T (t, s)f is continuous for f ∈ X .
Second, fix K0 ⊂ X compact and ǫ > 0. Then, K0 is totally bounded and covered by Nǫ
balls of radius ǫ, say {Bǫ(fi)}Nǫi=1.
Now, pick S < s0 such that for each 1 ≤ i ≤ Nǫ, ‖T (t, s)fi‖Y < ǫ for s < S and τ ∈ K.
Thus, for s < S,
‖T (t, s)f‖Y ≤ ‖T (t, s)fi‖Y + ‖T (t, s)(f − fi)‖ ≤ ǫ+ Cǫ. (3.11)
Thus, taking a supremum over f ∈ K and t ∈ K, it follows that (3.9) holds. 
3.2. Linearized Evolution Operators
Since we wish to work with mild solutions within the self-similar coordinate system, we
need to isolate an appropriate part of the equations to treat perturbatively. In this subsection,
we describe and estimate various linear evolution operators, which determine the terms we are
treating perturbatively. For notational convenience, we first name the various solution operators
we will consider.
• The one parameter semigroup eτ L : BzL2(m) → BzL2(m) denotes the solution map to
the scalar linear evolution equation on R2×T,
∂τf = L f = (∆ξ + 1
2
ξ · ∇ξ + 1)f. (3.12)
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• The two parameter semigroup S0(τ, τ ′) : BzL2(m) → BzL2(m) denotes the solution map
to the scalar linearized evolution equation on R2×T,
∂τf = L f + eτ∂zzf = (L+ ∂z2)f. (3.13)
• The one parameter semigroup Γα(τ) : BzL2(m)2 → BzL2(m)2 denotes the solution map
to the vector-valued linearized evolution equation on R2×R,
∂τf
ξ + α(vg · ∇ξ)f ξ − α(f ξ · ∇ξ)vg = L f ξ (3.14)
• The one parameter semigroup T α(τ) : BzL2(m)→ BzL2(m) denotes the solution map to
the scalar linearized evolution equation on R2×R,
∂τf
z + αvg · ∇ξfz +∇⊥ξ ∆−1ξ fz · α∇ξG = L fz (3.15)
• The two parameter semigroup Sα(τ, τ ′) : BzL2(m)3 → BzL2(m)3 denotes the solution
map to the vector-valued linearized evolution equation on R2×R,
∂τf
ξ + α(vg · ∇ξ)f ξ − α(f ξ · ∇ξ)vg − αG∂z vξ = (L+ ∂z2)f ξ
∂τf
z + αvg · ∇ξfz + α∇ξG · vξ − αG∂z vz = (L+ ∂z2)fz
vξ = ∂z(−∆)−1(f ξ)⊥−∇⊥ξ (−∆)−1fz
vz = ∇⊥ξ · (−∆)−1f ξ.
(3.16)
Now, in Propositions 3.1 and 3.2, we claim that each of the above solution maps is well defined,
and satisfies regularization estimates similar to that of the heat semigroup. In the following,
a(τ) = (1− eτ )−1 ∼ τ−1
is the analogue of time in the τ → 0 asymptotic regime.
Proposition 3.1 (From [18, 21, 22]). Fix m > 2. Each of the semigroups eτ L, Γα(τ), and
T α(τ) are well-defined and strongly continuous on BzL2(m) or BzL2(m)2. Moreover, for each
γ > 0, 1 ≤ q ≤ p ≤ 2, f ∈ BzLq(m) and 0 < τ <∞, the following regularization estimates hold:
‖Q(τ)f‖BzLp(m) .α,m,p,q,γ
eγτ
a(τ)
1
q− 1p
‖f‖BzLq(m) (3.17)
where Q is one of the above semigroups. Furthermore, we have the following gradient estimates:
‖∇ξQsc(τ)f‖BzLp(m) + eτ/2‖Qsc(τ)∇ξf‖BzLp(m) .α,m,p,q,γ
eγτ
a(τ)
1
q− 1p+ 12
‖f‖BzLq(m) (3.18)
where Qsc is one of the scalar semigroups, i.e. e
τ L or T α(τ), and otherwise,
‖∇ξΓα(τ)f‖BzLp(m) + eτ/2‖Γα(τ) divξ f‖BzLp(m) .α,m,p,q,γ
eγτ
a(τ)
1
q− 1p+ 12
‖f‖BzLq(m). (3.19)
Proof. See [21] for a discussion of eτ L on L2(m) ⊂ L1(R2) spaces, [22] for the construction of
T α on L2(m) ⊂ L1(R2) spaces, and [18] for the gradient estimates on T α. See Appendix B
of [7] for a construction of Γα and estimates. The corresponding BzL
r(m) estimates then follow
using Lemma 3.4. 
Proposition 3.2 (From [7]). Fix m > 2. Both of the two-parameter semigroups S0(τ, τ0) and
Sα(τ, τ0) are well-defined and strongly continuous on BzL
2(m) or BzL
2(m)3. Moreover, for
each γ > 0, 1 < q ≤ p ≤ 2, and −∞ < τ0 < τ , the following regularization estimates hold:
‖Q(τ, τ0)f‖BzLp(m) .α,m,p,q,γ
eγ(τ−τ0)
a(τ − τ0)
1
q− 1p
‖f‖BzLq(m). (3.20)
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where Q is S0 or Sα. Furthermore, we have the following gradient estimates for S0: for f ∈
BzL
q(m) and g ∈ BzLq(m)2 a vector field,
‖∇τ S0(τ, τ0)f‖BzLp(m) .α,m,p,q,γ
eγ(τ−τ0)
a(τ − τ0)
1
q− 1p+ 12
‖f‖BzLq(m). (3.21)
and
e(τ−τ0)/2‖S0(τ, τ0) divξ g‖BzLp(m) .α,m,p,q,γ
eγ(τ−τ0)
a(τ − τ0)
1
q− 1p+ 12
‖g‖BzLq(m) (3.22)
We also have the following gradient estimates for Sα: for h ∈ BzLq(m)3 a vector field and
F ∈ BzLq(m)9 a 3× 3 matrix satisfying div divF = 0,
‖∇τ Sα(τ, τ0)h‖BzLp(m) .α,m,p,q,γ
eγ(τ−τ0)
a(τ − τ0)
1
q− 1p+ 12
‖h‖BzLq(m), (3.23)
e(τ−τ0)/2‖Sα(τ, τ0) divτ0 F‖BzL2(m) .α,m,p,q,γ
eγ(τ−τ0)
a(τ − τ0)
1
q
‖F‖BzLq(m), (3.24)
and
e(τ−τ0)/2‖∇τ Sα(τ, τ0) divτ0 F‖BzL2(m) .α,m,p,q,γ
eγ(τ−τ0)
a(τ − τ0)
1
q+
1
2
‖F‖BzLq(m). (3.25)
Proof. The construction of S0 and Sα along with (3.20) for p = q = 2 are shown in [Proposition
3.2; [7]]. The general case follows from a simple modification. Indeed, as in [7], we take the
Fourier transform in z, and write the resulting equation as a Duhamel integral of (Γα, T α) to
obtain
w(τ, ζ) = e−|ζ|
2(eτ−eτ0 )
[
Γα(τ − τ0) 0
0 T α(τ − τ0)
]
w(τ0, ζ)
+ α
∫ τ
τ0
e−|ζ|
2(τ−τ0)
[
Γα(τ − s) 0
0 T α(τ − s)
]
Z(w(s, ζ)) ds,
(3.26)
where Z contains the perturbative terms
Z(w(τ)) = ieτ/2ζ
 G(ξ) [ieτ/2ζ(eτ |ζ|2 −∆ξ)−1(wξ)⊥ −∇⊥ξ (eτ |ζ|2 −∆ξ)−1wz(τ)]
∇⊥ξ ·
(
G(ξ)(eτ |ζ|2 −∆ξ)−1wξ
)
+∇ξG ·
(
eτ |ζ|2 −∆ξ)−1 +∆−1ξ
)
∇⊥ξ
 .
(3.27)
In [7], the estimate,
‖Z(w(s, ζ))‖L2(m) .m,δ
(
es/2|ζ|
)1−2δ
‖w(s, ζ)‖L2(m), (3.28)
is shown for each m > 1, 0 < δ < 1/2 using L2(m) weighted estimates on the Biot-Savart law
in [Lemma 3.3; [7]]. In the proof of the weighted estimates, one can replace the embedding
L2(m) →֒Lr for 1 ≤ r ≤ 2 for m > 1 with Lp(m) →֒Lr for 1 ≤ r ≤ p for m > 2 to obtain Lp(m)
weighted estimates. These modified estimates are sufficient to show
‖Z(w(s, ζ))‖Lp(m) .m,δ
(
es/2|ζ|
)1−2δ
‖w(s, ζ)‖Lp(m) (3.29)
for each 0 < δ < 1 − 1p and 1 ≤ p ≤ 2 as in the proof of [Corollary 3.4; [7]]. Then, taking
δ = 1/4 and using the regularization estimates on Γα and T α from Proposition 3.1, we obtain
the inequality
‖w(τ, ζ)‖Lp(m) .m,γ,α e−|ζ|
2(τ−τ0) e
(τ−τ0)γ
a(τ − τ0)
1
q− 1p
‖w(τ0, ζ)‖Lq(m)
+
∫ τ
τ0
e−|ζ|
2(τ−s)
(
es/2|ζ|
)1/2
eγ(τ−s)‖w(s, ζ)‖Lp(m).
(3.30)
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Applying Gro¨nwall’s inequality to τ 7→ e|ζ|2τe−γτ‖w(τ, ζ)‖Lp(m), yields the estimate
‖w(τ, ζ)‖Lp(m) .m,γ,α
e(τ−τ0)γ
a(τ − τ0)
1
q− 1p
‖w(τ0, ζ)‖Lq(m) exp
(
Cα|ζ|1/2
(
eτ/4 − eτ0/4
)
− |ζ|2 (eτ − eτ0)
)
(3.31)
which directly implies (3.20) after optimizing in ζ.
Second, the gradient estimates (3.21) and (3.22) are shown in [Section 3.3; [7]] for general p
and q.
Third, the gradient estimate (3.23) is shown for short times in [Lemma 3.6; [7]] for p = q = 2
by writing Sα as a Duhamel integral of S0, and using the estimates on S0 and a contraction
mapping argument on a suitable Banach spaceX encoding the desired estimate. One can modify
the choice of X , so that Xp,q is the closed subspace of C([τ0, τ0 + δ];BzL
q(m)) such that the
norm,
‖Ω‖Xp,q = sup
τ0<τ<τ0+δ
(
‖Ω(τ)‖BzLq(m) + a(τ − τ0)
1
q− 1p ‖Ω‖BzLp(m)
+ a(τ − τ0)
1
q− 1p+ 12 ‖∇τ Ω(τ)‖BzLp(m)
)
,
(3.32)
is finite. This modification still yields the estimate
‖Sα(τ, τ0)F‖Xp,q .p,q,m,α ‖F‖BzLq(m) + δ1−
1
p ‖Sα(τ, τ0)F‖Xp,q . (3.33)
Taking δ sufficiently small, depending only on α, m, p, and q, yields the short time estimates
for general p and q. Then, [Section 3.4; [7]] explains how to combine the long time estimates
(3.20) and the short time smoothing estimates (3.23) to obtain (3.23) for all time.
Finally, (3.24) and (3.25) are shown in [Theorem 3.1; [7]] for p = 2 and 1 ≤ q ≤ 2. 
3.3. The Vorticity Equation on R2
We will need properties of the two dimensional self-similar vorticity equation, namely prop-
erties of
∂tω +∇⊥ξ ∆−1ξ ω · ∇ξω = Lω, (3.34)
where ω : R2×R+ → R is the scalar vorticity. It is known that the (3.34) is well-posed on
L2(m) and that the invariant sets of the flow on L2(m) are quite rigid.
Theorem 3.1 ((From [21,22])). For any m > 1, (3.34) generates a strongly continuous flow φ
on L2(m). Moreover, if A ⊂ L2(m) is fully invariant under φ in the sense that φ(τ)A = A for
any τ > 0, then
A ⊂ {βG | β ∈ R}. (3.35)
For a proof and discussion of the well-posedness of (3.34) see [21]. For a proof of the rigidity
of invariant sets see [22].
Now, since we will be working on BzL
2(m) we want (3.34) to generate a flow Φ on BzL
2(m).
That is, for any initial data w0 ∈ BzL2(m), we want a unique global in time solution w ∈
C([0,∞);BzL2(m)) to
w(τ) = eτ Lw0 −
∫ τ
0
e(τ−s)L(∇⊥ξ ∆−1ξ w(s) · ∇ξw(s)) ds. (3.36)
While this seems reasonable to expect, we are only able to show local in time well-posedness,
which is sufficient for our purposes.
Lemma 3.6. Fix m > 2. For any K ⊂ BzL2(m) compact, there exists a T = T (K) > 0 such
that for any w0 ∈ K, there is a unique mild solution w ∈ C([0, T ];BzL2(m)) to (3.36) with
initial data w0. Moreover, w(τ) is given by
w(τ, ξ, z) = (φ(τ)w0(·, z))(ξ), (3.37)
where φ is the flow generated by (3.34) on L2(m).
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Proof. This follows from a contraction mapping argument in the space C([0, Tw0 ];BzL
2(m)).
Set N(K) = maxw0∈K ‖w0‖BzL2(m). Fix w0 ∈ K and let Ψ be the operator,
Ψ(w)(t) = etLw0 +
∫ t
0
e(t−s)L(∇⊥ξ ∆−1ξ w(s) · ∇ξw(s)) ds, (3.38)
and define
BT,ǫ =
{
ω ∈ C([0, T ];BzL2(m)) : sup
0<t<T
||ω − ω0||BzL2(m) < 2ǫ
}
.
Then, we estimate the nonlinearity using the linear propagator estimates in Proposition 3.1,
Ho¨lder’s inequality and the boundedness of the 2d Biot-Savart law (from 2d estimates and
Lemma 3.4), and the embedding BzL
2(m) →֒BzL4/3:∥∥∥∥ ∫ t
0
e(t−s)L∇ξ ·
(
w(s)∇⊥ξ ∆−1ξ w(s)
)
ds
∥∥∥∥
BzL2(m)
.m
∫ t
0
eγ(t−s)
a(t− s)3/4 ‖w(s)∇
⊥
ξ ∆
−1
ξ w(s)‖BzL4/3(m) ds
.m
∫ t
0
eγ(t−s)
a(t− s)3/4 ‖w(s)‖BzL2(m)‖∇
⊥
ξ ∆
−1
ξ w(s)‖BzL4 ds
.m
∫ t
0
eγ(t−s)
a(t− s)3/4 ‖w(s)‖
2
BzL2(m)
ds.
(3.39)
Then, since K is compact and etL is a strongly continuous semigroup on BzL2(m), there exists
a time T (K) such that
sup
w0∈K,t<T (K)
‖etLw0 − w0‖BzL2(m) < ǫ.
Also, taking T (K) and ǫ sufficiently small so that
Cm(ǫ +N)
2
∫ T
0
eγ(T−s)
a(T − s)3/4 ds < ǫ.
Thus, for such T, ǫ, Ψ(BT,ǫ) ⊂ BT,ǫ. The contraction property on BT,ǫ is proved similarly.
Therefore, there is a unique mild solution to (3.36) in BT,ǫ, where T , ǫ are chosen uniformly
for w0 ∈ K. Furthermore, taking v ∈ C([0, T ];BzL2(m)) a mild solution to (3.36) and letting
t → 0+, it follows that v ∈ Bδ,ǫ for δ sufficiently small, which implies v = w. Finally, (3.37)
follows since all of the operators in (3.36) commute with evaluation in z. 
4. Proof of Theorem 1
4.1. Proof Sketch
The main idea of the proof of Theorem 2.1 is to adapt a two dimensional compactness-rigidity
argument from the proof of
[
Proposition 4.5; [18]
]
. In self-similar coordinates, wz satisfies (in
the mild sense) the scalar equation
∂τw
z +
(∇⊥ξ (∆)−1wz) · ∇ξwz +R(τ) = Lw + ∂z2 wz , (4.1)
where L is the Fokker-Planck operator defined in (2.5) and our remainder terms are given as
R(τ) =
(
vξ − (∇⊥ξ (∆)−1wz)) · ∇ξwz + vz ∂z wz − w · ∇ vz, (4.2)
the additional terms in the 3d vorticity equation. We proceed in four steps analogous to the
proof in [18]:
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• First, we will use parabolic regularity combined with our assumptions to show that the
trajectory {wz(τ)}τ<τ∗ is precompact in BzL2(m). Hence, if A ⊂ BzL2(m) is the α-limit
set of the trajectory {wz(τ)}τ<τ∗ , then A is compact and nonempty.
• Second, we will show that the remainder terms vanish in some norm, ‖R(τ)‖X → 0.
Combined with the asymptotic convergence of operators, ∆→ ∆ξ and linear propagators
S0 → eτ L, we will conclude that wz asymptotically satisfies the 2d self-similar vorticity
equation.
• Third, we will use steps 1 and 2 to show that the α-limit set A is invariant under the flow
Φ(τ) : BzL
2(m)→ BzL2(m) generated by the 2d vorticity equation.
• Fourth, we will use the rigidity of invariant sets of φ shown in [22] to show that A = {αG}.
This implies wz(τ)→ αG in BzL2(m) as τ → −∞ and w lies within the uniqueness class
shown in [7].
4.2. Step 1: Parabolic Regularity and Compactness
In this section, we study the interior regularity of mild solutions to the self-similar vorticity
equation (2.3). That is, we study functions w ∈ Cτ ((−∞, τ∗);BzL2(m)) satisfying for each
τ0 < τ < τ
∗,
w(τ) = S0(τ, τ0)w(τ0)−
∫ τ
τ0
S0(τ, s)
[
(v(s) · ∇s)w(s) − (w(s) · ∇s)v(s)
]
ds
v(τ) = −∇×(∆)−1w(τ),
(4.3)
where we recall S0 is the linear propagator defined in (3.13). The main result of this section is
the following proposition for arbitrary (in the sense that no reference is made to initial data)
mild solutions in the sense of (4.3).
Proposition 4.1. Let w(τ) be a solution to (4.3) on R2×T such that for some −∞ < τ∗ ≤ ∞,
m > 2, and Λ > 0,
(i) supτ<τ∗ ||w(τ)||BzL2(m) ≤ Λ;
(ii) limτ→−∞
∣∣∣∣wξ(τ)∣∣∣∣
BzL2(m)
= 0;
(iii) and supτ<τ∗ ||∂zwz(τ)||BzL2(m) <∞.
Then,
sup
τ<τ∗
‖∇τ w(τ)‖BzL2(m) ≤ C(Λ,m), (4.4)
lim
τ→−∞
‖∇τ wξ(τ)‖BzL2(m) = 0, (4.5)
and moreover, the trajectory {wz(τ)}τ<τ∗ is precompact in BzL2(m′) for each 2 < m′ < m.
Remark 9. The boundedness of ∇w(τ) in (4.4) relies only on Assumption (i) while the decay
of ∇wξ in (4.5) depends on both Assumption (i) and Assumption (ii). See Lemma 4.1 and
Lemma 4.4 below.
We prove this proposition by examining the implications of various combinations of the
Assumptions (i), (ii), and (iii) in the sequence of lemmas below.
Lemma 4.1. Suppose w is a mild solution to (4.3) on R2×T such that for some m > 2,
−∞ < τ∗ ≤ ∞, and Λ > 0,
sup
τ<τ∗
‖w(τ)‖BzL2(m) ≤ Λ <∞. (4.6)
Then, there is a constant C = C(m,Λ), such that
sup
τ<τ∗
‖∇τ w(τ)‖BzL2(m) ≤ C. (4.7)
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Proof. We have that for each τ0 < τ , ∇w satisfies the integral equation
∇τ w(τ) = ∇τ S0(τ, τ0)w(τ0)−
∫ τ
τ0
∇τ S0(τ, s)
[
(v · ∇s)w − (w · ∇s)v
]
(s) ds. (4.8)
Fix γ > 0 and T > 0 so that τ < τ0 + T . The gradient bounds in Proposition 3.2 imply
‖∇τ w(τ)‖BzL2(m) .m
eTγ
a(τ − τ0)1/2 +
∫ τ
τ0
eTγ
a(τ − s)3/4 ‖(v ·∇s)w−(w ·∇s)v‖BzL4/3(m) ds. (4.9)
Now, we bound the transport terms via Ho¨lder (3.2), the embedding BzL
2(m) →֒BzL1, and the
boundedness of the Biot-Savart law (3.4).
‖(v · ∇)w‖BzL4/3(m) .m ‖v‖BzL4‖∇w‖BzL2(m)
.m ‖w‖BzL4/3‖∇w‖BzL2(m) .m Λ‖∇w‖BzL2(m).
(4.10)
Similarly, we bound the vortex stretching terms via Ho¨lder (3.2), the boundedness of the Riesz
transforms (3.5), and the Sobolev embedding BzW˙
1,4/3 →֒BzL4,
‖(w · ∇)v‖BzL4/3(m) .m ‖w‖BzL2(m)‖∇ v‖BzL4
.m ‖w‖BzL2(m)‖w‖BzL4
.m ‖w‖BzL2(m)‖∇ξw‖BzL4/3
.m Λ‖∇ξw‖BzL2(m).
(4.11)
Thus, we obtain for each τ0 < τ < τ0 + T , and some C > 0 depending only on Λ and m,
‖∇τ w(τ)‖BzL2(m) ≤
CeTγ
a(τ − τ0)1/2
+ CeTγ
∫ τ
τ0
‖∇sw(s)‖BzL2(m)
a(τ − s)3/4 ds. (4.12)
Since a(τ − τ0) is unbounded for τ close to τ0, we write
sup
τ0<τ<τ0+T
a(τ − τ0)1/2‖∇τ w(τ)‖BzL2(m) ≤
CeTγ + CeTγI(τ0, T ) sup
τ0<τ<τ0+T
(
a(τ − τ0)1/2‖∇τ w(τ)‖BzL2(m)
)
, (4.13)
where
I(τ0, T ) = sup
τ0<τ<τ0+T
∫ τ
τ0
a(τ − τ0)1/2
a(τ − s)3/4a(s− τ0)1/2 ds. (4.14)
After a change of variables, we obtain
I(τ0, T ) = sup
τ0<τ<τ0+T
∫ τ−τ0
0
a(τ − τ0)1/2
a(τ − τ0 − s)3/4a(s)1/2 ds = sup0<τ<T
∫ τ
0
a(τ)1/2
a(τ − s)3/4a(s)1/2 ds.
(4.15)
Thus, recalling that a(τ) is of order τ for τ ≪ 1, by a change of variables,∫ τ
0
τ1/2
(τ − s)3/4s1/2 ds =
∫ 1
0
τ
s1/2τ3/4(1− s)3/4 ds ≈ τ
1/4. (4.16)
Together (4.15) and (4.16) then imply that I(τ0, T ) ≈ T 1/4 uniformly in τ and τ0 in the T ≪ 1
asymptotic regime. In particular, for T sufficiently small depending only on m and Λ,
sup
τ0<τ<τ0+T
a(τ − τ0)1/2‖∇τ w(τ)‖BzL2(m) ≤ 2CeTγ , (4.17)
independent of τ0. Thus, we obtain the uniform bound,
‖∇w(τ)‖BzL2(m) ≤
2CeTγ
a(T )1/2
,
for T sufficiently small. 
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Now, combining Assumption (i) with Assumption (iii), we obtain the following compactness
result. Note, we are still discussing mild solutions to (4.3) without reference to the initial datum.
Lemma 4.2. Suppose w is a mild solution to (4.3) on R2×T such that for some m > 2 and
−∞ < τ∗ ≤ ∞,
sup
τ<τ∗
‖w(τ)‖BzL2(m) + ‖∂zwz(τ)‖BzL2(m) <∞. (4.18)
Then, the trajectory {wz(τ)}τ<τ∗ is precompact in BzL2(m′) for each 2 < m′ < m.
Remark 10. In the corresponding step in the 2d case
[
Lemma 6.1; [18]
]
, the gain in regularity
from preceding lemma and the compact embeddingH1(m+ǫ) →֒L2(m) are sufficient to conclude
compactness of the trajectory. However, in our case, we do not gain the same amount of
regularity in the z-direction as in the ξ-directions. In particular, Lemma 4.1 implies the bound
‖∂zw(τ)‖BzL2(m) ≤ e−τ/2C(m, ‖w‖L∞τ BzL2(m)), (4.19)
which degenerates as τ → −∞. The role of Assumption (iii) is to replace (4.19) with a bound
that does not degenerate at τ → −∞ so that we may gain compactness of the trajectory. This
is the only place in our proof where we need to use this assumption.
Proof. Fix 2 < m′ < m. Take {τn}∞n=1 an arbitrary sequences of times and let {fn} ⊂ L1ζL2ξ(m)
be the sequence of functions fn(ξ, ζ) = wˆ
z(τn, ξ, ζ) where ζ ∈ Z is the frequency variable
corresponding to the Fourier transform in the z variable. Then, by the definition of the BzX
spaces and Lemma 4.1, {fn(ζ)}ζ,n is uniformly bounded in H1ξ (m). Moreover, the boundedness
of ∂zw
z(τn) implies
‖∂zwz(τn)‖BzL2(m) =
∑
ζ∈Z
|ζ|‖fn(ζ)‖L2(m) ≤ C(m) <∞,
and the sequence of functions {ζfn(ζ)}∞n=1 is uniformly bounded in L1ζL2ξ(m).
First, we use that the embedding H1(m) →֒L2(m′) is compact (Lemma 3.3) and a diag-
onalization argument to produce a subsequence that we call {fn(ζ, ξ)}∞n=1 such that for each
ζ ∈ Z,
lim
n→∞
‖fn(ζ, ·)− f(ζ, ·)‖L2(m) = 0,
for some function f(ζ, ξ) ∈ L1ζL2ξ(m).
Second, we show that fn → f in L1ζL2ξ(m′). To that end, fix ǫ > 0 and let ζ0 > 0 arbitrary.
Then,∑
ζ
‖fn(ζ)− f(ζ)‖L2(m′) ≤
∑
|ζ|>ζ0
‖f(ζ)‖L2(m′) +
∑
|ζ|>ζ0
‖fn(ζ)‖L2(m′) +
∑
|ζ|≤ζ0
‖fn − f‖L2(m′).
(4.20)
By Fatou’s lemma, f is summable and the first term may be made arbitrarily small by taking
ζ0 large. By the uniform boundedness of ζfn(ζ), we have tightness and the the second term
may be made arbitrarily small uniformly in n by taking ζ0 large. Finally, using the finiteness of
the sum and pointwise convergence, the third term may be made arbitrarily small by taking n
large. Thus,
lim
n→∞
‖fn − f‖L1ζL2ξ(m′) ≤ ǫ (4.21)
for all ǫ > 0 and fn converges to f in L
1
ζL
2
ξ(m
′). Letting w∞ = fˇ , we have shown that wz(τn)→
w∞ in BzL2(m′). Since {τn}∞n=1 was arbitrary, the trajectory {wz(τ)}τ<τ∗ is precompact in
BzL
2(m′). 
We now want to show that Assumption (ii) implies the situation is better for wξ than wz .
Indeed, assuming wξ(τ) vanishes backwards in time, we will use parabolic regularity to say the
derivatives ∇wξ(τ) vanish as well. We begin by bounding the nonlinearity in the wξ equations.
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Lemma 4.3. Suppose w is a mild solution to (4.3) on R2×T such that for some m > 2,
−∞ < τ∗ ≤ ∞, and Λ > 0,
sup
τ<τ∗
‖w(τ)‖BzL2(m) ≤ Λ. (4.22)
Then,
‖(v · ∇)wξ − (w · ∇)vξ‖BzL4/3(m) .m,Λ ‖wξ‖BzL2(m) + ‖∇wξ‖BzL2(m), (4.23)
where the implicit constant depends on Λ and m.
Proof. To estimate the transport term, we use Ho¨lder’s inequality, the boundedness of the Biot-
Savart law, and the embedding L4/3 →֒L2(m) for m > 1 to compute
‖(v · ∇)wξ‖BzL4/3(m) .m ‖v‖BzL4‖∇wξ‖BzL2(m)
.m ‖w‖BzL4/3‖∇wξ‖BzL2(m)
.m ‖w‖BzL2(m)‖∇wξ‖BzL2(m) .m Λ‖∇wξ‖BzL2(m).
(4.24)
Estimating the vortex stretching term is slightly more delicate and uses more structure of
the equations. In particular, we split the velocity using the structure of the Biot-Savart law
(3.3)
(w · ∇)vξ = (w · ∇)(∂z(∆)−1(wξ)⊥) + (w · ∇)(∇⊥ξ (∆)−1wz). (4.25)
The first term in (4.25) is bounded via Ho¨lder’s inequality, the boundedness of Riesz transforms,
and the Sobolev embedding BzW˙
1,4/3 →֒BzL4, and the embedding BzL2(m) →֒BzL4/3 as
‖(w · ∇)(∂z(∆)−1(wξ)⊥)‖BzL4/3(m) .m Λ‖wξ‖BzL4 .m Λ‖∇ξwξ‖BzL2(m). (4.26)
However, since we do not have any decay of wz we have to analyze the second term in (4.25)
more carefully. We decompose the second term in (4.25) further as
(w · ∇)(∇⊥ξ (∆)−1wz) = (wξ · ∇ξ)(∇⊥ξ (∆)−1wz) + wz ∂z(∇⊥ξ (∆)−1wz). (4.27)
Again, the first term in (4.27) is bounded via Ho¨lder’s inequality, boundedness of Riesz trans-
forms, the Sobolev embedding BzH
1 →֒BzL4, and Lemma 4.1 as
‖(wξ · ∇ξ)(∇⊥ξ (∆)−1wz)‖BzL4/3(m) .m ‖wξ‖BzL2(m)‖wz‖BzL4 .m,Λ ‖wξ‖BzL2(m). (4.28)
For the second term in (4.27), we commute derivatives and rewrite it as
wz ∂z∇⊥ξ (∆)−1wz = −wz∇⊥ξ ∇ξ · (∆)−1wξ (4.29)
where we have used the divergence-free condition
∂z w
z = −∇ξ · wξ. (4.30)
The resulting expression is bounded again using Ho¨lder’s inequality, boundedness of Riesz trans-
forms, and the Sobolev embedding BzH˙
1(m) →֒BzL4 as
‖wz∇⊥ξ ∇ξ ·∆
−1
wξ‖BzL4/3(m) .m Λ‖∇ξwξ‖BzL2(m). (4.31)
This completes the proof as we have now bounded all terms in the vortex stretching term via
the successive splittings (4.25) and (4.27). 
Lemma 4.4. Suppose w is a mild solution to (4.3) on R2×T such that for some m > 2,
τ∗ > −∞, and Λ > 0,
sup
τ<τ∗
‖w(τ)‖BzL2(m) ≤ Λ. (4.32)
Suppose also that wξ → 0 strongly in BzL2(m). Then, ∇wξ → 0 and ∂zwz → 0 in BzL2(m).
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Remark 11. Note, that we are not assuming Assumption (iii) in this lemma, but we still obtain
the decay of ∂zw
z = eτ/2∂zw
z . The decay of ∂z w
z is sufficient to replace ∂zw
z bounded for all
later steps in the proof of Theorem 2.1. This emphasizes that the role of Assumption (iii) is
only to gain compactness of the trajectory {wz(τ)}.
Proof. The idea of the proof is to use parabolic regularity as in Lemma 4.1. We recall ∇wξ
satisfies the integral equation
∇τ wξ(τ) = ∇τ S0(τ, τ0)wξ(τ0)−
∫ τ
τ0
∇τ S0(τ, s)
[
(v · ∇s)wξ − (w · ∇s)vξ
]
(s) ds, (4.33)
for each τ0 ≤ τ . Fixing γ > 0 and letting τ < τ0 + T , we use the gradient estimates on S0 and
Lemma 4.3 to obtain the estimate
‖∇τ wξ(τ)‖BzL2(m) ≤
CeTγ
a(τ − τ0)1/2
‖wξ(τ0)‖BzL2(m) + CeTγ
∫ τ
τ0
‖wξ(s)‖BzL2(m)
a(τ − s)3/4 ds
+ CeTγ
∫ τ
τ0
‖∇swξ(s)‖BzL2(m)
a(τ − s)3/4 ds,
(4.34)
where C depends only on m and Λ. A slight modification of the argument in Lemma 4.1 to
account for the additional inhomogeneous terms, yields the bound
‖∇wξ(τ)‖BzL2(m) ≤
2CeTγ
[
1 + C′a(T )1/2T 1/4
]
a(T )1/2
sup
τ<s<τ+T
‖wξ(s)‖BzL2(m) (4.35)
where C′ > 0 is a universal constant and T > 0 is small enough such that
CeγT
∫ T
0
a(τ)1/2
a(s)1/2a(τ − s)3/4 ds <
1
2
.
Inequality (4.35) and wξ(τ)→ 0 in BzL2(m) together directly imply ∇wξ(τ)→ 0 in BzL2(m)
as desired. We now note that wz is related to wξ via the divergence-free condition,
∇ ·w = ∇ξ · wξ + ∂z wz = 0.
As a consequence, ∇ξwξ → 0 implies that ∂z wz → 0 in BzL2(m) as claimed. 
4.3. Step 2: Error Estimates
First, we estimate the 3d error terms collected in R(τ) in (4.2), which we recall are
R(τ) =
(
vξ − (∇⊥ξ (∆)−1wz)) · ∇ξwz + vz ∂z wz − w · ∇ vz. (4.36)
Second, we quantitatively bound the difference between the 3d inverse Laplacian (∆)−1 and
the 2d inverse Laplacian ∆−1ξ . Third, we bound the difference between the 2d and 3d linear
propagators, namely eτ L and S0.
Lemma 4.5. Under the assumptions of Proposition 4.1 with m > 2, the error terms R(τ)
defined in (4.36) satisfy the following decay:
lim
τ→−∞
‖R(τ)‖BzL4/3(m) = 0. (4.37)
Proof. We split R into three error terms and estimate each separately,
R(τ) =
(
vξ − (∇⊥ξ (∆)−1wz)) · ∇ξwz + vz ∂z wz − w · ∇ vz = r1 + r2 + r3. (4.38)
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The first term, r1, is roughly the difference between 2d and 3d Biot-Savart laws. The velocity
field vξ is determined from w via the 3d Biot-Savart law, whereas ∇⊥ξ (∆)−1wz is the 2d Biot-
Savart law, modulo the difference between ∆ and ∆. Thus, using (3.3), we obtain
r1 = − ∂z(∆)−1(wξ)⊥ · ∇ξwz . (4.39)
We now bound r1 using Ho¨lder’s inequality, the boundedness of the Biot-Savart law (3.4), and
the embedding L2(m) →֒L1 for m > 1:
‖r1‖BzL4/3(m) = ‖ ∂z(−∆)−1(wξ)⊥ · ∇ξwz‖BzL4/3(m)
.m ‖ ∂z(−∆)−1(wξ)⊥‖BzL4‖∇ξwz‖BzL2(m)
.m ‖wξ‖BzL4/3‖∇ξwz‖BzL2(m) .m ‖wξ‖BzL2(m)‖∇ξwz‖BzL2(m).
(4.40)
Similarly for r2, the additional transport term present in the 3D vorticity equation, we have
‖r2‖BzL4/3(m) = ‖ ∂zwz∇⊥ξ · (−∆)−1(wξ)‖BzL4/3(m)
.m ‖ ∂zwz‖BzL2(m)‖∇⊥ξ · (−∆)−1(wξ)‖BzL4
.m ‖ ∂zwz‖BzL2(m)‖wξ‖BzL4/3 .m ‖ ∂zwz‖BzL2(m)‖wξ‖BzL2(m).
(4.41)
We bound r3, the vortex stretching terms present in the 3D vorticity equation, using Ho¨lder’s in-
equality, the boundedness of the Riesz transforms (3.5), and the Sobolev embedding
BzH˙
1(m) →֒BzL4:
‖r3‖BzL4/3(m) = ‖w · ∇ vz‖BzL4/3(m)
.m ‖w‖BzL2(m)‖∇(∇⊥ξ · (−∆)−1wξ)‖BzL4
.m ‖w‖BzL2(m)‖wξ‖BzL4 .m ‖w‖BzL2(m)‖∇ξwξ‖BzL2(m).
(4.42)
Combining the estimates (4.40), (4.41), and (4.42) and using Proposition 4.1,
‖R(τ)‖BzL4/3(m) . ‖wξ(τ)‖BzL2(m) + ‖∇ξwξ(τ)‖BzL2(m) → 0. (4.43)

Lemma 4.6. Under the assumptions of Proposition 4.1, with m > 2, for any 0 < δ < 1/2, we
have
‖∇⊥ξ (−∆ξ)−1wz −∇⊥ξ (−∆)−1wz‖BzL∞ .m,δ Λ2δ‖ ∂zwz‖1−2δBzL2(m), (4.44)
for each τ < τ∗.
Proof. As in the proof of
[
Corollary 3.4; [7]
]
we obtain the pointwise in frequency estimate,∥∥∥[−∇⊥ξ (|ζ|2eτ −∆ξ)−1wˆz]− [∇⊥ξ ∆−1ξ wˆz)]∥∥∥
L∞
.m,δ e
τ/2(1−2δ)|ζ|1−2δ‖wˆz‖L2(m), (4.45)
where wˆz(ζ) denotes the Fourier transform of wz in the z variable. The desired estimate
follows from summing over ζ, applying Holder’s inequality (in ζ), and recalling for τ < τ∗,
‖wz(τ)‖BzL2(m) ≤ Λ by assumption. 
Lemma 4.7. Fix m > 2. The linearized solution operator S0 asymptotically approaches e
τ L in
the strong operator topology. In particular, for any compact set K1 ⊂ [0,∞)×BzL2(m),
lim
τ0→−∞
sup
(τ,f)∈K1
‖S0(τ + τ0, τ0)f − eτ Lf‖BzL2(m) = 0 (4.46)
and, similarly, for the spatial divergence,
lim
τ0→−∞
sup
(τ,f)∈K2
‖S0(τ + τ0, τ0)∇ξ · f − eτ L∇ξ · f‖BzL2(m) = 0. (4.47)
where K2 is instead taken as a compact subset of (0,∞)×BzL4/3(m)2.
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Proof. Fix γ > 0, τ > 0, and w ∈ S(R2×T) a Schwartz class function. We begin by noting we
have sufficient regularity on w to write S0 as a Duhamel integral of e
τ L. In particular, for any
τ > τ0,
S0(τ + τ0, τ0)w − eτ Lw =
∫ τ0+τ
τ0
e(τ+τ0−s)Les∂zzS0(s, τ0)w ds. (4.48)
Now, we note that ∂z and L+eτ∂zz commute so that ∂z commutes with S0(τ, s). Thus, taking
norms and using the linear propagator estimates for S0 and e
τ L in Propositions 3.1 and 3.2, we
obtain the estimate
‖S0(τ + τ0, τ0)w − eτ Lw‖BzL2(m) .m
(∫ τ0+τ
τ0
eγ(τ0+τ−s)eseγ(s−τ0) ds
)
‖∂zzw‖BzL2(m)
.m,τ,w e
τ0 .
(4.49)
This implies (4.46) holds for a single τ ∈ [0,∞) and w a single Schwartz class function, which are
dense in BzL
2(m). Moreover, Propositions 3.1 and 3.2 give the uniform operator norm bound,
‖S0(τ + τ0, τ0)‖BzL2(m)→BzL2(m) + ‖eτ L‖BzL2(m)→BzL2(m) .m eγτ . (4.50)
Thus, Lemma 3.5 implies the convergence (4.46).
Note, the convergence (4.46) immediately implies the gradient convergence (4.47) holds for
a single Schwartz class vector field f and a fixed τ . By density of S(R2×T) in BzL4/3(m) and
the uniform operator norm bound,
‖S0(τ + τ0, τ0) divξ ‖BzL4/3(m)→BzL2(m) + ‖eτ L divξ ‖BzL4/3(m)→BzL2(m) .m
e(γ−1/2)τ
a(τ)3/4
, (4.51)
we conclude that the convergence holds uniformly on compact subsets of (0,∞)×BzL4/3(m)2.

4.4. Step 3: Invariance of the α-limit set
Lemma 4.8. Suppose w(τ) is a mild solution to (4.3) satisfying the hypotheses of Proposition
4.1 for some m > 2, Λ > 0, and τ∗ > −∞. Then, for each 2 < m′ < m, the α-limit set
A ⊂ BzL2(m′) of {wz(τ)}τ<τ∗ is nonempty, and there is a time T (A) such that for each
0 < τ < T (A), Φ(τ)A = A where Φ(τ) : BzL2(m′) → BzL2(m′) is the flow generated by the
2D vorticity equation (3.36).
Proof. First, fix 2 < m′ < m and note that by the compactness statement from Proposition
4.1, we have already shown A ⊂ BzL2(m′) is nonempty and compact. Therefore, by Lemma
3.6, there is a time T (A) > 0 such that (3.36) generates a well-defined flow Φ(τ) on A for
0 < τ < T (A).
Second, we prove the inclusion A ⊂ Φ(τ)A for any τ < T (A). Pick w∞ ∈ A ⊂ BzL2(m′).
Then, by the definition of A, there exists a sequence τn → −∞ such that wz(τn) → w∞ in
BzL
2(m′). Define w∞(τ) = Φ(τ)w∞. We claim that for each 0 < τ < T (A),
lim
n→∞
‖wz(τ + τn)− w∞(τ)‖BzL2(m′).
Also, let 0 < T1 < T2 < T (A) be arbitrary times and fix γ > 0.
We recall that the functions wz(τ + τn) satisfy the following integral equations with initial
data at time tn:
wz(τ + τn) = S0(τ + τn, τn)w
z(τn)
−
∫ τ+τn
τn
S0(τ + τn, s)
[
R+ (∇⊥ξ ∆−1ξ wz −∇⊥ξ (∆)−1wz) · ∇ξwz −∇⊥ξ ∆−1ξ wz · ∇ξwz
]
(s) ds
(4.52)
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where R(s) are the error terms defined in (4.36).
Also, recall w∞(τ) satisfies the integral form of (3.34), which we write as
w∞(τ) = eτ Lw∞ −
∫ τ
0
e(τ−s)L
[
∇⊥ξ ∆−1ξ w∞ · ∇ξw∞
]
(s) ds. (4.53)
Changing variables in (4.52) and using
divξ ∇⊥ξ ∆−1ξ wz = divξ∇⊥ξ ∆−1ξ w∞ = 0,
we expand the difference between the two equations as
wz(τ + τn)−w∞(τ) =
[
S0(τ + τn, τn)w
z(τn)− eτ Lw∞
]
−
∫ τ
0
S0(τ + τn, s+ τn)
[
R+ (∇⊥ξ (∆)−1wz −∇⊥ξ ∆−1ξ wz) · ∇ξwz
]
(s+ τn) ds
+
∫ τ
0
(
e(τ−s)L − S0(τ + τn, s+ τn)
) [
∇ξ · (wz∇⊥ξ ∆−1ξ wz)(s+ τn)
]
ds
+
∫ τ
0
e(τ−s)L
[
∇ξ · (w∞∇⊥ξ ∆−1ξ w∞(s))
]
− e(τ−s)L
[
∇ξ · (wz∇⊥ξ ∆−1ξ wz(s+ τn))
]
ds
=: Ln(τ) + E
1
n(τ) + E
2
n(τ) + In(τ),
(4.54)
where Ln(τ) corresponds to the difference in the linear evolution operators, E
1
n(τ) and E
2
n(τ)
are the error terms arising from treating the 3d vorticity equation as a perturbation of the 2d
vorticity equation, and In(τ) is the core term corresponding to the difference between the 2d
transport terms from wz and w∞. We bound each term in BzL2(m′) individually.
First, we bound the linear contribution Ln(τ) using the linear propagator estimate in Propo-
sition 3.2:
‖Ln(τ)‖BzL2(m′) ≤ ‖S0(τ + τn, τn)wz(τn)− S0(τ + τn, τn)w∞‖BzL2(m′)
+ ‖S0(τ + τn, τn)w∞ − eτ Lw∞‖BzL2(m′)
.m′ e
τγ‖wz(τn)− w∞‖BzL2(m′) + ‖S0(τ + τn, τn)w∞ − eτ Lw∞‖BzL2(m′).
(4.55)
The first term decays uniformly for τ ∈ [T1, T2] by the assumption that wz(τn) → w∞ in
BzL
2(m′). The second term decays uniformly for τ ∈ [T1, T2] by Lemma 4.7. Therefore,
Ln(τ)→ 0 in BzL2(m′) uniformly for τ ∈ [T1, T2].
Second, for E1n, using the linear propagator estimate in Proposition 3.2 and Ho¨lder’s inequal-
ity, we have,
‖E1n(τ)‖BzL2(m′) .m′
∫ τ
0
(
eγ(τ−s)
a(τ − s)1/4 ‖R(s+ τn)‖BzL4/3(m′)
)
ds
+
∫ τ
0
eγ(τ−s)
(
‖∇⊥ξ (∆)−1wz −∇⊥ξ ∆−1ξ wz‖BzL∞‖∇ξwz‖BzL2(m′)
)
(s+ τn) ds.
(4.56)
Now, since ‖∇ξwz(s)‖BzL2(m′) .m′,Λ 1 by Proposition 4.1 and
lim
τ→−∞ ‖R(τ)‖BzL4/3(m′) = 0 and limτ→−∞ ‖∇
⊥
ξ (∆τ )
−1wz(τ)−∇⊥ξ ∆−1ξ wz(τ)‖BzL∞ = 0
by Lemma 4.5 and Lemma 4.6, E1n(τ)→ 0 in BzL2(m′), uniformly for τ ∈ [T1, T2].
Third, to estimate E2n, we will use the strong convergence of the operators given in Lemma
4.7 as we did for Ln(τ). However, we note we must verify that {wz(s)∇⊥ξ ∆−1ξ wz(s)}s<τ∗ is
precompact in BzL
4/3(m)2. To that end, define the bilinear map B(f, g) = f∇⊥ξ ∆−1ξ g for
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f, g ∈ BzL2(m′). Then, using Ho¨lder’s inequality and properties of the 2d Biot-Savart law
together with Lemma 3.4, we see there exists C = C(m′) > 0 such that
‖B(f, g)‖BzL4/3(m′) ≤ C‖f‖BzL2(m′)‖g‖BzL2(m′), (4.57)
which implies B : BzL
2(m′)2 → BzL4/3(m′)2 is continuous. Thus, since the product of com-
pact sets is compact and the image of compact sets under a continuous map is compact,
{wz(s)∇⊥ξ ∆−1ξ wz(s)}s<τ∗ is precompact in BzL4/3(m)2. Now, Lemma 4.7 implies the sequence
of functions fn : R
2 → BzL2(m′), defined by
fn(s, τ) =
(
e(τ−s)L − S0(τ + τn, s+ τn)
) [
∇ξ · (wz∇⊥ξ ∆−1ξ wz)(s+ τn)
]
,
converges to 0 uniformly on compact sets. Therefore, E2n(τ) → 0 in BzL2(m′) uniformly for
τ ∈ [T1, T2].
Fourth, we estimate In(τ) using the gradient bound on e
τ L in Proposition 3.1 and (4.57) to
obtain
‖In‖BzL2(m′) .m′
∫ τ
0
e(γ−1/2)(τ−s)
a(τ − s)3/4
(∥∥∥(w∞(s)− wz(s+ τn))∇⊥ξ ∆−1ξ w∞(s)∥∥∥
BzL4/3(m′)
+
∥∥∥wz(s+ τn)∇⊥ξ ∆−1ξ (w∞(s)− wz(s+ τn))∥∥∥
BzL4/3(m′)
)
ds
.m′,Λ
∫ τ
0
e(γ−1/2)(τ−s)
a(τ − s)3/4 ‖w
∞(s)− wz(s+ τn)‖BzL2(m′) ds.
(4.58)
Summarizing, we obtain a constant K = K(m′,Λ) > 0 and nonnegative functions ǫn(τ) such
that ǫn(τ)→ 0 uniformly for τ ∈ [T1, T2] and
‖wz(τ + τn)−w∞(τ)‖BzL2(m′) ≤ ǫn(τ) +K
∫ τ
0
e(γ−1/2)(τ−s)
a(τ − s)3/4 ‖w
z(s+ τn)−w∞(s)‖BzL2(m′) ds.
(4.59)
Therefore, taking T2 sufficiently small so that
K sup
0<τ<T2
∫ τ
0
e(γ−1/2)(τ−s)
a(τ − s)3/4 ds ≤
1
2
,
we obtain
sup
T1≤τ≤T2
‖wz(τ + τn)− w∞(τ)‖BzL2(m′) ≤ 2 sup
T1≤τ≤T2
ǫn(τ)→ 0.
However, T1 > 0 is still arbitrary, and hence for τ ∈ [0, T2] with T2 sufficiently small depending
only on Λ and m′, w∞(τ) ∈ A and Φ(τ)A ⊂ A for 0 ≤ τ ≤ T2. By the semigroup property, we
certainly have Φ(τ)A ⊂ A for all 0 ≤ τ ≤ T (A).
To prove the reverse inclusion, A ⊂ Φ(τ)A, we follow a similar argument. Suppose wz(τn)→
w∞ and τn → −∞. Then, by the precompactness of {wz(s)}s<τ∗ , up to a subsequence, there is
a w∞τ ∈ A such that wz(τn − τ) → w∞τ . The above argument implies that wz(τn)→ Φ(τ)w∞τ .
By the uniqueness of limits, we conclude w∞ = Φ(τ)w∞τ ∈ Φ(τ)A. Therefore, for each 0 ≤ τ ≤
T (A), Φ(τ)A = A and the proof is complete. 
4.5. Step 4: Rigidity
Proof of Theorem 2.1. By assumption, there exist Λ > 0, m > 2 and τ∗ > −∞ such that
sup
τ<τ∗
‖w‖BzL2(m) ≤ Λ,
and
sup
τ<τ∗
‖∂zwz‖BzL2(m) <∞.
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Fix 2 < m′ < m, so that by Proposition 4.1 and Lemma 4.8, if A ⊂ BzL2(m′) the α-limit set of
{wz(τ)}τ<τ∗ , then A is compact, nonempty, and Φ(s)A = A for each 0 < s < T (A). We will
now show that A = {αG}.
Let πz : BzL
2(m′)→ L2(m′) denote the projection of a function onto its z-th slice, i.e.
πz(f)(ξ) = f(ξ, z)
and let A(z) ⊂ L2(m′) denote πz(A) onto the z-th slice. Note, πz is a well-defined bounded
linear operator by the embedding BzX →֒Cz(T;X). Then, by Lemma 3.6, Φ(τ) commutes with
projections in the sense that
πz ◦ Φ(τ) = φ(τ) ◦ πz ,
where φ(τ) is the flow generated by (3.34) on L2(m′). Thus, by the semigroup property for φ,
φ(τ)(A(z)) = A(z) for each τ ≥ 0. Hence, by Theorem 3.1, for each z, A(z) ⊂ {βG | β ∈ R}.
Now, if w∞ ∈ A, then for every z, w∞(·, z) has finite L2(m′) norm and is contained in
A(z). Therefore, w∞(·, z) = β(z)G(·) for each z. Finally, using ω(t)⇀* αδ{x=0} as t → 0+, we
conclude β(z) = α and A = {αG}. By the compactness of {wz(τ)}τ<τ∗ , this is equivalent to
wz(τ)→ αG in BzL2(m′).
Combined with wξ → 0 in BzL2(m), we have shown
lim
τ→−∞
∥∥∥∥∥∥w −
 00
αG
∥∥∥∥∥∥
BzL2(m′)
= 0,
and therefore w lies within the uniqueness class shown in [7]. Thus, there is a unique mild
solution satisfying the hypotheses of Theorem 2.1. Moreover, since the Oseen vortex ωg satisfies
the assumptions of Theorem 2.1, we must have w = wg. 
4.6. Proof of Corollary
Proof of Corollary 2.1.1. By assumption, there exist Λ > 0, m > 2 and τ∗ > −∞ such that
sup
τ<τ∗
‖w‖BzL2(m) ≤ Λ,
and
sup
τ<τ∗
‖∂zw‖BzL2(m) <∞.
By Lemma 4.1, there is a constant C > 0, such that ‖∇wξ(τ)‖BzL2(m) ≤ C(Λ,m). Therefore,
fixing 2 < m′ < m, by the same argument as in Lemma 4.2, using ‖∂zwξ‖BzL2(m) < ∞, we
conclude that {wξ(τ)}τ<τ∗ is precompact as a subset of BzL2(m′). Taking any sequence wξ(τn),
there is a further sequence which converges strongly in BzL
2(m′) and weakly to 0 in BzL2(m).
By weak-strong uniqueness of limits, wξ(τn)→ 0 in BzL2(m′). Thus,
lim
τ→−∞
‖wξ(τ)‖BzL2(m′) = 0.
Applying Theorem 2.1 completes the proof. 
5. Proof of Theorem 2
5.1. Proof Sketch
There are a few modifications we need to make to the proof of Theorem 2.1. We expect
our solution to converge to wg = (0, 0, αG)t. However, wg does not decay at infinity in the
z-direction. In fact, since wg is z-independent, the Fourier transform of wg in the z-direction is
a Dirac mass centered at the origin. While this has finite total variation norm, it does not have
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finite L1 norm and wg is not contained in BzL
2(m). Therefore, we analyze solutions for which
w − wg ∈ BzL2(m) and treat the vorticity equation for w as a perturbation of the vorticity
equation linearized about wg.
Taking ω : R3×(0,∞) → R3 a mild solution with circulation parameter α, we define the
core correction piece ωc = ω − ωg. This induces a corresponding decomposition in self-similar
coordinates,
w = wc + w
g , v = vc + v
g
where wc satisfies the vector-valued PDE
∂τw
ξ
c + α(v
g · ∇ξ)wξc − α(wξc · ∇ξ)vg − (L+ ∂z
2
)wξc = −(vc · ∇)wξc + (wc · ∇)vξc
∂τw
z
c + α(v
g · ∇ξ)wzc + α∇ξG · vξc − αG∂z vzc − (L+ ∂z
2
)wzc = −(vc · ∇)wzc + (wc · ∇)vzc .
(5.1)
We have placed terms we wish to treat perturbatively on the right hand side. The left hand side
of the above equations is exactly the self-similar vorticity equations linearized about αG. The
linearized equations generate a strongly continuous flow Sα(τ, τ0) on BzL
2(m)3 by Proposition
3.2. Thus, we can rewrite (5.1) as the following integral equation: for each 0 ≤ τ0 < τ ,
wc(τ) = Sα(τ, τ0)wc(τ0)−
∫ τ
τ0
Sα(τ, s)
[
vc · ∇swc − wc · ∇s vc
]
(s) ds (5.2)
where the integral converges in BzL
2(m). In particular, we obtain the following equation for
wzc :
wzc (τ) = S
z
α(τ, τ0)wc(τ0)−
∫ τ
τ0
Szα(τ, s)
[
vc · ∇swc − wc · ∇s vc
]
(s) ds, (5.3)
where, because Sα is not diagonal, we do not obtain an equation involving just terms from the
differential form of the wzc equation. Now, formally throwing away terms in the Sα equation with
a ∂z and replacing ∆ with ∆ξ, we expect S
z
αf → T α fz, where T α is the semigroup generated
by the 2d vorticity equation linearized about αG, namely,
∂τf + αv
g · ∇ξf + α(∇⊥ξ ∆−1ξ f) · ∇ξαG − L f = 0. (5.4)
Therefore, formally replacing Szα by T α in (5.2) and separating out some error terms, we obtain
an equation analogous to (4.1):
wzc (τ) = T α(τ − τ0)wzc (τ0)−
∫ τ
τ0
T α(τ − s)
[(∇⊥ξ (∆)−1wzc · ∇ξwzc)+R′] (s) ds, (5.5)
where the error term R′ is given by
R′(s) = divξ(vξcw
z
c − wξcvzc )−∇⊥ξ (∆)−1wzc · ∇ξwzc . (5.6)
Thus, we expect wzc to asymptotically solve the 2d vorticity equation in the form
w∗(τ) = T α(τ, τ0)w∗(τ0)−
∫ τ
τ0
T α(τ, s)[∇⊥ξ ∆−1ξ w∗(s) · ∇ξw∗(s)] ds. (5.7)
This will allow us to apply a similar rigidity argument as in the proof of Theorem 2.1.
Now, we outline the proof of Theorem 2.2. First, the following lemma justifies equation
(5.2):
Lemma 5.1. Let ω be as in the statement of Theorem 2.2. Then, wc defined by w−wg satisfies
(5.2).
Proof. By standard parabolic regularity, ω(t) is smooth for t > 0. Therefore, wc(τ) is smooth
and satisfies the a priori bound ‖wc(τ)‖BzL2(m) . 1, which is enough to justify the formal
computations to derive (5.2). 
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The proof of Theorem 2.2 will follow the same structure as the proof of Theorem 2.1, but
with additional difficulties stemming from linearizing about αG. We proceed in four steps:
• First, we will analyze mild solutions to (5.2) and use parabolic regularity theory to show
that the trajectory {wzc (τ)}τ<τ∗ is precompact in BzL2(m). This will imply that the α-
limit set A ⊂ BzL2(m) is nonempty. The main differences with the analogous step in
the proof of Theorem 2.1 are in the proof that ∇wξ → 0 and in showing compactness of
{wz}τ<τ∗.
• Second, we will show that the remainder terms R′(τ) vanish as τ → −∞. This step is
nearly identical to the analogous step in the proof of Theorem 2.1.
• Third, we will use Steps 1 and 2 to show that the α-limit set A is invariant under the flow
Φ′(τ) generated by the 2d vorticity equation in the form (5.7).
• Fourth, we will show that this implies A is invariant under the flow Φ(τ) generated by
the 2d vorticity equation (3.34) and conclude by the rigidity of invariant sets of Φ that
A = {0}.
5.2. Semigroup Asymptotics
Before beginning to analyze the regularity properties of mild solutions to (5.2), we study the
asymptotic behavior of Sα. Throughout the proof of Theorem 2.1, we studied the equations for
wz and wξ separately and deduced properties of mild solutions based on estimates of the form
‖S0(τ, τ0)wξ‖BzL2(m) . eγτ‖wξ‖BzL2(m), (5.8)
where only wξ appears on the right hand side. However, this type of estimate is not true for
Sα, as Sα is not block diagonal in the sense that
Sαwc 6=
[
Sξα 0
0 Szα
] [
wξc
wzc
]
. (5.9)
We only need estimates of the form (5.8) when we work in the asymptotic regime τ → −∞.
The purpose of this section is to replace the failure in (5.9) with asymptotic statements that are
all variations on
Sαw →
[
Γα 0
0 T α
] [
wξc
wzc
]
. (5.10)
We first need the following lemma to control the Biot-Savart law.
Lemma 5.2. For m > 2, f ∈ BzL2(m), and 0 < δ < 1/2, we have the following estimates:
‖∇ξ(∆−1ξ − (∆)−1)f‖BzL∞ + ‖ ∂z(∆)−1f‖BzL∞ + ‖ ∂z∇ξ(∆)−1‖BzL2
.δ,m ‖ ∂z f‖1−2δBzL2(m)‖f‖
2δ
BzL2(m)
.
(5.11)
Proof. We take the Fourier transform in z and as in the proof of
[
Lemma 3.3 and Corollary
3.4; [7]
]
, we obtain the pointwise in frequency estimate
‖∇ξ(∆−1ξ −(eτ |ζ|2 −∆ξ)−1)fˆ‖L∞ξ + eτ/2|ζ|‖(eτ |ζ|2 −∆ξ)−1fˆ‖L∞ξ
+ eτ/2|ζ|‖∇ξ(eτ |ζ|2 −∆ξ)−1fˆ‖L2ξ .δ,m e
(s/2)(1−2δ)|ζ|1−2δ‖fˆ‖L2(m).
(5.12)
Integrating in ζ and using Ho¨lder’s inequality (in ζ), we obtain the desired estimate. 
Lemma 5.3. Fix m > 2. The linearized solution operator Sα asymptotically approaches
(Γα, T α) in the strong operator topology. In particular, for any compact set K1 ⊂ [0,∞) ×
BzL
2(m)3,
lim
τ0→−∞
sup
(τ,f)∈K1
‖Sα(τ + τ0, τ0)f − (Γα(τ)f ξ , T α(τ)fz)‖BzL2(m) = 0. (5.13)
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Proof. The proof is analogous to that of (4.47) in Lemma 4.7, but with more complicated error
terms. To simplify the argument, we prove (5.13) in two parts: first, we show Sξα → Γα and,
second, we show Szα → T α. Fix γ > 0, τ > 0, and w ∈ S(R3)3. Thus, w is sufficiently regular
to justify writing Sξα as a Duhamel integral of Γα using (3.16):
Sξα(τ + τ0, τ0)w − Γα(τ + τ0, τ0)wξ =
−
∫ τ0+τ
τ0
Γα(τ0 + τ − s)
[
αGes∂2z (∆)
−1(Sξα(s, τ0)w)
⊥] ds∫ τ0+τ
τ0
Γα(τ0 + τ − s)
[
αGes/2∂z∇⊥ξ (∆)−1(Szα(s, τ0)w)
]
ds
+
∫ τ0+τ
τ0
Γα(τ0 + τ − s)
[
es∂2z (S
ξ
α(s, τ0)w)
]
ds
=:E1 + E2 + E3.
(5.14)
The terms Ej for 1 ≤ j ≤ 3 are error terms which we will now bound individually. We bound
E1 using the following estimate from Lemma 5.2 with δ = 1/4:
‖∂z(∆s)−1f‖BzL∞ξ .m e−s/4‖∂zf‖
1/2
BzL2(m)
‖f‖1/2BzL2(m). (5.15)
Using the linear propagator bounds in Proposition 3.1, the z-independence and rapid decay of
G, (5.15), Sα and ∂z commute, and the linear propagator bounds in Proposition 3.2, we obtain
‖E1‖BzL2(m) .m
∫ τ0+τ
τ0
eγ(τ0+τ−s)es‖αG∂2z (∆)−1(Sξα(s, τ0)w)⊥‖BzL2(m) ds
.m,α
∫ τ0+τ
τ0
eγ(τ0+τ−s)es‖G(ξ)〈ξ〉2m‖L2ξ‖∂
2
z (∆)
−1(Sξα(s, τ0)w)
⊥‖BzL∞ ds
.m,α
∫ τ0+τ
τ0
eγ(τ0+τ−s)ese−s/4‖Sξα(s, τ0)∂2zw‖1/2BzL2(m)‖S
ξ
α∂zw‖1/2BzL2(m) ds
.m,α
(∫ τ0+τ
τ0
eγτe(3/4)s ds
)
‖∂2zw‖1/2BzL2(m)‖∂zw‖
1/2
BzL2(m)
.m,α,τ,w e
(3/4)τ0 .
(5.16)
We estimate E2 similarly, only replacing (5.15) with the following estimate from Lemma 5.2
with δ = 1/4:
‖∂z∇⊥ξ (∆s)−1f‖BzL2 .m e−s/4‖∂zf‖1/2BzL2(m)‖f‖
1/2
BzL2(m)
. (5.17)
Estimating as for E1, we obtain
‖E2‖BzL2(m) .m,α
(∫ τ0+τ
τ0
eγ(τ0+τ−s)es/2e−s/4eγ(s−τ0) ds
)
‖∂zw‖1/2BzL2(m)‖w‖
1/2
BzL2(m)
.m,α,τ,w e
τ0/4.
(5.18)
Finally, we estimate E3 as in the proof of (4.46) to obtain
‖E3‖BzL2(m) .m,α,τ,w eτ0 . (5.19)
To summarize, we obtain
‖Sξα(τ0 + τ, τ0)w − Γα(τ)wξ‖BzL2(m) .m,α,τ,w eτ0/4 + e3/4τ0 + eτ0 . (5.20)
Therefore, (5.13) holds for the ξ-component for a single Schwartz class vector field w and time
τ > 0. By Propositions 3.1 and 3.2, we also have the uniform operator norm bound,
‖Sα(τ + τ0, τ0)‖BzL2(m)→BzL2(m) + ‖Γα(τ)‖BzL2(m)→BzL2(m) .m,α eγτ . (5.21)
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We conclude (5.13) holds for the ξ-component by Lemma 3.5.
We now prove Szα → T α in the sense of (5.13). Again, fix γ > 0, τ > 0, w ∈ S(R3)3, and
let τ0 ∈ R. Thus, w is sufficiently regular to justify writing Szα as Duhamel integral of T α using
(3.16):
Szα(τ + τ0, τ0)w − T α(τ + τ0 − τ0)wz =∫ τ0+τ
τ0
T α(τ0 + τ − s)
[
α∇⊥ξ ((∆)−1 −∆−1ξ )Szα(s, τ0)w
]
· ∇ξG ds
−
∫ τ0+τ
τ0
T α(τ0 + τ − s)
[
α∂z(∆)
−1Sξα(s, τ0)w
] · ∇ξG ds
+
∫ τ0+τ
τ0
T α(τ0 + τ − s)
[
αG∂z∇⊥ξ · (∆)−1Szα(s, τ0)w
]
ds
+
∫ τ0+τ
τ0
T α(τ0 + τ − s)
[
es∂2zS
z
α(s, τ0)w
]
ds
=:I1 + I2 + I3 + I4.
(5.22)
The terms Ij for 1 ≤ j ≤ 4 are error terms which we will now bound individually. For I1, we
expect smallness for τ0 ≪ −1 to come from the difference ∆−∆ξ. In particular, we use the
following estimate from Lemma 5.2 with δ = 1/4:
‖∇⊥ξ
[
(∆)−1s −∆−1ξ
]
f‖BzL∞ξ .m es/4‖∂zf‖
1/2
BzL2(m)
‖f‖1/2BzL2(m). (5.23)
Using the linear propagator bounds in Proposition 3.1, the z-independence and rapid decay of
∇G, (5.23), Sα and ∂z commute (the variable coefficients in (3.16) are z-independent), and the
linear propagator bounds in Proposition 3.2, we obtain
‖I1‖BzL2(m) .m
∫ τ0+τ
τ0
eγ(τ0+τ−s)
∥∥∥[α∇⊥ξ ((∆)−1 −∆−1ξ )Szα(s, τ0)w] · ∇ξG∥∥∥
BzL2(m)
ds
.m,α
∫ τ0+τ
τ0
eγ(τ0+τ−s)‖∇ξG(ξ)〈ξ〉2m‖L2
ξ
∥∥∥∇⊥ξ (∆−1−∆−1ξ )Szα(s, τ0)w∥∥∥
BzL∞
ds
.m,α
∫ τ0+τ
τ0
eγ(τ0+τ−s)es/4‖∂zSzα(s, τ0)w‖1/2BzL2(m)‖Szα(s, τ0)w‖
1/2
BzL2(m)
ds
.m,α
(∫ τ0+τ
τ0
eγ(τ0+τ−s)es/4eγ(s−τ0) ds
)
‖∂zw‖1/2BzL2(m)‖w‖
1/2
BzL2(m)
.α,m,w,τ e
τ0/4.
(5.24)
We estimate similarly for I2, where we replace (5.23) with the estimate (5.15) from Lemma 5.2
with δ = 1/4:
‖I2‖BzL2(m) .m,α
(∫ τ0+τ
τ0
eγ(τ0+τ−s)es/2e−s/4eγ(s−τ0) ds
)
‖∂zw‖1/2BzL2(m)‖w‖
1/2
BzL2(m)
.α,m,w,τ e
τ0/4.
(5.25)
The estimate for I3 is again similar, where the replacement for (5.23) is the estimate (5.17), also
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from Lemma 5.2 with δ = 1/4:
‖I3‖BzL2(m) .m,α
∫ τ0+τ
τ0
eγ(τ0+τ−s)‖G(ξ)〈ξ〉2m‖L∞
ξ
es/2
∥∥∂z∇⊥ξ · (∆)−1(Sα(s, τ0)w)z∥∥BzL2 ds
.m,α
(∫ τ0+τ
τ0
eγ(τ0+τ−s)es/2e−s/4eγ(s−τ0) ds
)
‖∂zw‖1/2BzL2(m)‖w‖
1/2
BzL2(m)
.α,m,w,τ e
τ0/4.
(5.26)
Finally, we estimate I4 as in the proof of (4.46), to obtain
‖I4‖BzL2(m) .m,α,τ,w eτ0 . (5.27)
Therefore, we have shown
‖Szα(τ + τ0, τ0)w − T α(τ)wz‖BzL2(m) .m,α,τ,w eτ0/4(1 + e3τ0/4). (5.28)
This proves (5.13) for a single Schwartz class function w and time τ > 0. The full statement of
(5.13) follows from noting that by Propositions 3.1 and 3.2, we have the uniform bound
‖Sα(τ + τ0, τ0)‖BzL2(m)→BzL2(m) + ‖ T α(τ)‖BzL2(m)→BzL2(m) .m,α eγτ . (5.29)
Thus, Lemma 3.5 implies (5.13). 
Lemma 5.4. Fix m > 2. For K2 any compact subset of (0,∞)×BzL2(m)3,
lim
τ0→−∞
sup
(τ,f)∈K2
(∥∥∇ξSξα(τ + τ0, τ0)f −∇ξΓα(τ)f ξ∥∥BzL2(m)
+ ‖∇ξSzα(τ + τ0, τ0)f −∇ξ T α(τ)fz‖BzL2(m)
+ e(τ+τ0)/2‖∂zSα(τ + τ0, τ0)f‖BzL2(m)
)
= 0.
(5.30)
Moreover, let F : (−∞, τ∗) → M3,3(R) be such that divτ divτ F (τ) = 0 for each τ < τ∗ and
such that for each 1 ≤ i, j ≤ 3, {Fij(s)}s<τ∗ is a precompact subset of BzL4/3(m). Then, for
any K3 ⊂ (0,∞) compact,
lim
τ0→−∞
sup
τ∈K3
(∥∥Sξα(τ + τ0, τ0) divτ0 F (τ0)− Γα(τ)(divξ F ξ,ξ(τ0))∥∥BzL2(m)
+
∥∥Szα(τ + τ0, τ0) divτ0 F (τ0)− T α(τ)(divξ F z,ξ(τ0))∥∥BzL2(m)
)
= 0,
(5.31)
where we write F in block matrix form as
F =
[
F ξ,ξ F ξ,z
F z,ξ F z,z
]
. (5.32)
Furthermore, for each such K3,
lim
τ0→−∞
sup
τ∈K3
(∥∥∇ξSξα(τ + τ0, τ0) divτ0 F (τ0)−∇ξΓα(τ)(divξ F ξ,ξ(τ0))∥∥BzL2(m)
+
∥∥∇ξSzα(τ + τ0, τ0) divτ0 F (τ0)−∇ξ T α(τ)(divξ F z,ξ(τ0))∥∥BzL2(m)
+ e(τ+τ0)/2‖∂zSα(τ + τ0, τ0) divτ0 F (τ0)‖BzL2(m)
)
= 0,
(5.33)
with the same notation.
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Proof. First, the gradient convergence (5.30) for a single function w ∈ S(R3)3 and time τ > 0
follows in the same manner as (5.13). Indeed, we write ∇ξSξα as a Duhamel integral of ∇ξΓα
by taking a gradient of (5.14) to obtain
∇ξSξα(τ + τ0, τ0)−∇ξΓα(τ) =
3∑
i=1
∇ξEi,
where the error terms Ei are those defined in (5.14). We now estimate Ei as in the preceding
lemma, but replacing the linear propagator bounds on Γα with those on ∇ξΓα. For example, we
estimate Ei using the gradient bounds in Proposition 3.1, the z-independence and rapid decay
of G, (5.15), Sα and ∂z commute, the linear propagator bounds in Proposition 3.2, and a change
of variables to obtain
‖∇ξE1‖BzL2(m) .m,α,w
∫ τ0+τ
τ0
eγ(τ0+τ−s)
a(τ0 + τ − s)1/2 e
se−s/4eγ(s−τ0) ds
.m,α,w e
(3/4)τ0
∫ τ
0
e(3/4)s+γτ
a(τ − s)1/2 ds
.m,α,τ,w e
(3/4)τ0 .
(5.34)
The estimates of the other error terms E2 and E3 may be modified analogously. Therefore, the
ξ-component of (5.30) holds for a single τ > 0 and w a Schwartz class vector field. The full
statement follows from the operator norm bound from Propositions 3.1 and 3.2,
‖∇ξSα(τ + τ0, τ0)‖BzL2(m)→BzL2(m) + ‖∇ξΓα(τ)‖BzL2(m)→BzL2(m) .m,α
eγτ
a(τ)1/2
, (5.35)
and Lemma 3.5. The z-component of (5.30) follows from a similar modification of the estimates
in Lemma 5.3. The ∂z convergence in (5.30) follows by commuting ∂z and Sα for a Schwartz
class vector field and appealing to Lemma 3.5.
Now, we will show (5.31) for a single time τ > 0 and a Schwartz class matrix W ∈M3(R3),
i.e. Wij ∈ S(R3) for each 1 ≤ i, j ≤ 3. Fix such a τ > 0, W , and a γ > 0. Then, using the block
matrix notation introduced in (5.32), split divW as
divτ0 W =
[
divξW
ξ,ξ
divξW
z,ξ
]
+ eτ0/2∂z
[
W ξ,z
W z,z
]
:=W1 + e
τ0/2∂zW2.
Thus, using the estimates in Proposition 3.2, we obtain
‖Sα(τ + τ0, τ0)eτ0/2∂zW2‖BzL2(m) .m,α eγτ+τ0/2‖∂zW2‖BzL2(m), (5.36)
which decays as τ0 → −∞. Combined with Lemma 5.3 applied toW1, this proves (5.31) applied
to a single Schwartz class matrixW and time τ > 0. The full claim then follows by the operator
norm bounds in Proposition 3.1 and 3.2 and Lemma 3.5.
Finally, convergence (5.33) follows first for a single τ > 0 and Schwartz class matrix W by a
simple modification to the proof of (5.31). The full statement of (5.33) follows once again from
operator norm bounds in Propositions 3.1 and 3.2 and Lemma 3.5. 
5.3. Step 1: Parabolic Regularity and Compactness
The main result of this section is the following proposition which is analogous to Proposition
4.1 in the case of R2×T.
Proposition 5.1. Let wc(τ) be a solution to (5.2) on R
2×R such that for some −∞ < τ∗ ≤ ∞,
m > 2, and Λ > 0,
(i) supτ<τ∗ ||wc(τ)||BzL2(m) ≤ Λ;
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(ii) limτ→−∞
∣∣∣∣wξc(τ)∣∣∣∣BzL2(m) = 0;
(iii) supτ<τ∗ ||∂zwzc (τ)||BzL2(m) <∞;
(iv) and supτ<τ∗ ||zwzc (τ)||BzL2(m) <∞.
Then,
sup
τ<τ∗
‖∇wc(τ)‖BzL2(m) ≤ C(Λ,m) (5.37)
and
lim
τ→−∞
‖∇wξc(τ)‖BzL2(m) = 0, (5.38)
and moreover, the trajectory {wc(τ)}τ<τ∗ is precompact in BzL2(m′) for each 2 < m′ < m.
As in the proof of Proposition 4.1, we prove this via a sequence of lemmas. Most of the
arguments below will be nearly identical to those from Section 4.2, so we attempt to minimize
repetition by emphasizing the differences and omitting identical arguments.
Lemma 5.5. Let wc be a solution to (5.2) such that for some τ
∗ > −∞, m > 2, and Λ > 0,
sup
τ<τ∗
||wc(τ)||BzL2(m) ≤ Λ. (5.39)
Then,
sup
τ<τ∗
‖∇τ wc(τ)‖BzL2(m) ≤ C(Λ,m). (5.40)
Proof. This proved as in Lemma 4.1. In particular, we recall that ∇wc solves the integral
equation
∇τ wc(τ) = ∇τ Sα(τ, τ0)wc(τ0)−
∫ τ
τ0
∇τ Sα(τ, s)
[
(vc · ∇s)wc − (wc · ∇s)vc
]
(s) ds. (5.41)
Then, we estimate in BzL
2(m) and use the linear propagator estimates on Sα from Proposition
3.2, namely,
‖∇τ Sα(τ, τ0)wc‖BzL2(m) .α,m,γ,p
eγ(τ−τ0)
a(τ − τ0)
1
p
‖wc‖BzLp(m) (5.42)
for p = 2 or p = 4/3. Now, since (5.42) does not use any particular vector structure, the proof
proceeds identically to the proof of Lemma 4.1 from here. 
Lemma 5.6. Suppose wc(τ) is a solution (5.2) satisfying Assumptions (i), (iii), and (iv). Then,
for each 2 < m′ < m, {wc(τ)}τ<τ∗ is precompact in BzL2(m′).
Proof. Fix 2 < m′ < m, {τn}∞n=1 an arbitrary sequence of times, and let wˆzc (τ, ζ, ξ) denote the
Fourier transform in z of wzc , where ζ is the corresponding frequency variable. We note that
‖wzc (τ)‖BzL2(m) = ‖wˆzc (τ)‖L1ζL2ξ(m) and Assumption (iii) and Assumption (iv) imply
‖ζwˆzc (ζ)‖L1ζL2ξ(m′) . 1 and ‖∂ζwˆ
z
c (ζ)‖L1ζL2ξ(m′) . 1. (5.43)
Thus, we apply the Aubin-Lions-Simon Lemma (proved for the L1 case by Simon in [45]) to the
triple
H1(m) →֒L2(m′) →֒L2(m′)
to conclude that the embedding
{L1ζ([−Z,Z];H1ξ (m)) | ∂ζwˆzc ∈ L1ζ([−Z,Z];L2ξ(m′))} →֒L1ζ([−Z,Z];L2ξ(m′))
is compact for eachm > 2, Z ∈ N. Thus, since by (5.43), we obtain a subsequence {τn} such that
{wˆzc (τn)} converges to some limit wˆ where the convergence is in L1loc,ζL2ξ(m′). By the (tightness)
assumption in (5.43), we conclude that the convergence is in L1ζL
2
ξ(m
′), or equivalently, wzc (τn)→
w in BzL
2(m′). 
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Remark 12. While the proof of the parabolic regularity in Lemma 5.5 is almost identical to
that in Lemma 4.4, the statement that wξc → 0 implies ∇wξc → 0 requires some changes. In
particular, if we want to proceed as in Lemma 4.2, we need bounds of the form
‖∇τ Sξα(τ, τ0)w‖BzL2(m) .m,α
eγ(τ−τ0)
a(τ − τ0)
1
p
‖wξ‖BzLp(m), (5.44)
where wz does not appear on the right hand side. As discussed at the beginning of Section 5.2,
the purpose of the semigroup asymptotics in Lemmas 5.4 and 5.5 is exactly to replace Sα with
(Γα, T α), which is block diagonal and recover estimates of this form in the τ → −∞ asymptotic
regime.
We begin to prove the ∇wξc → 0 by isolating the following compactness argument which we
will need again.
Lemma 5.7. Let {wc}τ<τ∗ be a precompact set in BzL2(m)3 for some m > 2. Then,
U = {(vc(s) · ∇s)wc(s)− (wc(s) · ∇s)vc(s)}s<τ∗ (5.45)
is precompact as a subset of BzL
4/3(m)3.
Proof. First, we define a bilinear form for each s, Fs : BzL2(m)3 ⊕ BzL2(m)3 → BzL4/3(m)3
by
Fs(f, g) = ∇s×(∆s)−1f ⊗ g − g⊗∇s×(∆s)−1f. (5.46)
We note that by Ho¨lder’s inequality, the Biot-Savart law (3.4), and the embedding,
BzL
4/3 →֒BzL2(m), we have the estimate,
‖Fs(f, g)‖BzL4/3(m) .m ‖f‖BzL2(m)‖g‖BzL2(m), (5.47)
where the implicit constant is independent of s.
Second, we will show that for K = {wc(τ)}τ<τ∗ , the set
U =
⋃
s<τ∗
Fs(K,K)
is totally bounded in BzL
4/3(m)3 and hence precompact. Fix ǫ > 0 arbitrary. Then, restricting
the functions {Fs}s<τ∗ to K ×K gives a family of Lipschitz functions with uniformly bounded
Lipschitz constant. Thus, by Arzela-Ascoli, {Fs}s<τ∗ is precompact as a subset of C(K ×
K;BzL
4/3(m)3). So, there is a collection of Nǫ balls Bǫ/2(ci) ⊂ C(K × K;BzL4/3(m)3) such
that {Bǫ/2(ci)} covers {Fs}s<τ∗ . Look at any ci and note ci(K,K) is precompact as a subset of
BzL
4/3(m)3 since ci is continuous. Therefore, there are N
i
ǫ open balls Bǫ/2(d
i
j) ⊂ BzL4/3(m)3
covering ci(K,K).
Note, since e ∈ Bǫ/2(ci) implies for each h ∈ K, ‖e(h, h) − ci(h, h)‖BzL4/3(m) < ǫ/2 and
ci(h, h) ∈ Bǫ/2(dij) for some 1 ≤ j ≤ N iǫ , e(h, h) ∈ Bǫ(dij).
Thus, U is covered by the finite collection {Bǫ(dij)}i,j of balls of radius ǫ. Since ǫ > 0 was
arbitrary, U is precompact. 
Lemma 5.8. Let wc be a mild solution to (5.2) such that for some m > 2, τ
∗ > −∞, and
Λ > 0,
sup
τ<τ∗
‖wc‖BzL2(m) ≤ Λ. (5.48)
Moreover, suppose that wξc → 0 in BzL2(m) and {wzc}τ<τ∗ is compact in BzL2(m). Then,
∇wξc → 0 in BzL2(m) and, furthermore, ∂z wzc → 0 in BzL2(m).
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Proof. For clarity, we prove the ∇ξwξc → 0 and ∂z wξc → 0 separately. We begin by recalling
that ∇ξwc satisfies the integral equation
∇ξwξc(τ) = ∇ξSξα(τ, τ0)wc(τ0)−
∫ τ
τ0
∇ξSξα(τ, s) divs (wc⊗ vc − vc⊗wc) ds, (5.49)
for each τ0 < τ < τ
∗. Now, we replace Sξα with Γα to obtain
∇ξwξc(τ) =
(∇ξSξα(τ, τ0)wc(τ0)−∇ξΓα(τ − τ0)wξc(τ0))+∇ξΓα(τ − τ0)wξc(τ0)
−
∫ τ
τ0
∇ξSξα(τ, s) divs (wc⊗ vc − vc⊗wc)−∇ξΓα(τ, s) divξ
(
wξc ⊗ vξc − vξc ⊗wξc
)
ds
−
∫ τ
τ0
∇ξΓα(τ, s) divξ
(
wξc ⊗ vξc − vξc ⊗wξc
)
ds
=: I1 +∇ξΓα(τ − τ0)wξc(τ0)−
∫ τ
τ0
I2(τ, s)−∇ξΓα(τ, s) divξ
(
wξc ⊗ vξc − vξc ⊗wξc
)
ds.
(5.50)
Take BzL
2(m) norms and let τ0 < τ < τ0+T for some T > 0. Then, by compactness of {wc}τ<τ∗
and Lemma 5.4 the additional error term ‖I1(τ, τ0)‖BzL2(m) → 0 as τ0 → −∞ uniformly for
compact sets in T . Similarly, by Lemma 5.7, the nonlinearity is compact in BzL
4/3(m) and thus
by Lemma 5.4, ‖I2(τ, s)‖BzL2(m) → 0 uniformly for τ ∈ [τ0, τ0 + T ] as s → ∞. From here, the
proof proceeds as in the proof of Lemma 4.2 with minor modifications. Similarly, taking ∂z,
∂zw
ξ
c(τ) = ∂z S
ξ
α(τ, τ0)wc(τ0)−
∫ τ
τ0
∂z S
ξ
α(τ, s) divs (wc⊗ vc − vc⊗wc) ds, (5.51)
and setting T = τ − τ0, by (5.31), both terms on the right hand side decay uniformly for T in
compact subsets of (0,∞) as τ0 → −∞. 
5.4. Step 2: Error Estimates
We now estimate the error terms R′(τ), which we recall are
R′ = divξ(vξcw
z
c − wξcvzc )−∇⊥ξ (∆)−1wzc · ∇ξwzc . (5.52)
Lemma 5.9. Under the assumptions of Proposition 5.1 with m > 2, the error terms R′(τ)
defined in (5.52), satisfy
lim
τ→−∞ ‖R
′(τ)‖BzL4/3(m) = 0. (5.53)
Proof. Expanding R′ using the product rule, divξ vξc = − ∂z vzc and divξ wξ = − ∂zwz , we obtain
R′(τ) = vc · ∇wzc − wc · ∇ vzc −∇⊥ξ (∆)−1wzc · ∇ξwzc , (5.54)
which is estimated as in Lemma 4.5.

5.5. Step 3: Invariance of α-limit set
Define Φ′(τ) to be the flow on BzL2(m) generated by the 2d vorticity equation in the form
w∗(τ) = T α(τ − τ0)w∗(τ0)−
∫ τ
τ0
T α(τ − s)[∇⊥ξ ∆−1ξ w∗(s) · ∇ξw∗(s)] ds. (5.55)
Moreover, let A′ be the α-limit set of {wzc (τ)}τ<τ∗ in BzL2(m). By analogy to Lemma 4.8, we
will show that A′ is invariant under Φ′(τ).
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Remark 13. Since T α(τ − τ0) satisfies the same estimates as e(τ−τ0)L, the proof of Lemma 3.6
also yields Φ′ exists for a uniform amount of time on compact subsets of BzL2(m).
Lemma 5.10. Suppose w(τ) is a mild solution to (5.2) satisfying the hypotheses of Proposition
5.1 for some m > 2, Λ > 0, and τ∗ > −∞. Then, for each 2 < m′ < m, the α-limit set A′ ⊂
BzL
2(m′) of {wzc (τ)}τ<τ∗, A′ is nonempty and there exists a T (A′) such that Φ′(τ)A′ = A′ for
each 0 ≤ τ ≤ T (A′).
Proof. The proof mostly follows that of Lemma 4.8 with a few changes. As in Lemma 4.8, fix
2 < m′ < m and note that by the compactness statement from Proposition 5.1, we have already
shown A′ ⊂ BzL2(m′) is nonempty and compact. Then, we take w∞ ∈ A′ and τn → −∞ such
that wzc (τn)→ w∞ in BzL2(m′) and let τ > 0.
We recall that the functions wzc (τ + τn) satisfy the following integral equations with initial
data at time tn:
wzc (τ + τn) = S
z
α(τ + τn, τn)wc(τn)−
∫ τ+τn
τn
Szα(τ + τn, s) divs [wc⊗ vc − vc⊗wc] (s) ds. (5.56)
Also, recall w∞(τ) satisfies the integral form of (3.34), which we write as
w∞(τ) = T α(τ)w∞ −
∫ τ
0
T α(τ − s)
[
∇⊥ξ ∆−1ξ w∞ · ∇ξw∞
]
(s) ds. (5.57)
Changing variables in (5.56), we expand the difference between the two equations as
wz(τ + τn)−w∞(τ) = Szα(τ + τn, τn)wc(τn)− T (τ)w∞
−
∫ τ
0
Szα(τ + τn, s+ τn) divs (wc⊗ vc − vc⊗wc) (s+ τn)
− T α(τ − s) divξ
(
wzc ⊗ vξc − vzc ⊗wξc
)
ds
−
∫ τ
0
T α(τ − s) divξ
[
(vξc ⊗wzc − wξc ⊗ vzc )− wzc∇⊥ξ ∆−1ξ wzc
]
(s+ τn) ds
+
∫ τ
0
T α(τ − s)
[
∇ξ · (w∞∇⊥ξ ∆−1ξ w∞(s))
]
− T α(τ − s)
[
∇ξ · (wzc∇⊥ξ ∆−1ξ wzc (s+ τn))
]
ds
=: Ln(τ) + E
2
n(τ) + E
1
n(τ) + In(τ).
(5.58)
We bound each term in BzL
2(m′) individually. The first term Ln is handled as in Lemma 4.8
replacing (4.46) with (5.13). The second term E2n is handled as in Lemma 4.8 replacing (4.47)
with (5.31) and using Lemma 5.7. The third term E1n is handled as in Lemma 4.8 using Lemma
5.9 in place of 4.2. Finally, the last term In is handled exactly as in Lemma 4.8. 
5.6. Step 4: Rigidity
We now show that the flows Φ(τ) and Φ′(τ) have the same invariant sets, where Φ is the
flow generated by the standard mild formulation of (3.34), namely
w∗(τ) = e(τ−τ0)Lw∗(τ0)−
∫ τ
τ0
e(τ−s)L[∇⊥ξ ∆−1ξ w(s) · ∇ξw(s)] ds. (5.59)
Lemma 5.11. For each m > 2, f ∈ BzL2(m), and τ ≥ 0, Φ(τ)f = Φ′(τ)f .
Proof. Since Φ(τ) and Φ′(τ) are extensions of the corresponding two-dimensional flows φ(τ) and
φ′(τ) on L2(m) ⊂ L2(R2), it suffices to show that φ(τ)f = φ′(τ)f for each f ∈ L2(m). Thus, take
w1(τ) = φ
′(τ)f and w2(τ) = φ(τ)f so that w1, w2 ∈ C([0, τ ], L2(m)) such that w1(0) = w2(0)
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for w1 solving (5.7) and w2 solving (5.59). Then, certainly, by parabolic regularity, w1(τ), w2(τ)
are smooth for τ > 0. Thus, w1(τ) solves (5.59) when the initial data is taken at time τ0 > 0.
That is,
w1(τ) = e
(τ−τ0)Lw1(τ0)−
∫ τ
τ0
e(τ−s)L
[(∇⊥∆−1w1(s)) · ∇w1(s)] ds. (5.60)
Taking the limit as τ0 → 0 and using strong continuity in L2(m), we find that w1 satisfies (5.59)
with initial data taken at time τ0 = 0. Hence, the uniqueness of solutions to (5.59) guarantees
w1 = w2 in C([0, τ ];L
2(m)) and completes the proof. 
Proof of Theorem 2.2. By Lemma 5.1, wc satisfies the integral equation (5.2). Moreover, by
assumption, wc satisfies the hypotheses of Proposition 5.1 for some τ
∗ > −∞, Λ > 0, and
m > 2. Taking 2 < m′ < m, we have that A′, the α-limit set of {wzc (τ)}τ<τ∗ is precompact in
BzL
2(m′), and, by the preceding lemma, A′ is invariant under the flow Φ(τ) generated by the 2d
vorticity equation. Thus, by the argument in Section 4.5, we conclude A′ = {0}. Equivalently,
by the compactness of A′,
lim
τ→−∞
∥∥∥∥∥∥w −
 00
αG
∥∥∥∥∥∥
BzL2(m′)
= 0.
Hence, ω lies within the uniqueness class shown in [7] and the proof is complete. 
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