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5Zusammenfassung
In dieser Arbeit werden Verfahren zur ezienten, benutzerfreundlichen Ana-
lyse von Echtzeitsystemen entwickelt. Ziel ist die Verbesserung der Entwurfs-
qualität hinsichtlich von dynamischen/zeitlichen Programmabläufen mög-
lichst ohne zusätzlichen Aufwand seitens des Entwicklers. Dieses erfordert
ein Aufsetzen auf Spezikationen, die bei der Entwicklung ohnehin anfal-
len. Konkret wird daher untersucht, wie sich Modelle der Unied Modeling
Language mit formalen Methoden analysieren lassen und wie diese Analyse
automatisiert werden kann. Es wird geklärt, welche Teilmenge von Modellen
als Ausgangspunkt für eine dynamische Analyse geeignet ist. Dabei werden
in dieser Arbeit drei Analyseziele deniert, die jeweils eine eigene Sprachde-
nition erfordern.
Wichtiger Bestandteil der Arbeit ist die Realisierung einer automatisier-
ten Analyse. Dabei wird auf formale Techniken wie Model-Checking und
auf algorithmische Lösungen der Scheduling-Theorie zurückgegrien. Es wird
nachgewiesen, dass sich verschiedene theoretische Lösungsansätze unter dem
Dach einer einheitlichen Notation für den Anwender transparent anwenden
lassen und in der Summe zu einer deutlichen Verbesserung der Software-
Qualität in einem besonders komplexen Anwendungsgebiet beitragen kön-
nen.
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Kapitel 1
Einleitung
Die Entwicklung von Software hat einen schlechten Ruf. Viele Projekte schei-
tern, sprengen den geplanten Kostenrahmen oder führen zu Resultaten, die
beim Kunden den Eindruck hinterlassen, er sei Teil des Reifeprozesses des
Produktes. Komplexe Software, die ohne Fehler ausgeliefert wird, ist eher die
Ausnahme als die Regel. Spektakuläre Software-Desaster wie die Zerstörung
einer Ariane 5 Rakete aufgrund eines einfachen Konvertierungsfehlers oder
die verspätete Einführung des deutschen Mautsystems nden in der brei-
ten Öentlichkeit groÿe Aufmerksamkeit. Der wirtschaftliche Schaden und
Imageverlust durch Rückrufaktionen im Automobilbereich ist enorm.
Die Grund für den unbefriedigenden Zustand der allgemeinen Software-
Qualität ist einfach: Die Erstellung von Programmen ist ab einer gewissen
Gröÿe überaus komplex und für den menschlichen Verstand kaum zu beherr-
schen. Wirtschaftliche Zwänge begrenzen den Zeitraum, der für eine Fehler-
bereinigung zur Verfügung steht.
Dennoch gibt es eine groÿe Klasse von Anwendungen, bei denen Feh-
lerfreiheit gefordert werden muss, da ein Versagen der Software fatale Fol-
gen haben kann: Eingebettete Echtzeitsysteme steuern komplexe Maschinen,
Werkzeuge, Fahrzeuge und Instrumente. Im medizinischen Bereich, in der
Luftfahrt oder in bestimmten Bereichen der Automobiltechnik kann fehler-
hafte Software Menschenleben kosten. Im Bereich von Robotersteuerungen
können Implementierungsfehler zumindest einen groÿen nanziellen Schaden
verursachen. Dabei sind die Herausforderungen an die Software-Entwicklung
in diesen Bereichen oft noch wesentlich gröÿer als in einfachen Desktop-
Anwendungen.
Nehmen wir als Beispiel die Robotik: Neuere Forschungsentwicklungen
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auf diesem Gebiet nähern sich Produktionsgeschwindigkeiten von 10m=s in
kleinen Arbeitsräumen und mit hochkomplexen Kinematiken an.
1
Unter die-
sen Randbedingungen werden auch modernste Werkstoe bis an die Grenze
ihrer Leistungsfähigkeit belastet. Ein Fehler in der Software führt dann fast
zwangsläug zur spektakulären Zerstörung der Roboterstruktur. Mindestens
ebenso gefährlich wie falsche Berechnungen sind Ergebnisse, die zu spät kom-
men. Um einen Roboter bei einer Geschwindigkeit von 10m=s kontrollieren
zu können, wird ein Regeltakt von mindestens 8 kHz benötigt. Sollte der
jeweils nächste Sollwert nicht rechtzeitig vorliegen, kann dieses im ungünsti-
gen Fall ebenfalls zu einer Zerstörung der Struktur führen. Gefürchtet sind
Deadlocks und Überschreitungen von Deadlines. Sie sind wesentlich schwie-
riger in den Gri zu bekommen, als algorithmische Korrektheitsanforderun-
gen. Algorithmen lassen sich separat testen. Ob alle zeitlichen Anforderungen
erfüllt werden, lässt sich erst überprüfen, wenn alle Komponenten des Ge-
samtsystems ausimplementiert und integriert sind. Dieses ist aus Sicht des
Software-Engineerings der denkbar schlechteste Zeitpunkt, da sich mit jeder
Entwurfsstufe der Aufwand eines Redesigns vervielfacht.
Die Entwicklung von Echtzeitsystemen ist also wesentlich kritischer als die
Entwicklung von anderen Anwendungen, da Fehler lebensbedrohliche Kon-
sequenzen haben können. Sie ist komplexer, weil neben der Korrektheit der
Algorithmen auch der zeitliche Determinismus eine Schlüsselrolle spielt. Als
sei das nicht schon Herausforderung genug, werden Fehler oft erst dann sicht-
bar, wenn ihre Beseitigung am aufwendigsten bzw. teuersten ist. Wie kann
dennoch die Sicherheit von Echtzeitanwendungen mit vertretbarem Aufwand
verbessert werden?
Diese Frage wird innerhalb dieser Arbeit behandelt. Natürlich ist es nicht
möglich, an dieser Stelle ein silver Bullet zu liefern, das alle Probleme mit
einem Schlag löst. Ziel ist es, Techniken zu entwickeln, die beim Aufspüren
bestimmter Fehlerklassen helfen. Die Grundidee ist, zu einem sehr frühen
Zeitpunkt in der Entwicklung anzusetzen, um Fehler möglichst kostengüns-
tig beseitigen zu können. Dafür wird in Kauf genommen, dass diese frühen
Analysen nicht alle Fehlerquellen ausschalten können. Es geht darum, Fehler
im Software-Design aufzuspüren. Dabei spielen zeitliche Anforderungen eine
zentrale Rolle.
In diese Arbeit sind langjährige, praxisnahe Erfahrungen aus dem Son-
derforschungsbereich 562 Robotersysteme für Handhabung und Montage
1
Siehe SFB 562, http://www.tu-braunschweig.de/sfb562
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eingeossen. Dieser Sonderforschungsbereich ist seit Juli 2000 an der TU
Braunschweig angesiedelt und wird durch den Sprecher Prof. Friedrich Wahl
vertreten. Im SFB 562 werden Roboter mit einer besonderen Struktur -
den parallelen Kinematiken - erforscht und in Hinblick auf Präzision und
Geschwindigkeit optimiert. Steuerungen dieser Roboter weisen extrem ho-
he Echtzeitanforderungen auf. Diesen Herausforderungen mit Mitteln des
Software-Engineerings zu begegnen, ist Aufgabe des Teilprojektes Softwa-
retechnik und formale Analyse unter der Leitung von Prof. Ursula Goltz.
Aus diesem Teilprojekt sind viele Ideen zu Ansätzen entsprungen, die hier
verwirklicht wurden.
1.1 Ansätze
In dieser Arbeit werden verschiedene Ansätze verfolgt. Die Motivation für die
verschiedenen Ansätze entspringt den unterschiedlichen Problemstellungen,
die bei der Entwicklung von Echtzeitsystemen auftreten. Im Folgenden wird
ein Überblick über die Ansätze und die Kontexte, in denen sie eingesetzt
werden, gegeben.
Wichtiges Kriterium für die Umsetzung der Analyse ist eine gröÿtmögliche
Benutzerfreundlichkeit. Dazu gehört, dass proprietäre Notationen weitgehend
vermieden werden sollten. Wenn für eine Analyse aufwendig eigene Modelle
erstellt werden müssen, ist die Gefahr groÿ, dass bei nachträglichen Modi-
kationen Modell und Realisierung auseinander laufen. Je enger eine Analyse
auf einer Notation aufsetzt, die für den Entwurf sowieso zur Modellierung
benutzt wird, desto gröÿer wird die Chance, dass ein solches Auseinander-
driften nicht auftritt. Nur dann bleiben Analyseergebnisse aussagekräftig und
auf den Entwurf übertragbar.
1.1.1 UML-basierte Analyse
Es stellt sich die Frage, auf welcher Basis Modelle von Echtzeitsystemen
analysiert werden sollen. In Bereich der Softwaretechnik hat sich die Unied
Modeling Language (UML) [OMG01] als Standardsprache für eine objektori-
entierte Modellierung etabliert. Sie ist historisch aus dem Zusammenschluss
verschiedener Ansätze gewachsen und das Ergebnis eines zähen Ringens um
die beste Modellierungssprache. Mit ihr lassen sich Sichten auf ein Software-
System in Form von vordenierten Diagrammen erstellen. Insbesondere bie-
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tet sie zahlreiche Diagramme zur Modellierung der Software-Dynamik (Ak-
tivitäts-, Sequenz-, Kollaborations- und Zustandsdiagramme).
Alternativ dazu gibt es Modellierungssprachen, die auf den Echtzeitbe-
reich zugeschnitten sind. Ein wichtiger Vertreter dieser Sprachen ist eine
Notation, die in der Methodik ROOM [SGW94a] verwendet wird. Diese No-
tation weist sehr interessante Ansätze auf. Allerdings zeichnete sich ab, dass
sich ROOM gegenüber der UML nicht lange als eigenständige Notation be-
haupten würde.
2
Gegen spezialisierte Sprachen spricht der geringe Bekannt-
heitsgrad und das Argument der Zukunftssicherheit.
Ausschlaggebend für die Verwendung der UML in dieser Arbeit waren die
positiven Folgen der Standardisierung: eine weitreichende Verbreitung unter
den Anwendern und eine groÿe Anzahl von verfügbaren Werkzeugen. Mittler-
weile gibt es mehr als 100 Anwendungen, die versprechen, UML konform zu
sein. Vorteilhaft ist weiterhin, dass die UML Mechanismen enthält, die eine
nahezu unbeschränkte Erweiterung auf der Basis von Stereotypen ermög-
lichen. Diese Erweiterungen können Lücken in der Aussagekraft schlieÿen,
sollten aber vorsichtig angewendet werden, wenn man Wert auf die Vorteile
einer standardisierten Beschreibung legt.
Die UML enthält eine sehr groÿe Menge von Konstrukten, die in Mo-
dellen angewendet werden können. Allerdings ist nicht vorgesehen, dass in
einem Software-Projekt alle Konstrukte und Diagramme eingesetzt werden.
Gleiches gilt für die Verwendung als Eingangssprache für eine Analyse von
Echtzeitmodellen. Daher gilt es, in einem ersten Schritt festzulegen, welche
Fragestellungen für einen Anwendungsbereich interessant sind und mit wel-
chen Modellen diese Fragestellungen beschrieben werden.
Dabei hilft, dass bestimmte Diagrammarten sich oft in bestimmten Ent-
wicklungsschritten wiedernden. Diese Koppelung ist zwar nur lose, da die
UML ausdrücklich nicht den Anspruch erhebt, Methodiken zu denieren,
sondern sich auf den Aspekt der Notation beschränkt. Allerdings gibt es be-
stimmte typische Zuordnungen, die sich immer wieder nden lassen.
Weiterhin wird der Schwerpunkt dieser Betrachtung auf den dynamischen
Diagrammarten liegen, da sie am besten geeignet sind, die Komplexität von
Echtzeitsystemen zu erfassen, die sich vor allem durch eine unüberschaubare
Vielfalt zeitlicher Abläufe und Zusammenhänge auszeichnen.
2
Das Unternehmen ObjecTime, das das zu ROOM gehörende Werkzeug vertreibt, wur-
de frühzeitig von Rational aufgekauft. Das Werkzeug wurde daraufhin an die UML ange-
passt.
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In Software-Entwicklungsprozessen werden oft Anwendungsfalldiagram-
me zuerst eingesetzt, insbesondere dann, wenn die Systemfunktionalität und
deren Grenzen noch deniert werden müssen. Beinhalten Anwendungsfälle
Kommunikationsabläufe zwischen Systemkomponenten, können sie durch Se-
quenzdiagramme präzisiert werden: Einzelne Anwendungsfälle können durch
eine Sammlung von Beispielabläufen beschrieben werden, die denieren, wie
Softwarekomponenten kooperieren, d.h. Nachrichten austauschen, um eine
bestimmte Funktionalität zu bewirken.
Der Übergang von einer Projektidee hin zu einem Anwendungsfalldia-
gramm oder von dort zu einem System von Sequenzdiagrammen entzieht
sich weitgehend einer Konsistenzanalyse, da Anwendungsfalldiagramme sehr
informell und ohne präzise Semantik sind. Aus Analysesicht interessant wird
es erst mit der Einführung von Sequenzdiagrammen zur Systemspezikation,
da deren Semantik deutlich besser zu fassen ist, als die von Anwendungsfällen
oder gar die einer Projektidee.
Setzt man die Verfeinerung des Entwurfs fort, ergibt sich dann typischer-
weise in einem objektorientierten Ansatz ein Bruch: Einerseits werden dyna-
mische Kommunikationsabläufe durch eine Menge von Szenarien speziziert.
Gemäÿ ihrer Verwendung zur Präzisierung von Anwendungsfällen legen sie
fest, was ein System zu leisten hat. Wir interpretieren sie daher als Mittel
zur Anforderungsbeschreibung . Ein objektorientiertes System wird allerdings
Szenarien, die sich über mehrere Objekte erstrecken und damit einer Inter-
objekt-Sichtweise entsprechen, nicht direkt implementieren.
Andererseits wird das interne Verhalten von Softwarekomponenten oft
durch Zustände und Zustandswechsel beschrieben. Damit wird eine Intra-
objekt-Sichtweise eingenommen. Für reaktive Systeme ist dieses eine Be-
schreibungsform, die von der Struktur her schon nahe am endgültigen Pro-
grammcode angesiedelt ist. Ein Indiz dafür ist, dass es mittlerweile Werk-
zeuge gibt, welche diesen Schritt hin zur Implementierung automatisch voll-
ziehen. Wir interpretieren daher eine zustandsbasierte Beschreibung als ab-
straktes Implementierungsmodell .
Diese zwei Sichtweisen werden in der UML durch Sequenzdiagramme und
Zustandsdiagramme unterstützt. Prinzipiell gibt es zwei Möglichkeiten, wie
diese komplementären Sichtweisen konsistent gehalten werden können. Einer-
seits kann eine Beschreibung durch Szenarien genutzt werden, um eine zu-
standsbasierte Beschreibung für Objekte zu generieren. Dieses setzt voraus,
dass die Spezikation durch Szenarien das gewünschte Verhalten vollständig
beschreibt. In der Regel ist das nicht der Fall, sondern es handelt sich eher
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um eine Sammlung von Beispielabläufen, da eine vollständige Verhaltensspe-
zikation mit Sequenzdiagrammen aufwendig ist.
Wenn Sequenzdiagramme nur beispielhafte Abläufe beschreiben, kann an-
dererseits geprüft werden, ob diese Szenarien zu dem abstrakten Implemen-
tierungsmodell, bestehend aus Zustandsdiagrammen, konsistent sind. Ob ein
Sequenzdiagramm konsistent mit einem System von Zustandsmaschinen ist,
hängt davon ab, welchen Stellenwert es zugeschrieben bekommt. Hierfür wer-
den in dieser Arbeit Interpretationsmöglichkeiten herausgearbeitet, welche
die weitere Überprüfung beeinussen. Insbesondere wird unterschieden, ob
speziziertes Verhalten eintreten muss oder nur möglich ist.
Es wird hier von der zweiten Alternative ausgegangen. Es wird der Ansatz
verfolgt, dass der kreative Prozess des Zusammenführens von Anforderungen,
die sich aus einer Sammlung von Szenarien ergeben, und deren Realisierung
innerhalb von Objekten dem Anwender überlassen bleibt. Allerdings soll ihm
ein intuitives Werkzeug an die Hand gegeben werden, welches das Ergebnis
dieser Bemühungen automatisiert auf Korrektheit überprüft. Ziel ist also,
den Sprung von einer Interobjekt-Sicht hin zu einer Intraobjekt-Sicht werk-
zeugbasiert abzusichern. Da dies vor allem in Hinblick auf Echtzeitsysteme
passiert, werden zeitliche Anforderungen dabei besonders berücksichtigt.
Welche Techniken sind aber geeignet, um dieses Ziel zu erreichen? In Fall-
studien des SFB 562 hat sich Model-Checking bei der Verikation von zeit-
kritischen Softwaresystemen als ein wertvolles Hilfsmittel erwiesen. Leider
zeigte sich schnell, dass die formalen Beschreibungssprachen, die von diesen
Werkzeugen benutzt werden, zur Modellierung groÿer Systeme unzureichend
sind. Insbesondere das Fehlen hierarchischer Konstrukte und die nicht stan-
dardisierte Notation bereiten Probleme. Aus den oben genannten Gründen
wäre es wünschenswert, dass ein Anwender keine zusätzlichen Modelle erstel-
len muss, sondern stattdessen die Verikation auf standardisierten, praxis-
nahen Notationen aufsetzt. Daher wird in dieser Arbeit die Anbindung an
eine formale Verikationsmethode für den Benutzer unsichtbar automatisiert
durchgeführt.
1.1.2 Anwendungsspezische Analyse
Werden mit der oben genannten Methode Fallstudien in einem Anwendungs-
bereich bearbeitet, stellt sich schnell heraus, dass bestimmte Konstrukte im-
mer wieder auftreten, aber von der UML nicht direkt unterstützt werden. Bei-
spielsweise ist Message-Passing ein gängiges Kommunikationsmittel zwischen
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Prozessen. Zur Vermeidung einer Prioritätenumkehr wird in Echtzeitsyste-
men oft Priority-Inheritance implementiert. Beides ist nicht Teil der UML,
muss aber bei einer Analyse semantisch exakt behandelt werden.
Im ersten Ansatz kann man diese Konstrukte ebenfalls mit UML modellie-
ren. Allerdings entstehen dabei überfrachtete Modelle, da ein Konstrukt des
Anwendungsbereiches nun durch einen ganzen Modellteil repräsentiert wird.
Auÿerdem wirkt sich dieser Umweg auch auf eine Verikation aus, da benutz-
te Hilfszustände, Variablen und Uhren den Zustandsraum vergröÿern. Eine
direkte Modellierung in einer formalen Zielsprache könnte Optimierungspo-
tential besser ausnutzen.
Selbst wenn ähnliche Konstrukte in der UML schon vorhanden sind, n-
det man selten eine genau identische Semantik, wie sie die Konstrukte im
Anwendungsbereich haben. Da auch kleine semantische Unterschiede bei ei-
ner formalen Verikation in der Regel zu falschen Ergebnissen führen, werden
sich oft umständliche Konstruktionen nicht vermeiden lassen, wenn man diese
Konstrukte auf UML-Ebene darstellt.
Ein besserer Weg ist, für anwendungsnahe Elemente Stereotypen einzu-
führen. Diese werden in der UML in Prolen gesammelt. Daher gilt es, zu-
nächst den Anwendungsbereich auf zentrale Mechanismen hin zu analysieren,
die bei einer Modellierung immer wieder benötigt werden. Ein UML-Prol
stellt Zusammenhänge zwischen den neu eingeführten Modellelementen durch
Klassendiagramme dar. Da diese Diagramme die Abhängigkeit in der Mo-
dellwelt beschreiben, werden sie als Domainmodelle bezeichnet. Die neuen
Konstrukte werden durch Stereotypen in Modelle eingeführt. Ein Stereotyp
ist eine Markierung für ein schon vorhandenes Modellelement, die es als etwas
Besonderes mit modizierter Semantik ausweist. Die Semantik von Stereoty-
pen wird oft textuell beschrieben.
In dieser Arbeit sollen Echtzeitsteuerungen analysiert werden, die auf dem
Echtzeitbetriebssystem QNX laufen. Da hierbei Konstrukte wie Threads,
Prozesse und Message-Passing über Kanäle eine Rolle spielen, reicht der
Sprachumfang der UML allein nicht aus. Es werden also in dieser Arbeit
die wichtigsten Mechanismen in einem neuen Prol gesammelt, die für eine
eziente Modellierung vor dem Hintergrund der UML nötig sind.
In einem zweiten Schritt wird erläutert, wie sich derartige Modelle analy-
sieren lassen. Da diese Analyse als Erweiterung und Spezialisierung der oben
beschriebenen UML-basierten Analyse dynamischer Diagramme gedacht ist,
wird insbesondere untersucht, ob sich ähnliche Verfahren wie bei der UML-
basierten Analyse einsetzen lassen. Tatsächlich eignet sich auch hier Model-
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Checking für die Durchführung der Analyse.
1.1.3 Schedulability-Analyse
Die oben beschriebene dynamische Analyse, sei es auf UML-Ebene oder an-
wendungsnah, ist in der Modellierung sehr exibel. Es gibt allerdings zwei
Fälle, in denen eine derartige Analyse nicht sinnvoll ist:
² Das System wird auf Hardware umgesetzt, die über genügend Reserven
bezüglich der Rechenkapazität verfügt. Dann reicht eine pessimistische
Abschätzung aus, welche die genauen dynamischen Abläufe auÿer Acht
lässt, um Deadlines zu verizieren.
² Es handelt sich um ein System, das aufgrund seiner Gröÿe die Möglich-
keiten einer aufwendigen Analyse aller dynamischen Abläufe sprengt.
In diesem Fall kann eine Schedulability-Analyse das gewünschte Ergeb-
nis liefern.
Für die Analyse der Schedulability gibt es in der Literatur eine Vielzahl
von Verfahren. Dabei wird die Eigenschaft eines Systems untersucht, stets
alle Deadlines einzuhalten. Allerdings wird in der Regel nur statisch ana-
lysiert. Es werden pessimistische Annahmen gemacht, damit ein positives
Ergebnis auf jeden Fall Gültigkeit hat. Umgekehrt ist es möglich, dass ein
Ablauf, der eine bestimmte Deadline verletzt, tatsächlich nie auftritt. Bei-
spielsweise gehen viele Verfahren davon aus, dass es einen Zeitpunkt 0 gibt,
an dem alle zyklisch arbeitenden Prozesse rechenwillig sind. In diesem Fall
ergeben sich die schlechtesten Antwortzeiten. Wenn aber dies aufgrund von
Phasenverschiebungen nie auftritt, handelt es sich um eine zu pessimistische
Abschätzung.
Gerade wegen dieser Vereinfachung arbeiten solche Verfahren mit einem
wesentlich geringerem Rechenaufwand. Mit Hilfe von Algorithmen aus der
Literatur lassen sich aus statischen Eingaben mit geringem Rechenaufwand
schnell gute Ergebnisse erzielen.
Es stellt sich auch hier die Frage, wie sich eine solche Analyse mög-
lichst nahtlos in die UML integrieren lässt. Da der UML-Kern entsprechende
Sprachkonstrukte nicht bereitstellt, muss wieder auf ein Prol zurückgegrien
werden. Das UML-Konsortium bietet ein standardisiertes Prol für Echtzeit-
systeme an, das insbesondere auf die statische Analyse dieser Modelle zuge-
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schnitten ist. Es bietet sich an, Begriichkeiten dieses Prols zu nutzen. Die-
ses Prol enthält eine umfangreiche Sammlung von Stereotypen, mit denen
sich Schedulability-Aspekte modellieren lassen. Es enthält allerdings weder
einen Hinweis darauf, wie diese Stereotypen in Modellen angewandt werden
können, so dass diese analysierbar werden, noch wie eine solche Analyse in
einem UML-Werkzeug umgesetzt werden kann.
Um das Prol sinnvoll einsetzen zu können, muss in einem ersten Schritt
zunächst geklärt werden, welches konkrete Verfahren zur Analyse der Sche-
dulability genutzt werden soll. Ein solches Verfahren enthält einerseits einen
Algorithmus, der das Analyseergebnis ermittelt und andererseits einen Text,
der den Kontext beschreibt, in dem dieses Verfahren eingesetzt werden kann.
Ausgehend von dieser Beschreibung ist zu klären, welche Entitäten in ei-
nem analysierbaren Modell vorkommen müssen und wie diese Entitäten zu
verknüpfen sind.
Im UML-Modell werden diese Entitäten durch Stereotypen repräsentiert.
Hier ist zu denieren, welche UML-Elemente dafür in Frage kommen. Da-
für sind Fragen zu beantworten wie Kann ein Trigger in UML durch ein
Ereignis oder durch eine Transition dargestellt werden?. Im vorgegebenen
Prol werden die Anwendungsmöglichkeiten von Stereotypen zwar schon ein-
geschränkt, allerdings ist eine weitere Begrenzung im Kontext eines konkreten
Analyseverfahrens nötig.
Letztlich bleibt zu denieren, wie aus einem stereotypisierten Modell die
Parameter für eine Analyse extrahiert werden können. Dabei muss vor allem
geklärt werden, wie die Verknüpfungen zwischen Entitäten aus dem Modell
rekonstruiert werden können. In dieser Arbeit werden diese Schritte exem-
plarisch für einen weit verbreiteten Analysealgorithmus untersucht.
In dieser Arbeit werden also drei Ansätze verfolgt, um die Entwicklung
von Echtzeitsystemen zu unterstützen. Gemeinsam haben sie die benutzer-
freundliche Integration von formalen Methoden in die UML-Modellwelt. Wie
aber grenzen sich die Ansätze von einander ab, und warum reicht nicht ein
Ansatz aus? Jeder von ihnen bezieht sich auf eine bestimmte Abstraktions-
ebene und ist dazu geeignet, unterschiedliche Fehlerklassen aufzuspüren. In
Abbildung 1.1 werden die Verfahren Entwicklungsstufen im V-Modell zuge-
ordnet.
Der erste hier beschriebene Ansatz zielt darauf ab, die Korrektheit eines
Entwurfs des internen Verhaltens von Objekten anhand von Beispielszenarien
zu überprüfen. Die Abstraktionsebene ist relativ hoch und daher wird auf die
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Abbildung 1.1: Ansätze für eine Werkzeugunterstützung
Modellierung von implementierungsspezischen Details weitgehend verzich-
tet. Im V-Modell würde sich dieser Ansatz am Übergang von Requirements-
Denition und Systemspezikation wiedernden. Allerdings werden schon
in dieser Entwicklungsstufe Möglichkeiten zur Modellierung von zeitlichen
Aspekten benötigt, da für Echtzeitsysteme die Berücksichtigung von Zeit
schon in frühen Phasen erforderlich ist. Die Semantik der Modellkonstrukte
orientiert sich am UML-Standard. Grenzen sind diesem Ansatz gesetzt, wenn
eine implementierungsnähere Sicht eingenommen werden soll.
Der zweite Ansatz berücksichtigt implementierungsspezische Konstruk-
te, die in einem eigenen Prol zusammengefasst werden. Deren Semantik
ist durch den Anwendungsbereich vorgegeben. Wir orientieren uns in die-
ser Arbeit an Konstrukten, die dem Echtzeitbetriebssystem QNX entlehnt
sind. Analysiert werden das Zusammenspiel von Kommunikationsmechanis-
men, Scheduling und Thread-Verhalten. Die Analyseergebnisse sind in die-
sem Fall spezisch an einen Anwendungsbereich gebunden, was eine vertiefte
Analyse erlaubt, aber der Übertragbarkeit von Ergebnissen Grenzen setzt.
Im V-Modell wäre dieser Ansatz beim Übergang vom Software-Design zur
Implementierung zu nden.
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Der dritte Ansatz nutzt die Vorteile einer statischen Analyse. In diesem
Fall wird auf ein standardisiertes Prol für den Echtzeitbereich aufgesetzt.
Die Analyseergebnisse sind generell gröber als bei den bisher besproche-
nen Verfahren, da einzelne dynamische Abläufe nicht berücksichtigt werden.
Oft werden in diesem Fall pessimistische Abschätzungen vorgenommen. Der
Vorteil dieses Ansatzes ist sein sparsamer Umgang mit Rechnerressourcen,
so dass auch die Analyse von sehr groÿen Modellen keine Probleme bereiten
sollte. Der Abstraktionsgrad liegt zwischen den beiden oberen Verfahren, da
zwar schon für Echtzeitsysteme typische Strukturen wie zum Beispiel Prio-
ritäten direkt unterstützt werden; daher ist dieses Verfahren spezieller als
der allgemeine UML-Ansatz. Allerdings werden noch keine Eigenschaften ei-
nes speziellen Echtzeitbetriebssystems berücksichtigt, so wie es beim zweiten
Ansatz der Fall ist.
1.2 Literatur
Im Bereich des Model-Checkings gibt es eine Fülle von Ansätzen, die sich mit
der Verikation sicherheitskritischer Systeme beschäftigen. Gerade in jüngs-
ter Zeit wurde dabei eine gewisse Reife erreicht, die auch in populärwissen-
schaftlichen Zeitschriften Aufmerksamkeit erregt. So beschreibt [Klo05] die
Anwendung von formalen Techniken bei der Entwicklung von Intel Prozes-
soren und der Überprüfung von Gerätetreibern.
In Deutschland gibt es mit dem vom Bundesministerium für Bildung und
Forschung mit 3,5 Millionen Euro geförderten Projekt Verisoft
3
, das seit dem
1. Juli 2003 läuft und auf 8 Jahre angelegt ist, und dem Sonderforschungs-
bereich/Transregio 14 AVACS
4
gleich zwei groÿe Forschungsprojekte in die-
sem Bereich. Diese Projekte beschränken sich allerdings nicht auf Model-
Checking, sondern untersuchen allgemein die Möglichkeiten formaler Tech-
niken, wie auch Theorembeweisern und der abstrakten Interpretation von
Programmcode. Diese Beispiele belegen, dass formale Techniken mittlerweile
praxisnah eingesetzt werden können.
Verikation dynamischer UML-Modelle. Grundlage der Verikation
sind Zeitautomaten, deren Theorie in [AD94, AD96] beschrieben wird. Die
3
Projektseite http://www.verisoft.de/
4
Projektseite http://www.avacs.org/
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theoretischen Erkenntnisse führen in [LPY97] und [Yov97] zur Entwicklung
der Werkzeuge UPPAAL und Kronos.
In der Literatur ndet sich mit [KMR02] ein Ansatz, welcher der Ana-
lyse von dynamischen Modellen dieser Arbeit am meisten ähnelt. Dort wird
der Vorschlag zur Abbildung von Sequenzdiagrammen in Zeitautomaten aus
[FHD
+
99] übernommen und mit einer eigenen Konstruktion zur Abbildung
von Zustandsdiagrammen versehen. Da [FHD
+
99] nur für eine synchrone
Kommunikation auf Ebene von Zeitautomaten gedacht ist, bleibt unklar, wie
sich dieser Ansatz mit einer asynchronen Kommunikation in UML verbinden
lässt, die vor allem auf Kommunikation über Ereignisse setzt. Daher wird
hier [FHD
+
99] in Abschnitt 3.3 für den asynchronen Fall erweitert. Anders
als in der vorliegenden Arbeit werden in Hugo/RT [KMR02] für alle Nachrich-
ten maximale Laufzeiten angenommen und eine Verikation auf die korrekte
Abfolge von Nachrichten beschränkt. Sender und Empfänger werden bei der
Verikation nicht mit einbezogen.
In [DMY02] werden UML-Zustandsdiagramme in Zeitautomaten umge-
wandelt. Allerdings wird dort der Schwerpunkt auf die Einführung hierar-
chischer Konstrukte gelegt. Kommuniziert wird wie in Zeitautomaten über
synchrone Aktionen. Ereignisse, die zwischen Objekten ausgetauscht werden,
werden nicht berücksichtigt.
Ansonsten gibt es verschiedene Ansätze zur Analyse von Zustandsdia-
grammen, die auf der Statemate Semantik [HN96] basieren, wie z.B. [MLS97].
Diese Semantik entstammt nicht dem objektorientierten Kontext, sondern
der strukturellen Analyse und Ergebnisse lassen sich nicht direkt auf die
UML übertragen.
Verikation von anwendungsspezischen Modellen. Für diesen Teil
der Arbeit ist einerseits eine Modellierung in UML und andererseits eine
sehr nahe Ausrichtung an dem speziellen Anwendungskontext des Echtzeitbe-
triebssystems QNX kennzeichnend. In diesem Bereich sind uns keine unmit-
telbar verwandten Arbeiten bekannt. In [AFM
+
03, FMPY03] werden Echt-
zeitsysteme modelliert und deren dynamisches Verhalten analysiert. Bezüg-
lich der angewendeten Verikationstechnik basiert auch dieser Ansatz auf
Model-Checking von Zeitautomaten. Das zugehörige Werkzeug benutzt al-
lerdings eine proprietäre graphische Notation.
1.3. AUFBAU DIESER ARBEIT 27
Schedulability-Analyse auf Basis des standardisierten UML-Prols.
Bezüglich einer Schedulability-Analyse gibt es eine umfangreiche Liste von
Forschungsansätzen. Beispielhaft seien [LL73, SRS94, LRD99] genannt. Einen
Überblick über gebräuchliche Algorithmen geben [BW01, Kop97].
Um die Analyse der Schedulability anwenderfreundlich zu gestalten, exis-
tieren Werkzeuge, welche die Eingabe der benötigten Informationen mit gra-
phischen Modellen verbinden [AFM
+
02, BP99]. Entsprechende Werkzeuge
unterstützen proprietäre graphische Modellierungssprachen, die sich nicht
mit UML-Modellen verbinden lassen.
Da die UML ohne Erweiterungen zu ausdrucksschwach ist, um eine Ana-
lyse der Schedulability zu erlauben, ist ein Prol notwendig, das benötig-
te Konstrukte deniert. Die Standardisierungskommission OMG
5
hat mit
[Obj05] die erforderlichen Erweiterungen für den Echtzeitbereich festgelegt.
Dessen erste ozielle Version wurde im Jahre 2001 herausgegeben.
1.3 Aufbau dieser Arbeit
Im Kapitel 2 wird zunächst der Frage nachgegangen, wie sich Echtzeitaspekte
modellieren lassen. Mit der UML lassen sich gleiche Sachverhalte auf verschie-
denste Weise ausdrücken. Allerdings muss für eine automatisierte Analyse
präzise beschrieben werden, wie analysierbare Modelle aufgebaut sein müs-
sen. Dazu werden in Abschnitt 2.1 und 2.2 Modellierungssprachen auf Basis
von Zustands- und Sequenzdiagrammen entwickelt.
Sollen anwendungsspezische Konstrukte untersucht werden, müssen spe-
zialisierte Stereotypen einführt werden. Diese werden in einem UML-Prol
zusammengestellt. Dieses Vorgehen wird im zweiten Teil des Kapitels im Ab-
schnitt 2.3 beispielhaft für den Anwendungsbereich von QNX-Anwendungen
durchgeführt. Dort wird die dynamische Modellierung durch eine Sicht auf
die Systemarchitektur ergänzt.
Die Modelle, die im zweiten Kapitel eingeführt werden, haben den An-
spruch, automatisiert analysierbar zu sein. Entsprechende Verfahren werden
in Kapitel 3 vorgestellt. Zunächst werden in 3.1 Zeitautomaten eingeführt, auf
denen die Analyse aufgebaut wird. Danach wird jeweils die Transformation
von Zustandsdiagrammen (Abschnitt 3.2), Sequenzdiagrammen (Abschnitt
3.3) und anwendungsspezischen Modellen (Abschnitt 3.4) in diesen Forma-
lismus im Detail beschrieben. Die Reihenfolge der Behandlung von Sequenz-
5
Object Management Group
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und Zustandsdiagrammen ist in diesem Kapitel vertauscht, weil die erste
Transformation auf der zweiten aufsetzt.
Kapitel 4 widmet sich der Schedulability-Analyse. Da hier eine grundle-
gend andere Technik zum Tragen kommt, wird dieser Ansatz getrennt von
den vorherigen Verfahren behandelt.
Diese Arbeit endet mit zusammenfassenden Bemerkungen und einem
Ausblick in Kapitel 5.
Kapitel 2
Modellierung von
Echtzeitsystemen
In diesem Kapitel wird beschrieben, wie sich Echtzeitsysteme mit Hilfe der
Unied Modeling Language (UML) spezizieren lassen. Dabei wird der Schwer-
punkt auf eine dynamische Modellierung gelegt, da gerade hier Werkzeuge,
die eine automatische Analyse ermöglichen, einen besonderen Nutzen haben.
UML ist eine sehr mächtige Sprache. Wenn man zusätzlich noch die Mög-
lichkeiten in Betracht zieht, die sich aus ihren Erweiterungsmechanismen
ergeben, lassen sich Sachverhalte auf sehr unterschiedliche Weise beschrei-
ben. In diesem Kapitel geht es vor allem darum, diese Möglichkeiten so weit
einzugrenzen, dass eine automatische Analyse realisierbar wird. Richtschnur
für die Sprachdenitionen sind vor allem Erfahrungen, die innerhalb eines
praktisch ausgerichteten Projektes
1
aus dem Bereich der Robotik gewonnen
wurden.
Ein zu entwickelndes Softwaresystem wird in dieser Arbeit aus drei Sich-
ten betrachtet. Es werden Sprachen zur Modellierung einer Anforderungs-
sicht, einer Implementierungssicht und einer Sicht auf das Scheduling zur
Verfügung gestellt. Die ersten beiden Sichten beschreiben Interobjektverhal-
ten (Wie kollaborieren Objekte durch den Austausch von Nachrichten?) und
Intraobjektverhalten (Welches Verhalten weisen Objekte auf?). Sie müssen
zueinander konsistent sein. Die dritte Sicht wird isoliert betrachtet. Hier wird
eine Sicht noch näher an der Implementierung eingenommen, um einen mög-
lichst intuitiven Zugang zu der komplexen Welt der Schedulability-Analyse
1
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zu schaen. Dieser Bereich wurde bisher vor allem durch nicht standardisierte
Modellierungssprachen beherrscht.
2.1 Anforderungssicht
In diesem Abschnitt wird die Anforderungssicht auf Software behandelt. Die
UML stellt verschiedene Diagrammtypen zur Verfügung, die Software aus die-
ser Sicht beschreiben. Beispielsweise dienen Anwendungsfalldiagramme dazu,
eine grobe Übersicht über Funktionalitäten und deren Zusammenhänge so-
wie ihre Verbindungen zur Umgebung auf einfache Weise zu visualisieren.
Allerdings eignen sich Anwendungsfalldiagramme nicht für eine weitergehen-
de Analyse auf formaler Basis, da eine semantische Formalisierung fehlt und
auch nicht sinnvoll erscheint.
Aktivitätsdiagramme hingegen eignen sich für eine Formalisierung und es
lassen sich in der Literatur entsprechende Ansätze nden [EW01]. Sie werden
oft in Entwicklungsprozessen eingesetzt, um Anwendungsfälle in Einzelak-
tionen zu unterteilen. So verwendet, fehlt ihnen ein Bezug zu einem objekt-
orientierten Entwurf und sie sind daher ungeeignet, um eine objektbasierte
Verhaltensbeschreibung zu verizieren.
2
In der UML erweisen sich Sequenzdiagramme als besonders nützlich, um
Verhaltensanforderungen bezüglich eines objektorientierten Entwurfs zu be-
schreiben. Sie enthalten durch die Darstellung von Instanzen einen direkten
Bezug zu einer objektorientierten Betrachtung von Software, so dass sich ein
guter Ausgangspunkt für weitere Analysen ergibt. Weiterhin eignen sie sich
sehr gut für eine Präzisierung von Anwendungsfällen, d.h. man nimmt eine
Sichtweise ein, die sich an den Anforderungen eines zu erstellenden Systems
orientiert. Im Folgenden werden Sequenzdiagramme, wie sie in dieser Arbeit
verwendet werden, im Detail vorgestellt.
2.1.1 Sequenzdiagramme
Mit Sequenzdiagrammen lassen sich vor allem Abfolgen von Nachrichten und
Ereignissen, und damit die Interaktion zwischen Objekten in anschaulicher
2
In späteren Entwurfsphasen können mit Hilfe von Swimlanes Hinweise auf eine Zu-
ordnung von Funktionalitäten zu Objekten integriert werden. Dieser Ansatz wurde hier
nicht verfolgt.
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Weise darstellen. Um ein brauchbares Hilfsmittel für eine Beschreibung zu
erhalten, die ausreichend ausdrucksstark ist, sind zwei Aspekte entscheidend.
² Für Echtzeitsysteme sind zeitliche Anforderungen essentiell. Um ma-
ximale Ausführungszeiten von Kommunikationsfolgen zu modellieren,
sind in der UML schon ausreichende syntaktische Elemente vorhanden,
auf die zurückgegrien wird.
² Notwendigerweise muss die Interpretation eines Sequenzdiagramms fest-
gelegt werden. Wie bei Harel und Damm in [DH99] zur Motivation von
Life Sequence Charts (LSC) ausgeführt wird, fehlt dieses Konzept in
der UML bisher völlig. Es kann nicht modelliert werden, ob ein Se-
quenzdiagramm obligatorisch ist oder nur erwünschtes Verhalten dar-
stellt. Sehr hilfreich ist die Modellierung von Vorbedingungen (z. B.
eine Ausnahmesituation) und darauf folgende Reaktionen.
Im Folgenden wird beschrieben, welche Konstrukte innerhalb von Sequenz-
diagrammen für diesen Ansatz benötigt werden. Dabei wurde die Auswahl
einerseits davon bestimmt, dass die unterstützten Modellelemente ausdrucks-
stark genug sein müssen, um praxisnahe Probleme mit minimalem Aufwand
zu modellieren. Sequenzdiagramme zur Modellierung von Echtzeitsystemen
sollten sich mit gängigen Modellierungswerkzeugen erstellen lassen und ei-
nem UML-Kundigen eine intuitive Benutzung erlauben. Dort, wo eine Er-
weiterung des UML-Kerns zwingend notwendig ist (siehe oben), sollte sie
sich mit Hilfe der Erweiterungsmechanismen des Standards realisieren las-
sen. Ansonsten würden sich die Vorteile der UML - groÿe Benutzerakzeptanz
und Werkzeugunterstützung - schnell relativieren.
Andererseits soll die eigentliche Verikation ohne weitere Benutzerinter-
aktion ablaufen. Daher dürfen die als Eingabesprache benutzten Sequenzdia-
gramme nur Konstrukte erlauben, die sich im Verikationswerkzeug nachbil-
den und den zu erwartenden Zustandsraum bei der Verikation nicht über-
mäÿig groÿ werden lassen. Das führt zu Kompromissen bei der Sprachdeni-
tion, die erst im folgenden Kapitel, das sich mit der Analyse von Modellen
beschäftigt, verständlich werden.
Hinweis: Die Entwicklung der UML ist längst noch nicht abgeschlossen.
Zum Zeitpunkt der Erstellung dieses Dokuments war die Version 1.5 aktuell.
3
3
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Soweit keine andere Version erwähnt wird, beziehen sich alle Angaben auf
diese Version. Die Nachfolgeversion UML 2.0 konnte in dieser Arbeit nicht be-
rücksichtigt werden. Soweit es zum jetzigen Zeitpunkt erkennbar ist, ändern
sich die hier relevanten Konstrukte jedoch kaum oder gar nicht. Die massiven
Änderungen bezüglich der dynamischen Modellierung betreen vor allem die
diagrammübergreifende Verknüpfung von Modellen. Die Entwicklung einer
umfassenden Semantik ist aktueller Forschungsgegenstand.
2.1.1.1 Syntax
Sequenzdiagramme visualisieren die Kommunikation zwischen Instanzen oder
Objekten eines Softwaresystems. Dabei wird die zeitliche Abfolge besonders
hervorgehoben. Die beteiligten Instanzen werden horizontal angeordnet als
Rechtecke dargestellt. Wahlweise kann ein Instanzname oder ein Typ durch
einen Doppelpunkt abgetrennt angegeben werden. Entsprechende Bezeich-
nungen werden unterstrichen, um den Instanzcharakter hervorzuheben. An-
ders als in einem Objektdiagramm nden Beziehungen zwischen Objekten
keine Berücksichtigung.
4
Der zeitliche Verlauf wird von oben nach unten verstreichend angenom-
men, d.h. eine weiter unten im Diagramm dargestellte Nachricht folgt auf eine
Nachricht, die sich weiter oben bendet. In diesem Verlauf werden Objekte
durch Lifelines repräsentiert, von denen zugehörige Nachrichten ausgehen.
Nachrichten werden durch Pfeile symbolisiert, die mit einem Nachrichtenna-
men beschriftet sein können.
Dieser Grundaufbau entspricht dem von verwandten Diagrammarten, wie
beispielsweise den (älteren) Message Sequence Charts (MSC). In Abbildung
2.1 werden ein UML-Sequenzdiagramm (links) und ein MSC (rechts) gegen-
übergestellt. MSC haben aufgrund ihrer Formalisierung und der verbreiteten
Anwendung innerhalb der Telekommunikation eine besondere Bedeutung. Al-
lerdings erlauben sie nur eine nicht blockierende, asynchrone Kommunikation.
Die UML erhält viele Konstrukte, mit denen dieses Grundmodell ver-
feinert werden kann. In UML-Notation werden synchrone und asynchrone
Nachrichten anhand ihrer Pfeilspitzen unterschieden: Synchrone Nachrich-
ten weisen eine volle Pfeilspitze an einem horizontalen Pfeil auf, wohingegen
asynchrone Nachrichten durch eine halbe Spitze gekennzeichnet sind. In die-
sem Fall kann der Nachrichtenpfeil nach unten geneigt sein.
4
Ist dieser Aspekt wichtig, stellt ein Kollaborationsdiagramm eine gute Alternative da.
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Abbildung 2.1: Sequenzdiagramm in der UML und als MSC
I
t
m2
u
{ u − t ≤ 3 }
m1
J
Abbildung 2.2: Sequenzdiagramm mit Zeitbedingung
Das Sende- und Empfangsereignis einer Nachricht sind implizit mit ei-
nem Zeitstempel versehen. Die Methoden m.receiveTime bzw. m.sendTime
erlauben den Zugri auf diese Zeiten (m ist ein Nachrichtenname). Alternativ
dazu können bestimmte Ereignisse mit Marken versehen werden, die sich auf
den Auftrittszeitpunkt beziehen und in Ausdrücken verwendet werden kön-
nen. Diese Schreibweise ist ebenfalls UML-konform und wird hier bevorzugt
angewendet, da sie eine kompaktere Schreibweise ermöglicht.
In der UML können Constraints in geschweiften Klammern an beliebi-
ger Stelle in ein Diagramm platziert werden. Diese Schreibweise kann ge-
nutzt werden, um zeitliche Anforderungen zu formulieren, indem Zeitmarken
in Beziehung zueinander gesetzt werden. So speziziert etwa die Bedingung
fjb¡ aj · 10g, dass die zeitliche Dierenz der durch a und b markierten Er-
eignisse maximal 10 Zeiteinheiten beträgt. In Abbildung 2.2 wird ein Beispiel
für ein Sequenzdiagramm mit Echtzeitannotationen gegeben.
Sequenzdiagramme können entweder einen einzelnen Durchgang beschrei-
ben oder mehrere erlaubte Abfolgen, indem Schleifen und Verzweigungen be-
nutzt werden. In der UML wird in diesem Zusammenhang vom Gebrauch als
Instance bzw. Generic Form gesprochen.
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m1
J
m4
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m3
loop n times {1 ≤  n ≤ 4}
t
u
Abbildung 2.3: Sequenzdiagramm mit Schleife
Eine Schleife wird in einem Sequenzdiagramm durch ein Rechteck ge-
kennzeichnet, das betroene Nachrichten und Instanzen umschlieÿt (Abb.
2.3). Die möglichen Schleifeniterationen lassen sich durch die Verwendung
eines UML-Constraints einschränken. Um die Schleifenbedingung prägnant
darzustellen, wird sie in dieser Arbeit in das Schleifenrechteck eingetragen.
Diese Darstellung wurde von [SvG98] übernommen. Die Syntax der Schlei-
fenbedingung beruht auf [FHD
+
99] und hat die Form n times fCL (n)g. Ist
CL (n) erfüllt, ist n als Iterationszahl erlaubt.
Werden für Nachrichten in Schleifen Zeitmarken vergeben, ist nicht de-
niert, auf welche Iteration sich eine Marke bezieht. Daher wird für eine Marke
a ein afirst eingeführt, das sich auf das erste Auftreten von a innerhalb der
Schleife bezieht. Dementsprechend bezieht sich alast auf das letzte Auftreten
von a in der Schleife und anext auf die folgende Iteration. Sind afirst, alast und
anext nicht deniert, weil beispielsweise eine Schleife nicht durchlaufen wird,
wird ein Ausdruck, der diese Marken enthält, nicht berücksichtigt.
In der UML nden sich noch weitere Konstrukte, die hier nicht beschrie-
ben werden, da sie für diese Arbeit nicht relevant sind. Nicht behandelt wer-
den beispielsweise Aktivitätsperioden, Erzeugung/Zerstörung von Instanzen,
etc. Für eine vollständige Sprachbeschreibung wird auf den Standardtext ver-
wiesen.
Erweiterte Sequenzdiagramme. In der UML ist für Sequenzdiagramme
nicht festgelegt, wie ein Diagramm zu interpretieren ist. In den ersten Itera-
tionen eines Entwicklungsprozesses ist es sinnvoll, mit ihnen Beispielabläufe
zu modellieren. Diese Beispielabläufe sind typischerweise mit Anwendungs-
fällen verknüpft. Ohne dass schon festgelegt ist, wie sich ein bestimmtes Sze-
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nario in den Kontext anderer Anwendungsfälle einfügt, wird modelliert, dass
ein Softwaresystem dieses Verhalten realisieren muss. Das heiÿt, wenigstens
ein denkbarer Ausführungspfad wird das repräsentierende Sequenzdiagramm
nachvollziehen.
In späteren Phasen wird diese Darstellung weiter verfeinert. Man wird
spezizieren, dass ein bestimmtes Verhalten als Reaktion auf vorhergehen-
de Kommunikation auftreten muss. Sowohl die Vorbedingung, als auch die
Reaktion kann als Sequenzdiagramm beschrieben werden. Es gibt viele Bei-
spiele, bei denen eine solche Art der Modellierung sinnvoll ist. Beispielsweise
kann als Vorbedingung ein Szenarium festgelegt werden, das durch die Be-
tätigung einer Taste oder die Identizierung einer Notfallsituation ausgelöst
wird. Die Behandlung dieser auslösenden Abläufe wird dann im abhängigen
Diagramm speziziert.
Letztlich gibt es Systeme, bei denen eine vollständige Beschreibung des
Verhaltens erfolgen kann. Dieses ist insbesondere bei zyklisch ablaufenden
Programmen der Fall. Die oben eingeführten Schleifenkonstrukte ermögli-
chen eine Modellierung von nicht terminierendem Verhalten. Diese Beschrei-
bungsart scheint auf den ersten Blick relativ unexibel, wenn man annimmt,
dass ein System exakt nur die eine spezizierte Nachrichtenabfolge ausführen
kann. Bisher wurde allerdings noch nicht deniert, wie Nachrichten, die nicht
im Sequenzdiagramm vorhanden sind, behandelt werden. Treten im System
Nachrichten auf, die nicht in einem Sequenzdiagramm erscheinen, können sie
entweder als Verletzung dieser Spezikation gewertet oder ignoriert werden.
Im Folgenden können beide Alternativen zur Modellierung genutzt werden.
Dazu wird davon ausgegangen, dass jedes Diagramm mit einer Liste von re-
levanten Nachrichten (bezogen auf deren Namen) versehen ist. Nachrichten,
die nicht in dieser Liste enthalten sind, können beliebig auftreten, ohne dass
dies einen Einuss auf die Bewertung des dazugehörigen Diagramms hat.
Nachrichten, die in einem Diagramm verwendet werden, gelten implizit als
relevant.
Um die Gebrauchsweise von Sequenzdiagrammen festlegen zu können,
wird ein Spezikationsstatus eingeführt. Diese Erweiterung des UML-Stan-
dards lässt sich problemlos mit den UML-eigenen Erweiterungsmechanismen
realisieren. Die Semantik orientiert sich an der Kennzeichnung von Charts
als hot oder cold aus [DH99]. Hot bedeutet dort, dass alle Durchläufe des
Systems das Chart erfüllen müssen. Cold fordert, dass wenigstens ein Durch-
lauf des Systems existiert, der das Chart erfüllt. Nachrichten mit dem Status
cold sind erlaubt, müssen aber nicht auftreten. Das if ... then Konstrukt
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Abbildung 2.4: Bedingte Sequenzdiagramme
dieser Arbeit ist vergleichbar mit einer Bedingung aus [DH99], die als cold
gekennzeichnet ist. Wenn eine solche Bedingung nicht erfüllt ist, wird das
aktuelle Chart verlassen und die Überprüfung von nachfolgenden Charts ab-
gebrochen.
² Der Status Optional für ein Sequenzdiagramm bedeutet, dass ein Sys-
tem die Anforderung erfüllt, wenn ein spezizierter Ablauf möglich ist.
Es ist aber nicht notwendig, dass er in jedem Durchlauf auftritt. Es wird
also verlangt, dass ein System einen Ablauf zulässt, der konform zum
Sequenzdiagramm ist (unter Berücksichtigung von Zeit- und Schleifen-
bedingungen) und vollständig bis zum Ende durchlaufen wird.
² Der Status Mandatory kennzeichnet Verhalten, das auftreten muss. Je-
de abweichende Kommunikation wird als Verletzung der Spezikation
gewertet. Dieses trit allerdings nur auf Nachrichten zu, die im Dia-
gramm erscheinen oder explizit als relevant markiert werden (siehe
oben).
² Zwei Diagramme können durch ein if ... then Konstrukt verbunden
werden. In diesem Fall wird ein Diagramm mit Prechart markiert und
als Vorbedingung interpretiert. Der Spezikationsstatus enthält dann
Verweise auf weitere Diagramme, die als Mandatory gekennzeichnet
sind oder weitere Verzweigungen beinhalten. Es wird gefordert, dass für
alle Pfade im spezizierten System ein bestimmtes Verhalten zwingend
auftreten muss, wenn die Vorbedingung erfüllt ist.
Mit Hilfe des Status Prechart lassen sich Graphen von abhängigen Se-
quenzdiagrammen erzeugen (Abb. 2.4). Für diese Graphen wird gefordert,
dass sie aus disjunkten Untergraphen mit einer Baumstruktur bestehen.
Zum Teil ergeben sich weitere Einschränkungen bezüglich der Modelle im
Hinblick auf die Analysierbarkeit. Beispielsweise sind Zeitbedingungen, die
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sich auf unterschiedliche Schleifendurchgänge beziehen, problematisch, wenn
sich diese Schleife am Ende des Diagramms bendet. Es ist dann nicht zu
entscheiden, ob ein System beim Ausbleiben weiterer Nachrichten schon ter-
miniert hat oder die Wartezeit bis zur nächsten Nachricht nur ungewöhnlich
lang ist. Diese Einschränkungen werden an entsprechender Stelle im Zusam-
menhang mit der Beschreibung der Analyseverfahren begründet.
Die Syntaxbeschreibung der hier verwendeten Sequenzdiagramme wird in
den folgenden Denitionen zusammengefasst.
Denition. Eine Anforderungsspezikation ist ein Tupel hI;M; SDi mit
einer Menge I von Instanzen, einer MengeM aller Nachrichten eines Systems
und einer Menge von Sequenzdiagrammen SD. Ein Sequenzdiagramm sd 2
SD ist ein Tupel hMsd; bsd; Csd; sti, mit einer Menge relevanter Nachrichten
Msd µ M und einem Rumpfes bsd. Es enthält die zeitlichen Anforderungen
Csd und einen Status stsd 2 fOptional;Mandory; Prechartg.
Ein Rumpf b 2 Bsd = f(mjl)¤ j m 2Msd; l 2 Lsdg eines Sequenzdia-
gramm besteht aus einer Abfolge von Nachrichten und Schleifen. Eine Schleife
aus Lsd = hbsd; cLi enthält wiederum einen Rumpf aus Bsd und eine Schlei-
fenbedingung cL. Eine Schleifenbedingung cL hat die Form c1 / n / c2 oder
n = c1 j : : : j cn, wobei die Iterationszahlen c1; : : : ; cn nicht negative ganze
Zahlen oder1 sind und / einer der Vergleichsoperatoren < oder · ist. Durch
Einsetzen von 0 bzw.1 lassen sich damit auch Bedingungen wie n < c1 oder
n ¸ c2 angeben.
In der obigen Denition wird von einer totalen Ordnung auf Nachrichten
innerhalb eines Rumpfes ausgegangen. Damit wird nicht vorweggenommen,
dass auch Sende- und Empfangsereignisse total geordnet sind. Wird beispiels-
weise die visuelle Ordnung (vgl. 2.1.1.2) zugrunde gelegt und teilen sich zwei
Nachrichten weder Sende- noch Empfangsinstanzen, wird durch ihre Anord-
nung im Rumpf nicht ihre zeitliche Ausführungsreihenfolge festgelegt. Eine
partielle Ordnung auf Ereignissen ergibt sich in diesem Fall durch eine in-
stanzweise Ordnung der Ereignisse und durch Beachtung der Abhängigkeit
zwischen Sende- und Empfangsereignissen.
Mit der folgenden Denition wird die Verknüpfung einer Anforderungs-
spezikation mit einem System vorbereitet.
Denition. Eine systembezogene Anforderungsspezikation ist eine Anfor-
derungsspezikationen, die durch die Funktionen Part : I 7! O und Com :
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Abbildung 2.5: Systembezogene Anforderungsspezikation
M 7! E [ Ch erweitert wird. Die Funktion Part bildet Instanzen auf Ob-
jekte ab. Die Funktion Com bildet Nachrichten auf Ereignisse oder Kanäle
ab (Abb. 2.5). Diese Funktionen werden benötigt, um eine Anforderungsde-
nition mit einem System zu verknüpfen. Ihr Gebrauch wird ausführlich im
folgenden Kapitel beschrieben.
2.1.1.2 Semantik
Sequenzdiagramme werden vor allem dazu verwendet, eine zeitliche Ord-
nung auf Ereignissen zu spezizieren. Zu jeder Nachricht gibt es ein Sende-
und ein Empfangsereignis. Ein Ereignis ist eindeutig einer Instanz zugeord-
net. Der UML-Standard verlässt sich weitgehend auf ein intuitives Verständ-
nis von Sequenzdiagrammen. Eine spezielle formale Semantik von UML-
Sequenzdiagrammen wird nicht speziziert. Daher ist es ein naheliegendes
Vorgehen, auf der bewährten Semantik von Message Sequence Charts aufzu-
setzen [Ren98]. Dort wird die so genannte visuelle Ordnung von Nachrichten
verwendet.
² Ereignisse sind entlang der Lebenslinie von Instanzen total geordnet.
² Das Versenden von Nachrichten erfolgt vor dem Empfang, d.h. ein Sen-
deereignis einer bestimmten Nachricht ndet vor dem Empfangsereignis
statt.
2.2. IMPLEMENTIERUNGSNAHE VERHALTENSMODELLIERUNG 39
Hierdurch wird eine partielle Ordnung auf Ereignissen deniert. Über In-
stanzen hinweg werden Ereignisse nur durch Nachrichten geordnet. Fehlen
zwischen den Instanzen Nachrichten, können derartig unabhängige Ereignis-
se beliebig angeordnet sein. Das führt dazu, dass im Diagramm optisch höher
angeordnete Nachrichten, die möglicherweise intuitiv als früher stattndend
eingeschätzt werden, später ausgeführt werden. Daher wird als Erweiterung
zum MSC Standard in der späteren Analyse die Möglichkeit eingeräumt, die
totale Anordnung von Nachrichten in eine totale Anordnung von Ereignis-
sen zu überführen. In diesem Fall verbieten sich überkreuzende Nachrichten.
Diese Erweiterung ist jedoch optional und im Normalfall wird die visuelle
Ordnung in ihrer ursprünglichen Form benutzt.
Schleifen können in eine Menge von einfachen Sequenzdiagrammen über-
führt werden, indem sie anhand ihrer erlaubten Iterationszahlen entfaltet
werden. Ein Sequenzdiagramm mit Schleifen gilt dann als durchlaufen, wenn
mindestens ein einfaches Sequenzdiagramm aus dieser Menge durchlaufen
wird.
Neben asynchroner Kommunikation, wie bei MSCs, gibt es die Option,
synchrone Kommunikation zu spezizieren, d.h. das Sende- und Empfangser-
eignis fallen zeitlich zusammen. Allerdings ist in einer Spezikation nur eine
Form zulässig. Welche Kommunikationsart angemessen ist, hängt vom jewei-
ligen Anwendungsbereich ab.
2.2 Implementierungsnahe Verhaltensmodellie-
rung
Nachdem im vorherigen Abschnitt beschrieben wurde, wie sich Anforderun-
gen mit Hilfe von Sequenzdiagrammen so präzise beschreiben lassen, dass
sie als Eingabe für einen automatisierten Verikationsprozess geeignet sind,
wird nun ein Gegenstück für eine formale Repräsentation einer Implementie-
rung benötigt. Da Programmcode eine Verikation mit Details überfrach-
ten würde, ist eine abstraktere Darstellung erforderlich. Die UML bietet
für eine diskrete Verhaltensmodellierung Zustandsdiagramme, die auf Ha-
rels Statecharts [HN96] basieren. Anders als diese Statecharts werden UML-
Zustandsdiagramme im objektorientierten Kontext eingesetzt, d.h. sie be-
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Abbildung 2.6: Zustandsdiagramm
schreiben das Verhalten von Objekten und Instanzen.
5
Dabei wird davon
ausgegangen, dass ein Zustandsdiagramm einem bestimmten Objekt zuge-
ordnet ist und dessen Verhalten beschreibt.
Viele reale Systeme schränken die Kommunikation zwischen Objekten ein.
In QNX kommunizieren Prozesse über Kanäle. In objektorientierten Pro-
grammiersprachen werden Beziehungen zwischen Objekten mit Zeigerstruk-
turen oder Referenzen hergestellt. Diese Kommunikationsbeziehungen kön-
nen entweder überall dort angenommen werden, wo sie sich implizit aus den
dynamischen Modellen erschlieÿen lassen. Beispielsweise impliziert das ge-
richtete Verschicken von Ereignissen eine solche Kommunikationsbeziehung.
Oder Kommunikationsbeziehungen werden gesondert in einem Objektdia-
gramm dargestellt. Es wird in dieser Arbeit zunächst von der ersten Alter-
native mit Zustandsdiagrammen als alleinige Beschreibungssprache ausge-
gangen. Später wird diese Sichtweise um eine Beschreibung der Kommunika-
tionsstruktur in Form eines Objektdiagramms ergänzt werden. Dieser zweite
Ansatz aus Abschnitt 2.3 ist auf einen speziellen Anwendungskontext zuge-
schnitten und daher nicht mit einer Analyse von allgemeinen UML-Modellen
kompatibel.
2.2.1 Zustandsdiagramme
Zustandsdiagramme beschreiben Software in diskreter Weise durch Zustände
und Transitionen. Transitionen können mit Ereignissen, Bedingungen und
5
In [HG97] wird von Harel selbst eine objektorientierte Variante für Statecharts vorge-
schlagen.
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Aktionen beschriftet sein. Ereignisse können im Moment ihrer Verarbeitung
eine Transition aktivieren. In der UML ist nur maximal ein Ereignis pro
Transition erlaubt.
6
Ob eine Transition schaltet und einen Zustandswechsel
bewirkt, hängt von der Transitionsbedingung ab. Wird sie zu true ausgewer-
tet, ist ein Zustandswechsel möglich. Schaltet eine Transition, werden ihre
Aktionen ausgeführt. Beispielsweise werden Zuweisungen an Variablen vor-
genommen, Funktionen aufgerufen oder neue Ereignisse verschickt.
Eine besondere Ausdruckskraft erhalten Zustandsdiagramme durch die
hierarchische Untergliederung einer Verhaltensbeschreibung (Abb. 2.6). Die-
ses Merkmal ermöglicht erst eine praktische Anwendung bei nicht trivialen
Systemen, da ohne diese Möglichkeit Modelle schnell unübersichtlich wer-
den. Ein Zustand kann Unterzustände enthalten, mit denen sein Verhalten
verfeinert wird. Weiterhin lassen sich orthogonale Regionen verwenden, um
nebenläuges Verhalten zu modellieren.
Ausgehend von diesem Grundmodell gibt es mittlerweile unzählige Va-
rianten von Zustandsdiagrammen, die sich durch zulässige Syntax und rea-
lisierte Semantik unterscheiden. Die Variante von Zustandsdiagrammen, die
im UML-Standard beschrieben wird, enthält Konstrukte, die für den Anwen-
dungsbereich dieser Arbeit - der Modellierung von Echtzeitanwendungen -
weniger relevant sind, wie z. B. Synchronisationszustände. Obwohl eine Be-
rücksichtigung solcher Konstrukte während einer automatisierten Analyse oft
durchaus möglich ist, kann dies zu einem beträchtlich höheren Analyseauf-
wand im Sinne des Zustandsraums führen und damit die Gröÿe analysierbarer
Modelle zum Teil drastisch einschränken. Daher werden in dieser Arbeit nur
Elemente von UML-Zustandsdiagrammen zugelassen, die sich zur Modellie-
rung von Echtzeitsystemen sinnvoll einsetzen lassen. Andererseits wird die
Flexibilität zur Modellierung von zeitabhängigen Übergängen erhöht, indem
eine gegenüber dem Standard leicht erweiterte Version des after -Konstrukts
als Trigger für Transitionen zugelassen wird. Die wichtigsten Einschränkun-
gen sind die folgenden:
² Es wird keine Nebenläugkeit innerhalb von Zuständen zugelassen. Ne-
benläugkeit wird in der UML durch orthogonale Regionen innerhalb
eines Zustandes modelliert (concurrent state) und ist in einer frühen
Phase der Spezikation sinnvoll, um eine Überspezikation zu vermei-
den. Bei der implementierungsnahen Modellierung von Echtzeitsyste-
6
Statecharts aus [HN95] erlauben mehrere Ereignisse, die verknüpft werden können. Im
Kontext der UML-Semantik ist dies nicht sinnvoll.
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men wird dieses Konstrukt üblicherweise nicht verwendet. Diese Ein-
schränkung ist angemessen, weil hier Zustandsdiagramme verwendet
werden, um das Verhalten von Threads zu modellieren, die kein ne-
benläuges Verhalten aufweisen können. Da ein vollständiges System-
modell aus einer Menge von kommunizierenden Zustandsdiagrammen
besteht, ist Parallelität zwischen Threads modellierbar und erwünscht.
Diese Argumentationsweise entspricht der aus [SGW94a]. Die dort be-
schriebene ROOM-Methode ist auf Echtzeitsysteme zugeschnitten und
erlaubt ebenfalls keine nebenläugen Unterzustände.
² Alle Ausdrücke, die an Transitionsbeschriftungen zugelassen sind (Be-
dingungen und Zuweisungen), sind auf eine einfache Form beschränkt.
Diese Einschränkungen ergeben sich aus einer auf Timed Automata
[BLL
+
95] basierenden Analyse. Prinzipiell ist laut UML-Standard jede
Syntax für Bedingungen oder Zuweisungen zulässig. Um die in Kapitel
3 eingeführten Verfahren zur automatischen Analyse entscheidbar zu
halten, muss auf nicht triviale Erweiterungen dieser Syntax verzichtet
werden. Da Zustandsdiagramme nicht geeignet sind, komplexe algo-
rithmische Probleme nachzubilden, stellt diese Einschränkung in der
Praxis keine groÿe Beschränkung da.
² Folgende Konstrukte werden nicht betrachtet: Zusammengesetzte Tran-
sitionen, History-Konnektoren und mit Zuständen verknüpfte Aktionen
(Entry-, Exit- und Do-Aktionen). Obwohl eine entsprechende Erweite-
rung sich oft leicht konzipieren lieÿe, elen diese Konstrukte den Bemü-
hungen zum Opfer, einen vernünftigen Kompromiss zwischen Mächtig-
keit der Sprache und Aufwand der Analyse im Sinne des Zustandsraums
zu nden.
Im Folgenden werden diejenigen Elemente von Zustandsdiagrammen beschrie-
ben, die in späteren Kapiteln weiter behandelt werden. Für eine vollständige
Sprachbeschreibung von Zustandsdiagrammen wird auf den UML-Standard
verwiesen [OMG01].
In dieser Arbeit bestehen Zustandsdiagramme aus Zuständen und Tran-
sitionen. Es werden einfache Zustände (basic), Endzustände (nal) und zu-
sammengesetzte Zustände (composite) unterschieden. Ein einfacher Zustand
enthält keine Unterzustände. Ein zusammengesetzter Zustand hat wenigstens
einen Unterzustand. Bei der Ausführung ist zu einem bestimmten Zeitpunkt
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immer genau einer dieser Unterzustände aktiv . Mit Hilfe von zusammen-
gesetzten und einfachen Zuständen wird eine Baumstruktur gebildet, wobei
sich zusammengesetzte Zustände an den inneren Knoten benden und ein-
fache Zustände an den Blättern. Diese Hierarchie erlaubt eine schrittweise
Verfeinerung des Verhaltens komplexer Systeme.
Jeder zusammengesetzte Zustand enthält genau einen Unterzustand, der
als Startzustand gekennzeichnet ist. Er kann höchstens einen Endzustand
haben. Wird ein zusammengesetzter Zustand durch eine Default-Transition
betreten, aktiviert man zugleich den untergeordneten Startzustand. Wird der
Endzustand eines zusammengesetzten Zustandes betreten, wird ein Ereignis
(completion event) ausgelöst, welches die Abarbeitung dieser Hierarchieebene
signalisiert. Dieses Ereignis kann nur von triggerlosen Transitionen (Transi-
tionen ohne explizit bezeichnetes Ereignis als Trigger), die den übergeordne-
ten Zustand verlassen, abgefangen werden. Da, wie oben erwähnt, nur ein-
fache Transitionen betrachtet werden, hat jede Transition einen eindeutigen
Quell- und Zielzustand. Diese Beschreibung führt zu folgender Denition.
Denition. Ein Zustandsdiagramm ist ein Tupel< S; I; T; L; child; V ar >.
S = Sb [ Sc [ Sf ist die nicht leere Vereinigung der Mengen der einfachen
Zustände Sb, der zusammengesetzten Zustände Sc und der Endzustände Sf .
Der Wurzelzustand root 2 Sc ist der einzige Zustand, der keinen übergeord-
neten Zustand hat. I µ Sb [ Sc ist die Menge der Startzustände, die in der
graphischen Darstellung Ziel einer Default-Transition sind.
Eine Funktion init bildet jeden zusammengesetzten Zustand auf einen sei-
ner Unterzustände ab, seinem Startzustand s0 2 I. Die Funktion child bildet
zusammengesetzte Zustände auf die Menge ihrer direkten Unterzustände ab.
Die Menge aller Unterzustände erhält man durch child+, dem irreexiven
transitiven Abschluss von child. Mit child wird eine Zustandshierarchie über
S mit root als Wurzel induziert. V ar enthält die Menge der Variablen eines
Zustandsdiagramms.
T ist eine Menge von Transitionen. Eine Transition t =< ssrc; l; stg >
ist ein Tupel, das einen Quellzustand ssrc 2 S n Sf und einen Zielzustand
stg 2 S enthält. Die Transitionsbeschriftungen l 2 L sind von der Form
e[g]=a . Dabei ist e ein Ereignis, das eine Transition triggert, g enthält eine
Transitionsbedingung und a ist eine Liste von Aktionen, die ausgeführt wer-
den, wenn die Transition schaltet. Alle Angaben der Transitionsbeschriftung
können entfallen.
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Das Triggerereignis e ist ein einfaches, explizit vermerktes Ereignis. Zuläs-
sig sind ebenfalls triggerlose Transitionen, bei denen ein explizites Ereignis e
fehlt und die dann implizit durch ein Completion-Ereignis ausgelöst werden.
Weiterhin sind zeitabhängige Ereignisse möglich. Wird an einer Transition
als auslösendes Ereignis after(min; max) benannt, bedeutet dies, dass nach
t 2 [max;min] Zeiteinheiten nach Betreten des Quellzustands der Transition
ein zeitabhängiges Ereignis ausgelöst wird.
In der UML gibt es ein Konstrukt after(timeout), das genau nach timeout
Zeiteinheiten ein Zeitereignis auslöst, das zum Verlassen des Zustands führt.
Die Motivation für die Erweiterung dieses Konzepts war, dass im Bereich von
Echtzeitanwendungen oft mit Worst-Case-Execution-Times (WCET) gear-
beitet wird. Exakte Ausführungszeiten lassen sich aus praktischen Gesichts-
punkten selten garantieren. Meistens werden obere Grenzen für die Ausfüh-
rungszeiten angegeben. Da Zustandsdiagramme zur Darstellung von algo-
rithmischen Details wenig geeignet sind, wird mit der erweiterten Form des
after -Konstrukts die Möglichkeit gegeben, den zeitlichen Eekt von Berech-
nungen zu modellieren.
Da Berechnungen einen Einuss auf den Kontrolluss haben können, weil
Transitionsbedingungen vom Resultat dieser Berechnungen abhängig sein
können, wird die Unvorhersagbarkeit eines Ergebnisses durch nichtdetermi-
nistische Verzweigungen ausgedrückt, da die tatsächlich durchführbaren Be-
rechnungen auf der UML-Ebene auf Grundoperationen beschränkt bleiben
müssen.
7
Neben after-Transitionen wird noch ein zweiter zeitlicher Trigger unter-
stützt: Um auf eine globale Uhr zuzugreifen, kann folgender Ausdruck als
Transitionstrigger verwendet werden: when(x == c), wobei c eine Konstan-
te aus der Menge der natürlichen Zahlen ist. Zum Beispiel lässt sich mit
when(x == 5) eine Transition 5 Zeiteinheiten nach Systemstart auslösen.
Wird kein Ereignis angegeben, so werden Transitionen durch ein implizi-
tes Completion-Ereignis
p
getriggert. Für einen zusammengesetzten Zustand
wird dieses Ereignis ausgelöst, wenn der untergeordnete Endzustand erreicht
wird. Im Falle eines einfachen Zustandes wird ein Completion-Ereignis akti-
viert, wenn der Zustand betreten wird. Dieses entspricht der intuitiven Vor-
stellung, dass eine triggerlose Transition in diesem Fall zum sofortigen Verlas-
sen des Zustands führt, wenn die Transitionsbedingung erfüllt ist. Laut Stan-
7
Die möglichen Operation werden in Kapitel 3 bei der Einführung von Zeitautomaten
erläutert.
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dard haben Completion-Ereignisse Priorität über andere Ereignisse. Dieses
kann dadurch realisiert werden, dass eine Implementierung von Zustandsdia-
grammen Completion-Ereignisse an die Spitze einer Ereigniswarteschlange
setzt.
Eine Transitionsbedingung g ist ein boolescher Ausdruck und als Aktion
ist das Versenden von neuen Ereignissen an beliebige Zustandsdiagramme
oder die Wertezuweisung von Variablen (zum Beispiel x := 1) erlaubt. Die
genaue Syntax von Zuweisungen wird von dem verwendeten Analysewerkzeug
vorgegeben, das im Kapitel 3.1 eingeführt wird.
Eine vollständige Beschreibung eines Softwaresystems besteht aus einem
System von kooperierenden Objekten mit Zustandsbeschreibung.
Denition. Ein System von Objekten ist ein Tupel < sc = fscobjjobj 2
Objg; E; V arglob >. Die Menge sc enthält Zustandsdiagramme und die Men-
ge E die Kommunikationsereignisse. V arglob umfasst die Menge der globalen
Variablen. Alle anderen Variablen sind als lokal anzusehen. Es wird vorausge-
setzt, dass Zustände und Transitionen von verschiedenen Zustandsdiagram-
men paarweise disjunkt sind. Ansonsten sind entsprechende Umbenennungen
vorzunehmen.
2.2.1.1 Semantik von Zustandsdiagrammen.
In der Literatur gibt es eine Vielzahl von Vorarbeiten zur Denition einer
formalen Semantik für Zustandsdiagramme. Prinzipiell lassen sich nahezu
unbegrenzt viele Semantiken denieren, da es diverse semantische Interpre-
tationsmöglichkeiten von Zustandsdiagrammen gibt. In [HN95] werden einige
Entwurfsalternativen für eine Semantik aufgelistet und [vdB94] führt einen
umfassenden Vergleich von semantischen Varianten durch. Laut [EW00] ge-
hört zu den grundlegendsten Entscheidungen bei der Interpretation von Zu-
standsdiagrammen
² die Unterscheidung zwischen Anforderungs- oder Implementierungsse-
mantik und
² die Unterscheidung zwischen einem objektorientierten Kontext oder ei-
nem Kontext der strukturierten Analyse.
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Der Begri Anforderungssemantik soll nicht missverstanden werden. Auch
hier geht es um ein Modell der Implementierung, allerdings auf einer abstrak-
ten Ebene, auf der Details der Realisierung noch keine Rolle spielen. Sowohl
eine Anforderungs- als auch die Implementierungssemantik erklären eine Dia-
grammart, mit der eine Implementierung abstrakt dargestellt werden kann.
Sie unterscheiden sich lediglich vom Abstraktionsniveau, das eingenommen
wird.
Auf der Anforderungsebene werden idealisierte Annahmen gemacht. Da
in einem frühen Entwurfsstadium ohnehin nicht bekannt ist, wie leistungsfä-
hig die spätere Hardware ist und was für ein Zeitverhalten das verwendete
Betriebssystem aufweist, wird zunächst eine perfekte Technologie unterstellt:
Die Übergänge zwischen den Zuständen erfolgen so schnell, dass der Zeitver-
lust zu vernachlässigen ist und sie als zeitlos angesehen werden können. Ein
Vorteil dieser Variante ist die oft ezientere Analysierbarkeit. Im Gegen-
satz dazu hat eine Implementierungssemantik die Realisierung in Form von
ausführbaren Code im Blickfeld und kann daher derartige vereinfachende
Annahmen nicht machen.
Die frühen klassischen Denitionen von Zustandsdiagrammen gemäÿ
Harel in [Har87, HN96] beziehen sich auf einen Einsatz innerhalb der struk-
turierten Analyse. Hier spielen Aktivitäten eine wichtige Rolle, die von Zu-
standsdiagrammen kontrolliert werden. Im objektorientierten Umfeld dage-
gen dienen Zustandsdiagramme vor allem der Modellierung von objektinter-
nen Verhalten. Je nach Stimulus von auÿen und internem Zustand lässt sich
eine Reaktion des Objektes präzise denieren. In diesem Sinne wurden Zu-
standsdiagramme in die UML integriert,
8
und damit zum ersten Mal einem
Standard unterworfen.
Der UML-Standard enthält allerdings weder eine formale, noch wenigs-
tens eine präzise Semantik, sondern gibt nur Richtlinien vor, die eine UML-
konforme Formalisierung einhalten muss. Insbesondere enthält der Standard
explizite Semantic Variation Points. Darunter werden semantische Alter-
nativen verstanden, die für eine UML-konforme Semantik möglich sind. Die
nicht formale Semantik der UML lässt einerseits ein breites Spektrum von
Anwendungsbereichen zu. Andererseits stellt sie ein fast unüberwindliches
Hindernis beim Austausch von Modellen zwischen verschiedenen Analyse-
werkzeugen dar.
8
In der UML sind auch andere Verwendungen von Zustandsdiagrammen vorgesehen,
z. B. zur Spezizierung von Protokollen. Darauf wird hier nicht weiter eingegangen.
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Im Standard werden folgende Anforderungen an eine hypothetische Ma-
schine gestellt, welche die Semantik realisiert:
² Ereignisse werden in eine Struktur eingereiht, die einer Warteschlange
entspricht. Die genaue Implementierung wird oen gelassen. Dabei ist
auch Spielraum für Realisierungen gelassen, die bestimmten Ereignissen
Priorität einräumen.
² Ein Dispatcher entnimmt das aktuelle Ereignis und sorgt dafür, dass
in Abhängigkeit von der gegenwärtigen Konguration (aktive Zustän-
de, Variablenbelegung, usw.) ein Wechsel in eine neue Konguration
stattndet.
Semantik eines Systems von Zustandsdiagrammen. Innerhalb des
UML-Standards bleibt die Frage oen, auf welche Weise ein System von Zu-
standsdiagrammen zusammenarbeitet. Das hängt damit zusammen, dass für
verschiedene Anwendungsbereiche und Abstraktionsebenen unterschiedliche
Semantiken optimal sind. In einem Kontext arbeiten die Prozesse, welche
die Zustandsdiagramme implementieren, echt parallel, da sie verteilt auf ver-
schiedenen Prozessoren realisiert werden. Steht nur ein Prozessor zur Ver-
fügung, ist eine echt parallele Bearbeitung nicht möglich. Andererseits kann
dies auf einer höheren Abstraktionsebene eine plausible Vereinfachung sein.
In vielen Semantiken, wie beispielsweise der von Statemate [HN96], wird
die Frage der Kommunikation zwischen Zustandsdiagrammen nicht behan-
delt. Notwendig wird dies erst, wenn man sich im objektorientiertem Kontext
bewegt. So wird in [HG97] von Harel eine objektorientierte Erweiterung von
Zustandsdiagrammen beschrieben. Neben ereignisbasierter Kommunikation
werden auch blockierende Funktionsaufrufe an andere Komponenten betrach-
tet.
Im Folgenden werden exemplarisch einige Arbeiten zur Semantikdeniti-
on von Zustandsdiagrammen aufgelistet.
² Harel deniert in [HN96] eine Semantik für die von ihm entwickelten
Zustandsdiagramme [HG97]. Diese Semantik ist auf die strukturierte
Analyse zugeschnitten und kann daher für die UML nicht ohne An-
passungen übernommen werden. Sie wird im Werkzeug Statemate rea-
lisiert. Allerdings ist diese Semantik nur präzise, nicht aber formal
deniert. In [DJHP97] wird eine formale Beschreibung durchgeführt.
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² Harel entwirft ebenfalls eine objektorientierte Semantik-Variante [HG97].
Eine Implementierung liegt im kommerziellen Werkzeug Rhapsody vor,
deren Einzelheiten in [HK04] beschrieben werden. In [HK99] werden
neben der Vererbung von Zustandsdiagrammen vor allem die Kollabo-
ration einer Menge von Zustandsmaschinen betrachtet. Es werden die
asynchrone Kommunikation über Ereignisse und die synchrone Kom-
munikation mit Methodenaufrufen, einschlieÿlich Verklemmungen auf-
grund zyklischer Abhängigkeiten, untersucht. In dieser Semantik ist
der interne Aufbau der kommunizierenden Zustandsdiagramme sehr
einfach gehalten und zeitliche Aspekte werden nicht untersucht.
² In [LMM99] werden hierarchische Automaten benutzt, um eine formale
Semantik für ein Zustandsdiagramm zu denieren. Allerdings wird das
Zusammenspiel mehrerer Zustandsdiagramme nicht untersucht.
² [LPP99] konzentriert sich ebenfalls auf ein Zustandsdiagramm und lässt
Kommunikationsaspekte weitgehend auÿer Acht. Die Semantik wird in
Form von Pseudo-Code beschrieben. Sie liegt näher an einer Implemen-
tierungssicht, es wird keine zeitlose Verarbeitung vorausgesetzt und Er-
eignisse werden in Warteschlangen verwaltet. Zeitaspekte spielen nur
am Rande eine Rolle.
² In [EW00] wird eine Anforderungssemantik für UML-Zustandsdiagram-
me erarbeitet. Die Geschwindigkeit, mit der Modelle ausgeführt wer-
den, ist zu vernachlässigen. Insbesondere sind Transitionen zeitlos. Die
Semantikdenition orientiert sich an [DJHP97], überträgt aber die Kon-
zepte auf einen objektorientierten Kontext. Sie berücksichtigt synchro-
ne und asynchrone Kommunikation, Objekterzeugung und -terminie-
rung, ein synchrones und asynchrones Zeitmodell, jedoch keine Ereig-
niswarteschlangen, sondern Ereignismengen.
Innerhalb dieser Arbeit wurde Wert darauf gelegt, dass die verwendete Se-
mantik kompatibel mit einem konkreten Anwendungsbereich ist. Ziel ist eine
Analyse von Modellen, die Robotersteuerungen beschreiben. Für diesen Be-
reich sind Echtzeitaspekte besonders wichtig, die daher auch angemessen in
der Semantik berücksichtigt werden müssen. Insbesondere sollten sich In-
tervalle für die Ausführungszeiten einzelner Aktionen angeben lassen. Wei-
terhin muss die Semantik die Kommunikation innerhalb eines Systems von
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Zustandsdiagrammen unterstützen, die jeweils das Verhalten nebenläuger
Prozesse beschreiben.
Die hier verwendete Semantik ist durch [EW00] motiviert. Wie oben er-
wähnt, wird dort sowohl eine zeitsynchrone Semantik (Ereignisse werden nur
mit dem Auftreten eines Taktsignals verarbeitet), als auch eine zeitasynchro-
ne Semantik (Ereignisse werden verarbeitet, sobald sie auftreten) beschrie-
ben. Die erste Variante ist vor allem sinnvoll, wenn Hardware modelliert wird.
Da in dieser Arbeit ausschlieÿlich Software-Systeme betrachtet werden, in de-
nen ein Signal unabhängig von einem Taskzyklus
9
verarbeitet wird, ist für
uns vor allem der zweite Ansatz relevant.
In [EW00] wird zwischen synchroner und asynchroner Kommunikation
unterschieden. Im ersten Fall wird der auslösende Prozess solange blockiert,
bis die Anfrage abgearbeitet wurde. Andernfalls kann er sofort nach Absetzen
eines Ereignisses weiterarbeiten. Wir konzentrieren uns hier auf den zweiten
Fall, da die Kommunikation über Ereignisse die wichtigste Kommunikati-
onsart innerhalb von UML-Zustandsdiagrammen darstellt. Das auf Anfor-
derungsebene synchrone Kommunikation entbehrlich ist, sei z. B. mit dem
Erfolg von Statemate belegt, das ebenfalls keine synchrone Kommunikation
unterstützt.
Um Konikte beim Zugri auf Variablen zu verhindern, erlaubt die Se-
mantik aus [EW00] während eines Schritts nur lesenden Zugri auf alle Va-
riablen. Änderungen werden innerhalb eines Schrittes auf eine Variablenkopie
angewendet (Double Buering). Erst wenn der Schritt abgeschlossen ist, wer-
den die geänderten Werte übernommen.
Eine Verdoppelung aller Variablen würde den Zustandsraum bei einer Ve-
rikation negativ beeinussen. Da keine nebenläugen Regionen zugelassen
sind und so immer maximal eine Transition schaltet, entfällt die Notwen-
digkeit von Double Buering, da keine Konikte beim Zugri auf Variablen
auftreten können. Auch dieser Performanzvorteil spricht für den Verzicht auf
nebenläuge Regionen.
Dieses gilt nur für lokale Variablen. Wird auf eine Variable global von
mehreren Threads aus zugegrien, ist dies Teil der modellierten Spezikation
und der Anwender trägt die Verantwortung dafür, so zu modellieren, dass
ungewollte Konikte nicht auftreten.
9
Auf anderen Abstraktionsebenen spielen Zyklen für den Echtzeitbereich eine wichtige
Rolle. Allerdings ist z. B. der Takt eines Kommunikationsprotokolls ggf. selbst Gegenstand
des Modells, nicht aber der Semantik.
50 KAPITEL 2. MODELLIERUNG VON ECHTZEITSYSTEMEN
Zustandsdiagramm i
schaltet
Ereignisse
einreihen
Ereignis
entnehmenSystemstabilZeit vergeht
[alle Schlangen leer] [Schlange i nicht leer]
[Ereignis liegt vor]
Abbildung 2.7: Semantik eines Systems von Zustandsdiagrammen
Ein wichtiges Prinzip innerhalb von objektorientierten Zustandsdiagram-
men ist Run-to-Completion: Ein neues Ereignis wird erst verarbeitet, wenn
alle vorausgegangenen Ereignisse komplett verarbeitet wurden. In [EW00]
ist dieses erfüllt, da auch die Ereignismengen jedes Zustandes dupliziert wer-
den. Neue Ereignisse werden daher erst nach einem Schritt wirksam. Aber
auch ohne Double Buering ist Run-to-Completion in Abwesenheit synchro-
ner Ereignisse gewährleistet, wenn die Berechnung der Menge der schalten-
den Transitionen abgeschlossen ist, bevor neue Ereignisse auftreten können,
so wie es in dieser Arbeit der Fall ist.
Informelle Semantikbeschreibung. Wir beschreiben zunächst den gro-
ben Ablauf innerhalb eines Systems von Zustandsdiagrammen. Später gehen
wir detaillierter auf den Ablauf innerhalb einer Zustandsmaschine ein. Es
wird dabei von folgenden Annahmen ausgegangen (siehe Abb. 2.7):
² Zeit vergeht nur, wenn alle Ereigniswarteschlangen leer sind. Das Sys-
tem bendet sich in einem stabilen Zustand.
² Wenn ein zeitlich getriggertes Ereignis eintritt, wird das System insta-
bil. Durch das Ereignis können Aktionen ausgelöst werden, die weitere
Ereignisse auslösen können. Diese Ereignisse können an beliebige Zu-
standsdiagramme (auch an das eigene) gerichtet sein. Sie werden hinten
in die Ereigniswarteschlange eingefügt und ebenfalls abgearbeitet. Im
instabilen Zustand vergeht keine Zeit.
² Sollten in dieser Phase mehrere Zustandsdiagramme Ereignisse in ihrer
Warteschlange aufweisen, wird ein Zustandsdiagramm nichtdeterminis-
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tisch ausgewählt, um das erste Ereignis der ausgewählten Warteschlan-
ge zu behandeln. Dieser Nichtdeterminismus wird als vom Modellierer
bewusst speziziert angenommen.
² Sind alle Ereigniswarteschlangen aller Zustandsdiagramme leer, kehrt
das System in den stabilen Zustand zurück. Dieser Zustand kann nur
durch zeitlich getriggerte Ereignisse verlassen werden. Spontane Ereig-
nisse einer nicht modellierten Umgebung werden nicht behandelt.
Unterschiede zur Semantik von [EW00]:
² Es werden hier Ereigniswarteschlangen statt Ereignismengen verwen-
det. Dies ist näher am Standard, ohne dass vom Konzept einer Anforde-
rungssemantik abgerückt werden muss. Completion-Ereignisse erhalten
dabei gegenüber anderen Ereignissen eine höhere Priorität. Ansonsten
gibt es keine Prioritätsabstufungen zwischen Ereignissen.
² Completion-Ereignisse werden auch bei einfachen Zuständen schon mit
deren Betreten ausgelöst, um von ihnen abzweigende, triggerlose Tran-
sitionen zu ermöglichen.
² Es wird kein Double Buering verwendet. Dieser Mechanismus vergrö-
ÿert den Zustandsraum mit der Verdopplung aller Variablen, löst aber
nicht das Problem von Nichtdeterminismus bei mehrfachen Schreibzu-
grien.
² Es werden hier weder ein synchrones Zeitmodell, noch die dynamische
Objektbehandlung berücksichtigt. Im anvisierten Anwendungsbereich
der Robotersteuerung werden in aller Regel weder Steuerungskompo-
nenten erst zur Laufzeit aktiviert/deaktiviert, noch kann die Verarbei-
tung von Ereignissen auf diskrete Zeitpunkte beschränkt werden. Sollte
die dynamische Objektbehandlung zur Modellierung einer fortschritt-
lichen Steuerung nötig sein, lieÿe sich die Lösung, alle Strukturen von
Beginn an anzulegen und deren Aktivierungszustand über entsprechen-
de boolesche Variablen zu verwalten, leicht umsetzen.
Ablauf in einem Zustandsdiagramm. Zu Beginn werden der Zustand
root und danach rekursiv alle untergeordneten Startzustände als aktiv ge-
kennzeichnet, d.h die Menge init¤(root) bildet die Startkonguration des Zu-
standsdiagramms. Eine Transition gilt als aktiviert, wenn der Quellzustand
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aktiv ist, das auslösende Ereignis e der Ereigniswarteschlange zur Bearbei-
tung entnommen wird und die Transitionsbedingung erfüllt ist. Da mögli-
cherweise mehrere Transitionen aktiviert werden, die den gleichen Quellzu-
stand verlassen, können Konikte auftreten. Dieses kann ebenfalls auftreten,
wenn die aktiven Zustände hierarchisch ineinander geschachtelt sind. Da in
dieser Arbeit keine Diagramme mit nebenläugen Regionen existieren, sind
mehrere aktive Transitionen in einem Zustandsdiagramm immer im Konikt.
Die UML-Semantik sieht vor, dass Zustände, die weiter unten in der Hier-
archie stehen, Priorität haben. Wenn Transitionen von demselben Zustand
ausgehen, wird nichtdeterministisch ausgewählt.
Wenn eine Transition schaltet, werden die in a enthaltenen Aktionen aus-
geführt. Zunächst werden dann alle Zustände als inaktiv markiert. Der Ziel-
zustand stg und alle seine Oberzustände, bis hin zum Wurzelzustand, werden
aktiv. Wenn stg kein einfacher Zustand ist, wird der Startzustand, der ihm
untergeordnet ist, ebenfalls aktiv. Dies gibt auch für alle weiteren unterge-
ordneten Startzustände, d.h. alle Zustände init¤(stg) werden aktiv.
Im UML-Standard wird als Datenstruktur für die Verarbeitung von Er-
eignissen eine Warteschlange favorisiert. Die genaue Realisierung wird aber
nicht weiter speziziert, so dass auch beispielsweise Ereignisse mit Prioritäten
zulässig wären. Solange die Ereigniswarteschlange gefüllt ist, werden Ereig-
nisse nach und nach abgearbeitet. Dabei wird ein neues Ereignis erst zur
Verarbeitung freigegeben, wenn die Verarbeitung des vorherigen Ereignisses
vollständig abgeschlossen ist (Run-to-Completion).
Abschlieÿend wird die bisherige informelle Semantikbeschreibung durch
einige formale Denitionen präzisiert. Diese Semantik orientiert sich an [EW00]
und übernimmt dort verwendete Denitionen, soweit sie im Kontext dieser
Arbeit sinnvoll sind. An bestimmten, oben beschriebenen Stellen wird von
der dort denierten Semantik abgewichen.
Die Grundlage der Semantikdenition ist eine Kripke-Struktur mit Zeit-
erweiterung (Clock Labelled Kripke Structure, im Folgenden kurz CLKS). Sie
ist ein Tupel (V ar;Act;¡!; ci; ¾0), die aus folgenden Komponenten besteht:
V ar enthält eine Menge von Variablen und Act eine Menge von Aktionen.
V ar umfasst modellspezische Variablen, die aus dem Zustandsdiagramm
übernommen werden, aber auch Standardvariablen, deren Bedeutung sich
aus der Konstruktion des Transitionssystems ergibt. Dazu gehören die Va-
riable cfg, welche die Menge der aktiven Zustände des Zustandsdiagramms
beinhaltet, und die Variable inp, welche eine Warteschlange von Ereignissen
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enthält.
Die Relation ! deniert Übergänge zwischen Wertzuweisungen der Va-
riablen, die mit Aktionen aus Act beschriftet sind. Mit ¾
A
¡! ¾
0
wird ein
Übergang von der Wertezuweisung ¾ zur Wertezuweisung ¾0 beschrieben,
der die Aktionen A µ Act auslöst. Diese Beschriftung A kann die Aktionen
der Transition, die durch ihr Schalten den Übergang bewirkt hat, enthalten.
Zulässig ist auch die Beschriftung mit einer Zeitspanne ±, wenn es sich um
einen zeitlichen Schritt handelt.
Startzustand des Transitionssystems ist die Wertezuweisung ¾0. ¾0(cfg)
enthält alle Zustände, die sich durch Verfolgung der Default-Transitionen
ergeben. Auÿerdem ist first(¾0(inp)) = ;, d. h. die Ereigniswarteschlange
ist zu Beginn leer, und alle Uhren sind auf 0 initialisiert.
Wertezuweisungen ¾ können mit der Funktion ci Invarianten zugewiesen
werden. Für jede Transition, die von einem Zustand aus cfg abgeht und eine
zeitliche Bedingung c ¸ n aufweist, wird ein c · n der Invariante hinzugefügt.
Die Invariante ergibt sich aus der Konjunktion der Bestandteile.
Wir denieren zunächst eine lokale Semantik bezogen auf ein Zustands-
diagramm und setzen daraus später eine Gesamtsemantik zusammen.
2.2.1.2 Denition lokale Semantik eines Zustandsdiagramms
Die Übergangsrelation ¡! des CLKS setzt sich aus den Relationen ¡!time,
¡!change und ¡!superstep zusammen [EW00]. Der Übergang ¡!time model-
liert das Verstreichen von Zeit. Mit ¡!change tritt eine Änderung der Ein-
gangsvariablen auf - entweder aufgrund eines Umgebungsereignisses oder ei-
nes Timeouts. Dieses führt zu einem ¡!superstep, der Reaktionen auf die
Änderungen umsetzt. Die Übergänge ¡!change und ¡!superstep erfolgen da-
bei gemäÿ einer Anforderungssemantik zeitlos. Ein Superstep ist wiederum
in Einzelschritte ¡!step unterteilt. Somit ergeben sich folgende Sequenzen:
A
¡! =
±
¡!
time
;¡!change; A¡!
superstep
A
¡!
superstep
=
A1
¡!
step
: : :
An
¡!
step
:
Dabei gilt A = A1[¢ ¢ ¢[An. Auÿerdem enden die Einzelschritte in einem
stabilen Zustand mit first(¾0(inp)) = ;.
54 KAPITEL 2. MODELLIERUNG VON ECHTZEITSYSTEMEN
Zeitlicher Schritt. Alle Uhren cl 2 Clk werden um ein ± erhöht, wenn für
alle Zwischenwerte ² die Invarianten ci gültig sind, d.h. die Invarianten
werden zu keinem Zeitpunkt im Verlauf der Zeit verletzt:
¾
±
¡!
time
¾0 , ¾0 = ¾[cl=¾(cl) + ±] ^ 8² 2 [0; ±] : ci¾00
mit ¾00 = ¾[cl=¾(cl) + ²]:
Nicht zeitliche Veränderung. Möglich sind neue Ereignisse, spontane Än-
derungen von Umgebungsvariablen und Timeouts:
¡!change=¡!event [ ¡!value [ ¡!timeout :
Spontanes Ereignis. Es wird ein neues Ereignis E aufgenommen. Anders
als in [EW00] wird hier angenommen, dass Ereignisse in einer Warte-
schlange verwaltet werden:
¾ ¡!event ¾0 , ¾0 = ¾[inp=insert(¾(inp); E)]:
.
Spontane Wertänderungen. Werteänderungen lassen die aktuelle Kon-
guration cfg und die Ereigniswarteschlange unverändert. Derartige
Werteänderungen können von anderen Komponenten verursacht wer-
den.
¾ ¡!value ¾0 , ¾ 6= ¾0 ^ ¾(cfg) = ¾0(cfg) ^ ¾(inp) = ¾0(inp)
.
Timeout. Bei einem Timeout ist kein zeitlicher Schritt mehr möglich, da z.
B. eine zeitgetriggerte Transition schalten muss.
¾ ¡!timeout ¾0 , ¾ = ¾0 ^ @¾00 ¾ ¡!time ¾00:
Schritt. Es wird eine Transition T¤ ausgewählt, die schaltet. Dabei wird
auch die Transitionsbedingung g berücksichtigt. Da wir keine orthogonalen
Zustände betrachten, kann jeweils nur eine einzelne Transition schalten, näm-
lich genau eine derjenigen Transitionen mit der höchsten Priorität in der ge-
gebenen Konguration. Sollte keine Transition schalten können, ist T¤ = ;.
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Die Funktion nextconfig berechnet die neue Konguration nach dem Transi-
tionsübergang T¤. Dazu wird der Quellzustand der ausgewählten Transition
und alle davon hierarchisch abhängigen Zustände aus der Konguration ent-
fernt und der Zielzustand mit allen umschlieÿenden Zuständen und den per
Default-Transition aktivierten Unterzuständen hinzugefügt:
¾
A
¡!
step
¾0 , :empty(¾(inpid)) ^ A = act(T¤)
^¾0 = ¾00[cfg=nextconfig(¾(cfg); T¤);
inp=insert(compl; pop(¾(inpid)));^
x2¾0(cfg)n¾(cfg)
tmrx=0]:
¾00 ergibt sich dabei aus der Auswertung der Aktionen:
¾00 = eval¾(act(T¤)):
Die Variablen tmrx sind Uhren, welche die Verweildauer innerhalb eines Zu-
standes beschreiben. Sie werden auf 0 zurückgesetzt.
Weiterhin ist compl ein Completion-Ereignis, das ausgelöst wird. Wechselt
ein Zustandsdiagramm in eine Konguration, in der ein Completion-Ereignis
auftritt, wird dieses in inp eingefügt. Wird ein einfacher Zustand s betreten,
wird dessen Completion-Ereignis
p
s erzeugt. Wird ein Endzustand finals
betreten, wird das Completion-Ereignis des übergeordneten Zustandes
p
s
generiert:
8s 2 cfg ^ s =2 cfg0 ) ps = first(¾(inp))
wenn type(s) = BASIC _ (type(s) = OR ^ finals 2 cfg)g:
Die Variable cfg bezeichnet dabei die aktuelle Konguration und cfg0 die
Vorgängerkonguration. Anders als bei [EW00] löst hier auch das Betreten
eines einfachen Zustands ein entsprechendes Completion-Ereignis aus. Damit
sind auch triggerlose Transitionen möglich, die von einfachen Zustände weg-
führen. Weitere Ereignisse können durch Auswerten der Aktionen mit eval
erzeugt werden.
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2.2.1.3 System von Zustandsdiagrammen
Dem Ansatz von [EW00] folgend, werden Kennungen id 2 OID für jedes
Objekt mit einem enthaltenen Zustandsdiagramm eingeführt. Die Kennungen
werden verwendet, um die diagrammspezischen Variablen zu indizieren. Ein
Objekt id besitzt damit eine Konguration cfgid, eine Ereigniswarteschlange
inpid, lokale Uhren tmrs;id und lokale Variablen vid. An der Schrittdenition
ändert sich im wesentlichen nur, dass zwischen unterschiedlichen Objekten
id unterschieden wird:
¾
Aid
¡!step ¾
0 , :empty(¾(inpid)) ^ Aid = act(Tid¤)
^¾0 = ¾00[cfgid=nextconfig(¾(cfgid); Tid¤); inpid=insert(compl; pop(¾(inpid)));^
x2¾0(cfgid)n¾(cfgid)
tmrx;id=0]:
Die Wertezuweisung ¾00 ergibt sich wie oben aus der Auswertung der
Transitionsaktionen. Um Ereignisse an andere Zustandsdiagramme zu ver-
schicken, wird die Funktion eval wie folgt erweitert:
eval¾(send id:signal) = ¾[inpid]=insert(signal; inpid)]
Die Denition eines zeitlichen Schrittes
±
¡!
time
ändert sich kaum, auÿer
dass jetzt die Uhren aller Zustandsdiagramme einbezogen werden müssen.
Die Denition von ¡!change ist in einem System von Zustandsdiagram-
men nicht mehr notwendig, da Änderungen jetzt nicht mehr spontan auftre-
ten, sondern von anderen Zustandsdiagrammen bewirkt werden. Das Auf-
treten von spontanen Ereignissen wird nicht mehr berücksichtigt, da wir für
die Verikation ein geschlossenes System brauchen. Alle Ereignisse aus der
Umwelt sollen dabei Teil des Modells werden.
Ein Superstep gilt als abgeschlossen, wenn eine stabile Konguration vor-
liegt, d.h. alle Ereigniswarteschlangen sind leer:
¾
A
¡!
superstep
¾0 , ¾ A1¡!
step
: : :
An
¡!
step
¾0^8id 2 OID : first(¾0(inp)) =
; mit A = A1 [ ¢ ¢ ¢ [ An.
Damit ist die Beschreibung der hier verwendeten Sequenz- und Zustands-
diagramme abgeschlossen. Bevor darauf aufbauend ein automatisches Ana-
lyseverfahren entwickelt wird, wird das Thema Modellierung in eine weitere
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Richtung vertieft. Danach wird die Dynamik-Analyse in Kapitel 3 ausführlich
behandelt.
2.3 Modellierung von speziellen Anwendungs-
gebieten
Bisher bezog sich die Modellierung auf allgemeine UML-Modelle. Werden
UML-Modelle für einen bestimmten Anwendungsbereich erstellt, stellt sich
oft heraus, dass es spezische Konstrukte gibt, die dort immer wieder auf-
tauchen und die sich schlecht mit dem Kern der UML erfassen lassen. Dieses
Kapitel widmet sich der anwendungsspezischen Anpassung von UML. Es
stellt da, wie die Entwicklung eines Prols helfen kann, prägnante Modelle
zu erstellen und wie damit die Voraussetzung für eine automatische Analyse
geschaen wird, die später beschrieben wird.
Es wird hier die Erstellung eines Prozessmodells für das Echtzeitbetriebs-
system QNX untersucht. Dabei wird ein statisches Architekturmodell einge-
führt, das die Verbindung von Prozessen über Kanäle darstellt. Das interne
Verhalten von Threads wird durch Zustandsdiagramme modelliert. Im fol-
genden Abschnitt werden die QNX-spezischen Konstrukte beschrieben, die
bei einer Modellierung berücksichtigt werden sollen. Danach wird darauf auf-
bauend ein UML-Prol deniert, das eine solche Modellierung ermöglicht.
2.3.1 Das Echtzeitbetriebssystem QNX
QNX ist ein Echtzeitbetriebssystem, dessen Threads feste Prioritäten haben
und vollständig unterbrechbar sind [Krt99]. Es ist ein Microkernel-Betriebs-
system, das aus einem kleinen Kernbereich, welcher die minimal erforderli-
che Menge von Diensten für den Betrieb des Systems zur Verfügung stellt,
und einer Menge von kooperierenden Prozessen besteht. Jeder Prozess ent-
hält wenigstens einen ausführbaren Thread (maximal sind 32767 Threads für
einen Prozess möglich). Sowohl Prozesse als auch Threads besitzen eindeu-
tige Identier und können dynamisch erzeugt und beendet werden. Threads
werden durch ThreadCreate() erzeugt.
Für die Kommunikation zwischen Threads stellt QNX insbesondere Mes-
sage-Passing zur Verfügung. Message-Passing ist eine synchrone, blockierende
Kommunikationsform. Ein sendender und ein empfangender Thread werden
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Abbildung 2.8: Zustände eines Threads beim Message-Passing
solange blockiert, bis beide Kommunikationspartner zum Informationsaus-
tausch bereit sind. Dann wird eine Nachricht direkt von einem Adressraum
in den anderen kopiert. Die Blockierung des Senders wird durch eine bestä-
tigende Antwort aufgehoben.
Die Kommunikation wird mit bestimmten Anweisungen eingeleitet. Ein
Client-Thread, der eine Nachricht an einen Server versenden möchte, setzt ein
MsgSend() ab, um die Kommunikation einzuleiten. Er blockiert solange, bis
der Empfänger ein MsgReceive() sendet, die Nachricht verarbeitet und mit
einem abschlieÿenden MsgReply() die Blockierung endgültig aufhebt. Der
Client-Thread durchläuft dabei einem send- und reply-blockierten Zustand
(Abb. 2.8).
Wenn ein Server-Thread ein MsgReceive() sendet, blockiert dieser eben-
falls solange, bis ein Client zur Synchronisation bereit ist und einMsgSend()
generiert. Der Kommunikationsvorgang wird wie oben durch einMsgReply()
des Servers beendet.
Message-Passing ndet nicht direkt von Thread zu Thread, sondern über
Kanäle statt. Ein Kanal wird von einem Server-Thread mit ChannelCreate()
erzeugt. Client-Threads, die diesem Server eine Nachricht senden wollen, ver-
binden sich mit ConnectAttach() mit diesem Kanal.
Kanäle ordnen Servern Nachrichten unter Erhaltung der Reihenfolge zu.
Jeder Kanal enthält drei Warteschlangen, in denen Threads abhängig von
ihrem Blockiert-Zustand einsortiert werden (Abb. 2.9).
² Receive¡Queue: Diese enthält Server-Threads, die auf eine Nachricht
warten.
² Send¡Queue: In dieser Warteschlange werden Client-Threads gespei-
chert, die eine Nachricht gesendet haben, die aber noch nicht empfangen
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Abbildung 2.9: Warteschlangen eines Kommunikationskanals
wurde.
² Reply ¡ Queue: Diese Warteschlange enthält Client-Threads, die eine
Nachricht gesendet haben, die empfangen, aber noch nicht beantwortet
wurde.
Folgende Befehle nden unter QNX beim Message-Passing Anwendung: Zu-
nächst sendet ein Client den Befehl sts = MsgSend(coid; smsg; rmsg). Da-
bei bezeichnet sts eine Statusmeldung der Antwort (ok oder Fehler), coid
den Kanal, smsg die Anfrage des Clients und rmsg einen Zeiger auf die
spätere Antwort des Servers. Ein Server leitet die Kommunikation durch
rcvid = MsgReceive(chid; rmsg;msg_info) ein: Er erwartet eine Nachricht
vom Kanal chid, die unter der Adresse rmsg gespeichert wird.msg_info ent-
hält Informationen über den Client und rcvid ist eine Kennung der Anfrage,
die für die Rücksendung benötigt wird. Der Kanal ordnet Client und Server
einander zu. Die Kommunikation wird vom Server mit MsgReply(rcvid; sts;
smsg) beendet. Die Antwort wird über die Anfragenkennung rcvid zugeord-
net und die Server-Antwort smsg für den Client in seinen Adressraum unter
rmsg kopiert.
Neben dem synchronen, blockierenden Message-Passing gibt es in QNX
einen Kommunikationsmechanismus mit nicht blockierenden Nachrichten,
den so genannten Pulsen. Diese werden eher im Sinne eines UML-Ereignisse
als zur Nachrichtenübertragung benutzt. Hierfür stehen die Anweisungen
MsgSendPulse() undMsgReceivePulse() zur Verfügung. Sie verfügen über
die gleichen Parameter wie die einfachen MsgSend()- und MsgReceive()-
Befehle. Pulse werden auch durch ein MsgReceive() empfangen. Da Pulse
nicht beantwortet werden, bleibt die Antwortkennung rcvid unbelegt. Im Un-
terschied zum Message-Passing werden Pulse asynchron verschickt, d.h. der
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Abbildung 2.10: Prioritäten-Warteschlangen
Client-Thread blockiert nicht. Anders als UML-Ereignisse wird ein Puls in
der Send-Queue des Kanals solange zwischengespeichert, bis ein Thread ein
MsgReceive() oder MsgReceivePulse() sendet.
Jedem Thread ist für das Scheduling eine Priorität zugeordnet, die in
QNX zwischen 1 und 63 liegen kann. Anhand dieser Priorität trit der Sche-
duler eine Entscheidung, welchem Thread Rechenzeit zugebilligt wird. Der
Scheduler wählt immer denjenigen Thread aus, der die höchste Priorität hat.
Threads gleicher Priorität werden in eine Warteschlange ihrer Prioritätsstufe
einsortiert (Abb. 2.10).
Die Ausführung des Threads, der gerade den Prozessor nutzt, wird zeit-
weise unterbrochen, sobald ein Kernel-Call wie zum Beispiel ein MsgSend()
aufgerufen wird. Ändert sich der Ausführungszustand eines Threads, wird ei-
ne neue Scheduling-Entscheidung getroen. Ein Wechsel des auszuführenden
Threads ndet in folgenden Fällen statt:
² Der laufende Thread blockiert, da er auf das Auftreten eines Ereignisses
warten muss (zum Beispiel auf die Antwort eines Servers bei Message-
Passing). Der Thread wird dann aus der Prioritätenwarteschlange ent-
fernt. Sobald der Thread nicht mehr blockiert ist, wird er erneut an das
Ende der Warteschlange seiner Priorität angefügt.
² Ein Thread mit höherer Priorität wird in die Prioritäten-Warteschlange
eingefügt. Dieses tritt zum Beispiel auf, wenn nach einer Kommunika-
tion die Blockierung des Threads wieder aufgehoben wird.
² Der laufende Thread gibt durch die Anweisung sched_yield() den Pro-
zessor frei. Der Thread wird an das Ende der Warteschlange seiner
Priorität verschoben.
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Beim Message-Passing ist noch eine Besonderheit zu beachten. Damit Client-
Anfragen an einen Server mit der richtigen Priorität bearbeitet werden, wird
die Client-Priorität an den Server vererbt. Dieses beugt dem Problem der
Priority Inversion vor [Krt99]. Nachdem die Anfrage beantwortet wurde,
wird der Server auf seine ursprüngliche Priorität zurückgesetzt.
2.3.2 Modellierung von QNX-Anwendungen
Um eine möglichst weitreichende Analyse zu ermöglichen, wird eine explizite
Präzisierung der Modellierung benötigt. In der UML sind dafür Stereotypen
vorgesehen. Diese Stereotypen werden wie Marken verwendet, deren Anwen-
dung auf UML-Elemente zu einer Spezialisierung ihrer Bedeutung führt. Eine
Menge solcher Stereotypen für einen bestimmten Anwendungsbereich kann
zu einem UML-Prol zusammengefasst werden. Im Folgenden wird ein Prol
zur Beschreibung von Kommunikationsstrukturen in QNX eingeführt und als
Prol für QNX-Anwendungen bezeichnet. Bei der Auswahl der Konstrukte,
die in das Prol aufgenommen werden, sind vor allem die Kriterien aus-
reichende Ausdrucksstärke, Analysierbarkeit und intuitive Verwendbarkeit
maÿgeblich.
UML-Prol für QNX-Anwendungen. Die UML ist geeignet, eine Viel-
zahl von Systemen zu modellieren. Natürlich stöÿt auch eine relativ mäch-
tige Sprache angesichts der Komplexität realer Systeme an ihre Grenzen,
zumal wenn der Sprachumfang überschaubar gehalten werden soll. Für spezi-
elle Anwendungsgebiete werden derartige Lücken mit Hilfe von so genannten
Prolen gefüllt. Beispielsweise sind die Möglichkeiten zur Modellierung von
Echtzeitsystemen im UML-Kern begrenzt. Mit dem Prol für Schedulability,
Performance and Time [Obj05] wurde ein erster Versuch von der OMG unter-
nommen, dieses wichtige Feld für die UML zu erschlieÿen. Allerdings bleibt
das Prol unter den Möglichkeiten, die beispielsweise die ROOM-Methode
[SGW94a] bietet, so dass es als erster Schritt verstanden werden sollte. Für
eine spezischere Modellierung ist eine weitere Verfeinerung notwendig, die
sich an den Charakteristika des Anwendungsbereiches orientiert. Dieses ist
insbesondere nötig, wenn das Modell Ausgangspunkt für eine automatisierte
Verikation ist. In diesem Abschnitt wird exemplarisch ein Prol entwickelt,
das Sprachelemente aus QNX darstellt. In Kapitel 3 wird dargestellt, wie
darauf aufsetzend automatisch veriziert werden kann.
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Kennzeichnend für UML-Prole ist, dass sie den UML-Kern im wesentli-
chen unangetastet lassen. D.h. Änderungen am UML-Metamodell werden
möglichst konservativ betrieben, da es die Grundlage für die Implemen-
tierung von UML-Werkzeugen liefert. Werden in einem Prol am UML-
Metamodell Änderungen vorgenommen, ist die Verwendung von Standard-
werkzeugen praktisch ausgeschlossen: Wird beispielsweise eine zweite Art
eines Default-Konnektors für Zustandsdiagramme eingeführt, lässt sich das
mit dem bisherigen UML-Metamodell nicht vereinbaren und alle aktuellen
Werkzeuge wären erst nach einer Erweiterung seitens der Hersteller einsetz-
bar. Daher sollten sich UML-Prole auf die standardmäÿigen Erweiterungs-
mechanismen der UML beschränken. Es handelt sich dabei um
Stereotypen (engl. Stereotypes): Sie können auf beliebige Elemente des
UML-Metamodells angewendet werden. Sie geben dann diesem Mo-
dellelement eine neue, spezielle Bedeutung.
Eigenschaftswerte (engl. Tagged Values): Sie können für ein bestimmtes
Stereotyp festgelegt werden und enthalten spezische Werte. Beispiels-
weise kann für Tasks festgelegt werden, dass sie Ausführungszeiten ent-
halten.
Einschränkungen (engl. Constraints): Können die Verwendung von Ste-
reotypen beliebig einschränken. Es kann z.B. deniert werden, dass in
einem konsistenten Modell die Ausführungszeit eines Task kleiner sein
muss, als dessen Deadline.
Viele UML-Werkzeuge unterstützen diese Erweiterungsmechanismen durch
die freie Einführung beliebiger Stereotypen und damit verbundener Eigen-
schaftswerte und Einschränkungen. Daher lassen sich oft Prole, die sich auf
diese Mechanismen beschränken, direkt mit Standardsoftware umsetzen.
Ziel der Modellierung im Zusammenhang dieser Arbeit ist eine Darstel-
lung von Prozessen, Tasks und deren Kommunikationsbeziehungen (Applika-
tionsstruktur) und eine Abstraktion des reaktiven Verhaltens von Software-
komponenten. Die statische Architektur einer Anwendung kann mit Vertei-
lungs- bzw. Komponentendiagrammen sowie eingebetteten Objektdiagram-
men dargestellt werden. Für die Beschreibung des dynamischen Verhaltens
der einzelnen Threads bieten sich Zustandsdiagramme an. Die Darstellung
von Echtzeitaspekten wird dabei durch eine verfeinerte semantische Spezi-
kation der entsprechenden Objekte mittels einzuführender Stereotypen und
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Abbildung 2.11: Metamodell für die Prozessmodellierung
Eigenschaftswerten realisiert. Mit den hier eingeführten Stereotypen ist je-
weils ein QNX-Konstrukt verbunden, das die Grundlage der semantischen
Interpretation darstellt. D.h. ein Stereotyp sollte so interpretiert werden, wie
sich sein Gegenstück im QNX-Kontext verhält.
Prozesse und Kommunikationsstruktur. In standardisierten Prolen
der OMG wird der Gebrauch von Stereotypen durch die Angabe einer ab-
strakten Syntax eingeschränkt. Eine solche Syntax wird als Klassendiagramm
(Metamodell) dargestellt.
Die Prozesssicht, wie sie hier deniert ist, enthält Prozesse, die Threads
enthalten und auf einem Hardware-Knoten laufen. Prozesse benutzen zur
Kommunikation Kanäle. In Abbildung 2.11 ist ein Metamodell dazu angege-
ben.
Das Stereotyp << node >> bezeichnet Hardware-Knoten. Sie stellen
physisch unabhängige Rechnerressourcen dar, die einen eigenen Prozessor
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zur Verarbeitung von Prozessen bzw. Threads und einen eigenen Scheduler
besitzen.
Jeder Prozess (<<process>>) enthält mindestens einen Thread. Maxi-
mal kann jeder Prozess gemäÿ den Vorgaben von QNX aus 32767 Threads
bestehen. Zur Kommunikation werden einem Prozess Kanäle (Channels) und
Verbindungen (Connections) zugeordnet.
Jeder Thread << thread >> hat einen Namen, eine global eindeutige
Kennnummer und einen Prioritätswert für das Scheduling. Bei der Kommu-
nikation können Threads eine Sender- oder eine Empfängerrolle einnehmen
(auch beides gleichzeitig), wenn sie als Client oder Server agieren. Server-
Threads sind in der Lage, eine beliebige Anzahl von Kanälen<< channel >>
zu erzeugen. Sie werden ebenfalls eindeutig durch eine Kennnummer iden-
tiziert. Kanäle können zur Kommunikation genutzt werden, sobald ande-
re Threads eine Verbindung << connection >> mit ihnen eingegangen
sind. Es sind auch Kommunikationsverbindungen zwischen Threads mög-
lich, die Hardware-Grenzen überschreiten. Kanäle und Verbindungen wer-
den von Threads erzeugt, aber den übergeordneten Prozessen zugeordnet.
Die Erzeugung von Kanälen und Verbindungen, sowie von Prozessen und
Threads, kann mit Hilfe von UML-Abhängigkeiten, die mit dem Stereotyp
<< create >> versehen sind, dargestellt werden. Der Startprozess eines
Knotens und der Main-Thread eines Prozesses darf nicht so gekennzeichnet
werden, da sie automatisch erzeugt werden.
Dynamisches Verhalten der Threads. Das dynamische Verhalten von
Threads wird durch Zustandsdiagramme dargestellt. Es wird angenommen,
dass eine Folge von internen Aktionen unsichtbar innerhalb eines Zustan-
des stattndet, solange sie keinen Einuss auf das Kommunikationsverhalten
hat. Aktivitäten, die umfangreiche Berechnungen enthalten, werden auf ihren
zeitlichen Eekt reduziert dargestellt
10
. Alle anderen, die Kommunikation be-
einussenden Anweisungen, werden an Zustandsübergängen notiert. Dieses
sind im Wesentlichen Kommunikationsbefehle, Anweisungen zur Erzeugung
von Objekten oder zur Veränderung von Variablenwerten, sowie Transitions-
bedingungen. Schleifen können durch Zyklen modelliert werden.
10
In [Fir04] wird beschrieben, wie sich Slicing-Techniken zur Abstraktion einsetzen las-
sen. Denkbar wäre die Anwendung dieser Technik, um aus Quellprogrammen automatisch
diese Darstellung zu gewinnen. Berücksichtigt werden müssten insbesondere Variablen, die
in Transitionsbedingungen verwendet werden.
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preempt/yield(),statechange
READY
/MsgReply(),statechange
MsgSend()/statechange
REPLY blocked
SEND blocked
RECEIVE blocked
RUNNING
execute
MsgReply()/statechange
/MsgSend(),statechange
/MsgReceive(),statechange
MsgReceive()
ThreadCreate()/statechange
Abbildung 2.12: Zustände eines Threads
66 KAPITEL 2. MODELLIERUNG VON ECHTZEITSYSTEMEN
Zusätzlich müssen implizit alle Zustände betrachtet werden, in denen sich
ein Thread bei der Kommunikation, beim Scheduling und bei der Prozes-
sornutzung benden kann. Es ist nicht notwendig, dass ein Benutzer dafür
Zustandsdiagramme anlegt, da sie automatisch ergänzt werden. Abbildung
2.12 zeigt das Threadmodell aus QNX [Krt99] als Zustandsdiagramm. Ein
Thread konsumiert Prozessorzeit, wenn er sich im Zustand Running ben-
det. Nur in diesem Zustand kann eine Kommunikation initiiert werden. Da-
her beginnen die Kommunikationszyklen für Clients und Server im Zustand
Running. In Folge einer Kommunikation durch Message-Passing wird ein
Thread blockiert. Nach einem Nachrichtenaustausch wird ein Thread erneut
in die Warteschlange der ausführbaren Tasks einsortiert und ein Scheduling
ausgelöst.
Jeder Wechsel des Ausführungszustandes eines Threads (Ready;Running
und Blocked ) bewirkt eine neue Scheduling-Entscheidung. Daher wird an
jedem entsprechenden Zustandsübergang eine statechange-Aktion ausgelöst.
Der Scheduler unterbricht dann den gerade laufenden Thread mit der Akti-
on preempt und wählt den nächsten Thread nach dem Scheduling-Verfahren
aus. Dessen Ausführung wird durch execute gestartet. Wenn ein Thread ex-
plizit den Prozessor durch die Anweisung yield() freigibt, muss ebenfalls
eine neue Scheduling-Entscheidung durch statechange herbeigeführt wer-
den. Dieses geschieht ebenso bei der Erzeugung eines neuen Threads (Aufruf
ThreadCreate()). Alle oben genannten Aktionen bzw. Ereignisse sind Calls
bzw. Call Events. Sie triggern synchron Transitionen in internen, nicht mo-
dellierten Zustandsdiagrammen (Scheduler und Channels) oder in anderen
Thread-Diagrammen. Dabei werden auch Parameter übergeben.
Der Anwender erstellt eine Abstraktion des Quellprogramms, indem im
Wesentlichen Kommunikationsaktionen des Message-Passings und Aktivi-
täten mit ihrem Zeitverbrauch dargestellt werden. Bei der Transformati-
on in ein ausführbares System von Zeitautomaten für die Verikation wird
dann (automatisiert) eine Ergänzung der benötigten Zwischenzustände für
die Kommunikation stattnden.
Um die zeitliche Wirkung einer Aktivität zu modellieren, wird der Eigen-
schaftswert exectime für die Ausführungszeit von Anweisungen eingeführt.
Diese Ausführungszeit wird als Worst-Case-Execution-Time (WCET) inter-
pretiert. Für eine präzisere Modellierung lassen sich ebenfalls minimale und
maximale Grenzen der Ausführungszeit mitminExectime undmaxExectime
angegeben.
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A1
ModellSpäterer CodeAusführungszeiten
1
9
2
23
3
17
NanoSleep(100);
~~~~~~~~~~~~
~~~~~~~~~~~~
~~~~~~~~~~~~
~~~~~~~~~~~~
~~~~~~~~~~~~
~~~~~~~~~~~~
~~~~~~~~~~~~
~~~~~~~~~~~~
~~~~~~~~~~~~
~~~~~~~~~~~~
~~~~~~~~~~~~
~~~~~~~~~~~~
~~~~~~~~~~~~
~~~~~~~~~~~~
~~~~~~~~~~~~
~~~~~~~~~~~~
~~~~~~~~~~~~
MsgReceive(1,1); 
mem = 10010;
MsgReply(1,0);
 mem = 10010
/ReceiveMessage(1,1); 
/ReplyMessage(1,0);
/Sleep(100)
{exectime=10}
{exectime=25}
{exectime=20}
A2
A3
Abbildung 2.13: Beispiel für ein abstraktes Programm
Kommunikationsaktionen werden an Zustandsübergängen eingetragen. Die
Laufzeiten, die ein bestimmtes Betriebssystem zur Initiierung der Kommu-
nikation benötigt, sind beim Zeitverbrauch der vorgelagerten Aktivitäten zu
berücksichtigen, soweit sie ins Gewicht fallen. In Abbildung 2.13 ist auf der
linken Seite dargestellt, wie eine aus dem Quellprogramm gewonnene Ab-
straktion aussieht.
Folgende Aktionen ermöglichen die prägnante Modellierung von Kom-
munikation auf UML-Ebene, d.h. es handelt sich um Beschriftungen, die in
Zustandsdiagrammen verwendet werden:
SendMessage(chid; data) Diese Aktion führt zum kompletten Durchlauf ei-
nes Sendezyklus von einem Client-Thread (MsgSend()¡MsgReceive()¡
MsgReply()). Der Parameter chid enthält die Kennnummer eines Ka-
nals. Hier und im Folgenden steht data jeweils für Nutzdaten, die ver-
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sendet werden. Dabei ist auch die Angabe eines geteilten Speicherbe-
reichs statt konkreter Daten zulässig.
ReceiveMessage(chid) Diese Aktion versetzt einen Server-Thread in einen
Wartezustand für Anfragen. Der Parameter chid wird wie oben ver-
wendet.
ReplyMessage(chid; sts; data) Mit der Aktion ReplyMessage() beantwor-
tet ein Server eine Anfrage eines Clients und hebt dessen Blockierung
auf. Die Statusvariable sts enthält einen Wert für einen Fehlerstatus.
Die Angabe data ist optional.
Y ield() Dieser Befehl entspricht der QNX -Anweisung schedY ield() eines
Threads, mit der Rechnerressourcen zurückgegeben werden können.
SendPulse(chid) Die Anweisung entspricht dem Befehl MsgSendPulse()
zum Versenden eines Pulses. Pulse dienen als Trigger für Aktionen des
Kommunikationspartners. Als Parameter wird die Kanalkennnummer
chid angegeben.
ReceivePulse(chid) Dieses entspricht demQNX -BefehlMsgReceivePulse()
zum Empfangen eines Pulses über einen Kanal mit der Kennnummer
chid.
Sleep(sec) Der Befehl Sleep() modelliert die Nanosleep()-Anweisung aus
QNX. Hiermit blockiert der Thread für sec Zeiteinheiten.
CreateProcess(namep) Diese Anweisung dient dem dynamischen Starten ei-
nes anderen Prozesses auf dem gleichen Hardware-Knoten. Dieser Pro-
zess ist durch nameP identizierbar.
CreateThread(tid) Dieser Befehl startet einen anderen Thread des gleichen
Prozesses. Durch tid ist der Thread eindeutig identiziert.
CreateChannel(chid) Die Anweisung CreateChannel() erzeugt einen Chan-
nel mit der Kennnummer chid, um einen Nachrichtenempfang zu er-
möglichen.
AttachConnection(chid) Mit AttachConnection() wird eine Verbindung zu
einem Channel chid aufgebaut.
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Weiterhin sind Zuweisungen an den Transitionsübergängen zulässig. Diese
Zuweisungen an Variablen können dazu benutzt werden, um einen Schlei-
fenzähler zu realisieren oder um Shared-Memory-Daten zu modellieren. Die
genaue Syntax möglicher Zuweisungen ist von der gewählten Analyseme-
thode abhängig. In diesem Fall werden nur Ausdrücke unterstützt, die vom
Verikationswerkzeug direkt analysierbar sind. Daher wird die genaue Syn-
taxbeschreibung auf Kapitel 3 verschoben. Im Wesentlichen sind einfache
Zuweisungen an ganzzahlige und boolesche Variablen zulässig. In ähnlicher
Weise lassen sich diese Variablen in Bedingungen an Transitionen verwenden.
Wie in der UML üblich, wird davon ausgegangen, dass jedes Zustands-
diagramm über einen besonders markierten Startzustand verfügt. Falls ein
Thread terminiert, kann dem Diagramm ein Endzustand hinzugefügt werden.
Dieser Zustand darf dann keine ausgehenden Transitionen besitzen. Je Zu-
standsübergang darf nur eine Kommunikationsaktion notiert werden. Diese
kann mit Bedingungen oder Variablenmanipulationen kombiniert werden.
Denition von Tasks. Bei Echtzeitanwendungen soll veriziert werden,
ob Tasks ihre Deadlines einhalten. Dazu ist es notwendig, innerhalb einer
Denition eines Threads Anfang und Ende eines bestimmten Tasks zu de-
nieren. Dies ist insbesondere dann notwendig, wenn innerhalb eines Threads
mehrere Tasks implementiert werden. Um diese Zuordnung für den Anwender
möglichst exibel zu halten, können beliebige Anweisungen mit den beiden
Stereotypen << trigger >> und << response >> deniert werden. Die-
se kennzeichnen Beginn und Ende eines Task und werden an Transitionen
notiert. Eine Verknüpfung von Taskaktivierung und -ende ndet über den
Eigenschaftswert taskName statt. Mit Hilfe des Eigenschaftswertes deadline
können zeitliche Anforderungen in das Modell integriert werden. Abbildung
2.14 verdeutlicht dieses Konzept. Zur Vereinfachung fehlen in diesem Beispiel
die üblichen Transitionsbeschriftungen. Es werden dort zwei Tasks deniert:
Der rechte Zweig beschreibt einen regulären Ablauf und der linke die Be-
handlung einer Notfallsituation.
2.3.3 Beispiel
Die Anwendung des oben beschriebenen Prols wird an einem Beispiel ver-
deutlicht, das durch den Sonderforschungsbereich 562 motiviert ist. Ziel des
SFB ist die Weiterentwicklung von Robotern mit parallelen Kinematiken,
d.h. Strukturen, in denen die Antriebe selbst nicht bewegt werden, sondern
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Idle handleException
switchOff
calPosition
writeData
«trigger»
«response»
«trigger»
«response» «response»
taskName=Exception
taskName=controlCycle,
deadline=125
taskName=Exception
taskName=ExceptiontaskName=controlCycle,
Abbildung 2.14: Denition von Tasks durch Trigger und Response
Abbildung 2.15: Prototypischer Versuchsträger eines Parallelroboters
fest mit einer Basis verbunden sind. Ein prototypischer Versuchsträger wird
in Abbildung 2.15 gezeigt.
Die Steuerung besteht aus den vier Prozessen Programm, Bahnplanung,
Regelung und Monitor. Ein zusätzlicher Prozess wickelt die Kommunikation
über Firewire ab. Alle Prozesse enthalten einen Thread main, dem jeweils
eine Priorität zugeordnet ist. Die Prozesse kommunizieren über Kanäle. Die
statische Anwendungsarchitektur ist in Abbildung 2.16 dargestellt.
Das Verhalten eines Threads wird als Zustandsdiagrammmodelliert (Abb.
2.17 und 2.18). Der Programm-Thread besitzt eine Liste von hintereinander
auszuführenden Bewegungen. Ein Programm sendet Aktionsprimitive an die
Bahnplanung. Aktionsprimitive werden abstrakt als Daten in Nachrichten
verschickt. Mit der Kommunikationsaktion SendMessage() wird eine Nach-
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<<connection>>
<<connection>>
<<connection>>
<<connection>>
tid = 1 tid = 2
priority = 40
tid = 5
priority = 50
priority = 30
tid = 3
priority = 20
tid = 4
priority = 5
<<channel>>
<<process>>
<<thread>>
<<node>>
main :
main : main :
main :
main :
C1 :
C2 :
C3 :
C4 :
Firewire :
<<channel>>
<<process>>
<<thread>>
Regelung :
<<thread>>
<<process>>
<<channel>>
Monitor :
<<channel>>
<<process>>
<<thread>>
<<thread>>
Bahnplanung :
<<process>>
Programm :
Steuerungssystem :
Abbildung 2.16: Architektur der Robotersteuerung
richt an den Kanal C1 verschickt. Aus diesem Kanal liest die Bahnplanung
das aktuelle Aktionsprimitiv. Mit ReceiveMessage() und ReplyMessage()
wird die Kommunikation zum Programm-Thread abgeschlossen.
In der Bahnplanung wird ein zeitintensiver Berechnungsvorgang gestar-
tet. In dieser Zeit bendet sich die Kontrolle im Zustand B3. Anhand der
Istdaten, modelliert durch die globale Variable ddtdata (Shared Memory),
und den empfangenen Daten werden feinere Bewegungsdaten (Solldaten) für
den Roboter berechnet (Operation hier vereinfacht als Addition dargestellt)
und über den Kanal C2 an die Regelung geschickt.
Alle 125 Zeiteinheiten werden über die Firewire-Schnittstelle die Istdaten
aktualisiert. Der Takt wird dabei mit einer Sleep()-Anweisung modelliert.
Auÿerdem übermittelt der Thread die Solldaten aus dem Shared Memory an
den Roboter. Die Regelung empfängt neue Solldaten und startet mit einen
Puls den Monitor, der die Roboterbewegung überwacht. Hat der Monitor
seine Aufgabe beendet, aktiviert er seinerseits mit einem Puls den Programm-
Thread.
In diesem Beispiel soll das Einhalten der Deadline des gesamten Pro-
grammzyklus veriziert werden. Vom Beginn des ersten Aktionsprimitivs im
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Steuerungssystem_Bahnplanung_main
{deadline = 4000}{max_exectime=300}
{min_exectime=280}
B3
/SendMessage(ch:2,data: data)
{response_name = deadline1}
<<response>>
{trigger_name = deadline1}
<<trigger>>
{exectime=20}
{exectime=10}
{exectime=10}
{exectime=10}
{max_exectime=100}
{min_exectime=80}
/ReplyMessage(rcv:1, sts:0)
/ReceiveMessage(ch:1, rcv:1)
A2A1
A4
A5
B1 B2
A3
/SendMessage(ch:1,data:3100) /SendMessage(ch:1,data:0033)
{exec_time=20} {exec_time=10}
/ReceivePulse(ch:4)
/ReceivePulse(ch:4)
data := receivedata + ddtdata
ddtdata := 0,
mdtdata := 0
Steuerungssystem_Programm_main
Abbildung 2.17: Verhaltensmodellierung des Programm-Threads und der
Bahnplanung
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{exec_time=450}
Steuerungssystem_Regelung_main
Steuerungssystem_Monitor_main Steuerungssystem_Firewire_main
/SendPulse(ch:4)
/SendPulse(ch:3)
/ReceiveMessage(ch:2, rcv:1)
{exec_time=20}
mdt_data := receivedata
/ReplyMessage(rcv:1, sts:0),
/ReceivePulse(ch:3)
D2
E1D1
C1 C2 C3
{exectime=20} {exectime=10} {exectime=30}
{exec_time=500}
{exec_time=25}
Sleep(100)
/ddt_data := mdt_data,
Abbildung 2.18: Verhaltensmodell von Regelung, Monitor, Firewire
Programm (Trigger) bis zum Ende des zweiten (Response) dürfen in diesem
Beispiel maximal 4000 Zeiteinheiten vergehen. Die Verikation kann automa-
tisch mit dem in Abschnitt 3.4 beschriebenen Verfahren durchgeführt werden.
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Kapitel 3
Dynamische Analyse
Die formale Analyse von Echtzeitsystemen kann auf vielfältige Weise vorge-
nommen werden. In der Literatur werden zahlreiche Formalismen beschrie-
ben, die aufgrund ihrer Berücksichtigung von Zeit prinzipiell geeignet sind.
Einen sehr guten Überblick über den aktuellen Stand der Forschung gibt
[Wan04]. Besonders verbreitet zur Modellierung von Echtzeitsystemen sind
Zeitautomaten. Zeitautomaten erlauben eine intuitive Modellierung mit ei-
nem Netzwerk von Prozessen, deren internes Verhalten durch eine Erwei-
terung von endlichen Automaten beschrieben wird. Zeitvariablen und da-
von abhängige Invarianten und Transitionsbedingungen stellen den Zeitbezug
her. Synchronisationsaktionen und globale Variablen erlauben die Verknüp-
fung von Prozessen. Grenzen bei der Modellierung groÿer Systeme werden u.
a. durch fehlende Konstrukte zur hierarchischen Untergliederung gesetzt.
Ein Formalismus kann nur als Grundlage für die Analyse von dynamischen
UML-Modellen dienen, wenn er in einem Werkzeug implementiert wurde. In
[Wan04] werden Werkzeuge aufgelistet, mit denen Echtzeitsysteme formal
analysiert werden können. Die Leistungsfähigkeit dieser Werkzeuge ist gene-
rell schwer zu bewerten, da der Aufwand bei einer Verikation stark von der
Analyseaufgabe abhängt. Spezialisierte Datenstrukturen zur ezienten Spei-
cherung des Zustandsraums liefern für einige Beispiele sehr gute Ergebnisse,
können sich aber für andere Aufgaben als völlig ungeeignet erweisen.
In dieser Arbeit wird der Model-Checker UPPAAL benutzt. UPPAAL
zeichnet sich gegenüber anderen Model-Checkern für Zeitautomaten nicht
nur durch besonders eziente Algorithmen aus. Als vorteilhaft hat sich auch
eine durchgängige Weiterentwicklung des Werkzeugs erwiesen, die auch noch
in jüngster Zeit Performancevorteile erreichen konnte. Die graphische Ober-
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äche hat diesem Werkzeug eine vergleichsweise groÿe Nutzergemeinde ver-
schat. Insbesondere Studenten wird dadurch der Einstieg erleichtert. Auch
wenn diese Arbeit unabhängig von einer graphischen Benutzeroberäche für
Zeitautomaten ist, protiert sie indirekt davon, da die groÿe Nutzergemein-
de schnell Fehler des Werkzeugs aufdeckt und zur Stabilität von UPPAAL
beiträgt.
In diesem Kapitel werden zunächst Zeitautomaten vorstellt, mit denen
dankWerkzeugunterstützung Echtzeitsysteme analysiert werden können. Da-
nach wird dargestellt, wie sich dieser Formalismus im Rahmen der UML
nutzen lässt.
3.1 Zeitautomaten als formale Notation
Zeitautomaten (timed automata) sind eine Erweiterung von endlichen Au-
tomaten. Sie sind eine formale Notation zur Modellierung und Verikation
von Echtzeitsystemen. Aufbauend auf den grundlegenden Arbeiten von Alur
und Dill [AD94] wurden mehrere Model-Checker implementiert, die Zeitau-
tomaten als Eingabesprachen nutzen [Yov97, LPY97]. Diese Werkzeuge sind
maÿgeblich für die praktische Anwendung von Zeitautomaten.
Im ursprünglichen Ansatz von Alur und Dill sind Zeitautomaten als endli-
che Büchi-Automaten konzipiert worden, die um Variablen erweitert wurden,
deren reelle Werte Zeit repräsentieren. Zeitvariablen können in Bedingungen
an den Transitionen verwendet werden und erlauben so zeitabhängige Zu-
standswechsel. In einer Variante, den Timed Safety Automaten, werden Inva-
rianten an Zuständen eingeführt, mit denen auf intuitive Weise ein Übergang
in einen anderen Zustand erzwungen werden kann. Timed Safety Automaten
sind in Werkzeugen wie UPPAAL [LPY97] und Kronos [Yov97] implemen-
tiert. Im Folgenden beziehen wir uns auf diese Variante.
3.1.1 Zeitautomaten
Zeitautomaten sind eine Erweiterung von endlichen Automaten. Sie bestehen
aus beschrifteten Zuständen und Transitionen. In den Beschriftungen kann
Bezug auf Zeitvariablen genommen werden, die reelle Werte enthalten. Diese
Uhren laufen mit der gleichen Geschwindigkeit, d.h. sie divergieren nicht und
können bei Transitionsübergängen auf 0 zurückgesetzt werden.
In Zustandsbeschriftungen werden Uhren verwendet, um Invarianten zu
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u<=5
u==5
u:=0
Abbildung 3.1: Automat mit Uhr
formulieren. Beispielsweise wird ein mit u · 5 beschrifteter Zustand spätes-
tens verlassen, wenn die Uhr u den Wert 5 erreicht. Weiterhin werden Uhren
in Transitionsbedingungen verwendet. Die Bedingung u = 5 lässt einen Tran-
sitionsübergang nur zum Zeitpunkt 5 zu, erzwingt ihn aber nicht. Nur die
Kombination der Invariante u · 5 und der Transitionsbedingung u = 5 si-
chert ein Schalten genau zum Zeitpunkt 5 (Abb. 3.2). Danach wird die Uhr
zurückgesetzt. Wie lange im rechten Zustand verweilt wird, ist unbestimmt.
Potentiell wird dieser Zustand unendlich lange eingenommen.
Ein Zeitautomat enthält eine Menge reellwertiger Uhren C und eine Men-
ge von Aktionen §. Eine Bedingung wird konjunktiv aus Beschränkungen von
Uhren zusammengesetzt: c » n, mit c 2 C, »2 f·; <;=; >;¸gund n 2 N:
G(C) sei die Menge von Bedingungen. Im Folgenden werden knapp die zen-
tralen Denitionen aus [AD96] zusammengefasst.
Denition Zeitautomat. Ein Zeitautomat ist ein Tupel hN; l0; E; Ii mit
einer endlichen Menge N von Zuständen, einem Startzustand l0 2 N , einer
Menge von Transitionen E 2 N £G(C)£ §£ 2c £N und einer Abbildung
von Zuständen auf Invarianten: I : N ! G(C). Transitionen werden mit
l
g; a; r
! l
0
bezeichnet, wenn hl; g; a; r; l0i 2 E. Dabei ist l der Quell- und l0 der
Zielzustand. Die Transition kann unter der Bedingung g genommen werden
und löst dabei die Aktion a aus. Uhren aus der Menge r werden dabei auf
Null zurückgesetzt.
Um komplexe Systeme zu modellieren, können sie in ihre Prozesse zer-
legt dargestellt werden. Das Gesamtverhalten ergibt sich aus der parallelen
Komposition, die sowohl das wechselseitige Auslösen von Aktionen in den
Komponenten zulässt (Interleaving-Semantik), als auch die Synchronisation
über Aktionen kennt.
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Semantik von Zeitautomaten. Die Semantik eines Zeitautomaten wird
über ein unendliches Transitionssystem deniert, in dem ein Zustand den
aktuellen Kontrollzustand und die Werte der Uhren im System wiedergibt.
Es gibt zwei Übergänge von einem Zustand des Transitionssystems in einen
anderen [AD96]:
² Ein zeitlicher Übergang. Es vergeht Zeit, was sich darin äuÿert, dass die
Werte aller Uhren um einen bestimmten Wert d synchron vergröÿert
werden. Es ndet kein Wechsel des Kontrollzustandes statt. Sei l der
aktuelle Zustand und u die gültige Belegung aller Uhren. Ein solcher
Übergang kann nur stattnden, wenn weiterhin die Zustandsinvariante
gilt, d.h. sowohl u als auch (u+ d) erfüllen I(l).1 Formal wird dann ein
solcher Übergang deniert als:
hl; ui d! hl; u+ di
mit d 2 R+.
² Eine Transition schaltet. Die Werte der Uhren aus u bleiben unver-
ändert, es sei denn, sie werden explizit zurückgesetzt, wenn sie in r
enthalten sind: u0 = [r 7! 0]u. Auÿerdem muss u die Transitionsbe-
dingung g und u0 die Invariante des Zielzustandes I(l0) erfüllen. Unter
diesen Bedingungen löst die Transition l
g; a; r
! l
0
folgenden Übergang
aus:
hl; ui a! hl
0; u0i
Diese beiden Schritte können ausgehend von einem Startzustand beliebig oft
ausgeführt werden, solange kein Deadlock auftritt.
hl0; u0i d1!
a1
! hl1; u1i
d2
!
a2
! hl2; u2i
d3
!
a3
! hl3; u3i : : :
Besonders interessant bei der Analyse von Zeitautomaten ist die Erreich-
barkeit von bestimmten Zuständen. Ein Zustand hl; ui ist erreichbar, wenn
hl0; u0i ¤! hl; ui. Verallgemeinert ausgedrückt ist ein Zustand l unter einer
1
Aufgrund der Struktur der Zeitbedingungen gilt eine Invariante dann auch für alle
zeitlichen Zwischenwerte.
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Zeitbedingung Á erreichbar, wenn hl; ui erreichbar ist und u die Bedingung Á
erfüllt. Mit Hilfe von Erreichbarkeitsprüfungen können auch Invarianten des
Systems überprüft werden, indem die verbotene Eigenschaft der Negation
der Invarianten entspricht. Beispielsweise können so Sicherheitseigenschaften
eines Systems analysiert werden.
3.1.2 Zeitautomaten in UPPAAL
Die theoretischen Erkenntnisse über Zeitautomaten wurden in funktionsfä-
hige Implementierungen umgesetzt. Bedeutung haben vor allem die beiden
Werkzeuge UPPAAL [LPY97] und Kronos [Yov97] erlangt. Insbesondere UP-
PAAL wurde seit der ersten Version im Jahre 1995 in einer Kooperation der
Universitäten von Uppsala und Aalberg beständig weiterentwickelt.
Es ist mittlerweile mit einer komfortablen Oberäche versehen, die Un-
terstützung bei der Modellierung, Simulation und Verikation von Systemen
bietet. Das Dateiformat wurde auf XML umgestellt, was den Datenaustausch
vereinfacht. Vor allem sind die Verbesserungen der Performance zu Gute ge-
kommen, so dass die Gröÿe der verizierbaren Modelle beständig gestiegen
ist.
Ein Grund UPPAAL gegenüber anderen Werkzeugen den Vorzug zu ge-
ben, sind syntaktische Vorteile, welche die Modellierung vereinfachen. So
können in Bedingungen nicht nur Uhren verwendet werden, sondern sie kön-
nen auch mit Ausdrücken ganzzahliger Variablen gemischt werden. Weitere
Besonderheiten sind urgent Channels/Locations und committed Locations.
Dahinter verbergen sich Konstrukte, die einen sofortigen Transitionsüber-
gang erzwingen. Sie werden weiter unten im Detail beschrieben. Auÿerdem
bietet UPPAAL einiges an syntaktischem Zucker wie z.B. Arrays von ganz-
zahligen Variablen und Uhren. Im Folgenden beschränken wir uns daher auf
die Beschreibung von UPPAAL und konzentrieren uns auf die Konstrukte,
die später verwendet werden.
UPPAAL modelliert Echtzeitsysteme als Netzwerk von Zeitautomaten.
Jeder Zeitautomat repräsentiert einen Prozess, der parallel zu den anderen
abläuft. Ein System von n parallelen Prozessen wird über einen Komposi-
tionsoperator zu einem Gesamtsystem A1j : : : jAn verbunden. Dieser Opera-
tor entspricht dem CCS Operator für eine parallele Komposition. Die Kom-
munikation geschieht mit einer Synchronisation komplementärer Aktionen,
die von auÿen nicht beobachtet werden kann. Es wird über einen Kanal a syn-
chronisiert, wenn Transitionen mit den entgegengesetzten Aktionen a! und
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a? gemeinsam schalten. Eine Aktion kann nur mit genau einer komplemen-
tären Aktion synchronisieren. Von auÿen ist diese Kommunikation nicht zu
beobachten.
In neueren Versionen von UPPAAL ist diese Art der Synchronisation
durch eine zweite ergänzt worden. In diesem Fall kann eine mit a! beschrif-
tete Transition mit beliebig vielen a? synchronisieren, d.h. sie kann sowohl
unabhängig von anderen Transitionen schalten, als auch zusammen mit un-
beschränkt vielen a?. Daher wird diese Kommunikationsart bei UPPAAL als
Broadcast bezeichnet. Umgekehrt benötigt ein a? weiterhin ein zugeordnetes
a!, um schalten zu können.
Die Kommunikationsarten werden in Abbildung 3.2 verdeutlicht. Seien
die Prozesse A; B; C und D parallel geschaltet. Wenn a als einfacher Kanal
ohne Broadcast benutzt wird, können folgende Prozesse zusammen schal-
ten: fA;Cg; fA;Dg;fB;Cg oder fB;Dg: Wird der Broadcast-Mechanismus
verwendet, ergeben sich ausschlieÿlich die folgenden Möglichkeiten der Syn-
chronisation: fA;C;Dg oder fB;C;Dg:
Prozess E kann allein nur schalten, wenn a als Broadcast-Kanal gekenn-
zeichnet ist. Allerdings reicht eine erfüllte Bedingung nicht aus, um zu erzwin-
gen, dass die Transition tatsächlich genommen wird. Es ist aber in UPPAAL
möglich, einen Kanal als urgent zu kennzeichnen. In diesem Fall schaltet
die Transition ohne Zeitverzug, sobald die Bedingung true wird. An solchen
Transitionen sind allerdings keine Bedingungen zulässig, die Uhren enthal-
ten, da sich dieses nicht mit dem Berechnungsmodell von UPPAAL verträgt.
Kanäle, die urgent sind, sind besonders hilfreich, wenn sie mit Bedingungen
über ganzzahlige Variablen verknüpft sind. Nur so lässt sich eine sofortige
Reaktion auf die Änderung von ganzzahligen Variablen realisieren.
UPPAAL erlaubt es, Felder von verschiedenen Konstrukten wie Varia-
blen, Uhren und Konstanten zu denieren. Es können auch Felder von Kanä-
len deniert werden. Mit b[1] wird dann ein Kanal b mit dem Index 1 be-
zeichnet. Die Prozesse F und G schalten in Abbildung 3.2 nur gemeinsam,
wenn i = j gilt. Andernfalls schaltet nur F , wenn b ein Broadcast-Kanal ist.
Ist b ein einfacher Kanal, kann keine Transition schalten.
Da der Index auch durch eine Variable angegeben werden kann, ergeben
sich Möglichkeiten zur prägnanteren Modellierung. Beispielsweise kann der
Index mit einer Kennnummer eines bestimmten Prozesses übereinstimmen,
an den man so Anfragen adressieren kann.
Neben der synchronen Kommunikation über Kanäle gibt es in UPPAAL
die Möglichkeit, asynchron über globale Variablen zu kommunizieren. Ande-
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A
B
C
D
E F
G
a!
a!
a?
a?
a!
k>=3
b[i]!
b[j]?
Abbildung 3.2: Kommunikation über Kanäle
rerseits können Variablen auch lokal zu einem bestimmten Prozess deniert
werden.
In [Möl02] wird die Semantikdenition von oben an die Version der Zeitau-
tomaten von UPPAAL angepasst. Dabei steht der Aspekt der Aufteilung von
Zeitautomaten in kommunizierende Prozesse im Vordergrund. Im Folgenden
werden die Denitionen dieser Quelle genutzt, um die UPPAAL-Semantik zu
beschreiben.
Die Semantik eines Netzwerks von Zeitautomaten wird deniert, indem
ein Transitionssystem deniert wird, dessen Zustände Vektoren von Kontroll-
zuständen enthalten:
­
¹l; u
®
. Es gibt wiederum die Möglichkeit, entweder einen
Übergang zu einem anderen Zustand des Transitionssystems zu machen, in-
dem man Zeit verstreichen lässt (synchrones Vergröÿern der Uhrenwerte)
oder es kann eine Transition des Zeitautomaten schalten, wodurch Aktionen
ausgelöst werden.
Die Regel für das Verstreichen von Zeit ist sehr ähnlich der eines Zeitau-
tomaten ohne parallele Prozesse. Im Unterschied zu oben muss allerdings für
jede Komponente i überprüft werden, ob die neuen Zeitwerte der Uhren die
Invarianten erfüllen, d.h. (u+ d) 2 V I(li). Unter dieser Bedingung ist dann
folgender analoger Übergang möglich [Möl02]:
­
¹l; u
® d
!
­
l; u+ d
®
Da in UPPAAL eine Transition ohne Synchronisation oder zwischen kom-
plementären Aktionen a! und a? nicht von auÿen zu beobachten ist, wird die
unsichtbare Aktion ¿ eingeführt. Existiert eine lokale Transition li
g; ¿; r
! l
0
i,
die keine zu synchronisierende Aktion enthält, führt ein Übergang zu einer lo-
kalen Aktualisierung des Kontrollvektors (l0 = l[li=l0i]) und zum Zurücksetzen
der Uhren in r (u0 = [r 7! 0]u). Diese Schritte nden unter der Vorausset-
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zung statt, dass die Transitionsbedingung erfüllt ist (u 2 g) und nach einem
Übergang keine Invariante verletzt ist (u0 2 I(l0i) ^
V
k 6=i I(lk)). Unter diesen
Bedingungen ergibt sich der Übergang:
­
l; u
® ¿
!
­
l0; u0
®
Findet eine Synchronisation zwischen zwei Prozessen statt, ergibt sich ein
Übergang gleicher Form. Voraussetzung sind zwei Transitionen li
gi; a!; ri
! l
0
i
und lj
gj; a?; rj
! l
0
j, die von aktiven Zuständen in unterschiedlichen Prozessen
ausgehen und über den Kanal a synchronisieren können. Im Kontrollvektor
werden beide Zustände durch ihre jeweiligen Nachfolger ausgetauscht (l0 =
l[li=l
0
i; lj=l
0
j]) und die Uhren zurückgesetzt (u
0 = [ri [ rj 7! 0]u), wenn die
Transitionsbedingungen erfüllt sind (u 2 gi ^ gj) und die neuen Invarianten
Gültigkeit haben (u0 2 I(l0i) ^ I(l0j)
V
k 6=i;j I(lk)).
Neben Uhren gibt es in UPPAAL auch ganzzahlige Variablen. Beide Sor-
ten von Variablen können in Feldern zusammengefasst werden. Ganzzahli-
gen Variablen und Felder können an Transitionen neue Werte in Form von
Ausdrücken zugewiesen werden. Um diese Erweiterung in der Semantik zu
erfassen, reicht es, die Zuweisungsfunktion u auf die benutzten ganzzahligen
Variablen auszuweiten. Da ganzzahlige Variablen nicht nur auf 0 aktualisiert
werden, muss bei synchronisierten Transitionen eine Reihenfolge festgelegt
werden. In UPPAAL ist festgelegt, dass die Aktualisierungen auf der Seite
von a! Vorrang vor denen auf der Seite von a? haben. Damit ergibt sich zu-
nächst u¤ = ([ri 7! f(u)]u) und dann u0 = ([rj 7! f(u¤)]u¤). Besteht ein rx
aus mehreren Zuweisungen, werden diese von links nach rechts ausgewertet,
wobei jeweils auf die dann gültige Variablenbelegung Bezug genommen wird
und Änderungen sofort wirksam werden.
Ebenso wie Kanäle können Zustände in UPPAAL als Urgent oder als
Committed gekennzeichnet werden. Urgent-Zustände werden ohne Zeitverlust
wieder verlassen. Eine auf 0 initialisierte Zeitvariable c und die Invariante
c <= 0 leisten dasselbe.
Committed-Zustände hingegen lassen sich mit den vorhandenen Kon-
strukten nicht so einfach nachbilden. Sie erzwingen nicht nur das zeitlose
Verlassen eines Zustands, sondern geben darüber hinaus von solchen Zustän-
den abzweigenden Transitionen Priorität über andere Transitionen. Sie schal-
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ten sozusagen etwasschneller als zeitlos. Alle Committed-Zustände werden
verlassen, bevor andere Zustände mit deren Transitionen betrachtet werden.
Sei C(l) die Menge der Committed-Zustände im Kontrollvektor. Im Tran-
sitionssystem kann nur dann ein zeitlicher Übergang erfolgen, wenn C(l) = ;.
Analoges gilt auch für Urgent-Zustände.
Eine Transition im Zeitautomaten eines Prozesses kann nur erfolgen, wenn
C(l) = ; oder wenn der Zustand, der verlassen wird, committed ist, d.h. li 2
C(l). Wenn sich zwei Prozesse über einen Kanal synchronisieren, reicht es,
wenn einer der beiden Quellzustände committed ist. Das heiÿt, eine synchrone
Aktion kann erfolgen, wenn C(l) = ; _ li 2 C(l) _ lj 2 C(l).
Verikationsanfragen. Für die Denition von Verikationsanfragen ver-
wendet UPPAAL, wie viele Werkzeuge, temporallogische Ausdrücke. Es wird
eine Untermenge von TCTL unterstützt, in der Quantoren nur auf der obers-
ten Ebene zu nden sind. Es werden die Pfadquantoren A (entspricht für
alle Pfade) und E (für mindestens einen Pfad) und innerhalb von Pfaden
die Quantoren [ ] (in jedem Zustand, immer) und h i (in mindestens einem
Zustand, irgendwann) benutzt. Seien P und Q boolesche Ausdrücke, die sich
auf Zustände, Variablen und Uhren beziehen. Dann sind folgende Ausdrücke
verizierbar:
² A [ ] P : Es muss auf allen Pfaden immer die Eigenschaft P gelten
(Abb. 3.3 oben links). Ist diese Eigenschaft verletzt, liefert UPPAAL
einen Pfad zu :P .
² E h i P : Es gibt einen Pfad, so dass irgendwann P gilt (Abb. 3.3 oben
rechts). UPPAAL kann einen Beispielpfad zu P generieren.
² A h i P : Es muss auf allen Pfaden irgendwann P gelten (Abb. 3.3 unten
links). Diese Eigenschaft wird widerlegt, sobald eine Schleife gefunden
wird, in der P nicht auftritt.
² E [ ] P : Es gibt einen Pfad, auf dem immer die Eigenschaft P gilt
(Abb. 3.3 unten Mitte). Diese Eigenschaft wird bewiesen, sobald ein
Pfad, der immer P aufweist, in einer Schleife endet.
² P ! Q : Es handelt sich um eine Kurzform für 8¤(P ) 8§Q), d.h.
nach einem P tritt zwangsläug auf jedem Pfad ein Q auf (Abb. 3.3
unten rechts).
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Abbildung 3.3: Temporallogische Ausdrücke
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Die Eigenschaften A [ ] P und E h i P sind eng verwandt:
A [ ] P , :E h i :P
Sie werden als Safety-Eigenschaften bezeichnet, da sie benutzt werden
können, um zu spezizieren, dass ein System keine verbotenen bzw. si-
cherheitskritische Zustände einnimmt. Weiterhin können bounded Liveness-
Eigenschaften überprüft werden. Darunter werden Eigenschaften verstanden,
die fordern, dass etwas innerhalb einer gewissen Zeit passiert sein muss. Da-
zu kann eine boolesche Hilfsvariable eingeführt werden, mit der vermerkt
wird, ob das geforderte Ereignis schon eingetreten ist. Zur Überprüfung von
bounded Liveness wird dann die Invariante veriziert, dass entweder dieses
Ereignis schon eingetreten ist oder die zeitliche Grenze noch nicht erreicht
wurde.
Die anderen drei Eigenschaften A h i P , E [ ] P und P ! Q gehören zur
Klasse der unbounded Liveness-Eigenschaften. Sie erfordern bei der Verika-
tion generell einen höheren Aufwand.
Es konnte hier nur ein knapper Überblick über Zeitautomaten gegeben
werden. Für eine ausführliche Beschreibung sei auf [AD94, AD96] verwiesen.
Die semantischen Besonderheiten von UPPAAL werden in [Möl02] behandelt.
UPPAAL selbst wird in [LPY97] vorgestellt. Allerdings ist diese Beschreibung
mittlerweile überholt. Die aktuellen syntaktischen Möglichkeiten entnimmt
man oft am besten der Online-Hilfe des Werkzeugs.
3.2 Abbildung von Systembeschreibungen
Wir beschäftigen uns zunächst mit der Transformation von Systemen, die mit
UML-Zustandsdiagrammen modelliert werden, in Zeitautomaten. Bei einer
Verikation führt die Einführung jeder neuen Variable (zeitlich-kontinuierlich
oder ganzzahlig) zu einer Vergröÿerung des Zustandsraums. Daher sollte ei-
ne Implementierung mit der Einführung neuer Variablen sehr zurückhaltend
sein. Die im Folgenden vorgestellte Abbildung von UML-Konstrukten in Zeit-
automaten geht auf Optimierungsaspekte bezüglich der Reduzierung des Zu-
standsraum nur am Rande ein. Beispielsweise wird konzeptionell für jede
Zeitmarke jeweils eine neue Uhr eingeführt, auch wenn die Zeitmarke nur an
einer Stelle verwendet wird. In der Implementierung wurden Optimierungs-
möglichkeiten stärker berücksichtigt, auch wenn dieses an dieser Stelle nicht
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thematisiert wird, da es vor allem um die Darstellung des Konzeptes der Ab-
bildung in Zeitautomaten geht. Dieses gilt auch für den nächsten Abschnitt
3.3.
3.2.1 Beschreibung der Übersetzung
Die Übersetzung erfolgt in drei Phasen: Zunächst wird Hierarchie aus den
Zustandsdiagrammen entfernt. Dies ist erforderlich, da Zeitautomaten kei-
ne hierarchischen Konstrukte unterstützen. Danach werden die achen Zu-
standsautomaten in ein System von Zeitautomaten übersetzt. Im letzten
Schritt werden Automaten ergänzt, die den Ablauf zwischen den generier-
ten Automaten im Sinne der Semantik koordinieren.
3.2.1.1 Beseitigung von Hierarchie
Für jedes Zustandsdiagramm scobj =< Sbasic[Scomposite[Sfinal; I; T; L; child >
bestehend aus der Zustandsmenge S, den Startzuständen I, den Transitionen
T , den Transitionsbeschriftungen L und der Funktion child für Unterzustän-
de wird ein äquivalentes aches Zustandsdiagramm sc0obj =< S
0; I 0; T 0; L0;
child0 > erzeugt. Dabei bleiben die einfachen Zustände und die Endzustände
erhalten (S 0 = Sbasic [ Sfinal) und kein Zustand verfügt über Unterzustän-
de: 8s 2 S 0 : child0(s) = ;. Folgende Schritte werden zum Entfernen der
Hierarchie durchgeführt:
Startzustand. Die Funktion init¤ bildet einen zusammengesetzten Zu-
stand auf einen eindeutigen Startzustand ab, indem sie rekursiv vom Wur-
zelknoten an die Startzustände ermittelt, bis dieses kein zusammengesetzter
Zustand mehr ist. Ein aches Zustandsdiagramm enthält nur den Startzu-
stand I 0 = finit¤(root)g.
Behandlung von Transitionsbeschriftungen. Bevor wir die zusammen-
gesetzten Zustände aus den Zustandsdiagrammen entfernen, müssen wir ex-
plizite Uhren für zeitgetriggerte after -Transitionen einfügen. After -Transitionen
beziehen sich auf den Zeitpunkt des Betretens eines Zustands. Wenn eine
solche Transition von einem zusammengesetzten Zustand ausgeht, ist nach
dessen Entfernen unklar, zu welchem Zeitpunkt die Zeitmessung beginnt.
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FalscheUmwandlung!
Notwendig: Explizite Einführung von Uhren
Abbildung 3.4: Einführung expliziter Uhren für after -Transitionen
Daher werden alle zusammengesetzten Zustände ermittelt, die von einer af-
ter -Transition verlassen werden. An jeder Transition, die als Ziel einen sol-
chen zusammengesetzten Zustand oder einen seiner Unterzustände hat, wird
eine Uhr c explizit zurückgesetzt. An den after -Transitionen wird eine Refe-
renz auf diese Uhr eingefügt, indem Trigger der Form after(min;max) durch
after c(min;max) ersetzt werden (Abb. 3.4). Damit bleibt der Bezug zwi-
schen dem Zurücksetzen der Uhren und den after -Transitionen auch nach
Entfernung der Oberzustände erhalten.
Transitionen. Es werden alle Transitionen übernommen, mit Ausnahme
der Transitionen, die einen zusammengesetzten Zustand verlassen oder be-
treten.
² Eine Transition, die einen zusammengesetzten Zustand verlässt und
einen expliziten Trigger aufweist, wird für jeden untergeordneten, ein-
fachen Zustand kopiert. Dieser Zustand wird ihr als Ausgangszustand
zugewiesen.
² Wenn eine Transition zu einem zusammengesetzten Zustand führt, kann
diese Transition auf denjenigen einfachen Zustand umgeleitet werden,
den man erhält, wenn man rekursiv die untergeordneten Default-Tran-
sitionen verfolgt.
² Wenn eine triggerlose Transition einen zusammengesetzten Zustand
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verlässt, wird dessen Endzustand zu ihrem Quellzustand gemacht. Alle
anderen Transitionen werden nicht verändert.
Die UML-Semantik gibt Transitionen Priorität, deren Quellzustände sich
weiter unten in der Zustandshierarchie benden. Um dieses Prioritätsschema
beizubehalten, müssen alle Transitionen, die von zusammengesetzten Zustän-
den abzweigen, und die sich im Konikt (gleiches auslösendes Ereignis) mit
Transitionen einer höheren Priorität benden, mit der Konjunktion der Ne-
gation der Bedingungen dieser Transitionen versehen werden.
Damit sind alle Transitionen ersetzt worden, die von zusammengesetzten
Zuständen ausgehen. Daher können zusammengesetzte Zustände nun entfernt
werden.
3.2.1.2 Übersetzung von achen Zustandsdiagrammen nach UP-
PAAL
Wir gehen jetzt davon aus, dass ein aches Zustandsdiagramm vorliegt, aus
dem alle hierarchischen Zwischenzustände bereits entfernt wurden. Es soll
nun das ache Zustandsdiagramm scobj =< S; I; T; L; child > in ein äqui-
valentes System von Zeitautomaten taobj =< S
0; I 0; T 0; L0; V 0; C 0 > (mit den
ganzzahligen Variablen V und der Uhrenmenge C) übersetzt werden. Die-
ses wird für jedes Objekt obj 2 Obj durchgeführt. Dabei wird die Struktur
der Zustandsdiagramme so weit wie möglich erhalten, d.h. alle Zustände, der
Initialzustand und die Transitionen bleiben erhalten, wenn dies möglich ist.
Wir bezeichnen das Ergebnis dieser Transformation im Folgenden als Objekt-
automat .
Ganzzahlige Variablen und Uhren. Zusätzlich zu der Variablenmenge
V , die bereits in den Zustandsdiagrammen verwendet und übernommen wird,
werden für jedes Zustandsdiagramm drei neue Variablen eingeführt:
² Die Variable inobj enthält ein gesendetes Ereignis für ein Zustandsdia-
gramm, bevor es in dessen Warteschlange eingereiht wird. Ein Ereignis
wird dabei durch einen konstanten Wert repräsentiert.
² Die Variable outobj speichert ein gerade aktuelles Ereignis, während es
verarbeitet wird.
² Die boolesche Variable complobj signalisiert das Auftreten eines Com-
pletion-Ereignisses.
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c:=0 S1 S2
c<=max
c>=min
S2
c:=0 S1 after_c(min,max)
Abbildung 3.5: Übersetzung von after-Transitionen
Damit ergibt sich die Variablenmenge
V 0 = V [ finobj; outobj; complobjjobj 2 Objg:
Die Menge der Uhren C wird ebenfalls aus dem Zustandsdiagramm über-
nommen und später um eine Uhr für die globale Zeit und um weitere Uhren
zur Umsetzung von after -Transitionen erweitert.
After-Transitionen. Transitionen, die durch after -Ereignisse getriggert
werden, werden, wie in Abb. 3.5 gezeigt, übersetzt. Mit Hilfe einer neuen
Uhr c, die vor allen eingehenden Transitionen zurückgesetzt wird, einer In-
variante c · max am Zustand s1 und einer Bedingung c ¸ min an der
zeitgetriggerten Transition kann das Verhalten nachgebildet werden
2
. Wenn
eine after-Transition über eine weitere Bedingung g verfügt, kann es sein,
dass die von s1 ausgehende Transition nicht schalten kann. Aufgrund der
Invariante würde es zu einem Deadlock kommen, wenn die Maximalzeit der
after-Transition überschritten wird. Dieser Deadlock entspricht nicht dem
Verhalten auf UML-Ebene. Daher wird eine Kopie des Zustandes s1 ohne
Invariante und ohne Abbild der after -Transition erstellt. In diesem Zustand
ist gleiches Verhalten wie im Zustand s1 möglich. Lediglich der Zeitpunkt
des Schaltens der after -Transition wurde verpasst. Eine Transition mit der
Bedingung :g ^ (c ¸ min) von s1 zum neuen Zustand stellt sicher, dass es
zu keinem Deadlock kommt.
Ereignisse. Zeitlich getriggerte Ereignisse wurden bereits behandelt. Al-
le anderen Transitionen werden entweder von expliziten oder Completion-
Ereignissen
p
ausgelöst. Auf Ebene der Zeitautomaten wird das Schalten
von Transitionen durch die Einführung von Bedingungen, die sich auf die
2
Es wird an dieser Stelle darauf verzichtet, ein zeitliches Ereignis in eine Warteschlange
einzureihen. Wegen der zugrunde gelegten Semantik ist eine Warteschlange immer leer,
wenn ein zeitliches Ereignis ausgelöst wird und diese Ereignisse können daher immer direkt
verarbeitet werden.
90 KAPITEL 3. DYNAMISCHE ANALYSE
Ereignisse beziehen, beschränkt. Das aktuell aktive Ereignis ist dabei als
spezische Konstante jeweils in der Variable outobj gespeichert. Vorhandene
Bedingungen werden übernommen:
guard0(t) =
½
guard(t) ^ outobj == ce if event(t) = p
guard(t) ^ outobj == ev if event(t) = ev 6= p
Wenn als Transitionseekt das Versenden eines Ereignisses vorgesehen wird,
wird auf Ebene der Zeitautomaten die Aktionsliste um das Setzen der Ein-
gabevariable des Zielobjektes ergänzt.
actions(t) [ finobj := evg
Completion-Ereignisse. Ein Completion-Ereignis ist einem Zustand zu-
geordnet und kann nur von diesem Zustand ausgehende Transitionen aus-
lösen. Ist in diesem Moment die Transitionsbedingung nicht erfüllt, wird es
nicht an Transitionen mit niedrigerer Priorität weitergereicht, wie es bei an-
deren Ereignissen üblich ist. Trotzdem wird im Folgenden nicht zwischen
verschiedenen Completion-Ereignissen unterschieden. Der Grund dafür ist,
dass triggerlose Transitionen, die von zusammengesetzten Zuständen aus-
gehen, nach unserer Konstruktion in achen Zustandsdiagrammen von den
Endzuständen abzweigen, die ihrem zusammengesetzten Zustand zugeordnet
sind. Damit bleibt die Zuordnung zwischen Completion-Ereignis und zuge-
hörigem zusammengesetzten Zustand implizit erhalten, ohne dass es einer
Dierenzierung bedarf. Wird ein Completion-Ereignis ausgelöst, wird daher
die objektspezische boolesche Variable complobj auf true gesetzt. Dieses pas-
siert beim Betreten eines Endzustandes oder eines einfachen Zustandes.
Kontrolliertes Schalten der Transitionen. Jede Transition des ursprüng-
lichen Zustandsdiagramms muss mit einem Kontrollautomaten synchronisiert
werden (vgl. Abschnitt 3.2.1.3). Dieser Kontrollautomat sorgt für ein Zusam-
menspiel der Komponenten, das der Semantik gerecht wird. Daher wird an
jeder zeitgetriggerten Transition eine objektbezogene Synchronisationsaktion
syobj! eingetragen. An den durch explizite oder Completion-Ereignisse aus-
gelösten Transitionen wird die umgekehrte Kommunikationsrichtung syobj?
verwendet. Über die Aktion syobj? kann der Kontrollautomat das Verarbeiten
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Abbildung 3.6: Übersicht Abbildung in Zeitautomaten
eines Ereignisses bewirken. Über die Aktion syobj! hingegen kann der Kon-
trollautomat über ein zeitliches Ereignis informiert werden. Da es zur Über-
setzungszeit aufgrund der Transitionsbedingungen nicht festzustellen ist, ob
eine Transition tatsächlich schaltet, muss diese Synchronisationsaktion vom
UPPAAL-Typ Broadcast sein
3
. Ansonsten würde der Kontrollautomat blo-
ckiert werden und ein Deadlock auftreten, wenn er über syobj synchronisiert
und keine Transition im Objektautomat schalten kann.
3.2.1.3 Übersetzung eines Systems von Zustandsdiagrammen
Bisher wurden einzelne Zustandsdiagramme übersetzt. Es müssen noch weite-
re Komponenten ergänzt werden, die das Zusammenspiel der Objektautoma-
ten gemäÿ der Semantik sicherstellen. In Abbildung 3.6 wird eine Übersicht
über die beteiligten Automaten gegeben. Wir beschreiben im Folgenden
² einen Automaten, der eine Ereigniswarteschlange für eine asynchrone
Kommunikation realisiert,
² einen Kontrollautomaten, der die Zusammenarbeit zwischen den Objekt-
automaten koordiniert, indem er solange Ereignisse an die Objektauto-
maten zur Behandlung weiterreicht, bis alle Warteschlangen leer sind,
² und einen Schrittautomaten, der nach jedem Schritt notwendige Da-
tenoperationen durchführt.
3
Nicht blockierende Synchronisationsaktion zwischen a! und a?. Die Aktion a! kann
beliebig viele Empfänger a? triggern (vgl. 3.1).
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Overflow
emptyObj:=true
end+1==first
insertCeObj?
end+1==first
insertObj?
emptyObj==false
removeObj?
out_obj:=queue[first],
first:=first+1,
emptyObj==true
removeObj?
out_obj:=void
end+1!=first
insertObj?
queue[end]:=in_obj,
end:=end+1,
in_obj:=void,
emptyObj:=false end+1!=first
insertCeObj?
first:=first-1,
queue[first]:=ce,
emptyObj:=false
Abbildung 3.7: Warteschlange für Ereignisse
Ereigniswarteschlangen. Obwohl UPPAAL nur synchrone Kommunika-
tion unterstützt, lässt sich asynchrone Kommunikation durch Einführung
von Automaten, die Warteschlangen verwalten, nachbilden. Für jedes Ob-
jekt obj 2 Obj wird ein solcher Automat erzeugt. Dieser Automat realisiert
folgende Operationen
² insert(inobj; obj) fügt den Wert der Eingangsvariable inobj an das Ende
der entsprechenden Warteschlange.
² insertCe(obj) fügt ein Completion-Ereignis an den Anfang der Warte-
schlange.
² remove(obj) entfernt das erste Ereignis aus der Warteschlange und
überträgt den repräsentierenden Wert in die Ausgangsvariable outobj
Abbildung 3.7 zeigt eine mögliche Implementierung in Form eines Zeitau-
tomaten. UPPAAL erlaubt als Datenstruktur Felder von ganzzahligen Wer-
ten. Damit können nur Warteschlangen mit einer begrenzten Länge realisiert
werden. Ein Einfügen eines neuen Ereignisses in eine volle Warteschlange
führt in den Zustand Overflow. Ereignisse werden in das erste freie Feld
der Warteschlange eingereiht. Das Löschen bzw. Einfügen eines Completion-
Ereignisses bewirkt ein Verschieben aller anderen Ereignisse der Warteschlan-
ge. Das Einfügen eines Ereignisses, das in inobj zwischengespeichert wird,
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sy_obj1?
sy_obj3?
sy_obj2?
update!
emptyObj1==true,
emptyObj2==true,
emptyObj3==true
emptyObj1==false
removeObj1!
emptyObj2==false
removeObj2!
emptyObj3==false
removeObj3!
sy_obj1!
sy_obj2!
sy_obj3!
Abbildung 3.8: Kontrollautomat
wird über die Synchronisationsaktion insertObj ausgelöst. Ein Completion-
Ereignis wird mit insertCeObj an die erste Position gesetzt. Die boolesche
Variable emptyObj gibt an, ob eine Warteschlange noch Ereignisse enthält.
Eine Synchronisation über removeObj bewirkt ein Entfernen des ersten Ele-
ments der Warteschlange. Dieses Ereignis steht dann in der Variable für das
gegenwärtig gültige Ereignis outobj zur Verfügung.
Zeitliche Ereignisse werden nicht über die Warteschlange verwaltet. Wenn
ein zeitgetriggertes Ereignis auftritt, bendet sich ein System von Zustands-
diagrammen immer in einem stabilen Zustand mit leeren Warteschlangen,
da in der instabilen Phase alle Ereignisse konsumiert werden. In diesem Fall
kann ein Ereignis direkt eine Transition triggern und braucht nicht über eine
Warteschlange zwischengespeichert werden.
Kontrollautomat. Neben den Objektautomaten wird noch ein weiterer
Automat benötigt, der den Ablauf eines Schrittes koordiniert (Abb. 3.8).
Dieser Automat kommuniziert mit den Objektautomaten obj 2 Obj über
die Kanäle syobj. Der Startzustand bezeichnet den stabilen Zustand. Dieser
Zustand wird verlassen, wenn in einem Objekt eine zeitgetriggerte Transition
schaltet. Dazu wird über den Kanal syobj synchronisiert. Der Kontrollauto-
mat aktualisiert die Eingabe- und Ausgabevariablen der Ereigniswarteschlan-
gen, indem er über den Kanal update einen weiteren Automaten aktiviert
(siehe Schrittautomat).
94 KAPITEL 3. DYNAMISCHE ANALYSE
compl_obj1:=true,
compl_obj2:=true,
compl_obj3:=true
update?
out_obj1:=void,
out_obj2:=void,
out_obj3:=void
in_obj1==void,
in_obj2==void,
in_obj3==void,
compl_obj1==false,
compl_obj2==false,
compl_obj3==false compl_obj1==true
insertCeObj1!
compl_obj1:=false
in_obj1!=void
insertObj1!
in_obj2!=void
insertObj2!
in_obj3!=void
insertObj3!
compl_obj3==true
insertCeObj3!
compl_obj3:=false
compl_obj2==true
insertCeObj2!
compl_obj2:=false
Abbildung 3.9: Automat für Aktualisierung nach einem Schritt
Solange es noch Ereignisse in den Warteschlangen gibt, wird eines der
betroenen Objekte nichtdeterministisch ausgewählt und das erste Ereignis
der Warteschlange in die Variable outobj verschoben. Über die synchrone
Aktion syobj - mit umgekehrter Synchronisationsrichtung - wird dann der
zugehörige Objektautomat zum Schalten verlasst. Dort können als Reaktion
neue Ereignisse verschickt werden. Diese Änderungen werden nach jedem
Schritt durch den Schrittautomaten umgesetzt. Sobald alle Warteschlangen
leer sind, wechselt der Kontrollautomat in den Wartezustand.
Schrittautomat. Um die Konstruktion übersichtlicher zu halten, werden
die Datenoperationen nach einem Schritt in einem gesonderten Automaten
realisiert (Abb. 3.9). Der Automat verhält sich wie eine Methode, die über
den Kanal update aufgerufen wird. Es werden dann die folgenden Operatio-
nen ausgeführt:
² Die Variablen outobj mit den gegenwärtig aktiven Ereignissen jedes Ob-
jekts werden zurückgesetzt.
² Die Variableninhalte von inobj werden in die entsprechenden Warte-
schlangen kopiert. Die Variablen werden danach ebenfalls zurückge-
setzt.
² Completion-Ereignisse werden an den Anfang einer Warteschlange ko-
piert, wenn complobj = true ist.
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² Wenn alle Werte in die Warteschlangen übernommen wurden, kehrt
der Automat in den Wartezustand zurück.
Jedes Objekt kann nur ein eintreendes Ereignis pro Objekt speichern. Da-
her kann an einer Transition einem bestimmten Objekt maximal ein Ereignis
geschickt werden. Es ist möglich, mehreren Objekten jeweils ein Ereignis zu
schicken. Mit einer Serie von Transitionen können unbegrenzt viele Nachrich-
ten verschickt werden. Daher spielt diese Einschränkung in der Praxis keine
Rolle und wird zugunsten einer ezienteren Darstellung in Zeitautomaten in
Kauf genommen.
3.2.2 Beispiel
Die oben beschriebene Transformation wird am Beispiel einer Ampelsteue-
rung verdeutlicht. Dabei werden eine Fuÿgängerampel AmpelFg und eine
Ampel für Fahrzeuge AmpelFz (Abb. 3.10 unten) von einer Steuerung (Abb.
3.10 oben) zyklisch angesteuert. Die Ampeln werden von der Steuerung einge-
schaltet. Danach wird ein Wechsel der Ampelphasen teils von der Steuerung
getriggert, teils wird ein Wechsel auch durch einen lokalen Timeout verur-
sacht. Da die Steuerung (nicht modellierte) Umwelteinüsse berücksichtigt,
gibt es Varianzen im zeitlichen Ablauf.
Teile der automatischen Umsetzung dieses Systems sind in den Abbildun-
gen 3.11 bis 3.13 dargestellt. Es fehlen der Kontrollautomat, der Schrittauto-
mat und drei Automaten zur Verwaltung der Ereigniswarteschlangen. Diese
Automaten sind wie im vorherigen Abschnitt beschrieben aufgebaut.
In Abbildung 3.11 lässt sich erkennen, wie Unterzustände den Namen
ihrer übergeordneten Zustände als Präx erhalten. Zustände ohne Zeitbe-
dingungen werden vom Kontrollautomat getriggert. Zustände mit Zeitbedin-
gungen aktivieren dagegen den Kontrollautomat. Dies ist an der Umkehrung
der Synchronisationsrichtung der mit sy_AmpelFz beschrifteten Aktionen
erkennbar. Da der Zustand An über einen Endzustand verfügt, kann die
triggerlose Transition zum Zustand Aus nur genommen werden, wenn dieser
Endzustand betreten wird.
Der Zustand Warten der Steuerung wird über eine zeitlich getriggerte
Transition verlassen. Daher wird diese Transition mit allen Unterzuständen
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Abbildung 3.10: Ampelsteuerung, Fahrzeug- und Fuÿgängerampel
An_FINAL
An_Gruen
An_Gelb
clk1<=3
An_RotAn_GelbRot
clk2<=1
Aus
out_AmpelFz==ekgelb
sy_AmpelFz?
clk1:=0, ceAmpelFz:=true
clk1>=3, clk1<=3
sy_AmpelFz?
ceAmpelFz:=true
out_AmpelFz==ekgelbrot
sy_AmpelFz?
clk2:=0, ceAmpelFz:=true
clk2>=1, clk2<=1
sy_AmpelFz?
ceAmpelFz:=true
out_AmpelFz==ekaus
sy_AmpelFz?
ceAmpelFz:=true
out_AmpelFz==ekce
sy_AmpelFz?
ceAmpelFz:=true
out_AmpelFz==ekein
sy_AmpelFz?
ceAmpelFz:=true
Abbildung 3.11: Automat für die Fahrzeugampel
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Warten_Ein
clk1<=30,
clk2<=60
Warten_Aus
clk2<=60
Anfordern
clk3<=30
Stoppen
clk4<=5
Gestoppt
clk5<=15
Freigeben
clk6<=8
clk1>=30, clk1<=30
sy_Steuerung?
in_AmpelFz:=ekaus,
in_AmpelFg:=ekaus,
ceSteuerung:=true
clk3>=10, clk3<=30
sy_Steuerung?
in_AmpelFz:=ekgelb,
clk4:=0, ceSteuerung:=true
clk4>=5, clk4<=5
sy_Steuerung?
in_AmpelFg:=ekgruen,
clk5:=0, ceSteuerung:=true
clk5>=15, clk5<=15
sy_Steuerung?
in_AmpelFg:=ekrot,
clk6:=0, ceSteuerung:=true
clk6>=8, clk6<=8
sy_Steuerung?
in_AmpelFz:=ekgelbrot,
clk2:=0,
ceSteuerung:=true
clk2>=0, clk2<=60
sy_Steuerung?
in_AmpelFz:=ekein,
in_AmpelFg:=ekein,
clk3:=0, ceSteuerung:=true
clk2>=0,
clk2<=60
sy_Steuerung?
in_AmpelFz:=ekein,
in_AmpelFg:=ekein,
clk3:=0,
ceSteuerung:=true
Abbildung 3.12: Automat für die Ampelsteuerung
Aus
An_FINAL
An_Rot
An_Gruen
out_AmpelFg==ekein
sy_AmpelFg?
ceAmpelFg:=true
out_AmpelFg==ekce
sy_AmpelFg?
ceAmpelFg:=true
out_AmpelFg==ekgruen
sy_AmpelFg?
ceAmpelFg:=true
out_AmpelFg==ekrot
sy_AmpelFg?
ceAmpelFg:=true
out_AmpelFg==ekaus
sy_AmpelFg?
ceAmpelFg:=true
Abbildung 3.13: Automat für Fuÿgängerampel
verbunden (Abb. 3.12). Die Steuerung versendet zahlreiche Ereignisse, die
zunächst in den Variablen in_AmpelFg_ und in_AmpelFz_ zwischenge-
speichert werden. Von dort werden sie in die entsprechenden Ereigniswarte-
schlangen eingefügt. Nach der Entnahme durch den Schrittautomaten stehen
sie für einen Schritt in den Variablen out_AmpelFg und out_AmpelFz zur
Verfügung und können in Bedingungen benutzt werden.
3.3 Abbildung der Anforderungsbeschreibung
In diesem Abschnitt wird beschrieben, wie Anforderungen, die als Sequenz-
diagramme formuliert sind, in eine analysierbare Form überführt werden.
Dabei ist nicht nur eine Transformation der Sequenzdiagramme notwendig.
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Abbildung 3.14: Zuordnung von Anforderung und System
Auch das Systemmodell muss für die Analyse aufbereitet werden. Das Sy-
stemmodell wurde bereits in die Notation der Zeitautomaten überführt (sie-
he Abschnitt 3.2). Für eine Anforderungsanalyse müssen relevante Ereignisse
auch auf der Analyseebene der Zeitautomaten beobachtbar gemacht werden.
Zusammengefasst sind folgende Schritte durchzuführen (Abb. 3.14):
² Das System wird observierbar gemacht. Dabei darf weder der System-
ablauf, noch das zeitliche Verhalten verändert werden.
² Aus Sequenzdiagrammen werden Observerautomaten erzeugt. Diese
Automaten repräsentieren, inwieweit gefordertes Verhalten zu einem
bestimmten Zeitpunkt während der Laufzeit erfüllt wurde. Abweichen-
des Verhalten verzweigt zu Fehlerzuständen.
² Die zugehörigen Anforderungen werden in temporaler Logik erzeugt.
Beispielsweise wird die Erreichbarkeit von Fehlerzuständen überprüft.
Analyseparameter. Ein besonderer Vorteil des hier verfolgten Ansatzes
ist die Flexibilität der Analyse. Bezüglich der Sequenzdiagramme kann unter
zwei zeitlichen Ordnungen und zwei Kommunikationsmechanismen gewählt
werden. Es ist damit auch möglich, Systeme, die direkt in Zeitautomaten
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speziziert wurden, als Systemmodell aufzufassen. Es werden sowohl ein syn-
chrones wie ein asynchrones Kommunikationsmodell unterstützt. Zusammen
mit dem Anforderungsstatus eines bestimmtes Sequenzdiagramms ergeben
sich damit jeweils unterschiedliche Ereignisabfolgen, die von einem System
von Observern beobachtet werden. Das heiÿt, die Ordnung der Ereignisse,
die Kommunikationsform und der Status eines Sequenzdiagramms sind die
Parameter, welche die Konstruktion des Observersystems beeinussen.
Die Modikation der Systembeschreibung zur Observierung hängt insbe-
sondere von der Zuordnung der in den Sequenzdiagrammen benutzten In-
stanzen und Nachrichten zu den entsprechenden Realisierungen ab. Diese ist
von der gewählten Darstellung des Systems (Zustandsdiagramme, Zeitauto-
maten) abhängig. Darüber hinaus bestimmt die gewählte Kommunikations-
form die Realisierung der Ereignisse. Diese zwei Parameter bestimmen die
notwendigen Anpassungen des Systems.
Nach der Konstruktion des analysierbaren Modells müssen Verikations-
anfragen formuliert werden. Die temporalen Anforderungen in Form der Lo-
gik, wie sie UPPAAL verwendet, lassen sich aus den Observerautomaten und
dem Anforderungsstatus der Sequenzdiagramme ableiten. In den folgenden
Abschnitten wird auf die Parameter der Analyse näher eingegangen.
3.3.1 Zuordnung und Anforderungsstatus
Es werden zwei unterschiedliche Möglichkeiten zugelassen, ein System zu
spezizieren, welches den Ausgangspunkt für eine automatische Überprüfung
von Anforderungen darstellt:
² Die direkte Spezikation mit Zeitautomaten und synchroner Kommu-
nikation oder
² eine Menge von Zustandsdiagrammen in UML-Notation.
Die Transformation von Zustandsdiagrammen in Zeitautomaten wurde be-
reits im Abschnitt 3.2 beschrieben. In diesem Fall ergibt sich durch die Ein-
führung von Ereigniswarteschlangen für Signale eine asynchrone Kommu-
nikation. Als Vorbereitung für eine Konsistenzprüfung von Anforderungen
und Systemmodell müssen diese beiden Sichten verknüpft werden. Es wird
eine Abbildung benötigt, die Instanzen von Sequenzdiagrammen ihren Rea-
lisierungen im System zuordnet. Weiterhin ist eine Abbildung erforderlich,
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die einen Zusammenhang zwischen Nachrichten in Sequenzdiagrammen und
Kommunikationsmechanismen in der Systembeschreibung herstellt. Dabei ist
prinzipiell jeder Kommunikationsmechanismus nutzbar, der sich auf der Ebe-
ne von Zeitautomaten ausdrücken lässt. Wichtig für die Umsetzung ist die
Unterscheidung zwischen asynchroner und synchroner Kommunikation, da
dieses zu Unterschieden bei der Observerkonstruktion führt. In dieser Arbeit
werden beispielhaft zwei Kommunikationsmechanismen besprochen. Dabei
handelt es sich um synchrone Kommunikation über Kanäle innerhalb von
Zeitautomaten und asynchrone Kommunikation über Ereigniswarteschlan-
gen, wie sie sich aus der UML-Spezikation ergeben. Die Zuordnungsfunk-
tionen werden in den folgenden Denition zusammengefasst:
Denition Zuordnungsfunktionen.
² Part(I) ist die Menge der Zeitautomaten oder Zustandsdiagramme,
welche die Instanz I repräsentieren.
² Com(m) ist die Realisierung der Nachricht m, d.h. ein Kanal (syn-
chron) oder ein UML-Signal (asynchron).
Es wird ebenfalls eine eindeutige Umkehrung Part¡1 benötigt: Da eine In-
stanz später zur Konstruktion eines Observers führt, wird die Umkehrung der
Zuordnungsfunktionen benötigt, um einen relevanten Observer vom Auftre-
ten eines Ereignisses zu benachrichtigen. Dabei sind nur Zuordnungsfunktio-
nen Part zugelassen, die injektiv sind. Fälle, in denen ein Zustandsdiagramm
oder Zeitautomat mehrere Instanzen repräsentiert, werden ausgeschlossen.
Analog dazu wird Com¡1 benötigt, um ein Kommunikationsereignis im Sys-
tem einer Nachricht in einem Sequenzdiagramm zuzuordnen. Wie darüber
hinaus noch der Sender und Empfänger einer Nachricht bestimmt wird, wird
im Detail weiter unten beschrieben. Dabei muss bei einem Systemmodell be-
stehend aus entweder Zeitautomaten oder Zustandsdiagrammen jeweils un-
terschiedlich vorgegangen werden, da
² bei Zeitautomaten die Kommunikation über synchrone Aktionen die
Ermittlung des Empfängers zur Spezikationszeit ausschlieÿt, wohin-
gegen Ereignisse in Zustandsdiagrammen gerichtet sind und
² bei Zustandsdiagrammen normalerweise der Sender eines Signals beim
Empfang unbekannt ist, wohingegen bei synchroner Kommunikation
sich Sender und Empfänger leicht ermitteln lassen.
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Daher gestaltet sich die Umsetzung der Zuordnung von System und Anfor-
derungen dieser beiden Kommunikationsarten unterschiedlich. Weitere Un-
terschiede treten bei der Observerkonstruktion auf (vgl. Abschnitt 3.3.3).
Die Observer repräsentieren in ihren Zuständen den Fortschritt in einem be-
stimmten Szenario. Jeder Zustand kann einer registrierten Abfolge von Ereig-
nissen zugeordnet werden. Ist ein beobachtetes Verhalten zulässig, dann wird
ein Zielzustand erreicht, andernfalls ein Fehlerzustand. Weiterhin müssen alle
zeitlichen Bedingungen und Einschränkungen bzgl. der Schleifeniterationen
eingehalten werden. Damit ergeben sich die grundlegenden Anforderungen
bezüglich der Observer:
² Der Zielzustand muss immer erreichbar sein.
² Es darf nie ein Fehlerzustand betreten werden.
Bei optionalem Anforderungsstatus entfällt der letzte Punkt, weil lediglich
gefordert ist, dass ein Lauf des Systems das Sequenzdiagramm erfüllt. Die
automatische Erzeugung dieser Forderungen wird später im Detail beschrie-
ben.
3.3.2 Zeitliche Ordnung
Die Konstruktion eines Observers verläuft für Sequenzdiagramme mit un-
terschiedlichem Status weitgehend ähnlich. Sequenzdiagramme, deren Sta-
tus mandatory ist, beginnen unverzüglich mit der Beobachtung des Systems,
wohingegen Sequenzdiagramme mit dem Status optional zu beliebigen Start-
zeiten eine erfüllende Ereignisfolge erwarten. An dieser Stelle wird die grund-
sätzliche Konstruktion von Observern erläutert, die in allen Fälle gleich ist.
Ein System vollführt während seines Ablaufs eine Abfolge von Kommu-
nikationsereignissen, die durch einen Namen, der zugeordneten Instanz und
eine Kommunikationsrichtung gekennzeichnet sind:
Denition Systemereignis. Das Ereignis mP! bezeichne ein Ereignis
mit dem Namen m (ergibt sich aus dem Namen des Kommunikationsträgers,
beispielsweise eines Kanals oder eines Signals), das im Prozess P der System-
beschreibung stattndet. Der Pfeil ! kennzeichnet es als Empfangsereignis.
Entsprechend handelt es sich bei mP 0Ã um ein Empfangsereignis. Gehören
mP! undmP 0Ã zu einer Nachrichtm, werden sie als Komplementärereignisse
bezeichnet.
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In einem synchronen Modell nden komplementäre Empfangs- und Sen-
deereignisse zeitgleich statt. In diesem Fall lassen sich komplementäre Ereig-
nisse einfach zuordnen und einem Observer können Sender, Empfänger und
Name der Kommunikation gemeinsam übermittelt werden. Im asynchronen
Fall von Zustandsdiagrammen werden hier Annahmen über die Realisierung
des Kommunikationssystems gemacht, um diese eindeutige Zuordnung zu ge-
währleisten. Es wird davon ausgegangen, dass Signale zuverlässig unter Bei-
behaltung ihrer Reihenfolge übertragen werden. Spontan auftretende Signale
werden ebenso ausgeschlossen, wie Signale, die verloren gehen. Da es sich bei
dem betrachteten Kommunikationsmechanismus um die Warteschlangen aus
Abschnitt 3.2 handelt, sind diese Annahmen als korrekt anzusehen.
Die Observierung von Ereignissen erfolgt zum Teil instanzweise. Dieses
motiviert die folgende Denition:
Denition Einschränkung auf eine Instanz . Sei a eine Ereignisfolge.
Dann bezeichnet a=I eine Einschränkung auf eine Instanz I, wenn alle Ereig-
nisse e mit Inst(e) 6= I durch " ersetzt werden. In ähnlicher Weise wird eine
Menge E von Ereignissen auf I eingeschränkt: E=I := fe 2 EjInst(e) = Ig.
Die Menge der möglichen Ereignisfolgen, die sich aus einem Diagramm
ergibt, ist abhängig von der Ordnung, die bei der Interpretation eines Se-
quenzdiagramms zugrunde gelegt wird. Die wohl bekannteste Ordnung ist
die visuelle Ordnung, die für MSCs [Ren98] angenommen wird:
² Ein Sendeereignis einer Nachricht ndet vor dem komplementären Emp-
fangsereignis statt.
² Alle Ereignisse einer Instanz I sind total geordnet. Je später ein Ereig-
nis stattndet, desto weiter unten bendet es sich auf der Lebenslinie.
Da Ereignisse, die verschiedenen Instanzen zugeordnet sind, nicht geordnet
sein müssen, handelt es sich nur um eine partielle Ordnung.
Denition Visuelle Ordnung . Sei M eine Folge von Nachrichten. Für
jede Instanz I 2 Inst(M) sei die Relation <M;Iµ Ev(M)=I £ Ev(M)=I die
implizierte Ordnung der Ereignisse bezogen auf die Instanz I. Dann ist
<M :=
[
I2Inst(M)
<M;I [f(s; e) 2 Ev(M)£ Ev(M)j(s; e) komplementÄarg
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die durch M implizierte visuelle Ordnung . Dabei sind komplementäre Ereig-
nisse das Sende- und Empfangsereignis einer Nachricht.
Abgesehen von dieser Ordnung sind beliebige weitere Ordnungen denkbar.
In dieser Arbeit wurde eine weitere Ordnung untersucht, welche die visuelle
Ordnung verschärft. Dabei wird gefordert, dass zwischen dem Sende- und
Empfangsereignis einer Nachricht keine Ereignisse anderer Nachrichten lie-
gen. Da sich Nachrichten nicht mehr überschneiden, ergibt sich eine partielle
Ordnung auf Nachrichten. Anschaulich beschrieben geht diese Ordnung da-
von aus, dass in einem System jeweils nur eine Nachricht unterwegs ist, die
vollständig abgearbeitet werden muss, bevor die folgende Nachricht versendet
wird.
Nachrichten, die sich auf disjunkte Instanzen beziehen, sind zunächst
nicht geordnet. Es wird daher weiterhin gefordert, dass alle Nachrichten in-
nerhalb eines Diagramms total geordnet sind, auch wenn sie sich auf unter-
schiedliche Instanzen beziehen. Die Ordnung auf Nachrichten ist vorgegeben.
4
Damit sind in einem Sequenzdiagramm natürlich auch alle Ereignisse total
geordnet, auch wenn sie sich auf unterschiedlichen Instanzen benden. Die-
se Ordnung wird beispielsweise in [FHD
+
99] zugrunde gelegt, da dort eine
visuelle Ordnung angenommen wird, aber nicht geordnete Nachrichten aus-
geschlossen werden.
Die Motivation für die verschärfte Ordnung ist, dass sich der Zustands-
raum bei einer Verikation drastisch verkleinert, wenn sie anwendbar ist.
Ein Beispiel für ein reales Anwendungsgebiet ist die aktuelle Implementie-
rung des asynchronen Modus des Industrial Automation Protocols (IAP)
[Bec01]: Soll neben den isochronen Sensordaten ein auÿergewöhnliches Kon-
trollereignis (z. B. Ausfall eines Sensors) übertragen werden, wird auf den
asynchronen Modus zurückgegrien. Bisher ist das IAP auf eine asynchro-
ne Nachricht pro Zyklus eingeschränkt, d. h. Komplementärereignisse von
asynchronen Nachrichten nden immer paarweise statt.
Zusammenfassend beschrieben stehen folgende Ordnungen zur Auswahl:
² Es gilt die visuelle Ordnung . Alle verbliebenen Ereignispaare sind un-
geordnet.
² Es wird eine totale Ordnung auf Nachrichten eines Diagramms ange-
nommen. Wenn auÿerdem vorausgesetzt wird, dass sich Nachrichten
4
In dieser Arbeit werden Sequenzdiagramme als Abfolge von Nachrichten zwischen
Instanzen abgespeichert. Damit wird eine Ordnung auf Nachrichten impliziert. Wird nur
die visuelle Ordnung angenommen, wird die Nachrichtenordnung ignoriert.
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nicht überlappen, ergibt sich eine totale Ordnung auf Kommunikati-
onsereignisse. Diese Ordnung wird als erweiterte Ordnung bezeichnet.
3.3.2.1 Ereignisfolgen bei erweiterter Ordnung
Wenn wir eine erweiterte Ordnung annehmen, sind alle Ereignisse total ge-
ordnet
5
. Die Menge der möglichen Ereignisfolgen Ef(M) ergibt sich aus der
totalen AnordnungM der überlappungsfreien Nachrichten. Sende- und Emp-
fangsereignis einer Nachricht erfolgen immer paarweise. Alternative Verzwei-
gungen führen zu unterschiedlichen Ereignisfolgen. Sei M ein Ausdruck für
die erlaubten Abfolgen von Nachrichten. Dieser Ausdruck kann aus der Mo-
dellierung in Form von Sequenzdiagrammen abgeleitet werden. Dann ergeben
sich folgende Ereignisfolgen:
Ef(M) :=
8>><>>:
SendEv(M); EmphEv(M) falls M Nachricht
ef (M1) ; ef (M2) falls M = M1;M2
ef (M1) jef (M2) falls M = M1jM2
" falls M = "
Die Eigenschaften dieser Ordnung ermöglichen eine vereinfachte Kon-
struktion eines Observers. Aufgrund der totalen Ordnung innerhalb einer
Alternative lässt sich ein globaler Observer für alle Instanzen erzeugen. Die-
ses ist im komplexeren Fall der visuellen Ordnung so nicht möglich.
3.3.2.2 Ereignisfolgen bei visueller Ordnung
Da die visuelle Ordnung nur eine partielle Ordnung ist, lässt sie eine groÿe
Anzahl von tatsächlichen Ausführungen zu, die sich aus den Permutationen
ungeordneter Ereignisse ergeben. Ein globaler Observer würde entsprechend
unübersichtlich werden. Daher wird davon abgesehen, einen solchen globalen
Observer explizit zu konstruieren. Statt dessen wird für die Observerkon-
struktion ausgenutzt, dass Ereignisse entlang der Lebenslinien von Sequenz-
diagrammen immer total geordnet sind. Dabei bleibt die zeitliche Anordnung
der Komplementärereignisse zunächst unberücksichtigt.
5
Dieses gilt nicht für Ereignisse, die sich in unterschiedlichen alternativen Verzweigun-
gen benden. Alternativen können z. B. durch bedingte Sequenzdiagramme oder Schleifen
auftreten. In diesem Fall ist eine Ordnung nicht vorhanden, aber auch nicht sinnvoll, da
derartige Ereignisse nicht gemeinsam in einem Ablauf auftreten.
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Es stellt sich die Frage, ob die Observer verknüpft werden müssen, um
sicherzustellen, dass ein Empfangsereignis einer Nachricht immer nach de-
ren Versenden auftritt. Dies hängt davon ab, ob im beobachteten System
spontane Empfangsereignisse auftreten und ob Nachrichten verloren gehen.
An dieser Stelle wird die generierte Systembeschreibung aus Abschnitt 3.2
zugrunde gelegt. Dort werden Ereignisse beobachtet, die nicht spontan auf-
treten und zuverlässig weitergeleitet werden. Daher wäre im Observersystem
eine derartige Prüfung redundant.
Im allgemeinen Fall müsste man ein Sendeereignis speichern, um es als
Vorbedingung für einen Empfang einer Nachricht überprüfen zu können, in-
dem beispielsweise eine entsprechende boolesche Variable gesetzt wird. Da
der Zustandsraum der Verikation empndlich auf die Einführung neuer
Variablen reagiert, wird hier ausgenutzt, dass dank der Eigenschaften der
generierten Kommunikationsmechanismen (Ereigniswarteschlangen)
6
darauf
verzichtet werden kann.
Wenn M eine Abfolge von Nachrichten ist, lässt sich die Ordnung der
Ereignisse, die einer Instanz zugeordnet sind, direkt aus der Spezikation
ablesen. Sie entspricht der oben beschriebenen lokalen Ordnung <M;I .
Die zwei Ordnungen, die zur Interpretation von Sequenzdiagrammen zu-
gelassen sind, führen also zu unterschiedlichen Konstruktionen zur Observie-
rung:
² Die erweiterte Ordnung erlaubt durch die totale Ordnung von Nach-
richten und Ereignissen die Konstruktion eines globalen Observers.
² Die visuelle Ordnung führt zu einem System von Observern. Jeder Ob-
server ist einer Instanz zugeordnet und beobachtet deren lokale Ereig-
nisse.
3.3.2.3 Zeitbedingungen
Zeitbedingungen verknüpfen Zeitmarkierungen. Eine Zeitmarkierung ist ei-
nem Ereignis zugeordnet und bezeichnet den Zeitpunkt von dessen Auftreten.
Eine Zeitbedingung enthält ein bis zwei Zeitmarkierungen.
6
Dieses gilt nur insoweit, wenn kein Überlauf der Ereigniswarteschlange stattndet.
Jede endliche Warteschlange kann überlaufen, wenn das Versenden von Signalen in einem
ungünstigen Verhältnis zu deren Verarbeitung steht. Dieses wird aber in jedem Fall als De-
signfehler betrachtet. Ein entsprechend eingefügter Fehlerzustand wird auf Erreichbarkeit
geprüft.
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² Wird eine Zeitmarkierung verwendet, lassen sich Bedingungen an den
absoluten Zeitpunkt des Auftretens des zugeordneten Ereignisses for-
mulieren.
² Im gängigeren Fall von zwei Zeitmarken lassen sich zeitliche Dierenzen
zwischen zwei Ereignissen spezizieren.
Zur Überprüfung von Zeitbedingungen werden auf Ebene der Zeitautomaten
Uhren eingeführt. Es ist wichtig, wann im Ablauf diese Zeitbedingungen über-
prüft werden. Dieses muss direkt nach Auftreten eines relevanten Ereignisses
geschehen, ohne dass zuvor Zeit vergeht. Die Realisierung auf der Ebene
von Zeitautomaten werden wir im nächsten Abschnitt betrachten. Zunächst
muss jedoch das Ereignis bestimmt werden, dem wir die Zeitbedingungen zur
Überprüfung zuordnen.
Bei Zeitbedingungen mit nur einer Zeitmarke wird die Zeitbedingung die-
sem Ereignis zugeordnet. Andernfalls muss sie dem zur Laufzeit später auftre-
tenden Ereignis zugeordnet werden. Wird die visuelle Ordnung angenommen,
kann das spätere Ereignis im allgemeinen Fall nicht zur Übersetzungszeit er-
mittelt werden.
Denition. Eine Zeitbedingung T heiÿt dynamisch, wenn T zwei Zeitmar-
ken enthält, die visuelle Ordnung gilt und die betroenen Ereignisse nicht
geordnet sind. Andernfalls heiÿt T statisch. Die Zuordnung einer Zeitbedin-
gung zu einem Ereignis ergibt sich wie folgt:
Sei f eine Ereignismenge und T eine Zeitbedingung. Sei < eine zeitliche
Ordnung auf f . Zu jeder Zeitmarke t aus T sei et das zugeordnete Ereignis.
Dann bezeichnet StatEvf (T ) das Ereignis, dem T zur statischen Prüfung
zugeordnet werden kann bzw. DynEvf (T ) zwei Ereignisse, an denen eine
dynamische Überprüfung von T stattnden muss. V ar (T ) bezeichne dabei
die Menge der Zeitmarken in T .
StatEvf (T ) :=
8<:
fetg falls V ar (T ) = ftg ; et 2 Ev (f)
feug falls V ar (T ) = ft; ug ; et < eu; eu 2 Ev (f)
; sonst
DynEvf (T ) :=
½ fet; eug \ Ev (f) falls V ar (T ) = ft; ug ; et; eu ungeordnet
; sonst
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C = committed-Zustand = normaler Zustand 0 = Anfangszustand
U = urgent-Zustand E = Fehlerzustand 1 = Endzustand
Abbildung 3.15: Zustände von Zeitautomaten
Gemäÿ dieser Denition können die Ereignisse bestimmt werden, denen eine
Zeitbedingung zugeordnet werden muss und es wird bestimmt, ob es sich um
eine statische oder dynamische Prüfung handelt.
3.3.3 Synchrone und asynchrone Kommunikation
Nachdem in den vorherigen Abschnitten vorbereitende Denitionen gemacht
wurden, indem die von einer zeitlichen Ordnung abhängigen Ereignisfolgen
und die Zuordnung der Prüfung von Zeitbedingungen zu Ereignissen ein-
geführt wurden, wird nun die eigentliche Abbildung in Zeitautomaten be-
schrieben. Dazu werden Details der Observierung und die Konstruktion der
Observerautomaten speziziert. Wir haben es dabei mit drei Phasen zu tun:
² Zunächst muss ein Ereignis e in einem System erkannt werden. Die-
ses Ereignis trete in der Form Sys(e) als Transitionsbeschriftung auf.
Andere Bestandteile der Beschriftung spielen keine Rolle und werden
unverändert übernommen.
² Um das System observierbar zu machen, müssen Kommunikations-
aktionen mit dem Observer ergänzt werden. Zu diesem Zwecke muss
Sys(e) durch Obs(e) ersetzt werden.
² Ein Observer muss ein Ereignis registrieren können. Er überprüft, ob
ein zulässiges Ereignis innerhalb vorgegebener Zeitbedingungen emp-
fangen wurde. Bei einer Verletzung einer Anforderung wird in einen
entsprechenden Fehlerzustand verzweigt.
Um die unterschiedlichen Zustände von Zeitautomaten zu kennzeichnen, ver-
wenden wir die Notation aus Abbildung 3.15.
Der allgemeine Aufbau eines Observers ist in Abbildung 3.16 dargestellt.
Für jedes Ereignis, das erwartet wird, wird ein Zustand eingefügt, in dem
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C
E
EvObs(e)
¬ EvObs
TcChk(e)
Abbildung 3.16: Observer für ein Ereignis
Sys(S
m
−→ R) :
m′!
Sys(R
m
←− S) :
m′?
Abbildung 3.17: Synchrone Kommunikation
auch Zeit vergehen kann. Die mit EvObs(e) bezeichnete Transition überprüft
das Auftreten des erwarteten Ereignisses. Andernfalls wird in einen Fehlerzu-
stand verzweigt. Danach werden ggf. zeitliche Bedingungen, die dem Ereignis
e zugeordnet sein können, überprüft. Damit diese Überprüfung durchgeführt
werden kann, werden an Ereignissen, die in Zeitbedingungen enthalten sind,
entweder Zeitvariablen zurückgesetzt oder die Bedingung direkt überprüft.
Details werden weiter unten in einem Abschnitt zur Überprüfung von Zeit-
bedingungen ausgearbeitet.
Synchrone Kommunikation. Synchrone Kommunikation ndet in unse-
rem Kontext über Kanäle von Zeitautomaten statt. Abbildung 3.17 zeigt eine
Sendeaktion (oben) und eine Empfangsaktion (unten). Es wird die Abbildung
ObsSys(S
m
−→ R) :
m′!
m_sender := S
ObsSys(R
m
←− S) :
C
m′?
m_receiver_R!
Abbildung 3.18: Observierte synchrone Kommunikation
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Part genutzt, um von einer Instanz zu deren implementierenden Automaten
zu gelangen. Gehören diese Ereignisse im System zu einer Nachricht m, die
von S nach R geschickt wird, ist die obere Transition in einem Automaten
S 0 2 Part(S) und die untere Transition in einem Automaten R0 2 Part(R)
enthalten. Das heiÿt, R, S und m sind Elemente in den Sequenzdiagrammen
und R0, S 0 und m0 deren Gegenstücke in den Zeitautomaten.
Für den Kommunikationsträger gilt m0 = Com(m). In diesem Fall sind
bei der Synchronisation der Sender S, der Empfänger R und die Nachricht
m bekannt.
Eine Observierung erfolgt über eine synchrone Aktion mit dem Obser-
ver (Abb. 3.18). Diese Aktion ergibt sich per Namenskonvention aus der
Nachricht m und der empfangenden Instanz R. Diese Aktion wird immer
unmittelbar nach dem Empfang eines Ereignisses ausgelöst. Der Sender S
wird dem Observer über eine globale Variable m_sender mitgeteilt.
Der Observer ist als Gegenstück zur Observierung aus Abbildung 3.18
aufgebaut. Dort werden ggf. auch Uhren zurückgesetzt, falls der Auftritts-
zeitpunkt des Ereignisses Teil einer Zeitbedingung ist.
Asynchrone Kommunikation. Die Umsetzung von asynchroner Kom-
munikation auf Ebene von Zeitautomaten wurde in Abschnitt 3.2 beschrie-
ben. An dieser Stelle ist das Auftreten von Ereignissen relevant, d. h. das
Versenden und Empfangen von Signalen. Die Umsetzung von Sende- und
Empfangsereignissen wird in Abbildung 3.19 verdeutlicht. Gesendet an bzw.
Empfangen von einer Instanz I wird über die Variablen I in und Iout. Diese Va-
riablen bilden die Schnittstelle zur Ereigniswarteschlange, deren Verwaltung
im letzten Abschnitt besprochen wurde. Abbildung 3.20 zeigt den Zugri auf
diese Variablen: Oben in der Abbildung setzt die Instanz S mit R0in := m
0
die Eingabevariable der Instanz R auf m0, d. h. sie versendet die Nachricht
m.7 Unten wird ein Empfangsereignis durch Verwendung der Variable R0out
in einer Transitionsbedingung verarbeitet.
Die Observierung dieser Ereignisse erfolgt ähnlich wie im synchronen Fall
über Kanäle, die den Kommunikationsträger m (d. h. den Nachrichtenna-
men), die Art des Ereignisses (sender oder receiver) und die ausführende
7
Hier gilt wie im synchronen Fall: S, R und m bezeichnen Elemente in Sequenzdia-
grammen; S0, R0 und m0 benennen die zugehörigen Elemente in den Zeitautomaten.
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I_in
I_out
Überlauf
I_dequeue ?
I_q nicht leer
I_out := ...
I_enqueue ?
I_q nicht voll
... := I_in
I_q
Abbildung 3.19: Kommunikationsschema für asynchrone Kommunikation
Sys(S
m
−→ R) :
S′_timeout!
R′_in := m′
Sys(R
m
←− S) :
R′_step?
R′_out = m′
Abbildung 3.20: Ereignisse in Zeitautomaten
Instanz im Namen beinhalten (Abb. 3.21). Beim Senden wird das Zielobjekt
dem Observer über die Variable m_receiver mitgeteilt. Anders als im syn-
chronen Fall liegen Sende- und Empfangsereignis zeitlich auseinander. Dem
Empfänger eines asynchronen Signals ist im allgemeinen Fall der Sender un-
bekannt. Soll auch der Sender observiert werden, muss seine Bezeichnung
der Nachricht hinzugefügt werden. In diesem Fall muss die Warteschlange
aus Abschnitt 3.2 so umgebaut werden, dass sie zwei Einträge pro Nachricht
zulässt: Den Nachrichtennamen und zusätzlich den Absender.
8
Für den Sen-
der wird dann eine zweite Eingabevariable (hier R0inS) eingeführt, über die
der Sendername der Warteschlange übergeben wird. Über R0outS kann der
Sender beim Empfänger abgerufen und dem Observer übergehen werden.
9
Werden an einer Transition mehrere Ereignisse versendet, müssen auch
mehrere Observer benachrichtigt werden. Dazu ndet die Kommunikation
mit den Observern sequentiell statt (siehe Abb. 3.22). Da pro Transition ma-
8
Diese Erweiterung ist leicht durchzuführen, zieht allerdings einen erheblich gröÿeren
Zustandsraum bei der Verikation nach sich. Kann auf die Verikation des Senders beim
Empfang verzichtet werden, lässt sich in der Implementierung die Verdoppelung der War-
teschlange per Parameter ausstellen.
9
Alternativ dazu kann der Sender in der Ereignisbenennung kodiert werden. Aufgrund
des erweiterten Wertebereichs für Ereigniseinträge ist der Eekt auf den Zustandsraum
vergleichbar negativ.
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ObsSys(S
m
−→ R) :
C
S′_timeout!
R′_in := m′
R′_ins := S m_sender_S!
m_receiver := R
ObsSys(R
m
←− S) :
C
R′_step?
R′_out = m′
m_sender := R′_outs
m_receiver_R!
Abbildung 3.21: Observierbare asynchrone Kommunikation
ObsSys(S
m1
−→ R1,. . . ,S
mn
−→ Rn):
C C C
S′_timeout!
R′
1
_in := m′
1
.
.
.
R′
n
_in := m′
n
R′
1
_ins := S
.
.
.
R′
n
_ins := S
m1_sender_S!
m1_receiver := R1
. . .
mn_sender_S!
mn_receiver := Rn
Abbildung 3.22: Observierung mehrerer Sendeereignisse
ximal ein Ereignis an eine Instanz geschickt werden darf (Gröÿenbeschrän-
kung der Eingabevariablen, vgl. 3.2) ist dieses unproblematisch, da so die
Reihenfolge keine Rolle spielt.
In Abbildung 3.23 wird der Empfang eines Ereignisses dargestellt. Die
Beschriftung ist komplementär zur Modikation im System. Ist einem Ereig-
nis eine Uhr zugeordnet, weil dessen Auftrittszeitpunkt Teil einer zeitlichen
Bedingungen ist, muss bei seiner Beobachtung noch diese Uhr zurückgesetzt
werden.
Überprüfung von Zeitbedingungen. Zeitbedingungen, die zulässig sind,
wurden syntaktisch so beschränkt, dass sie sich direkt in Zeitautomaten
als Transitionsbedingungen verwenden lassen. Jeder verwendeten Zeitmarke
wurde eine Uhr zugeordnet, die zurückgesetzt wird, wenn das entsprechende
112 KAPITEL 3. DYNAMISCHE ANALYSE
EvObs(S
m
−→ R) :
m_sender_S?
m_receiver = R
s := 0
EvObs(R
m
←− S) :
m_sender = S
m_receiver_R?
r := 0
Abbildung 3.23: Observierung und Zurücksetzen von Uhren
StatTcChk(z) :
C
E
z
¬ z
Abbildung 3.24: Statische Zeitbedingung
Ereignis eintritt. Für alle Zeitbedingungen mit nur einer Zeitmarke wird eine
globale Uhr verwendet. Eine solche Bedingung schränkt das Auftreten des
zugehörigen Ereignisses bezüglich der globalen Zeit ein.
Bei Zeitbedingungen mit zwei Zeitmarken ist zu beachten, dass die Uhr
des früheren von zwei Ereignissen einen gröÿeren Wert hat. Dieses entspricht
nicht der intuitiven Zählweise, in der frühere Ereignisse kleinere Werte haben.
Dieses wird in der Implementierung durch ein Vertauschen der Uhrenwerte
ausgeglichen.
Kann eine Zeitbedingung direkt nach dem späteren Ereignis überprüft
werden, wird eine zweite Uhr für das spätere Ereignis nicht benötigt, da
deren Wert 0 ist. In diesem Fall wird diese redundante Uhr eingespart.10
Wir haben in Abschnitt 3.3.2.3 zwischen statischen und dynamischen
Zeitbedingungen unterschieden. Statische Zeitbedingungen sind einfach zu
überprüfen, da sich bereits zur Übersetzungszeit ermitteln lässt, an welcher
Stelle in den Zeitautomaten die Überprüfung vorzunehmen ist. In Abbildung
10
In der Implementierung können Uhren vielfach wiederverwendet werden. Auf derartige
Optimierungen wird hier nicht weiter eingegangen.
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DynTcChk0(z) :
C
C
E
fz = 0
fz := fz + 1
fz = 1
fz := 0
z
¬ z
Abbildung 3.25: Dynamische Zeitbedingung
3.24 ist dargestellt, wie sich eine statische Zeitbedingung z direkt mit Tran-
sitionen realisieren lässt, die entweder den vorgesehenen Ablauf fortsetzen
oder in einen Fehlerzustand verzweigen.
Die Behandlung von dynamischen Zeitbedingungen ist etwas aufwendiger,
da erst zur Laufzeit festgestellt werden kann, welches der beteiligten Ereig-
nisse später auftritt und wo die Überprüfung stattnden muss. Daher wird
pro dynamischer Zeitbedingung eine boolesche Variable fz eingeführt, die si-
gnalisiert, ob ein Ereignis der Zeitbedingung bereits stattgefunden hat (Abb.
3.25). Diese Konstruktion wird bei beiden Ereignissen in den Observerauto-
maten eingefügt. Die oben abgebildete Transition behandelt den Fall, dass
noch kein Ereignis der Zeitbedingung z stattgefunden hat. In diesem Fall
wird lediglich der Wert von fz verändert. Die untere Transition überprüft
die Zeitbedingung, da fz anzeigt, dass das andere beteiligte Ereignis bereits
stattgefunden hat.
Im Zusammenhang mit Schleifen ergibt sich ein prinzipielles Problem,
wenn zugelassen wird, dass sich die Instanzen in unterschiedlichen Iteratio-
nenüberholen: Im allgemeinen Fall könnte eine Instanz unbeschränkt viele
Sendeereignisse produzieren, die noch nicht empfangen wurden. Um in die-
sem Kontext Zeitbedingungen zu verizieren, benötigte man unbeschränkt
viele Uhren. Dieses lieÿe sich nicht mehr verizieren. Daher wird gefordert,
dass eine Nachricht empfangen werden muss, bevor sie in einer Schleife er-
neut versendet wird. In diesem Fall wird die Konstruktion wie in Abbildung
3.26 dargestellt abgeändert. Um zu verhindern, dass die zweite Wiederho-
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DynTcChk1(z) :
C
C
E E
fz = 0
fz := fz + 1
fz 6= 0, fz 6= 2
fz = 2
fz := 0
z
¬ z
DynTcChk2(z) :
C
C
E E
fz = 0
fz := fz + 2
fz 6= 0, fz 6= 1
fz = 1
fz := 0
z
¬ z
Abbildung 3.26: Dynamische Zeitbedingung in Schleifen
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lung desselben Ereignisses zu einer Überprüfung statt zu einem Fehler führt,
wird jedem beteiligten Ereignis ein spezischer Wert zugeordnet. Wird fest-
gestellt, dass fz bereits den Wert des gerade beobachteten Ereignisses hat, ist
ein unzulässiges Überholen von Iterationen aufgetreten und es wird in einen
Fehlerzustand verzweigt (Fehlerzustand links unten). Ansonsten erfolgt die
Überprüfung wie bisher.
Sind an einem Ereignis mehrere Zeitbedingungen zu überprüfen, wird die-
ses sequentiell durchgeführt, wobei die einzelnen Elemente durch committed-
Zustände verbunden sind.
Konstruktion der Observer. Wir gehen davon aus, dass eine Ereignis-
folge f gegeben ist, zu der ein Observer konstruiert werden soll. Dabei wird
ein rekursives Verfahren angewendet. Wir beginnen mit
0 1
f
.
Je nach Aufbau von f wird der Observer sukzessive aufgebaut:
² Sequenz
a1; a2
−→
a1 a2
² Alternative
a1 | a2
−→
a1
a2
² Einzelnes Ereignis (Konstruktion wie im Abschnitt zuvor erläutert)
e
−→
C
E
EvObs(e)
¬ EvObs
TcChk(e)
² Schleifen (Beschreibung siehe unten)
Schleifen werden grundsätzlich wie in Abbildung 3.27 konstruiert. Die
Zählvariable n der Schleife wird anfangs initialisiert und dann am Ende jeder
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a
lc(n)
1
−→
U C
E
n := 0 lc(n)
¬ lc(n)a1
n := n + 1
Abbildung 3.27: Schleifen-Observer
a
lc(n)
1
; a2
−→
U C
E
n := 0
s
a2
lc(n)
¬ lc(n)a1
n := n + 1
Abbildung 3.28: Schleifen-Observer mit deterministischem Ende
Iteration inkrementiert. Die Schleifenbedingung lc(n) wird nach Beendigung
der Schleife überprüft. Ein Problem dieser Konstruktion ist der Nichtdeter-
minismus, der beim Abbruch der Schleife entsteht. Um eine Schleife deter-
ministisch abbrechen zu können, muss das erste Ereignis nach der Schleife in
die Konstruktion mit einbezogen werden (siehe Abb. 3.28).
Die Schleifenbedingung kann nur überprüft werden, wenn a2 eintritt. Da-
her können so prinzipiell nur Sequenzdiagramme veriziert werden, die nicht
mit einer Schleife enden, sondern noch wenigstens ein weiteres Ereignis ent-
halten. Der Model-Checker überprüft dann, ob dieses Ereignis stattndet.
Wenn nicht, liegt ein fehlerhafter Ablauf vor und die Schleifenbedingung
braucht nicht mehr überprüft werden. Wenn das Ereignis auftritt, kann auch
die Schleifenbedingung überprüft werden.
Auch in dieser Konstruktion kann Nichtdeterminismus auftreten, wenn
das erste Ereignis nach der Schleife mit dem ersten Ereignis in der Schleife
übereinstimmt. Wird die falsche Fortsetzung gewählt, werden im weiteren
Ablauf Fehlerzustände betreten, obwohl ein System den Anforderungen ent-
spricht. Da beim Model-Checking alle Ausführungspfade untersucht werden,
werden diese nicht korrekten Fehlerpfade in jedem Fall aufgedeckt. Prinzipiell
lässt sich dieser Nichtdeterminismus in vielen Fällen einfach durch Verschie-
ben der Entscheidung über das Ende der Schleife hinaus auösen (delayed
choice): Sobald das erste Ereignis auftritt, das den Ablauf innerhalb der
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U C
E
n := 0
a2
lc(n)
¬ lc(n)
a1
n := n + 1
a1
n := n + 1
a2
Abbildung 3.29: Schleifen-Observer mit zeitlicher Referenz auf die erste Ite-
ration
Schleife von dem nachfolgenden Ablauf unterscheidet, kann entschieden wer-
den, ob die Schleife verlassen wurde oder sich das System in der nächsten
Schleifeniteration bendet.
Werden Schleifen geschachtelt, kann es schnell zu unübersichtlichen Kon-
struktionen kommen. Daher wird hier nur der Fall betrachtet, dass sich das
Ende einer Schleife durch das erste Ereignis danach deterministisch ermitteln
lässt. Für praktische Anwendungen trit dieses in der Regel zu. Aus Abbil-
dung 3.28 ergibt sich weiterhin die Einschränkung, dass Schleifen nicht am
Ende einer Spezikation stehen dürfen. In diesem Fall könnte ein Observer
nicht das Ende eines Szenarios ermitteln.
Es kann notwendig sein, Zeitbedingungen zu formulieren, die verschiedene
Iterationen einer Schleife umfassen (vgl. 2.1):
² Um den ersten Durchlauf einer Schleife referenzierbar zu machen, wer-
den darin enthaltene Ereignisse mit efirst bezeichnet.
² Will man sich auf den letzten Durchlauf beziehen, lässt sich für derar-
tige Ereignisse elast verwenden.
² Um einen Zusammenhang zwischen einem aktuellen und dem kommen-
den Durchlauf herzustellen, wird für Ereignisse des nächsten Durchlaufs
enext verwendet.
Die Verwendung von Zeitbedingungen, die efirst enthalten, zieht eine Mo-
dikation der Observerkonstruktion nach sich, da sich ansonsten Ereignisse
der ersten Schleifeniteration nicht von Ereignissen anderer Wiederholungen
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U C C
E E
n := 0
a2
lc(n)
¬ lc(n)
n 6= 0, z
n = 0
n 6= 0,¬ z
a1
n := n + 1
s
a1
n := n + 1
a2
Abbildung 3.30: Schleifen-Observer mit zeitlicher Referenz auf die letzte Ite-
ration
dierenzieren lassen. Eine Möglichkeit ist das Aufrollen der ersten Schleife-
niteration (Abb. 3.29).
Die Überprüfung von Zeitbedingungen, die ein Ereignis elast des letzten
Schleifendurchlaufs enthält, kann erst durchgeführt werden, wenn die Schleife
als beendet erkannt wurde. Bezieht sich die Zeitbedingung auf einen Zusam-
menhang zwischen einem elast und einem Ereignis nach der Schleife, ndet
die Überprüfung, wie oben beschrieben, am späteren Ereignis statt. Die Ein-
führung einer zweiten Uhr kann entfallen. Im anderen Fall muss zunächst die
Terminierung der Schleife abgewartet werden. In diesem Fall wird die Zeitbe-
dingung z wie in Abbildung 3.30 aufgezeigt überprüft. Nachdem die Schlei-
fenbedingung lc(n) veriziert wurde, wird z für eine Iterationszahl n 6= 0
kontrolliert. Für eine Iterationszahl n = 0 sind Zeitbedingungen, die efirst,
elast oder enext enthalten, nicht deniert.
Zeitbedingungen, die sich mit enext auf den kommenden Schleifendurch-
lauf beziehen, können wie gehabt überprüft werden. Es gilt allerdings die
Einschränkung, dass das zeitlich spätere Ereignis enext in der Schleife textuell
vor dem Referenzereignis stehen muss. Ansonsten würde die Uhr des Refe-
renzereignisses verfrüht zurückgesetzt. Da die Zuweisungen zwischen Uhren
und ganzzahligen Variablen in UPPAAL eingeschränkt sind, lässt sich dieses
Problem nicht durch einfache Konstruktionen beheben. Da dieses Konstrukt
vor allem dazu gedacht ist, eine Verknüpfung des letzten Ereignisses einer ak-
tuellen Iteration mit dem ersten Ereignis der nächsten Iteration herzustellen,
reicht die vorgestellte Lösung in der Regel für praktische Problemstellungen
aus.
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U C C
E E
m := 0
n := 0
a4
a3
m++
a3
m++
a4
a1
n++
a1
n++
a4
a3
m++
a3
m++
a4
lc(m)
¬ lc(m)
lc(n)
¬ lc(n)
Abbildung 3.31: Geschachtelte Schleifen
0
1
f −→
0
1
f
e1 en. . .
Abbildung 3.32: Ergänzung des Observers für optionales Verhalten
Bei Schleifen, die direkt aufeinander folgen, wird die Konstruktion so ab-
geändert, dass die Initialisierung der Schleifenzähler zusammen am Anfang
erfolgt. Die Überprüfung der Schleifenbedingungen erfolgt ebenfalls zusam-
mengefasst am Ende der Schleifensequenz. In Abbildung 3.31 ist dies für
die Ereignisfolge a
lc(n)
1 ; a
lc(m)
3 ; a4 dargestellt (a1, a3 und a4 können wiederum
Ereignissequenzen sein). Bei geschachtelten Schleifen muss die Initialisierung
der Schleifenzähler ebenfalls vorgezogen werden. Die Überprüfung der Schlei-
fenbedingung hingegen erfolgt wie im Normalfall einer einfachen Schleife.
Erreichbarkeit von Fehler- und Endzuständen. Bevor wir jetzt zu der
Erzeugung der temporallogischen Formeln kommen, muss bei Observerauto-
maten, die optionales Verhalten beobachten, noch eine kleine Modikation
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vorgenommen werden. In Abbildung 3.32 ist zu sehen, wie der Startzustand
eines Automaten, der die optionale Ereignisfolge f überwacht, um Transiti-
onsschleifen ergänzt wird. Für jedes Ereignis ei, mit dem die Sequenz begon-
nen werden kann, wird eine solche Schleife eingefügt. Damit wird sicherge-
stellt, dass der Endzustand dieser Sequenz auch dann erreicht werden kann,
wenn ein unvollständiger Präx der Folge auftritt. Mit den Transitionsschlei-
fen wird nichtdeterministisch geraten, ob ein erfüllender Systemlauf gerade
beginnt. Da wir für optionales Verhalten nur fordern, dass wenigstens ein
Ablauf des Systems das Sequenzdiagramm erfüllt, schadet es nichts, wenn
ein unvollständiger Verhaltenspräx in einem Fehlerzustand endet.
Weiterhin muss der Endzustand von obligatorischen Szenarien noch mit
einer Transition zu einem Fehlerzustand Efinal versehen werden. Diese Tran-
sition wird durch alle relevanten Ereignisse ausgelöst. Damit soll sichergestellt
werden, dass ein Szenario mit Erreichen des Endzustandes beendet ist. Jedes
nachfolgende relevante Ereignis wird als Fehler gewertet.
Ein Observer kann in vier Fällen eine Verletzung der Spezikation fest-
stellen. In diesen Fällen wird in zugehörige Fehlerzustände verzweigt:
² Es wird ein falsches Ereignis Eevent beobachtet,
² ein Endzustand eines obligatorischen Szenarios wurde betreten und
wieder verlassen (Efinal),
² eine Zeitbedingung verletzt (Etime) oder
² eine Schleifenbedingung nicht erfüllt (Eloop).
Die Verikation dieser Fehler reduziert sich nun auf die Erreichbarkeitsprü-
fung aller Fehlerzustände Ei mit 8¤ :Ei. Für jeden Fehlerzustand eines ob-
ligatorischen Ablaufs wird eine entsprechende temporallogische Anforderung
generiert. Ist ein Sequenzdiagramm als optional gekennzeichnet, wird die
Erreichbarkeit der Fehlerzustände nicht geprüft, da in diesem Fall lediglich
der aktuelle Durchlauf zurückgewiesen und nach einem anderen erfüllenden
Lauf gesucht werden muss. Wird im obligatorischen Fall ein Fehlerzustand
erreicht, wird ein Fehlerpfad generiert. Im Abschnitt 3.3.4 wird beschrieben,
wie ein solcher Fehlerpfad auf die Ebene der UML projiziert werden kann.
Auÿer der Fehlerfreiheit muss die Terminierung eines Szenarios sicherge-
stellt werden. Für obligatorisches Verhalten muss jeder Pfad im Endzustand
G enden: 8¤G. Für optionales Verhalten soll es wenigstens einen erfüllenden
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Durchlauf geben: 9§ G. Zusammenfassend werden folgende Anforderungen
für ein Sequenzdiagramm erzeugt:
REQ =
½ f8¤G; 8¤ :Eijf Äur alle FehlerzustÄande Eig ; falls mandatory
f9§Gg ; falls optional
Weiterhin lässt die Implementierung auch die Eingabe benutzerdenierter
Anforderungen zu. Beispielsweise wird oft die Suche nach Deadlocks benötigt:
8¤ :deadlock.
Beobachtung eines Systems vom Sequenzdiagrammen. Die Beob-
achtung eines Systems mittels einerMenge von Sequenzdiagrammen gestaltet
sich umständlich, wenn nur bilaterale Kommunikation zwischen observierbar
gemachtem System und den Observern möglich ist. Bilaterale Kommuni-
kation war lange Zeit die einzige Form von Synchronisationsaktionen, die
UPPAAL zulieÿ. Erst ab der Version 3.4 ist auch eine Synchronisation über
Broadcast-Kanäle möglich. Da eine Broadcast-Aktion a! in allen potentiellen
Observern Transitionen, die mit a? beschriftet sind, auslösen kann, lassen
sich unterschiedliche Szenarien problemlos gleichzeitig beobachten.
Interne Kommunikation und nicht relevante Nachrichten. Bei der
Beobachtung der Kommunikation zwischen den Instanzen soll oft interne
Kommunikation innerhalb einer Komponente unberücksichtigt bleiben. Da
es zulässig ist, einer Instanz mehrere Zustandsdiagramme zuzuordnen, kann
diese Kommunikation ohne Weiteres auftreten.
Mittels eines Parameters kann in der Implementierung vom Modellierer
bestimmt werden, ob interne Kommunikation für die Analyse relevant ist. Im
asynchronen Modell können Sendeereignisse bereits zur Übersetzungszeit als
intern identiziert und ausgeblendet werden, indem sie einfach übergangen
werden. Für Empfangsereignisse ist das nicht möglich, da zur Übersetzungs-
zeit nicht bekannt ist, von welcher Zustandsmaschine ein Signal geschickt
wird. Im synchronen Fall ist zur Übersetzungszeit weder für Empfangs- noch
für Sendeereignisse ermittelbar, ob sie intern sind. Daher werden alle Ereig-
nisse durchgängig beobachtbar gemacht. Allerdings werden alle Transitionen
in Fehlerzustände Eevent entfernt, die sich auf interne Kommunikation be-
ziehen, d.h. das Auftreten interner Kommunikationsereignisse führt nicht in
einen Fehlerzustand. Da eine Kommunikationsaktion über einen Broadcast-
Kanal auf Senderseite nicht blockiert, ist dieses Verfahren unkritisch.
122 KAPITEL 3. DYNAMISCHE ANALYSE
Zusätzlich kann für ein Sequenzdiagramm eine Menge nicht relevanter
Nachrichten benannt werden. In diesem Fall werden ebenfalls alle Transitio-
nen entfernt, die sich auf Ereignisse derartiger Nachrichten beziehen und in
Fehlerzustände führen.
Insgesamt erhalten wir als Ergebnis der Übersetzung folgendes System
von Zeitautomaten
² die observierbar gemachten Automaten,
² die Observerautomaten und
sowie im Falle asynchroner Kommunikation zusätzlich noch
² den Schritt- und den Kontrollautomaten und
² die modizierten Ereigniswarteschlangen.
Mit Hilfe von generierten Verikationsanfragen kann eine automatische Prü-
fung der Konsistenz von Sequenz- und Zustandsdiagrammen durchgeführt
werden. Es stellt sich die Frage, was passiert, wenn ein Fehler ermittelt wird.
Zur Fehleranalyse sollten dem Modellierer die Informationen des Fehlerpfa-
des in lesbarer Form angeboten werden. Damit beschäftigt sich der nächste
Abschnitt.
3.3.4 Visualisierung eines Fehlerpfades
Die Verikation mit Hilfe eines Model-Checkers liefert einen Fehlerpfad. Lei-
der ist dieser in seiner rohen Form zunächst kaum hilfreich, da er sich auf das
Ergebnis der Transformation von UML-Modellen in Zeitautomaten bezieht
und nur mit Expertenwissen über deren Konstruktion deuten lässt. Diese
Transformation sollte aber für den Anwender transparent bleiben. Daher ist
eine Rücktransformation auf UML-Ebene notwendig.
Für eine Verikation werden sowohl die Menge von Zustandsdiagrammen,
als auch die Menge der Sequenzdiagramme in ein Automatensystem abgebil-
det. Für eine Visualisierung kommen daher prinzipiell zwei Möglichkeiten in
Betracht:
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² Der Fehlerpfad wird in einem Sequenzdiagramm angezeigt. Es sollte
die Position im Sequenzdiagramm markiert werden, an der eine Ver-
letzung des vorgesehenen Ablaufs aufgetreten ist. Zusätzlich wären In-
formationen wünschenswert, die bei einer Fehlerdiagnose weiterhelfen.
Beispielsweise sollten aktuelle Variableninhalte ausgegeben werden. Ei-
ne intuitive Darstellungsform ist ein UML-Kommentar, der an die Stelle
im Diagramm geheftet wird, an der ein abweichendes Verhalten seinen
Anfang nimmt.
² Eine Visualisierung des fehlerhaften Ablaufs wäre ebenfalls möglich,
indem Zustände auf dem Niveau der Zeitautomaten mit Zuständen
in den Zustandsdiagrammen verbunden werden. In diesem Fall könnte
der Ablauf mit Hilfe einer Animation darstellt werden, in der jeweils
aktive Zustände bis zum Auftreten einer fehlerhaften Konguration
farbig hervorgehoben werden.
Wir haben hier den ersten Ansatz verfolgt, da sich auf diese Weise fehlerhaftes
Verhalten übersichtlich und kompakt darstellen lässt. Auÿerdem lässt sich so
die Fehlerausgabe auch für UML-Werkzeuge realisieren, die eine Simulation
nicht unterstützen.
Ein Fehlerpfad in UPPAAL enthält Kongurationen von Zeitautomaten
einschlieÿlich eines Zustandsvektors, in dem jeder Prozess repräsentiert wird,
und aktuelle Variablenwerte sowie Dierenzen von Uhrenwerten. Weiterhin
lassen sich die Transitionen entnehmen, die jeweils geschaltet haben. Bei der
Interpretation des fehlerhaften Ablaufs stellt sich das Problem, dass im Feh-
lerpfad Automatenzustände und Übergänge, die sich auf Zustandsdiagramme
beziehen, durchmischt sind mit denen, die für die Sequenzdiagramme relevant
sind. Da zusätzlich viele Teile des Fehlerpfades sich auf Hilfskonstruktionen
beziehen, ist ein groÿer Teil für eine Visualisierung uninteressant. Daher muss
ein Fehlerpfad zunächst auf die relevanten Teile geltert werden. Auf der Ebe-
ne von Zeitautomaten wird dafür ein genaues Wissen über die verwendete
Transformation benötigt, um die Bedeutung von Automatenzuständen und
Transitionen für die UML-Ebene zu erkennen.
Dieses lässt sich vereinfachen, wenn bereits bei der Abbildung die rele-
vanten Teile in den Zeitautomaten per Namenskonvention gekennzeichnet
werden (Abb. 3.33). Eine besonders wichtige Rolle spielen dabei Zustände in
einem Sequenzdiagramm, in denen Zeit vergehen kann. Davon gibt es jeweils
einen zwischen zwei Ereignissen (Senden oder Empfangen einer Nachricht)
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an der Lebenslinie einer Instanz. Werden diese Zustände bei der Abbildung in
Zeitautomaten mit dem Diagrammnamen, der zugehörigen Instanz und der
genauen Position innerhalb des Diagramms beschriftet, ndet sich diese In-
formation später leicht im Fehlerpfad wieder und kann dann in das betroene
Sequenzdiagramm eingeblendet werden.
In ähnlicher Weise gilt es auch, die Fehlerzustände ei zu markieren. Die-
se sollten insbesondere per Namenskonvention einen Hinweis auf die Art des
aufgetretenen Fehlers geben (Sequenzfehler, zeitliche Verletzung einer Anfor-
derung oder Iterationsfehler).
Nach einer derartigen Vorbereitung gestaltet sich die Rückabbildung des
Fehlers in ein Sequenzdiagramm relativ einfach: Da auf Erreichbarkeit ei-
nes Fehlerzustandes geprüft wird, bendet sich ein solcher Zustand am Ende
des Fehlerpfades. Verfolgt man von dort aus den Pfad rückwärts bis zum
ersten Auftreten eines markierten Sequenzdiagrammzustandes, hat man die
Stelle im Diagramm identiziert, an der ein Fehler auftritt. Ein Sequenzfeh-
ler und eine Verletzung einer zeitlichen Bedingung sind dabei dem Ereignis
zuzuordnen, das im Sequenzdiagramm dem markierten Zustand folgt. Ein
Iterationsfehler sollte der vorangegangenen Schleifenkonstruktion zugeschrie-
ben werden, da derartige Fehler erst nach Verlassen einer Schleife aufgedeckt
werden können.
Weitere Informationen über die aktuelle Konguration lassen sich eben-
falls dem Fehlerpfad entnehmen. Verfolgt man den Pfad weiter rückwärts
und entnimmt jeweils die Konguration bei den markierten Zuständen, lässt
sich so die gesamte Vorgeschichte, die zum Fehler führt, rekonstruieren.
3.4 Verikation von QNX-spezischen Model-
len
Die Modellierung von plattformspezischen Elementen von QNX wurde in
Abschnitt 2.3 beschrieben. Dort werden die Grundlagen für die folgende Ana-
lyse gelegt. Ausgangspunkt dieser Transformation sind zwei Sichtweisen auf
eine QNX-Anwendung: Ein Architekturmodell enthält eine Übersicht über
Prozesse mit zugeordneten Threads und Kommunikationskanälen. Dieses Mo-
dell entspricht einem UML-Objektdiagramm. Ein Dynamikmodell beschreibt
für jeden Thread dessen Verhalten in Form von UML-Zustandsdiagrammen.
3.4. VERIFIKATION VON QNX-SPEZIFISCHEN MODELLEN 125
I J
I1 J1
I3
I2
J3
J2
I1 J1
I3
I2
J3
J2
...
... ...
...
e3
e2
e1
Sequenzdiagramm Zeitautomaten
... ... ...I1 J1 ... I2 J2 ... e3
Fehlerpfad
A
B
{B-A<=1} {B-A>1}
Abbildung 3.33: Prinzip der Visualisierung eines Fehlerpfades
Diese enthalten Zustände mit Ausführungszeiten von Aktionen und Transi-
tionen mit Kommunikationsaktionen. Daraus wird eine Darstellung in Form
von Zeitautomaten generiert. Diese umfasst folgende Typen von Prozessen:
² Eine Menge von Thread-Automaten TAthread. Diese modellieren das
interne Verhalten von Threads.
² Eine Menge von Scheduler-Automaten TAscheduler. Sie modellieren einen
Scheduler, der für die prioritätengerechte Verarbeitung von Threads
verantwortlich ist.
² Eine Menge von Kanal-Automaten TAchannel. Sie verwalten Warte-
schlangen, die den Kanälen zwischen Prozessen zugeordnet sind.
Die letzten zwei Automaten werden aus der Anwendungsarchitektur abge-
leitet. Das Architekturmodell dient auÿerdem der Überprüfung, ob die Kom-
munikation zwischen Threads ausschlieÿlich über Kanäle stattndet. Die in-
terne Beschreibung von Threads wird aus den ihnen zugeordneten Zustands-
diagrammen ermittelt.
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ID:Thread
ID:Client
CH:Kanal
blocked[ID]
ready[ID]
blocked[ID]
readyByReply[ID]
MsgReceived[CH][ID]
MsgReplied[CH][ID]
MsgSended[CH][ID]
MsgPulseSended[CH][ID]
MsgSend[CH][ID]
MsgSendPulse[CH][ID]
MsgReceive[CH][ID]
MsgReply[CH][ID]
MsgReceivePulse[CH][ID]
exec[ID] exec[ID]
readyByYield[ID]
ThreadCreate[ID]
Thread
Thread
ChannelCreate[CH]
ID:ServerScheduler
Abbildung 3.34: Übersicht über Kommunikationsaktionen
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Die Kommunikation zwischen den Automaten ndet über synchrone Ak-
tionen statt. Abbildung 3.34 gibt einen Überblick über die benutzten synchro-
nen Aktionen. Dabei werden Threads in ihren Rollen als Client und Server
explizit dargestellt. Zu beachten ist insbesondere, dass Nachrichten niemals
direkt zwischen zwei Threads weitergeleitet, sondern immer über eine Instanz
eines Kanalautomaten vermittelt werden.
Im Folgenden beschreiben wir die Abbildung dieser Modelle in Zeitau-
tomaten. Dabei werden als Konvention globale Variablen mit dem Präx G
und lokale Variablen mit L versehen. Konstanten werden mit Groÿbuchsta-
ben benannt und Uhren beginnen mit Kleinbuchstaben.
3.4.1 Transformation von Zuständen
Grundsätzlich kann der Zeitverbrauch einer Aktion entweder von einer Sche-
duler-Komponente oder von den Thread-Automaten verwaltet werden. Wir
folgen hier dem Ansatz aus [AGS00], in dem die Zeitverwaltung in den
Thread-Komponenten realisiert wird. Dazu wird jeder UML-Zustand S ei-
nes Threads auf drei Automatenzustände Ready, Running und Preempted
abgebildet (siehe Abb. 3.35). Diese Zustände repräsentieren den Status ei-
nes Threads bezüglich der Prozessornutzung. Der Hilfszustand Init ermög-
licht ein Betreten eines Zustands, wenn zuvor keine Scheduling-Entscheidung
notwendig war. Im Beispiel wird eine Ausführungszeit von texec 2 [T1; T2]
modelliert.
Bei der Abbildung in Zeitautomaten werden folgende Variablen, Konstan-
ten und Synchronisationsaktionen verwendet:
² ID ist eine eindeutige Identizierung des modellierten Threads. Sie
wird als Konstante realisiert.
² Die synchrone Aktion exec wird mit der Thread-Identizierung pa-
rametrisiert. Sie erlaubt es dem Scheduler, einem Thread Rechenzeit
zuzuweisen.
² Die synchrone Aktion preempt unterbricht den aktuell aktiven Thread.
² Die lokale Uhr execT ime misst die Laufzeit eines Threads. Sie wird
beim Betreten von Running zurückgesetzt.
² Die lokalen Variablen Lmin und Lmax enthalten eine obere und untere
Grenze für die Restlaufzeit eines Threads. Aufgrund von Interferenzen
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Running
execTime<=Lmax
Preempted
Ready TransitionInit
exec[ID]?
execTime<Lmax
preempt?
exec[ID]?
execTime>=Lmin
exec[Gtid]?
Gtid!=ID Lmin+=Gmin,
Lmax+=Gmax
execTime:=0,
Lmin:=T1,
Lmax:=T2,
Gmin:=T1,
Gmax:=T2
Abbildung 3.35: Transformation von Zuständen
mit hoch priorisierten Threads können diese Grenzen um die Unterbre-
chungszeit anwachsen. Da diese Unterbrechungszeiten durch Intervalle
mit ganzzahligen konstanten Intervallgrenzen beschrieben werden, kön-
nen ganzzahlige Variablen verwendet werden.
Im Zustand Ready wartet der Thread auf die Zuteilung von Rechen-
zeit durch den Scheduler. Dieses wird über die synchrone Aktion exec [ID]
signalisiert. Es ndet ein Wechsel nach Running statt. Dort verbleibt die
Kontrolle eines Threads, solange bis eine Aktion abgearbeitet ist oder der
Thread unterbrochen wird. Die minimale und maximale Ausführungszeit
wird mit der Invarianten execT ime <= Lmax von Running und der Be-
dingung execT ime >= Lmin an der rechten Transition sichergestellt.
Wenn der Scheduler die Ausführung vor Ende der maximalen Bearbei-
tungszeit mit preempt unterbricht, wechselt der Thread in den Zustand
Preempted. Ein Thread kann dann entweder die Kontrolle sofort wieder zu-
rück erhalten oder es werden im Falle der Aktivierung eines Threads mit
höherer Priorität Lmin und Lmax um die minimale und maximale Unter-
brechungszeit erhöht (Transitionsschleife am Zustand Preempted).
Diese Behandlung von Unterbrechungszeiten impliziert, dass ein Thread
B mit höherer Priorität seine Aktion beendet, bevor der unterbrochene Thread
A die Kontrolle erneut erlangt. Dieses trit zu, da es an dieser Stelle nicht
zu einer Umkehr im Prioritätenschema kommen kann: Ein hoch priorisier-
ter Prozess kann z.B. durch einen Zugri auf einen nicht verfügbaren Server
blockiert werden. Dieses setzt aber eine Kommunikationsaktion voraus. Auf
UML-Ebene benden sich alle Kommunikationsaktionen an den Transitio-
nen, so dass eine Blockierung innerhalb eines Zustands nicht auftreten kann.
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Ein Thread B mit hoher Priorität ist erst nach seiner aktuellen Aktion durch
einen Ressourcenzugri blockierbar. Sehr wohl könnte es aber zu einer Priori-
tätsinversion bezogen auf den Gesamtablauf kommen, soweit sie nicht durch
Prioritätenvererbung abgefangen wird. Weiterhin kann selbstverständlich der
Thread B seinerseits durch einen Thread C mit noch höherer Priorität unter-
brochen werden, usw. In diesem Fall kann A erst weiter verarbeitet werden,
wenn B und C ihre Aktionen beendet haben. Die Transitionsschleife wird
entsprechend oft durchlaufen.
Technisch gesehen wird durch Anpassung der minimalen und maximalen
Restlaufzeiten Lmin und Lmax und deren Verwendung in Invarianten und
Transitionsbedingungen eine einfache Form eines Systems mit StopWatches
realisiert. Es handelt sich dabei um eine sehr einfache Form, in der eine Uhr
um einen konstanten Betrag angehalten wird. Dieses ist die einzige Möglich-
keit, die UPPAAL-Zeitautomaten erlauben. Glücklicherweise ist diese Vari-
ante der simulierten Stop Watches für diesen Kontext absolut ausreichend.
Im allgemeinen Fall führen anhaltbare Uhren zu unentscheidbaren Proble-
men.
3.4.2 Transformation von Transitionen
Als nächstes werden Transitionen in Zeitautomaten übersetzt. Die Darstel-
lung hängt im Wesentlichen von den QNX-Kommunikationsaktionen ab, mit
denen sie beschriftet sind. Diese Beschriftung auf UML-Ebene wird jeweils
mit angegeben. Die Umsetzung in Zeitautomaten erfordert zahlreiche Syn-
chronisationen mit den Kanal- und Scheduler-Automaten, die weiter unten
eingeführt werden. Eine direkte Kommunikation zwischen Threads ndet
nicht statt, sondern sie wird jeweils über die Kanal-Automaten abgewickelt.
Die resultierenden Automaten-Fragmente für Transitionen verbinden jeweils
die Abbildungen der Zustände.
SendMessage(). Eine mit =SendMessage (CH;ABC) beschriftete Tran-
sition wird wie in Abbildung 3.36 dargestellt in Zeitautomaten realisiert. Ein
MsgSend wird von einem Client ausgelöst. Wie beim QNX-Message-Passing
üblich, folgen darauf ein MsgReceived und ein MsgReplied, die vom Ser-
ver initiiert werden. Dieses wird direkt in synchrone Aktionen auf Ebene
der Zeitautomaten umgesetzt. Dabei werden der Kommunikationskanal CH
und die eigene Thread-Kennung ID als Parameter übergeben. Die Aktio-
nen blocked [ID]! und ready [ID]! sind Anweisungen an den Scheduler, den
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Transition SendBlocked ReplyBlocked Ready
MsgSend[CH][ID]! blocked[ID]! MsgReceived[CH][ID]?
Gpriority:=Lpriority,
Gdata:=ABC,
Grec:=ID
MsgReplied[CH][ID]?
Lstatus:=Gstatus,
Ldata:=Gdata
ready[ID]!
Abbildung 3.36: Transformation von SendMessage()-Transitionen
Thread ID aufgrund der vorübergehenden Blockierung aus der Menge der
zur Verarbeitung bereiten Threads zu entfernen bzw. wieder einzufügen.
Mit Gpriority := Lpriority wird die Priorität des Clients dem Server
übergeben. Dieses bereitet eine Prioritätsvererbung zur Vermeidung einer
Prioritätsinversion vor. Gdata und Gstatus sind globale Variablen, über die
Daten ABC und ein Status an lokale Kopien Ldata und Lstatus übertragen
werden.
ReceiveMessage(). Eine Transition eines Servers zum Empfangen von
Nachrichten ist mit =ReceiveMessage (CH) beschriftet. In Zeitautomaten
wird entsprechend dem Server-Kommunikationszyklus zunächst der Kanal
CH mit MsgReceive darüber informiert, dass der Thread ID zum Empfang
einer Nachricht bereit ist (Abb. 3.37). Analog zu oben wird der Scheduler
über blocked [ID]! und ready [ID]! über den Zustand des Threads informiert.
Eine verfügbare Nachricht wird dem Server vom Kanal-Automaten über die
Aktion MsgSended angekündigt. Dabei werden über die Variablen Gdata,
Gpriority und Grec Daten, Client-Priorität und Absender übertragen.
Der Kanal-Automat sorgt dafür, dass einMsgSended direkt im Anschluss
an ein MsgReceived stattndet, so dass die globalen Variablen nicht über-
schrieben werden. Die Client-Priorität wird übermittelt, um die Vererbung
von Prioritäten zu realisieren. Sie wird in eine globale Prioritätentabelle ein-
getragen. Dieses entspricht der Implementierung unter QNX und vermeidet
in vielen (allerdings nicht allen) Fällen die Umkehr der Prioritätenordnung
aufgrund von Server-Aufrufen.
ReplyMessage(). Ein Reply =ReplyMessage(CH; status;ABC) wird wie
in Abbildung 3.38 umgesetzt. Mit einem MsgReply werden eine Statusmel-
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Transition ReceiveBlocked Ready
MsgReceive[CH][ID]! blocked[ID]! MsgSended[CH][ID]?
Lpriority:=Gpriority,
Ldata:=Gdata,
Lrec:=Grec
ready[ID]!
Abbildung 3.37: Transformation von ReceiveMessage()-Transitionen
Transition Ready
MsgReply[CH][ID]!
Gstatus:=OK,
Grec:=Lrec,
Gdata:=Ldata,
Gpriority:=RealPriority
readyByReply[ID]!
Abbildung 3.38: Transformation von ReplyMessage()-Transitionen
dung Gstatus, der Empfänger Grec und Daten Gdata gesetzt. Für den Sche-
duler wird die ursprüngliche Priorität übergeben, die vorübergehend durch
eine vererbte Priorität ersetzt wurde. Da sich daher eine Veränderung im
Scheduling ergeben kann, wird über ReadyByReply eine Kommunikation
mit dem Scheduler durchgeführt, obwohl ein ReplyMessage selbst nicht blo-
ckiert. Der Scheduler entfernt den Thread ID aus der Warteschlange der
geerbten Priorität, stellt die Orginalpriorität wieder her und fügt ihn in die
Warteschlange der aktualisierten Priorität ein.
SendPulse(). Mit =SendPulse (CH) wird ein Puls an einen Kanal CH
abgegeben (Abb. 3.39). Kennzeichnend für einen Puls ist, dass der Sender
nicht blockiert. Über MsgSendPulse wird die Nachricht an den Kanal CH
übergeben. Eine neue Scheduling-Entscheidung ist nicht notwendig, da weder
eine Blockierung auftritt, noch die Priorität des Threads verändert wird.
Daher führt diese Transition direkt zum folgenden Zustand.
ReceivePulse(). Ein Puls wird an einer Transition ähnlich wie eine Nach-
richt empfangen (=ReceivePulse (CH)). Auf Ebene der Zeitautomaten wird
dieses analog zu ReceiveMessage realisiert. Es werden allerdings weder Va-
riablen zur Prioritäts- und Datenkopierung benötigt, noch muss der Absender
gespeichert werden (Abb. 3.40).
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Transition Init
MsgSendPulse[CH][ID]!
Abbildung 3.39: Transformation von SendPulse()-Transitionen
Transition ReceiveBlocked Ready
MsgReceivePulse[CH][ID]! blocked[ID]! MsgSendedPulse[CH][ID]? ready[ID]!
Abbildung 3.40: Transformation von ReceivePulse()-Transitionen
Yield(). Die Freigabe eines Prozessors mit Y ield () erfordert lediglich eine
neue Scheduling-Entscheidung (Abb. 3.41). Der Scheduler verschiebt einen
Thread dabei an das Ende der Warteschlange.
Sleep(). Eine Sleep-Anweisung bewirkt, dass sich der Thread vorüberge-
hend mit blocked beim Scheduler aus der Menge der rechenwilligen Threads
abmeldet. Nach Ablauf der Zeitspanne TIME meldet sich der Thread wieder
beim Scheduler zurück (Abb. 3.42).
Create-Anweisungen. Es können sowohl Prozesse als auch Threads er-
zeugt werden. Eine CreateProcess(ID)-Aktion wird dabei automatisch in
einen CreateThread(ID)-Befehl umgewandelt, wobei als Parameter die ID
des Main-Threads des Prozesses übergeben wird. In Abbildung 3.43 ist die
Transition Ready
readyByYield[ID]!
Abbildung 3.41: Transformation einer Yield()-Transition
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Transition
execTime<=TIME
Ready
blocked[ID]!
execTime:=0
ready[ID]!
execTime==TIME
Abbildung 3.42: Transformation einer Sleep()-Transition
Transition Ready
ThreadCreate[ID]!
Transition Init
ChannelCreate[CH]!
Transition Init
connection[CH][ID]:=true
Abbildung 3.43: Transformation von Create-Transitionen
Umsetzung von verschiedenen Create-Aktionen dargestellt. Die Umsetzung
erfolgt im Thread- bzw. im Kanal-Automaten.
² =CreateThread (ID).
Links: Die Erzeugung eines Threads ID wird mit ThreadCreate [ID]!
aus einem bereits aktiven Thread eingeleitet. Der Thread wird damit
aus einem Pseudo-Zustand in seinen Anfangszustand überführt und
meldet sich mit ready [ID]! beim Scheduler an.
² =CreateChannel (CH).
Mitte: Der Kanal wird mit ChannelCreate [CH]! erzeugt. Auch hier
ndet eine Transition von einem Pseudo-Zustand in den Startzustand
IDLE statt.
² =AttachConnection (CH).
Rechts: Es wird das Feld connection entsprechend gesetzt. Dieses Feld
signalisiert, ob ein Thread Zugri auf einen Kanal hat.
Transitionen ohne Kommunikationsaktion. Es gibt neben den bisher
beschriebenen Transitionen auch Zustandsübergänge, die nicht mit einer be-
sonderen Kommunikationsaktion beschriftet sind. In diesem Fall kann direkt
zum Folgezustand gesprungen werden. Eine neue Scheduling-Entscheidung
fällt nicht an.
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3.4.3 Transformation sonstiger Konstrukte
Start- und Endzustände. Start- und Endzustände z0 bzw. zf werden
wie normale Zustände transformiert. Es ist aber darauf zu achten, dass beim
Systemstart lauähige Threads in die Warteschlangen ihrer Priorität einge-
fügt werden. Dieses wird durch eine entsprechende Initialisierung desjenigen
Feldes erreicht, das die Prioritäten-Warteschlange repräsentiert. Wenn ein
Thread dynamisch erzeugt wird, enthält er eine Transition, die vom Initial-
zustand ausgeht und mit ThreadCreate[ID]? beschriftet ist.
Für Endzustände zf wird eine Transition zu einem Zustand zFinal hinzu-
gefügt, der nicht mehr verlassen werden kann. Wird diese Transition genom-
men, wechselt der Thread mit blocked [ID] in einen blockierten Zustand.
Deadlines von Tasks. Tasks können innerhalb des Zustandsdiagramms
frei deniert werden (vgl. Abschnitt2.3). Mit diesem Konzept wird der zeitli-
che Abstand zwischen einer Transition mit einem Trigger-Stereotyp und einer
Transition mit einem Response-Stereotyp mit einer vorgegebenen Deadline
verglichen.
Zur Vorbereitung der Verikation dieser Anforderung wird am Trigger
eines Tasks t eine Uhr clk_t eingeführt und mit 0 initialisiert. An der als
Response markierten Transition wird bei Einhaltung der Deadline (clk_t ·
deadline (t)) der Ablauf fortgesetzt. Andernfalls wird in einen Fehlerzustand
Error_t verzweigt. Dieser Fehlerzustand kann bei einer Verikation auf Er-
reichbarkeit überprüft werden.
Wird ein Zustandsübergang, der als Response gekennzeichnet ist, bei der
Transformation auf eine Folge von Transitionen abgebildet (z.B. bei einem
SendMessage()), ndet die Überprüfung nach der letzten regulären Transi-
tion statt.
Bedingungen und Variablen-Zuweisungen. Bedingungen und Zuwei-
sungen an Variablen an UML-Zustandsübergängen werden unverändert über-
nommen werden, weil vorausgesetzt wurde, dass sie in UPPAAL-Syntax er-
folgen. Wird ein Übergang auf eine Folge von Transitionen abgebildet, werden
die Bedingungen und Zuweisungen der ersten Transition zugeordnet.
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3.4.4 Modellierung eines Schedulers
Ein Hardware-Knoten enthält einen Scheduler (Abb. 3.44). Ein Scheduler
wird durch synchrone Aktionen immer dann gestartet, wenn eine Scheduling-
Entscheidung nötig ist. Eine anstehende Scheduling-Entscheidung kann ver-
schiedene Ursachen haben, die zu unterschiedlichen Aktionen führen.
Um die Darstellung zu vereinfachen, werden alle Operationen auf Da-
tenstrukturen in der Abbildung nur angedeutet. Es handelt sich dabei um
einfache Listenoperationen, die auf UPPAAL-Ebene direkt zu realisieren
sind. Jede Prioritätsstufe verfügt über eine Warteschlange der rechenwilli-
gen Threads. Mit removeFromQueues[x] wird ein Thread x aus der War-
teschlange seiner Priorität entfernt. Eingefügt wird ein Thread mit insertIn
Queues[x]. Zur Ausführung gelangt derjenige Thread, der in der Warte-
schlange mit der höchsten Priorität an erster Stelle steht. Dieser wird mit
searchFor Highest ermittelt, indem alle Warteschlangen beginnend mit der
höchsten Priorität bis zum ersten nicht leeren Element durchlaufen werden.
Auf folgende Aktionen muss der Scheduler reagieren:
² ready[x]: Wird ein Thread aktiviert oder neu erzeugt, wird er in die ent-
sprechende Warteschlange für eine bestimmte Prioritätsstufe eingefügt.
Über die Aktion preempt wird der laufende Thread unterbrochen.
² blocked[x]: Blockiert ein Thread, wird dieser aus der Prioritätenwarte-
schlange gelöscht (linker Pfad).
² readyByY ield[x]: Der Thread gibt freiwillig die Kontrolle ab, ist aber
weiter rechenwillig. Daher wird er aus der Warteschlange entfernt und
am Ende wieder eingereiht.
² readyByReply[x]: Es handelt sich in diesem Fall um einen Server. Auf-
grund des Priority Inheritence Protocols wurde ein solcher Thread vor-
übergehend auf die Priorität des Clients angehoben. Dieses muss wieder
rückgängig gemacht und der Thread aus der Warteschlange der Client-
Priorität entfernt werden. Er wird stattdessen in die Warteschlange
seiner Basispriorität eingefügt.
Nachdem alle nötigen Aktualisierungen der Prioritätswarteschlangen vor-
genommen wurden, wird der höchst priorisierte Thread ermittelt und seine
Ausführung mit exec [ID]! bewirkt.
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blocked[x]?
removeFromQueues[x]!
ready[x]?
insertInQueues[x]!
searchForHighest!exec[highest]!
readyByYield[x]?
readyByReply[x]?
priority[x]:=Gpriority
removeFromQueues[x]!
removeFromQueues[x]!
preempt!
Abbildung 3.44: Modellierung eines Schedulers
3.4.5 Modellierung eines Kanals
Ein Kanal verbindet Clients und Server. Zugrie verwaltet er in drei War-
teschlangen: Die Warteschlange SendBlocked enthält durch ein Senden blo-
ckierte Clients, entsprechend die Warteschlange ReceiveBlocked blockierte
Server und die Warteschlange ReplyBlocked Clients, deren Anfragen gera-
de von einem Server bearbeitet werden. Mit Hilfe der letzten Datenstruktur
können Antworten dem anfragenden Client zugeordnet werden. Aus Ezi-
enzgründen kann auf diese Datenstruktur verzichtet werden, wenn die ID
des Clients dem Server mit übergeben wird. Daher wird im Folgenden auf
eine explizite Modellierung von ReplyBlocked verzichtet.
Der Aufbau eines Automaten zur Verwaltung eines Kanals ist in Abbil-
dung 3.45 und 3.46 beschrieben. Der Kanal-Automat wurde aus Gründen
der Übersicht in fünf Bestandteile zerlegt. Er ist als Summe dieser Teile
implementiert, wobei gleich benannte Zustände übereinstimmen. Jeder Be-
standteil beschreibt die Reaktion auf eine bestimmte Kommunikationsanfra-
ge. Datenoperationen auf den Warteschlangen werden nur angedeutet. Eine
Implementierung einer Warteschlange in UPPAAL-Zeitautomaten wurde be-
reits in Abschnitt 3.2.1.3 vorgestellt. Hier kommt eine ähnliche Konstruktion
zur Anwendung. Nachrichten und Pulse werden jeweils durch eine Konstante
repräsentiert, wobei Nachrichten positive und Pulse negative Werte erhalten.
Ein Kanal wird durch ein ChannelCreate[CH]! aktiviert (erzeugt) und
bendet sich dann im Zustand Idle. Bevor ein Kanal von einem Thread
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Idle
Overflow
A
NotConnected
Inactiv
ChannelCreate[CH]?
MsgSend[CH][id]?
emptyReceive and !fullSend
addSender!MsgReceived[CH][id]!
fullSend
and emptyReceive
MsgSended[CH][rec]!
!connected[CH][ID]!emptyReceivegetReceiver!
Idle
NotConnected
MsgReceive[CH][id]?
emptySend
addReceiver!
!emptySend
getSender!
MsgSended[CH][id]!
MsgReceived[CH][send]!
!connected[CH][ID]
Idle
NotConnected
MsgReply[CH][ID]?
MsgReplied[CH][Grec]!
!connected[CH][ID]
Abbildung 3.45: Modellierung eines Kanals (Senden, Empfangen, Beantwor-
ten)
Idle
OverflowNotConnected
!connected[CH][ID]
!emptyReceive
getReceiver!
MsgSended[CH][rec]!
fullSend
and emptyReceive
MsgSendPulse[CH][ID]?
emptyReceive and 
!fullSend
addPulse!
Idle
NotConnected
MsgReceivePulse[CH][ID]?
!pulseStored
addPulseReceiver!
PulseStored
getPulse!
MsgSended[CH][ID]!
!connected[CH][ID]
Abbildung 3.46: Modellierung eines Kanals (Senden und Empfangen von Pul-
sen)
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ID benutzt werden kann, muss zuvor eine Verbindung mit der Zuweisung
connected[CH][ID] := true hergestellt werden. Versuche, den Kanal vorher
zu benutzen, führen in den Fehlerzustand NotConnected. Dieser Zustand
wird auf Erreichbarkeit geprüft. Es ist nicht nötig, andere Transitionen eines
Kanals durch eine entsprechende Bedingung zu sperren, wenn keine Verbin-
dung vorliegt, weil die Erreichbarkeit des Fehlerzustandes davon unberührt
bleibt. Beispielsweise brauchen abgehende Transitionen des Zustands A der
Abbildung 3.45 links oben nicht mit einer Bedingung versehen werden, die
prüft, ob das Flag connected[CH][ID] gesetzt ist. Wird die dynamische Er-
zeugung von Kanälen und Verbindungen nicht modelliert, entfallen entspre-
chende Zustände und Transitionen. Initialzustand des Automaten ist dann
Idle.
Auällig ist, dass der Fehlerzustand Overflow nur bei Zugrien auf die
Warteschlange SendBlocked abgefragt wird. Wie in Abschnitt 3.4.7 ausge-
führt wird, kann die Gröÿe der anderen Warteschlangen abgeschätzt werden.
Da Clients Pulse versenden können, ohne selbst blockiert zu werden, ist die
Gröÿe von SendBlocked potentiell unbegrenzt.
Der Zeitautomat verlässt den zentralen Wartezustand, wenn von anderen
Threads Kommunikationsaktionen ausgelöst werden. Dieses sind im einzel-
nen:
² MsgSend [CH] [ID]? (Abb. 3.45 links oben):
Enthält die Warteschlange ReceiveBlocked keinen Server, wird die
ID des sendenden Threads der Warteschlange SendBlocked hinzuge-
fügt. Ansonsten ndet die Synchronisation von Client und Server über
MsgReceived [CH][id]! und MsgSended[CH][rec]! statt. Die Variable
rec wird durch den Aufruf der Aktion getReceiver! gesetzt. Der Server
wird dabei aus ReceiveBlocked gelöscht.
² MsgReceive [CH] [ID]? (Abb. 3.45 rechts oben):
Enthält SendBlocked keine wartenden Clients, wird die ID des Threads
ReceiveBlocked hinzugefügt. Enthält sie an erster Stelle einen Client
mit einer Nachricht, ndet die Synchronisation durch die Benachrichti-
gung von Client (MsgReceived[CH][id]!) und Server (MsgSended[CH]
[rec]!) statt und der Datenaustausch erfolgt.
² MsgReply [CH] [ID]? (Abb. 3.45 unten):
Der zugehörige Client wurde im Server gespeichert und wird über die
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Variable Grec an den Kanal übergeben. Die Blockierung des Clients
wird durch ein MsgReplied[CH] [Grec]! aufgehoben.
² MsgSendPulse [CH] [ID]? (Abb. 3.46 links):
Ist kein Server bereit (kein Eintrag in Receive Blocked), wird die ne-
gierte ID des Threads in SendBlocked eingefügt. Ansonsten wird der
entsprechende Eintrag des Servers gelöscht und seine Blockierung durch
ein MsgSended[CH][rec]! aufgehoben. Die Variable rec wird wie oben
durch einen Aufruf von getReceiver! ermittelt. Der Client wird über
die Weiterleitung des Pulses nicht wie bei einfachen Nachrichten infor-
miert, da er durch das Versenden nicht blockiert.
² MsgReceivePulse [CH] [ID]? (Abb. 3.46 rechts):
Bendet sich in SendBlocked kein Puls, wird die negierte Thread ID
des Servers in ReceiveBlocked eingefügt. Damit wird angezeigt, dass
nur Pulse empfangen werden können. Ansonsten wird die Blockierung
des Threads durch eine Aktion MsgSended[CH][ID]! sofort wieder
aufgehoben.
3.4.6 Durchführung der Verikation
Nach der Generierung eines Zeitautomaten-Modells können folgende Eigen-
schaften veriziert werden:
² Deadlines von Tasks
Es wird für ein Trigger-Response-Paar überprüft, ob die benutzerde-
nierte Deadline eingehalten wird, indem die Erreichbarkeit eines Zu-
standes geprüft wird, der nur bei einer Überschreitung einer Deadline
betreten wird.
² Kontrolle auf einen Deadlock
(A[] deadlock imply ThreadA:F inal and ThreadB:F inal and : : : ):
Die einzig zulässige Verklemmung tritt auf, wenn alle Threads abgear-
beitet sind und ihren Endzustand erreicht haben (z.B. ThreadA:F inal),
da dann das System zum Stillstand kommt. Alle anderen Deadlocks
deuten auf einen Fehler im Systemdesign hin.
² Erreichbarkeit von Fehlerzuständen
(A[] not(ChannelA:NotConnected or ChannelA:Overflow or : : : )):
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Fehlerzustände werden bei einem fehlerhaften Verbindungsaufbau oder
einem Überlauf einer Warteschlange erreicht.
² Terminierung der Threads
(A <> (ThreadA:F inal and ThreadB:F inal and : : : )): Ist ein Thread
mit einem Endzustand versehen, kann dessen zwangsläuges Erreichen
überprüft werden.
3.4.7 Optimierung der Abbildung
Besonders kritisch für die Gröÿe des Zustandsraums sind die Warteschlangen
der Kanäle. Der Inhalt einer Warteschlange wird in UPPAAL durch ein Feld
von ganzzahligen Variablen verwaltet. Im allgemeinen Fall besitzt ein Kanal
drei Warteschlangen (SendBlocked, ReceiveBlocked und ReplyBlocked). Je
nach Systemarchitektur können Warteschlangen entfallen oder Automaten
vereinfacht werden:
² In der Datenstruktur ReplyBlocked werden in QNX blockierte Cli-
ents verwaltet, deren Anfrage bereits von einem Server bearbeitet wird.
Wird die ID des Clients dem Server übergeben, kann auf diese Daten-
struktur verzichtet werden.
² Nimmt ein Kanal nur Pulse entgegen, können in Abbildung 3.45 und
3.46 Hilfszustände entfernt werden, die das Senden einer blockierenden
Nachricht verwalten.
² Übermittelt ein Kanal keine Pulse, kann auf entsprechende Hilfszustän-
de verzichtet werden.
² Die Gröÿe der Warteschlange ReceiveBlocked entspricht der Anzahl
der Server dieses Kanals. Ist nur ein Server vorhanden, wird die War-
teschlange durch eine einfache boolesche Variable ersetzt.
² Die Gröÿe der Warteschlange SendBlocked ist prinzipiell unbeschränkt
groÿ, wenn im System Pulse verschickt werden: Ein Client kann beliebig
viele Pulse verschicken, ohne selbst blockiert zu werden. Dieses führt so-
wohl im UPPAAL-Modell als auch in realen Systemen dazu, dass diese
Warteschlange alle Speichergrenzen sprengt. In UPPAAL wird in die-
sem Fall ein Zustand Overflow erreicht. Die Gröÿe der Warteschlange
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wird per Parameter vorgegeben. Im Fall eines Überlaufens kann ver-
sucht werden, die Warteschlange zu vergröÿern. Sollte dies kein Erfolg
haben, liegt ein Design-Fehler des Programms vor, da die Serverkapa-
zität nicht zur Kapazität der Clients passt.
Im Scheduler-Automaten sind ebenfalls Warteschlangen vorgesehen, wenn es
mehr als einen Thread pro Prioritätsstufe gibt. Ist nur maximal ein Thread
pro Priorität vorhanden, können die Warteschlangen durch eine einfache Va-
riable ersetzt werden. Prioritätsstufen, die nicht verwendet werden, können
entfallen.
3.4.8 Beispiel (Fortsetzung)
Das Modellierungsbeispiel aus Abschnitt 2.3.3 wurde automatisch in ein Au-
tomatensystem für UPPAAL umgesetzt. Dabei wurde ein XML-Zwischen-
format genutzt, in dem sich QNX-spezische Modelle ezient abspeichern
lassen. Die Umsetzung führt zu einem UPPAAL-System, das in etwa aus 150
Zuständen und 250 Transitionen besteht. Die Verikation der oben beschrie-
benen Anfragen liegt für dieses System auf einem handelsüblichen PC im
Sekundenbereich.
Generell ist es schwierig, eine Faustformel für den Aufwand der Veri-
kation von Modellen anzugeben. Die Gröÿe des Zustandsraums, der beim
Model-Checking aufgebaut wird, hängt weniger von der Menge der verwende-
ten Zustände und Transitionen im Modell ab, sondern weitaus mehr von der
Anzahl und Gröÿe der verwendeten Variablen und dem Grad des Nichtdeter-
minismus, den ein Modell aufweist. Enthält ein Modell nur deterministische
Abläufe, bleibt der Zustandsraum für einen Model-Checker beherrschbar. Da
von einer Steuerung erwartet wird, dass sie deterministisch reagiert, sollte
Nicht-Determinismus soweit wie möglich vermieden werden. Allerdings lässt
sich die Verwendung von nicht-deterministischen Konstrukten oft nur schwer
vermeiden, wenn z. B. Teile der Systemumwelt berücksichtigt werden müssen.
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Kapitel 4
Analyse der Schedulability
Im vorherigen Kapitel wurde beschrieben, wie sich Echtzeitsysteme mit Hilfe
einer dynamischen Analyse verizieren lassen. Diese Art der Analyse hat
den Nachteil, dass die Modellgröÿe begrenzt ist, bei der eine Verikation
terminiert. Werden gröÿere Software-Systeme entworfen, ist eine umfassende
dynamische Analyse oft nicht durchführbar. In diesem Fall wird zunächst
ein gröÿeres Gesamtmodell entworfen und die dynamische Analyse auf Teil-
modelle angewendet. Trotzdem ist es nicht nötig, für groÿe Modelle völlig auf
eine automatische Analyse zu verzichten.
In diesem Fall lassen sich Verfahren der Schedulability-Analyse anwenden
[BW01, Kop97]. In der Literatur gibt es eine groÿe Vielzahl von Algorithmen,
die eine solche Analyse durchführen. In dieser Arbeit wurde ein Verfahren
herausgegrien, das weit verbreitet ist. Dieses Verfahren aus der Literatur
wird ausführlich im nächsten Abschnitt vorgestellt, um dabei zentrale Be-
grie einzuführen, die bei einer Modellierung zu berücksichtigen sind. Im
Anschluss daran wird aufgezeigt, wie sich solche Verfahren in eine UML-
Modellierung integrieren lassen.
Die Analyse erfolgt dabei auf eine ganz andere Art als in den vorherigen
Kapiteln. Die statische Antwortzeitanalyse zielt jedoch wie in den voraus-
gegangenen Kapiteln darauf ab, die zeitliche Einhaltung von Deadlines zu
überprüfen.
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4.1 Modellierung von Scheduling-Aspekten
Echtzeitsysteme bestehen im Allgemeinen aus einer Anzahl parallel ablau-
fender Programme, den Tasks. Diese werden von Prozessen und Threads
ausgeführt. Nur durch eine Parallelisierung der Aufgaben lässt sich eine gute
Performance erzielen. Tasks laufen allerdings nicht unabhängig voneinander
ab, sondern greifen auf gemeinsame Ressourcen zu. Eine wichtige Ressour-
ce sind Prozessoren, die Rechenzeit zur Verfügung stellen. Da die korrekte
Ausführung eines Tasks auch von seinem Zeitverhalten abhängt, ist ein kon-
trollierter Zugri auf Ressourcen notwendig, der als Scheduling bezeichnet
wird. Die Reihenfolge des Zugris von Tasks auf Ressourcen wird in einem
Zeitplan, dem Schedule, festgehalten. Dieser wird mit Hilfe eines Scheduling-
Algorithmus aufgestellt. Ein Schedule, der vor der Laufzeit eines Systems
ermittelt wird, heiÿt statisch. Wird er erst zur Laufzeit festgelegt, nennt
man ihn dynamisch.
Die optimale Erstellung eines Schedules ist von vielen Randbedingungen
abhängig, die durch ein Anwendungsgebiet und ein konkretes Echtzeitbe-
triebssystem gegeben sind. In der Literatur lässt sich eine Fülle von Verfahren
nden, die sich vor allem aus der Kombinationsvielfalt dieser Randbedingun-
gen erklären lässt. Diese Arbeit beschränkt sich exemplarisch auf die Dar-
stellung eines wichtigen Verfahrens, mit dem viele praxisnahe Anwendungen
behandelt werden können.
4.1.1 Scheduling für prozessbasierte Systeme
Es ist durchaus möglich, viele zyklische Echtzeitanwendungen mit einem Pro-
zess/Thread zu realisieren, indem dieser in Haupt- und Unterzyklen unterteilt
wird. Allerdings ist dieses Verfahren unexibel und führt bei Tasks mit va-
riablen Ausführungszeiten zu einer schlechten Prozessornutzung. Komplexe
Echtzeitanwendungen werden daher oft als prozessbasiertes System realisiert.
Dazu wird ein Scheduler benötigt, der Prozesse koordiniert und ihnen Re-
chenzeit zuweist. Der Scheduler ist in der Regel Teil des Betriebssystems.
Ein Prozess ¿i wird durch ein bestimmtes Ereignis, wie z. B. einem pe-
riodischen Zeitsignal mit der Periode Ti aktiviert und wartet dann auf die
Zuteilung von Rechenzeit auf einem Prozessor. Diese Rechenzeit muss min-
destens einer Worst-Case-Execution-Time (WCET) Ci entsprechen, die zur
Ausführung benötigt wird und sollte vor Ablauf einer DeadlineDi vollständig
bereitgestellt werden.
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Um die Einhaltung von Deadlines zu gewährleisten, wird eine Priorität Pi
für jeden Prozess ¿i vergeben. Der Scheduler übergibt die Kontrolle an den-
jenigen Prozess, der die höchste Priorität hat und nicht blockiert ist, z. B.
weil er auf eine andere Ressource wartet. Dabei gibt es Implementierungen,
in denen der Scheduler erst aktiv wird, wenn der aktuelle Prozess terminiert
oder blockiert ist. Im Folgenden wird davon ausgegangen, dass der Scheduler
sofort einschreitet, wenn ein Prozess mit höherer Priorität ausführbar wird.
In diesem Fall wird der aktuelle Prozess möglichst ohne Zeitverzögerung un-
terbrochen (Preemption).
Aufgabe eines Scheduling-Algorithmus ist die Vergabe von Prioritäten,
so dass alle Deadlines garantiert werden. Das heiÿt während Ti, Ci und Di
anwendungsspezische Parameter der Prozesse sind, wird Pi vom Scheduling-
Algorithmus festgelegt. Es wird dabei zwischen Systemen unterschieden, in
denen sich die Prioritäten während der Laufzeit nicht ändern (Fixed Priority
Scheduling) und solchen, bei denen Prioritäten dynamisch festgelegt werden.
Die Scheduling-Algorithmen werden dabei nach den Strategien benannt, die
bei der Festlegung der Prioritäten angewendet werden. Da ein Schedule unter
Berücksichtigung von Prioritäten erst zur Laufzeit erstellt wird, handelt es
sich sowohl bei festen als auch bei dynamischen Prioritäten um ein dynami-
sches Scheduling.
Zusammenzufassend wird nun ein grundlegendes Prozessmodell deniert.
Dieses Grundmodell wird schrittweise zu einem realitätsnahen Prozessmodell
erweitert [BW01].
Prozessmodell. Wir betrachten zunächst prozess- und prioritätsorientier-
te Systeme mit einer festen Anzahl von N Prozessen ¿1; : : : ; ¿N und einem
Prozessor. Die Prozesse werden durch folgende Gröÿen charakterisiert:
Ti : Minimale Zeit zwischen zwei Aktivierungen von ¿i (bei periodischen Pro-
zessen ist dies die Periode)
Di : Deadline von ¿i
Ci : Maximale Ausführungszeit von ¿i, wenn der Prozessor durchgängig ex-
klusiv genutzt werden kann
Pi : Priorität von ¿i
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Es wird vorläug von rein periodischen Prozessen mit strengen Deadlines
ausgegangen, von denen jeweils maximal eine Instanz aktiv ist, d. h. es gilt
Di · Ti. Eine Blockierung durch gemeinsam genutzte Ressourcen wird noch
nicht betrachtet und zum Zeitpunkt des Systemstarts werden alle Prozesse
gleichzeitig aktiviert.
Vergabe von Prioritäten. Prinzipiell kann die Verteilung der Prioritäten
auf willkürliche Weise mit unterschiedlicher Auswirkung auf das Scheduling
durchgeführt werden. Folgende Strategien sind in der Praxis besonders häug
anzutreen:
Rate Monotonic Priority Order (RMPO). Dem Prozess mit der kür-
zesten Periode wird die höchste Priorität zugewiesen:
Ti < Tj ) Pi > Pj:
.
Deadline Monotonic Priority Order (DMPO). Dem Prozess mit der
kürzesten Deadline wird die höchste Priorität zugewiesen:
Di < Dj ) Pi > Pj:
.
Earliest Deadline First (EDF). Der Prozess, dessen Deadline zur Lauf-
zeit zeitlich am nächsten liegt, erhält die höchste Priorität.
Die ersten beiden Verfahren sind statisch, da sich die Prioritäten zur Laufzeit
nicht ändern. Das dritte Verfahren ist dynamisch und lässt in der Theorie eine
optimale Ausnutzung des Prozessors zu. Allerdings wird dieser theoretische
Vorteil durch eine aufwendige Realisierung des Schedulers erkauft, der zur
Laufzeit selbst Rechenzeit benötigt. Daher sind in der Praxis oft die ersten
beiden Prioritätenordnungen ezienter.
4.1.2 Analyse der Schedulability
Nachdem ein einfaches Prozessmodell aufgestellt wurde, wird nun bestimmt,
ob eine bestimmte Prioritätsordnung das Einhalten aller Deadlines garan-
tiert. Dazu wird folgende Denition benötigt:
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Schedulability. Für eine Menge von Tasks ist die Schedulability gegeben,
wenn ein Scheduling-Algorithmus existiert, bei dessen Anwendung alle Tasks
stets ihre Deadline einhalten.
Bei der Analyse ist zu beachten, dass das Ergebnis immer auch vom
Prozessmodell abhängig ist. Flieÿen andere Annahmen in das Modell ein,
muss die Analyse abgeändert werden. Insbesondere nehmen Analyseverfahren
pessimistische Abschätzungen vor. Wird ein Modell verfeinert, kann es dazu
führen, dass ein System, für das vorher keine Schedulability gegeben war,
doch sicher ausführbar wird.
Es gibt verschiedene Verfahren für die Überprüfung, ob eine Prioritäten-
ordnung die Einhaltung aller Deadlines garantiert. Eine grundlegende Arbeit
dazu ist [LL73]. Ein allgemein verbreiteter Ansatz berechnet die maximale
Antwortzeit jedes Tasks nach dessen Aktivierung. Ein Vergleich zwischen den
maximalen Antwortzeiten und den Deadlines ergibt, ob das System zeitlich
korrekt abläuft. Die Herleitung der Formeln ist [JP86] entnommen.
Ausgangspunkt der Berechnung sind die nachfolgenden Werte:
Ri : Maximale Antwortzeit von Prozess ¿i nach dessen Aktivierung.
Ii : Maximale Unterbrechungszeit (Interferenz) durch Prozesse höherer Prio-
rität innerhalb der Antwortzeit Ri.
Es gilt dann
Ri = Ci + Ii:
Es wird nun von den beiden statischen Prioritätenordnungen RMPO und
DMPO ausgegangen. Gesucht wird der Zeitpunkt, zu dem die Antwortzeit
eines Prozesses am längsten ist. Dieser so genannte Critical Instant ergibt
sich, wenn alle Prozesse rechenwillig sind. In diesem Fall wird ein Prozess ¿j
mit einer höheren Priorität (Pj > Pi) innerhalb der Antwortzeit Ri maximall
Ri
Tj
m
-mal aktiviert. Der Prozess ¿i wird dadurch für eine Dauer von Cj
l
Ri
Tj
m
Zeiteinheiten unterbrochen. Die gesamte Interferenz resultiert daher aus der
Summe dieser Einzelinterferenzen und wird in die obige Formel eingesetzt:
Ri = Ci +
P
fjjPj>Pig
Cj
»
Ri
Tj
¼
:
Diese Formel ist rekursiv. In [Aud93] wird nachgewiesen, dass sich die
Lösung als Fixpunkt folgender iterativen Formel ergibt. Ein geeigneter Start-
wert ist !0i = Ci.
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!n+1i = Ci +
P
fjjPj>Pig
Cj
»
!ni
Tj
¼
:
Bisher sind Ressourcen im Systemmodell nicht berücksichtigt worden. Das
Modell wird nun um eine Menge von K exklusiven Ressourcen erweitert, d.
h. eine Ressource kann maximal von einem Prozess benutzt werden. Alle
Prozesse, die auf eine belegte Ressource zugreifen wollen, sind blockiert. Die
Antwortzeit verlängert sich damit um die Blockierzeit Bi:
!n+1i = Ci +Bi +
P
fjjPj>Pig
Cj
»
!ni
Tj
¼
:
Dabei gehen in Bi nur Blockierzeiten ein, die durch einen Prozess ¿j mit
einer niedrigeren Priorität als der von ¿i (Pj < Pi) verursacht werden. Un-
terbrechungen durch Prozesse mit höherer Priorität wurden bereits in der
Interferenz berücksichtigt. Dabei ist es unerheblich, ob diese höher priorisier-
ten Prozesse zur Unterbrechungszeit auch Ressourcen belegen oder nicht.
Die Berechnung von Bi hängt vom Protokoll ab, mit dem der Zugri auf
Ressourcen geregelt wird. Generell ist es wünschenswert, Bi mit Hilfe eines
Protokolls so kurz wie möglich zu halten, weil es in dieser Zeit zu einem
Bruch im Prioritätenschema kommt, d. h. Prozesse höherer Priorität werden
von Prozessen mit niedriger Priorität unterbrochen. Insbesondere sollte es
vermieden werden, dass der niedrig priorisierte Prozess seinerseits vor der
Freigabe der Ressource durch weitere Prozesse, die nicht an Ressourcenzu-
grien beteiligt sind, unterbrochen wird. In diesem Fall könnte der hoch prio-
risierte Prozess dauerhaft blockiert bleiben. Ein weit verbreitetes Protokoll
zur Vermeidung dieser Eekte ist das Folgende.
Priority Ceiling Protocol. Das Priority Ceiling Protocol [SRL90] ist ei-
ne Weiterentwicklung des Priority Inheritance Protocols. Im letztgenannten
Protokoll wird ein blockierender Prozess für die Dauer der Blockierung auf
die Priorität des blockierten Prozesses angehoben. Allerdings kommt es so zu
häugen Prioritätswechseln und vor allem sind Deadlocks nicht ausgeschlos-
sen [BW01].
Für das Priority Ceiling Protocol gelten drei Regeln:
² Jeder Prozess ¿i hat eine feste Basispriorität Pi.
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² Jede Ressource hat eine feste Ceiling-Priorität, die sich aus dem Maxi-
mum der Prioritäten aller Prozesse ergibt, die sie benutzen können.
² Jeder Prozess hat eine dynamische Priorität. Diese ist jeweils das Ma-
ximum aus seiner Basispriorität und den Ceiling-Prioritäten, die er ge-
rade verwendet.
In [SRL90] wird nachgewiesen, dass die Implementierung dieses Protokolls
die folgenden Eigenschaften sichert:
² Priority Inversion wird verhindert: Es kann nicht vorkommen, dass ein
hoch priorisierter Prozess auf eine Ressource wartet, die nicht freigege-
ben wird, weil der blockierende Prozess selbst durch einen Prozess mit
mittlerer Priorität unterbrochen wird.
² Deadlocks und transitive Folgen von Blockierungen werden verhindert.
² Ein Prozess kann während seiner Ausführung höchstens einmal von
einem Prozess mit niedriger Priorität unterbrochen werden.
² Der exklusive Zugri auf Ressourcen ist sichergestellt. Semaphoren sind
nicht nötig.
Eine Blockierung ndet nur statt, solange ein niedrig priorisierter Prozess
aufgrund einer Ressourcennutzung mit seiner dynamischen Priorität einen
hoch priorisierten Prozess unterbricht. Die Zeit, in der eine Ressource ohne
die Möglichkeit eines Abbruchs reserviert ist, wird als kritischer Bereich be-
zeichnet. Critj;s deniert den kritischen Bereich einer Ressource s, die von
einem Prozess ¿j benutzt wird. Damit ergibt sich Bi als längster kritischer
Bereich, der eine Priorität höher als Pi verleihen kann:
Bi =
max
j;k2f1;:::;Ng;s2f1;:::;Kg
fCritj;sjPj < Pi ^ Pk ¸ Pi ^ ¿j; ¿k 2 uses (s)g :
Bisher galt Di · Ti. Wird diese Forderung fallen gelassen, resultieren
sich überlappende Aktivierungen von Prozessen. Es wird dabei vorausgesetzt,
dass diese überlappenden Aktivierungen in der Reihenfolge ihres Auftretens
abgearbeitet werden. Unterschiedliche Prozessaktivierungen können verschie-
dene Antwortzeiten haben. Zur Berechnung der maximalen Antwortzeit wird
150 KAPITEL 4. ANALYSE DER SCHEDULABILITY
nach [TBW94] ein Zeitfenster ! (q) deniert, das q zusätzliche Überlappun-
gen eines Prozesses enthält. Diese insgesamt q + 1 Aktivierungen benötigen
ohne Blockierung oder Interferenz (q + 1)Ci Zeiteinheiten. Ansonsten kann
die Länge des Zeitfensters ! (q) analog zu oben iterativ ermittelt werden:
!n+1i (q) = (q + 1)Ci +Bi +
P
fjjPj>Pig
Cj
»
!ni (q)
Tj
¼
:
Die Antwortzeit einer bestimmten (der q-ten) Aktivierung erhält man,
indem die Perioden der vorherigen Aktivierungen subtrahiert werden:
Ri (q) = !i (q)¡ qTi:
Es müssen die Antwortzeiten Ri (q) solange berechnet werden, bis für
ein Qi gilt: Ri (q) · Ti. In diesem Fall liegt für die nächste Aktivierung
keine Überlappung mehr vor. Ebenfalls abgebrochen wird, wenn Ri (q) > Di,
da in diesem Fall die Deadline verletzt ist. Damit ergibt sich die maximale
Antwortzeit als
Ri =
max
q2f0;:::;Qig
Ri (q) :
Als letzte Erweiterung sollen Verzögerungen bei der Auslösung periodi-
scher Prozesse berücksichtigt werden. In realen Systemen ist eine absolut
präzise Auslösung von Prozessen nicht zu gewährleisten. Mit einem Jitter
Ji wird die maximale Verzögerung vom rechnerischen Zeitpunkt der Akti-
vierung bezeichnet. Eine Verzögerung bei der Prozessauslösung bewirkt eine
Verlängerung der Zeit, in der ein Prozess unterbrochen werden kann. Die-
ses hat folgende Auswirkung auf die Formel zur Berechnung der Antwortzeit
[TBW94]:
!n+1i (q) = (q + 1)Ci +Bi +
P
fjjPj>Pig
Cj
»
!ni (q) + Ji
Tj
¼
:
Es wurde damit ein gängiges Verfahren zur Überprüfung der Schedulabili-
ty unter ganz bestimmten Voraussetzungen vorgestellt. Mit diesem Verfahren
werden viele praxisnahe Beispiele abgedeckt. Allerdings ist damit die Theorie
der Schedulability-Analyse nicht ansatzweise erschöpfend behandelt. Im Fol-
genden wird exemplarisch gezeigt, wie sich diese Algorithmen in den Kontext
einer UML-basierten Modellierung einfügen lassen. Dabei müssen vor allem
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die beschriebenen Parameter in ein UML-Modell integriert werden. Eine Er-
weiterung um andere Algorithmen der Literatur ist problemlos möglich.
4.2 Modellierung mit UML
Eine Analyse der Schedulability erfolgt durch Anwendung des oben vorge-
stellten oder ähnlicher Algorithmen. Das wirft die Frage auf, ob sich der-
artige Algorithmen auch auf eine Modellierung mit UML anwenden lassen.
Dies wäre wünschenswert, da man so schnell automatisiert ermitteln könnte,
welche Folgen eine Änderung im Design auf die Schedulability haben würde.
Natürlich müssen die Modelle eine bestimmte Form haben, um analysierbar
zu sein. Insbesondere müssen alle benötigten Eingabeparameter und deren
Beziehungen enthalten sein.
Das führt zur grundlegenden Fragestellung, ob UML eine geeignete Spra-
che zur Darstellung von Scheduling-Aspekten ist. Betrachtet man nur den
Kern der UML wird eine Modellierung von diesen Leistungsmerkmalen nur
schwach unterstützt. Mit Hilfe der Erweiterungsmechanismen von UML las-
sen sich allerdings ohne weiteres Konstrukte einführen, welche diese Lücke
schlieÿen. Damit dieses in standardisierter Form passiert, wurde eine entspre-
chende Erweiterung von der OMG veröentlicht.
Das UML-Prol für Schedulability, Performance and Time [Obj05].
Um die UML zur Modellierung von Echtzeitsystemen anwenden zu kön-
nen, wurde 2001 das UML-Prol für Schedulability, Performance and Time
[Obj05] (im folgenden: SPT-Prol) von der OMG veröentlicht, das stan-
dardisierte Modellelemente für die Spezikation von Echtzeitsystemen zur
Verfügung stellt. Das UML-Prol soll die Konstruktion von Modellen unter-
stützen, die quantitative Aussagen über Schedulability, Zeit und Performan-
ce enthalten, und den standardisierten Austausch dieser Modelle zwischen
Modellierungs- und Analysewerkzeugen ermöglichen.
Das UML-Prol verwendet die vorhandenen Erweiterungsmechanismen
der UML, nämlich Stereotypen und Tagged Values, um in statische und dy-
namische Modelle Scheduling- und Performance-Informationen zu integrie-
ren. Dabei kann ein Stereotyp auf verschiedene Modellelemente angewandt
werden, so dass es viele unterschiedliche Möglichkeiten gibt, die analyserele-
vanten Informationen in das Modell einzubringen.
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Den Kern des Prols bildet das General Resource Model (GRM), in dem
grundlegende Konzepte zur Modellierung von Ressourcen, Nebenläugkeit
und Zeit eingeführt werden. Basierend auf dem GRM werden Sub-Prole
für die Schedulability- (SAprofile) und Performance-Analyse (PAprofile)
deniert.
Grenzen des UML-Prols. Wenn ein standardisiertes UML-Prol für
Echtzeitaspekte existiert, was bleibt dann noch zu tun? Bisher fehlte die Um-
setzung in einem konkreten Analyseverfahren. Das Prol liefert eine Samm-
lung von Begrien und zugehörigen Markierungen in Form von Stereotypen.
Allerdings benötigt kein Analyseverfahren alle Stereotypen und eine Analy-
se eines Modells, in dem diese Stereotypen willkürlich eingestreut werden,
ist nicht möglich. Das UML-Prol liefert keine Vorschrift, wie Modelle kon-
struiert werden müssen, die nach einem bestimmten Algorithmus analysiert
werden sollen. Hinweise zur Anwendung für reale Analyseprobleme werden
nicht gegeben. Tatsächlich dürfte mit [DHK03] die erste praktische Umset-
zung und Implementierung des Prols vorliegen.
Hinweis. Für das SPT-Prol gibt es derzeit kein deutschsprachiges Re-
ferenzwerk, das als Maÿstab für die Übersetzung neu eingeführter Begrie
dienen könnte. Da es die wesentliche Zielsetzung des Prols ist, neue Model-
lierungskonstrukte in Form von Stereotypen bereitzustellen, werden in dieser
Arbeit die englischen Begrie beibehalten. Es wird in Kauf genommen, dass
dieser Text englische und deutsche Ausdrücke mischt. Eine Übersetzung wür-
de den Bezug zum Standard unnötig erschweren.
4.2.1 Modelle und Metamodelle
Während einer Analyse der Schedulability spielen drei Sichtweisen eine Rolle,
deren Aufbau in Metamodellen beschrieben wird. Es wird hier ein kurzer
Überblick über die Zusammenhänge gegeben.
Zunächst kann der Modellierer beliebige konkrete UML-Modelle erstellen,
die dem UML-Metamodell entsprechen, so wie es im OMG-Standard deniert
ist. Dazu ist im Regelfall keine explizite Kenntnis des Metamodells nötig.
Es ist Aufgabe eines Modellierungstools, nur solche Modelle zuzulassen, die
konsistent zum UML-Metamodell sind.
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Derartige Modelle sind zunächst zu ausdrucksschwach, um eine Analy-
se der Schedulability zu ermöglichen. Es werden zusätzliche Konstrukte be-
nötigt. Der Zusammenhang zwischen diesen anwendungsspezischen Kon-
strukten wird in einem Domain-Metamodell beschrieben. Es kann herange-
zogen werden, wenn es gilt, in einem konkretem UML-Modell die Verknüp-
fungen zwischen Scheduling-Stereotypen zu rekonstruieren: Findet sich in
einem konkreten Modell eine Verbindung zwischen zwei Stereotypen, lässt
sich dem Domain-Metamodell entnehmen, ob diese Verbindung auch zuläs-
sig ist. Die Denition dieses Domain-Metamodells ist Teil dieser Arbeit und
führt zusammen mit einer genauen Beschreibung seiner Komponenten zu ei-
nem neuen UML-Prol (ExecutableSAprole). Dabei wird das SPT-Prol als
Stereotypen-Katalog verwendet, aus dem die benötigten Konstrukte ausge-
wählt werden. Proprietäre Erweiterungen werden äuÿerst sparsam eingesetzt,
obwohl das SPT-Prol selbst keinen Anspruch auf Vollständigkeit erhebt.
Der Zusammenhang zwischen diesem Prol und dem SPT-Prol wird unten
beschrieben.
Das Domain-Metamodell ist die Grundlage für ein Analyse-Metamodell.
Beide Modelle sind stark verwandt. Im Analyse-Metamodell werden gegen-
über dem Domain-Metamodell Änderungen vorgenommen, die eine Analyse
vereinfachen. Beispielsweise können zusätzliche Assoziationen erlaubt wer-
den, welche die Navigation erleichtern. Im Domain-Modell sind konzeptio-
nelle Klassen vorgesehen, denen kein Stereotyp zugeordnet ist. Diese können
aus pragmatischen Gründen im Analysemodell aufgrund direkter Verbindun-
gen zwischen Stereotypen entfallen. Das Analysemodell entspricht der Ob-
jektstruktur, die in einer Implementierung während der Analyse aufgebaut
wird. Das Analyse-Metamodell spiegelt sich in der Klassenstruktur des rea-
lisierten Programmcodes wieder und stellt eine Vereinfachung des Domain-
Metamodells da. Ausschlaggebend sind Implementierungsaspekte, auf die im
Folgenden nicht weiter eingegangen wird. Im Text werden Domain-Modell
und Analysemodell in der Regel synonym verwendet.
4.2.2 Modellierung von Scheduling-Aspekten
Im Folgenden werden die Konstrukte beschrieben, die bei der Modellierung
von Echtzeitsystemen zur Schedulability-Analyse angewendet werden kön-
nen. Es handelt sich um eine anwendungsspezische Auswahl aus dem SPT-
Prol [Obj05], d.h. es nden sich dort fast alle hier verwendeten Elemen-
te und Zusammenhänge und noch viele weitere wieder, die für diese An-
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Abbildung 4.2: Importbeziehungen des ExecutableSAprols.
wendung irrelevant sind. Insbesondere wird dabei auf Elemente der Pakete
RT resourceModeling (Ressourcenmodellierung), RT timeModeling (Zeit-
modellierung) und SAprofile (Prol für Schedulability-Analyse) zurückge-
grien (Abb. 4.2). Wir denieren damit ein neues Prol, das sich durch einen
deutlich reduzierten Umfang gegenüber [Obj05] auszeichnet - und der Eigen-
schaft, dass es ausführbar im Sinne von analysierbar ist. Daher wird es als
ExecutableSAprole (ESA) bezeichnet.
Die folgende Tabelle gibt eine Übersicht über die Stereotypen des ESA-
Prols. Den Stereotypen sind Eigenschaftswerte zugeordnet, die für eine Ana-
lyse benötigt werden. Weiterhin werden Basisklassen des UML-Metamodells
angegeben, auf denen sich ein Stereotyp anwenden lässt. Beispielsweise kann
das Stereotyp SATrigger eine Nachricht kennzeichnen. Zusätzlich wird mit
Hilfe von SAOccurence ein Auftrittsmuster deniert (Tritt alle 125¹s auf).
Stereotypen kennzeichnen Bestandteile eines Anwendungsbereiches, d.h.
eine Domain-Klasse. Es handelt sich in diesem Zusammenhang um Konzep-
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te der Schedulability-Analyse. Ähnlich dem UML-Metamodell werden Be-
ziehungen zwischen Anwendungskonzepten ebenfalls in einem Metamodell
dargestellt. In den Abbildungen 4.3 und 4.4 ist der Kern des Metamodells
des ESA-Prols abgebildet, der sich aus einer Filterung des Metamodells
aus [Obj05] ergibt. Zu beachten ist, dass nicht für jedes Konzept des An-
wendungsbereichs ein Stereotyp existiert. Beispielsweise existiert für einen
Task das Konzept des Scheduling Jobs. Es gibt dafür kein korrespondierendes
Stereotyp, da Tasks im UML-Modell über ihren Trigger und die induzierte
Response deniert werden.
Die Basisklasse eines Stereotyps ist nicht eindeutig festgelegt. Dieses gibt
dem Software-Designer eine groÿe Freiheit beim Modellieren. Ob sich ein
bestimmtes Diagramm zur Veranschaulichung der Scheduling-Aspekte einer
konkreten Software eignet, bleibt seine Entscheidung. Bei der späteren Ana-
lyse werden die Stereotypen aus dem Modell extrahiert und deren Verknüp-
fungen dem Modell entnommen. Auf dieser Ebene spielen die Basisklassen
keine Rolle mehr.
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Abbildung 4.3: Ressourcenzugri (aus [Obj05], 3-10).
Stereotyp Eigenschaftswerte Basisklasse Domain-Klasse
SAEngine SASchedulingPolicy Klasse, Objekt Execution Engine
Knoten
Knoteninstanz
SASchedulable Instanz/Rolle Schedulable
(ab Version 1.1: (aktive) Klasse Resource
SAschedRes)
SATrigger SAOccurence Nachricht Trigger
Ereignis, Transition
SAResponse RTduration Methode Response
SAAbsDeadline Nachricht
SAPriority Aktion
SAJitter Action Execution
SAAction RTduration Methode SAction
Nachricht
Aktion
Action Execution
SAResource SAAcquisation Instanz/Rolle SResource
SADeacquisation Objekt/Klasse
Objektzustand
GRMacquire wie SAAction Acquire Service
GRMrelease wie SAAction Release Service
Die verwendeten Stereotypen werden in den folgenden Abschnitten aus-
führlich erläutert.
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Abbildung 4.4: Schedulability-Modell (aus [Obj05], Abb. 6-1).
4.2.3 Prozesse und Prozessoren
Ein Prozess entspricht einer Schedulable Resource (Abb. 4.4). Zur Kennzeich-
nung von Prozessen wird der Stereotyp << SASchedulable >> verwendet.
Es können damit folgende Modellelemente gekennzeichnet werden:
² Eine Instanz oder Rolle in einem Sequenz- oder Kollaborationsdia-
gramm.
² Ein Objekt oder eine (aktive) Klasse.
Jeder Prozess benötigt einen Prozessor zur Ausführung (Execution Engine).
Dafür ist das Stereotyp << SAEngine >> des Prols vorgesehen, das auf
folgende Elemente angewandt werden kann:
² Ein Knoten oder eine Knoteninstanz in einem Verteilungsdiagramm.
Die Zuordnung zwischen Prozess und Prozessor ergibt sich damit in-
tuitiv aus dem Diagramm, da die Prozesse im ausführenden Prozessor-
Knoten dargestellt sind.
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Abbildung 4.5: Beziehung zwischen Prozessor und Prozess
² Ein Objekt oder eine Klasse. In diesem Fall ist eine explizite Zuordnung
der Prozesse zum Prozessor notwendig. Dies geschieht mit Hilfe einer
Abhängigkeit, die mit dem Stereotyp << GRM deploys >> gekenn-
zeichnet ist (Abb. 4.5).
Während einer Analyse müssen Prozesse und Prozessoren einander zuge-
ordnet werden - entweder implizit über die graphische Darstellung (Pro-
zessoren umfassen ihre Prozesse) oder über die explizite Abhängigkeit <<
GRM deploys >>.
Das Stereotyp << SAEngine >> für Prozessoren lässt folgende Eigen-
schaftswerte zu, die für eine Analyse erforderlich sind: Mit SAScheduling
Policy wird eine Strategie zur Prioritätenvergabe festgelegt. Gültige Wer-
te sind RateMonotonic, DeadlineMonotonic, EarliestDeadlineF irst und
FixedPriority. In letzterem Fall muss einem Task explizit eine Priorität zu-
geordnet werden (siehe unten) .
4.2.4 Trigger und Response
Prozesse führen Tasks (Scheduling Jobs) aus. Im SPT-Prol gibt es aller-
dings keinen eigenen Stereotyp für die Modellierung eines Tasks. Stattdessen
werden sein Trigger und die Response darauf modelliert. Ein Trigger ist der
Auslöser eines Tasks und wird mit << SATrigger >> gekennzeichnet. Die-
ses Stereotyp wird sinnvollerweise auf folgende UML-Elemente angewendet:
² Eine Nachricht in einem Sequenz- oder Kollaborationsdiagramm.
² Ein Ereignis oder eine Transition in einem Zustands- oder Aktivitäts-
diagramm.
Es bietet sich an, dass im Falle einer Transition als Trigger eine Default-
Transition auf oberster Ebene gewählt wird. Ob es im Einzelfall Sinn macht,
andere Transitionen zu kennzeichnen, liegt aber letztlich im Ermessen des
Modellierers. Wie weiter unten gefordert wird, sind lediglich unendliche Ab-
läufe durch Zyklen auszuschlieÿen.
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Eigenschaftswerte. Für die Bestimmung von Antwortzeiten ist neben den
Ausführungszeiten der Tasks das Auftrittsmuster entscheidend. Dieses wird
als Wert von SAOccurrence angegeben. In [Obj05] wird dafür der Datentyp
RT arrivalPattern deniert. Hier können periodische Tasks deniert wer-
den (Datenelement periodic mit Periodenlänge) und Tasks, für deren Ak-
tivierungsintervalle minimale und maximale Zeitdauern angegeben werden
(Datenelement bounded). Andere Auftrittsmuster sind vorgesehen, werden
aber nicht in diesem Kontext verwendet.
Die Behandlung eines getriggerten Tasks erfolgt durch eine Response,
also einem UML-Element, das mit dem Stereotyp << SAResponse >>
gekennzeichnet ist. Mögliche Kandidaten, um eine Response zu modellieren
sind folgende Elemente:
² Eine Methode. In diesem Fall muss der Auslöser des Methodenauf-
rufs (Nachricht, Ereignis, Transition) als Trigger gekennzeichnet wer-
den. Die Klasse, zu der die Methode gehört, muss mit dem Stereo-
typ << SASchedulable >> als Prozess markiert sein. Die Zuordnung
vom Trigger zur getriggerten Methode erfolgt über die Beschriftung der
Nachricht bzw. Transition. Dort wird ein entsprechender Methodenauf-
ruf erwartet. Eine andere Möglichkeit ist, dass eine Methode direkt mit
einem Aktivitätsdiagramm verknüpft ist. In diesem Fall sollte die über-
geordnete Methode als Response gekennzeichnet sein. Der zugehörige
Trigger bendet sich dann in der Regel an der Starttransition des Dia-
gramms.
² Eine Nachricht in einem Sequenz- oder Kollaborationsdiagramm. In
diesem Fall stimmen Trigger und Response überein. Die eigentliche
Antwort ist der durch die Nachricht ausgelöste Ablauf. Die Instanz oder
Rolle, die eine Nachricht empfängt, muss mit << SASchedulable >>
gekennzeichnet sein.
² Eine Aktion in einem Aktivitätsdiagramm. Dann wird der gesamte fol-
gende Ablauf als Response interpretiert. Ihr auslösendes Ereignis muss
mit dem Stereotyp eines Triggers versehen sein. Das Aktivitätsdia-
gramm muss einer Instanz bzw. Klasse untergeordnet sein, die eine
Schedulable Resource ist.
² Eine Action Execution. Eine Action Execution hat keine direkte Ent-
sprechung in einem UML-Diagramm. Allerdings kann ein Ausführungs-
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balken in einem Sequenzdiagramm als Visualisierung einer Action Exe-
cution interpretiert und als Response angesehen werden. In diesem Fall
muss die Nachricht, die eine Action Execution auslöst, als Trigger ge-
kennzeichnet sein. Die zugehörige Instanz oder Rolle sollte eine Sche-
dulable Resource sein.
Modellverknüpfungen. Trigger und Response sind einander zugeordnet
und denieren einen Task. Dieser wiederum ist mit einem Prozess verknüpft,
also einem Element, das mit << SASchedulable >> gekennzeichnet ist. Die
folgende Tabelle fasst die Verknüpfungsmöglichkeiten zusammen.
Trigger Response Prozess
Nachricht/Ereignis/Transition Methode Klasse
Nachricht Nachricht Zielinstanz/-rolle
Ereignis Transition Instanz/Klasse
Nachricht Action Execution Instanz/Rolle
Auch hier gilt, dass es dem Modellierer überlassen bleibt, zu entscheiden,
welche Art der Modellierung seine Intention am besten visualisiert.
Eigenschaftswerte. Die maximale Ausführungszeit Ci eines Tasks kann
mit dem Eigenschaftswert RT duration der Response deniert werden. Diese
entfällt allerdings dann, wenn die Response durch eine Abfolge von Einzel-
schritten verfeinert dargestellt wird. In diesem Fall wird ein Wert für Ci
aus der Modellierung der Einzelaktionen abgeleitet, so wie es weiter unten
erläutert wird.
Mit dem Eigenschaftswert SAAbsDeadline wird die Deadline Di eines
Tasks speziziert. Wenn diese Angabe fehlt, wird angenommen, dass Di = Ti
ist, d.h. die Deadline wird mit der Auftrittsrate des Triggers gleichgesetzt.
Dies ist allerdings nur möglich, wenn ein periodischer Task speziziert wird.
Im Regelfall werden Prioritäten schematisch nach praxisbewährten Ver-
fahren wie Rate Monotonic oder Deadline Monotonic vergeben. Im Einzelfall
kann es sinnvoll sein, eine Priorität für einen Task explizit zu setzen. Dieses
erfolgt über den Eigenschaftswert SAPriority.
4.2.5 Aktionen
Mit den bisherigen Mitteln lassen sich Tasks durch Trigger und Responses
denieren. Priorität, Dauer, Aktivierungsmuster/-rate und Deadline lassen
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Abbildung 4.6: Verfeinerung von Scheduling-Aktionen
sich angeben. Damit können die wichtigsten Angaben für eine Analyse der
Schedulability bereits gemacht werden. Allerdings sind die Modellierungs-
möglichkeiten noch nicht besonders exibel und berücksichtigen keine Ver-
haltensspezikationen, die in Zwischenschritte verfeinert sind.
Für einzelne Scheduling-Aktionen sieht das SPT-Prol den Begri der
SAction vor. In Abbildung 4.6 sind die Beziehungen der relevanten Konstruk-
te zusammengefasst. Eine Response führt zur Laufzeit zu einer Serie von Ac-
tion Executions (Komposition im Modell). Umgekehrt erbt eine Action Exe-
cution selbst die Komposition vom Scenario. Damit kann auch sie ihrerseits
durch Action Executions verfeinert werden, die über eine Nachfolger-Relation
verbunden sind. Auf Modellebene können Action Execution als SAction dar-
gestellt werden. So lässt sich ein ActionExecution-Szenario einer Response
mit einem Aktivitätsdiagramm modellieren, in dem alle Aktionen als SAction
gekennzeichnet sind.
Eine SAction ist die Spezialisierung einer einfachen Aktion. Hinzuge-
fügt wurden Eigenschaftswerte, die auf ihr Scheduling Einuss nehmen (z.B.
lässt sich ihre Ausführungsdauer angeben). Das zugeordnete Stereotyp ist
<< SAAction >>. Eine SAction wird in ähnlicher Weise auf Basisklassen
angewendet, wie die von ihr abgeleitete Response:
SActions werden angewendet auf
² Methoden. In diesem Fall können Eigenschaftswerte vorgegeben wer-
den, die für jede Ausführung einer Methode gelten sollen (z.B. Aus-
führungszeiten mit RT duration). Eine Methode kann durch weitere
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Diagramme verfeinert werden (Sequenz-, Kollaboration- oder Aktivi-
tätsdiagramm).
² Nachrichten in einem Sequenz- oder Kollaborationsdiagramm. In die-
sem Fall sollte die erste SAction eine Response sein. Danach wird eine
Abfolge von SActions erwartet. Andere Nachrichten werden ignoriert.
² eine Aktion in einem Aktivitätsdiagramm. In diesem Fall sollte die
Aktion ein Nachfolger einer Response sein, der wiederum ein Trigger
vorausgeht. Eine SAction kann durch ein untergeordnetes Aktivitäts-
diagramm weiter verfeinert werden.
Eine Anwendung auf eine Action Execution ist hier nicht vorgesehen. Wird
der Ausführungsbalken an einer Instanz als Response gekennzeichnet, ist eine
weitere Denition von Einzelschritten schwierig, da Ausführungsbalken nicht
das Mittel der Wahl sind, Szenarien zu modellieren. Daher wurde dieser Fall
nicht betrachtet.
Eigenschaftswerte. Für jede SAction muss eine maximale Ausführungs-
zeit speziziert werden. Es handelt sich dabei um die reine Rechenzeit oh-
ne Unterbrechung oder Blockierung. Diese Rechenzeit wird entweder mit
RT duration explizit angegeben oder ergibt sich durch untergeordnete Ein-
zelschritte. Sind Verzweigungen in einem Aktivitätsdiagramm speziziert, ist
im allgemeinen Fall anhand des Modells nicht festzustellen, welche Alterna-
tiven zur Laufzeit tatsächlich durchlaufen werden. Insbesondere wenn sich
Verzweigungen auf Bedingungen beziehen, die von der Systemumgebung ab-
hängen, sind die tatsächlich möglichen Durchläufe nicht aus dem Modell zu
ermitteln. Daher wird in der Implementierung der zeitlich längste Pfad als
Ausführungszeit bestimmt. Da Bedingungen dann ignoriert werden, führen
zyklische Ausführungspfade immer zu unendlichen Ausführungszeiten und
sind daher nicht zulässig. Zyklische Ausführungen von Tasks sind dagegen
sehr wohl durch die Angabe eines entsprechenden Auftrittsmusters für einen
Trigger zu modellieren.
4.2.6 Echtzeitmodell
Ausgangspunkt einer Analyse ist eine Beschreibung einer Echtzeitsituation
(Real Time Situation, vgl. Abbildung 4.4). Sie ist mit den wesentlichen Ele-
menten einer Analyse, den Prozessoren, den Prozessen und den Ressourcen
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direkt verbunden. Das SPT-Prol sieht für eine Echtzeitsituation das Stereo-
typ << SASituation >> vor. Dieses Stereotyp kann entfallen, wenn man
davon ausgeht, dass ein gesamtes Modell genau diese Echtzeitsituation be-
schreibt. In dieser Arbeit wird dieser Standpunkt eingenommen, so dass eine
explizite Anwendung von SASituation nicht notwendig ist.
4.2.7 Ressourcen
Ressourcen werden im Domain-Modell durch die Klasse SResource berück-
sichtigt. Der Begri der allgemeinen Resource ist im Prol bereits anderweitig
belegt. Eine SResource trägt den besonderen Eigenschaften einer Ressource
im Kontext einer Schedulability-Analyse Rechnung. Im UML-Modell wird
das Stereotyp << SARessource >> verwendet. Eine konkrete Ausführung
einer SAction (=Folge von Action Executions) kann eine oder mehrere Res-
sourcen reservieren oder freigeben. Im Domain-Metamodell wird daher ein
AcquireService und ein ReleaseService als Spezialisierung einer Action Exe-
cution eingeführt (Abb. 4.3). Im UML-Modell werden das Reservieren und
Freigeben von Ressourcen durch die Stereotypen << GRM acquire >> und
<< GRM release >>1 gekennzeichnet. Sie sind mit den entsprechenden
SResourcen durch eine Assoziation verbunden. Eine Ressource gilt vom Be-
ginn eines AcquireService bis zum Ende eines ReleaseService als reserviert.
Ressourcenzugrie werden nicht gesondert gekennzeichnet, sondern als eine
SAction modelliert, die mit einer Ressource verknüpft ist. Ein Zugri auf eine
nicht reservierte exklusive Ressource ist unzulässig. Bei einer Schedulability-
Analyse ist insbesondere der kritische Bereich einer Ressource (vgl. 4.1.2)
interessant. Da hier nur die Zeitpunkte der Reservierung und der Freigabe
eine Rolle spielen, kann bei einem Ressourcenzugri auch auf die Verbindung
zur Ressource verzichtet werden, solange diese nicht zur Veranschaulichung
beibehalten werden soll.
Folgende UML-Modellelemente können als Ressource gekennzeichnet wer-
den:
² Eine Instanz oder Rolle in einem Sequenz- oder Kollaborationsdia-
gramm.
² Ein Objekt oder eine Klasse.
1
Diese Stereotypen stammen aus dem Paket General Ressource Modeling.
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² Ein Objektzustand in einem Aktivitätsdiagramm.
Die Stereotypen << GRM acquire >> und << GRM release >> können
prinzipiell auf dieselben UML-Elemente angewendet werden, wie das oben
beschriebene Stereotyp << SAAction >>. Implementiert ist eine Anwen-
dung in Kollaborationsdiagrammen.
Eigenschaftswerte. Für die Reservierung und Freigabe von Ressourcen
können folgende Zeitspannen deniert werden: Die Acquisition Time de-
niert die Zeitdauer, die bei der Reservierung anfällt, die Deacquisition Time
entsprechend die Zeitdauer für die Freigabe. Diese Zeiten werden einer SRe-
source zugeordnet.
Sind in einem System verschiedene Möglichkeiten der Zugriskontrol-
le möglich, kann der verwendete Zugri entweder für jede SResource oder
global für eine Execution Engine festgelegt werden. Für Execution Engines
wird der Eigenschaftswert SAAccessPolicy und für SResourcen der Wert SA-
AccessControl verwendet. Mögliche Ausprägungen sind PriorityInheritance,
PriorityCeiling und Semaphores.
2
Modellverknüpfungen. Für eine Analyse muss die Verknüpfung zwischen
einer Zugrisaktion (Reservierung, Freigabe) und einer Ressource hergestellt
werden. Je nach Anwendung der Stereotypen für den Zugri gibt es folgende
Möglichkeiten:
² Methode. Alle Aufrufe dieser Methode gelten als Zugrisaktionen. Es
wird erwartet, dass die zugehörige Klasse als Ressource gekennzeichnet
ist.
² Nachricht in einem Sequenz- oder Kollaborationsdiagramm. Die In-
stanz, die das Ziel dieser Nachricht ist, ist die zugeordnete Ressource
und muss als solche gekennzeichnet werden.
4.2.8 Release Jitter
Im SPT-Prol fehlt bisher ein expliziter Eigenschaftswert zur Modellierung
von Release Jittern. Es gibt zwar die Möglichkeit, diese innerhalb des Auf-
2
Implementiert ist derzeit nur eine Analyse unter Berücksichtigung des Priority-Ceiling-
Protocols.
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Abbildung 4.7: Ablauf Schedulability-Analyse
trittsmusters eines Triggers zu berücksichtigen. Da es sich um einen wesent-
lichen Parameter bei der Analyse handelt, wird eine Response um einen
entsprechenden Wert Release Jitter ergänzt. Auf UML-Ebene kann ein mit
<< SAResponse >> markiertes Element mit dem neu eingeführten Eigen-
schaftswert SAJitter markiert werden.
4.3 Realisierung der Analyse
Nachdem im Abschnitt zuvor dargestellt wurde, wie sich Scheduling-Aspekte
in UML-Modellen spezizieren lassen, ist dieser Abschnitt der praktischen
Durchführung der Analyse gewidmet.
Die eigentliche Scheduling-Analyse wird nicht auf dem UML-Modell, son-
dern auf einem Analysemodell angewandt. In diesem Modell ist die Infor-
mation, die für eine Analyse wichtig ist und dem UML-Modell entnommen
werden kann, konzentriert aufbereitet. Modellelemente des ursprünglichen
UML-Modells, die für eine Analyse des Schedulings nicht relevant sind, wer-
den nicht übernommen. Damit gliedert sich die Scheduling-Analyse in die
Phasen Modellkonvertierung und algorithmische Analyse (Abb. 4.7).
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name="SATrigger"
:Stereotype
:CallAction :Operation
:Method:Stimulus
name="SAResponse"
:Stereotype
Abbildung 4.8: Rekonstruktion von Objektverbindungen
4.3.1 Modellkonvertierung und Durchführung der Ana-
lyse
Das Analysemodell wird auf Basis der Stereotypen und Eigenschaftswer-
te erstellt, mit denen das Ausgangsmodell versehen ist. Stereotypen reprä-
sentieren Domain-Objekte aus dem konzeptionellen Domain-Modell für die
Scheduling-Analyse. Die mit den Stereotypen verbundenen Eigenschaftswer-
te bestimmen die Attributausprägungen dieser Analyseobjekte.
Verbindungen zwischen diesen Objekten müssen sowohl zu den konzeptio-
nellen Assoziationen im Domain-Modell als auch zu den modellierten Verbin-
dungen des Ausgangsmodells konsistent sein. Die Ableitung von Objektver-
bindungen im Analysemodell setzt eine genaue Kenntnis des Metamodells
von UML voraus, da Stereotypen oft nicht direkt, sondern indirekt über
mehrere nicht mit Stereotypen versehene Instanzen verbunden sind. Ein Bei-
spiel dafür wird in Abbildung 4.8 gegeben. Abgebildet sind einige Instanzen
von UML-Metaklassen, die einen Teil eines UML-Modells repräsentieren: Ein
Stimulus, der mit dem Stereotyp <<SATrigger>> versehen ist, führt zum
Aufruf einer Methode, die mit dem Stereotyp < <SAResponse>> beschrif-
tet ist. Die Verbindung zwischen Trigger und Response führt über weitere
Metamodell-Instanzen (CallAction, Operation und Method). Je mehr ver-
schiedene Zusammenhänge bei der Modelltransformation berücksichtigt wer-
den, desto mehr Freiheiten hat der Modellierer bei der Anwendung von Ste-
reotypen.
Die Implementierung der Schedulability-Analyse nutzt die Modellverknüp-
fungen, die in Abschnitt 4.2 beschrieben werden. Die Implementierung reali-
siert eine Menge von Funktionen, die ausgehend von einem stereotypisierten
Modellelement x ein stereotypisiertes Modellelement y nden. Das genaue
Vorgehen ist dabei vor allem von der Programmierschnittstelle des Modellie-
rungswerkzeugs abhängig, über welche die Modellinformation abgefragt wird.
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Diese Schnittstelle spiegelt die spezische Datenstruktur des Werkzeugs wie-
der und daher ist eine Modellkonvertierung nur schwer auf andere Werkzeuge
zu übertragen. Die Modelltransformation wird vereinfacht, wenn Folgendes
zutrit:
² Teile des UML-Metamodells nden sich im Domain-Metamodell wieder.
In diesem Fall lassen sich Teile der Modellierung in ein Analysemodell
übernehmen.
² Es werden Eigenschaftswerte eingeführt, die explizite Verknüpfungen
zu anderen Modellelementen enthalten. Beispielsweise kann eine Aktion
zur Reservierung einer Ressource einen Verweis auf ein Modellelement
enthalten, das diese Ressource modelliert.
² Es werden zusätzliche, redundante Stereotypen und Eigenschaftswerte
eingeführt, die eine Modellkonvertierung erleichtern.
Um ein Analysemodell zu erstellen, werden aus einem komplexen UML-
Modell zunächst die Teile heraus geltert, die für eine Analyse relevant sind.
Um diese Objekte des Analysemodells zu ermitteln, wird das gesamte UML-
Modell nach Stereotypen durchsucht. Im Folgenden wird ein grober Überblick
über das Vorgehen gegeben:
² Die Menge der Prozesse ergibt sich aus den Elementen, die mit dem
Stereotyp << SASchedulable >> gekennzeichnet sind.
² Um einen Task zu ermitteln, der von einem Prozess ausgeführt wird,
wird zunächst ein Trigger benötigt. Ist einem Prozess ein Aktivitätsdia-
gramm untergeordnet, ndet sich der Trigger dort. Ansonsten wird ein
Trigger in einem Sequenz- oder Kollaborationsdiagramm gesucht. In
diesem Fall bendet er sich an einer Nachricht, die von einem Prozess
empfangen wird.
² Das Stereotyp << SAResponse >> kann auf Methoden angewendet
werden. Wird keine Verfeinerung in Einzelschritte in einem Aktivitäts-
diagramm oder in Szenarien vorgenommen, muss der Eigenschaftswert
RT duration mit der maximalen Ausführungszeit besetzt sein. Mit den
Eigenschaftswerten SAJitter und SAAbsDeadline können ein Jitter
bei der Taskauslösung und eine Deadline speziziert werden. Wenn als
Prioritätsordnung FixedPriority gewählt wird, muss zusätzlich für
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jeden Task eine Priorität angegeben werden. Dieses passiert über den
Eigenschaftswert SAPriority.
² In Klassen, Rollen oder Instanzen wird nach << SAResource >>
gesucht. Die Reservierung und Freigabe von Ressourcen benötigt oft
eine gewisse Zeitdauer, die über die Eigenschaftswerte SAAcquisition
und SADeacquisition modelliert werden. Fehlt diese Angabe, wird
jeweils der Standardwert 0 angenommen.
² << GRM aquire >> und << GRM release >> modellieren die Re-
servierung und Freigabe von Ressourcen. Sie werden in Kollaborations-
diagrammen an Nachrichten verwendet. Das Ziel einer solchen Nach-
richt muss eine << SARessource >> sein.
² Die Menge der Hardware-Knoten ergibt sich aus Elementen, die mit
<< SAEngine >> gekennzeichnet sind. Die Prioritätsordnung wird
mit dem Eigenschaftswert SASchedulingPolicy wird für alle Prozesse
festgelegt. Zulässige Werte sind RateMonotonic, DeadlineMonotonic
und FixedPriority.
Als Auftrittsmuster für einen Trigger sind periodic oder bounded zugelas-
sen. In Kollaborations-, Aktivitäts- und Zustandsdiagrammen können Ein-
zelschritte (Nachrichten, Aktivitäten oder Zustände) mit dem Stereotyp <<
SAAction >> modelliert werden.3
In Kollaborationsdiagrammen wird die Reihenfolge der Nachrichten und
damit der Aktionen über das Standardschema der Sequenznummern festge-
stellt, die in UML vorgesehen sind. Bedingungen werden pauschal durch true
ersetzt und dann der zeitlich längste Pfad zugrunde gelegt. Nebenläugkei-
ten sind innerhalb einer Response nicht zugelassen. Bei Aktivitäts- und Zu-
standsdiagrammen kann die Reihenfolge der Aktionen direkt dem Diagramm
entnommen werden. Wie bei Kollaborationsdiagrammen gilt, dass Bedingun-
gen nicht ausgewertet und Nebenläugkeiten ausgeschlossen werden.
Die oben genannten Diagramme stellen den Ablauf einer einzelnen Tas-
kausführung da. Zyklen innerhalb einer Taskausführung sind nicht zugelas-
sen, da diese potentiell zu unendlichen Wiederholungen von Aktionen mit
3
Bei Sequenzdiagrammen kann konzeptionell in ähnlicher Weise verfahren werden; al-
lerdings ist die Reihenfolge von Nachrichten bisher nicht in ausreichender Weise in der
Datenstruktur des verwendeten Werkzeugs (Poseidon) abgelegt. Daher wurde eine Zerle-
gung in Einzelschritte bisher nicht für Sequenzdiagramme implementiert.
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Abbildung 4.9: Screenshot tabellarische Ausgabe
unbeschränkter Zeitdauer führen würden. In diesem Fall ergäbe sich trivia-
lerweise, dass keine Deadline eingehalten werden kann. Die wiederholte Aus-
führung eines Tasks wird durch Angabe eines SAOccurence-Musters model-
liert.
Durchführung der Analyse. Das Analyseprogramm verwendet den Al-
gorithmus aus 4.1.2. Damit sind sich überlappende Aktivierungen von Task
möglich, wenn Di > Ti. Es können exklusive Ressourcen modelliert werden,
deren Zugrie nach dem Priority-Ceiling-Protocol verwaltet werden. Weiter-
hin werden Release Jitter Ji berücksichtigt.
4.3.2 Realisierung
Die in diesem Kapitel vorgestellten Erweiterungen und darauf aufsetzenden
Analysen sind als Programm in Java mit ca. 100 Klassen realisiert [DHK03]
und als Plug-In in das Werkzeug Poseidon for UML integriert. Poseidon
qualiziert sich für die Erweiterung durch eine oene Schnittstelle für Plug-
Ins und eine gute Unterstützung von Stereotypen und Eigenschaftswerten.
Die Analyse setzt auf XMI , dem Standardaustauschformat für UML, auf
4
.
Ein in diesem Format abgespeichertes Modell wird eingelesen, analysiert und
das Ergebnis in tabellarischer Form ausgegeben (Abb. 4.9). Eine Funktion
zum erneuten Laden erlaubt die schnelle Analyse von unterschiedlichen Pa-
rameterkombinationen. Die Ausgabe beinhaltet folgende Informationen:
4
Da XMI Standard ist, könnte man vermuten, dass sich auch andere Werkzeuge ein-
setzen lassen, die in dieses Format importieren. Das ist leider nicht so, da jedes Werkzeug
seinen eigenen XMI-Dialekt hat.
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Schedulability Das Gesamtergebnis der Analyse. Sie ist true, wenn alle
Tasks stets ihre Deadlines einhalten und ansonsten false.
Priority Scheme Das Prioritätenschema wird SASchedulingPolicy von
<< SAEngine >> entnommen.
Processor Load Hier wird die rechnerische Prozessorauslastung angege-
ben.
Danach folgt eine Liste aller Tasks im System. Dabei werden in den ersten
fünf Spalten Parameter ausgegeben, die dem Modell entnommen werden und
in den letzten vier Spalten daraus abgeleitete Ergebnisse.
Process Name des ausführenden Prozesses. Es wird der Name des Modell-
elementes ausgegeben, das mit << SASchedulable >> gekennzeichnet
wird.
Rate Gibt die Periode Ti bei zyklischen Tasks oder die minimale Zeit zwi-
schen zwei Aktivierungen bei aperiodischen Tasks an.
5
Deadline Die Deadline Di eines Tasks.
Execution Time Die maximale Ausführungszeit Ci eines Tasks, der weder
unterbrochen noch blockiert wird.
Release Jitter Der Release Jitter Ji.
Aus diesen Angaben werden folgende Werte abgeleitet. Dabei werden die
Algorithmen aus Abschnitt 4.1.2 verwendet.
Interruption Die maximale Unterbrechungszeit Ii durch andere Tasks hö-
herer Priorität.
Blocked Die maximale Blockierung Bi aufgrund belegter Ressourcen.
Response Time Die maximale Antwortzeit Ri einschlieÿlich der Ausfüh-
rungszeit Ci, der Unterbrechungszeit Ii und der Blockierzeit Bi.
5
Diese Angabe wird dem SAOccurence-Muster der Trigger entnommen. Modellierte
Zyklen in Kollaborationsdiagrammen sind wie oben beschrieben nicht erlaubt.
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Schedulability Gibt an, ob ein Task innerhalb seiner Deadline beendet
wird. Sie ist genau dann gegeben, wenn Ri · Di.
Bei der Interpretation der Werte ist zu beachten, dass im Falle der Verlet-
zung einer Deadline der Algorithmus aus 4.1.2 vorzeitig abbricht, d.h. die
berechnete Antwortzeit stellt dann nur eine untere Grenze da.
Im Feld unten links wird eine Liste von Ressourcen mit ihrer jeweili-
gen Reservierungs- und Freigabezeit (Eigenschaftswerte SAAcquisition und
SADeacquisition von << SA Resource >>) angegeben. Das Feld rechts
gibt die Dauer des längsten kritischen Bereichs aller benutzen Ressourcen
an. Es bezieht sich jeweils auf denjenigen Task, der gerade im Feld darüber
selektiert ist.
4.3.3 Beispiel
Um die Anwendung der beschriebenen Stereotypen in einem Gesamtmodell
zu verdeutlichen, wird im Folgenden die vereinfachte Modellierung einer Ro-
botersteuerung dargestellt.
6
In Abbildung 4.10 wird in einem Klassendiagramm eine Übersicht über
Prozesse und Ressourcen gegeben. Es sind dabei folgende Bestandteile betei-
ligt:
² Industrial Automation Protocol (IAP).Dieses Protokoll sichert die Hoch-
geschwindigkeitskommunikation mit Sensoren und Motoren. Hier ist
streng genommen nicht das Protokoll selbst gemeint, sondern die Soft-
ware-Komponente, die auf Steuerungsseite auf den Kommunikationsbus
zugreift. Aus Steuerungssicht agiert sie wie eine exklusive Ressource,
da zu einem bestimmten Zeitpunkt nur ein Prozess auf den Bus zugrei-
fen kann. Für eine asynchrone Kommunikation muss zuvor Bandbreite
reserviert werden.
² Sensoren. In dieser Klasse werden Sensordaten verwaltet. Die Sensor-
werte werden über den Datenbus per IAP übermittelt. Die Klasse stellt
Methoden zum Abfragen der Sensorwerte für andere Steuerungskom-
ponenten (Regelung, Überwachung) bereit. Es handelt sich allerdings
nicht um eine aktive Klasse.
6
Die Beispielabbildungen wurden mit dem UML-Werkzeug Poseidon erstellt, für das
die Analyse als Plug-In implementiert wurde.
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² Aktoren. Diese Klasse ist das Gegenstück zu Sensoren. Das heiÿt, hier
werden Daten zur Ansteuerung der Motoren aufbereitet, bevor sie über
das IAP verschickt werden. Auch hierbei handelt es sich um eine passive
Klasse.
² Bahnplanung. Hierbei handelt es sich um eine aktive Klasse, d.h. um
einen Prozess.
7
Er benötigt Rechenzeit, um aus Anwenderbefehlen
8
kol-
lisionsfreie Bahnen zu berechnen. Diese werden in Form von Stützstel-
len der Regelung übergeben.
² Regelung. Hierbei handelt es sich um einen zentralen Prozess, der Stütz-
stellen von der Bahnplanung auf Basis der aktuellen Sensorwerte in
elementare Motorbefehle umsetzt.
² Überwachung. Die Überwachung ist Teil des Sicherheitskonzeptes und
verwaltet Abbruchbedingungen von elementaren Benutzerbefehlen.
² Transformation. In dieser Klasse werden Umrechnungsalgorithmen ge-
kapselt, die von der Roboterstruktur abhängen. Typische Beispiele sind
die Umrechnung der Position des Endeektors (Greifers) des Roboter
in Motorkoordinaten und deren Umkehrung.
Die Aufteilung der Steuerung in Prozesse ist im Verteilungsdiagramm der
Abbildung 4.11 zu sehen. Das Steuerungssystem besteht aus insgesamt vier
Prozessen, die mit unterschiedlicher Priorität ablaufen. Es handelt sich dabei
um Instanzen der Klassen, die in Abbildung 4.10 als << SASchedulable >>
gekennzeichnet sind. In diesem Diagramm werden sie einem Hardware-Knoten
zugeordnet. Für diesen Knoten wird wiederum das Schema angegeben, das
zur Prioritätenverteilung herangezogen wird. In diesem Fall werden Prioritä-
ten gemäÿ der Deadline eines Tasks verteilt.
In Abbildung 4.10 ist die Methode control() der Regelung als Response
markiert. In Abbildung 4.12 ist ein Aktivitätsdiagramm abgebildet, das einen
getriggerten Aufruf von Regelung:control() verfeinert darstellt. Der Regel-
takt wird durch den verwendeten Bus vorgegeben: Alle 125¹s benötigen die
7
Die übliche Darstellung von aktiven Klassen durch einen breiteren Rand wird von
Poseidon nicht unterstützt.
8
Es handelt sich hierbei um so genannte Aktionsprimitive, deren Realisierung ein zen-
trales Thema des SFB 562 ist. Details sind in [Fin04] ausgearbeitet.
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<< SAResource >>
Industrial Automation Protocol
+reserveBus():
+releaseBus():
+senden(...):void
+empfangen():Datenblock
Aktoren
+sendMotorCmd():
<< SASchedulable >>
Sensoren
<< SAResponse >>+setBusData():
+getPosition():void
<< SASchedulable >>
Regelung
<< SAResponse >>+control():
+berechneSoll():void
<< SASchedulable >>
Bahnplanung
+nextPos():
+zuruecksetzen():void
−datenBenoetigt():boolean
<< SAResponse >>−calcTraj():
<< SASchedulable >>
Überwachung
<< SAResponse >>+checkPos():
Transformation
+dkp():void
+ikp():void
Abbildung 4.10: Klassendiagramm: Prozesse und Ressourcen
<< SAEngine >>
QNX−PC
 :Regelung
 :Überwachung  :Bahnplanung
 :Sensoren
{SASchedulingPolicy=’DeadlineMonotonic’}
Abbildung 4.11: Verteilungsdiagramm: Prozesse und Scheduling-Verfahren
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Motoren eine neue Vorgabe der Regelung. Dabei werden folgende Schritte
ausgeführt:
Es werden aktuelle Sensorwerte (Gelenkstellungen) mittels Sensoren:get
Position() abgefragt und danach in kartesische Koordinaten umgerechnet
(Transformation:dkp(istGelenk)). Dabei werden strukturabhängige Algo-
rithmen verwendet - zunächst zur Lösung des direkten kinematischen Pro-
blems (DKP) (Ableitung der kartesischen Raumkoordinaten aus den Ge-
lenkkoordinaten) und dann des inversen kinematischen Problems (IKP) (Be-
stimmung der Gelenkkoordinaten aus einer kartesischen Position). Es über-
prüft, ob die Ist-Werte der Sensoren eine Anpassung der Soll-Werte erfordern.
Wenn dieses der Fall ist, werden neue kartesische Soll-Werte berechnet, die-
se in Gelenkpositionen (Transformation:ikp(sollKoord)) umgewandelt und
mit Aktoren:send MotorCmd(sollGelenk) zur Übertragung vorbereitet. An-
sonsten bleiben die Soll-Werte unverändert.
Jeder Einzelschritt ist mit einer Ausführungszeit versehen (Eigenschafts-
wert RT duration). Da nicht vorauszusehen ist, ob zur Laufzeit eine An-
passung des Soll-Wertes vorgenommen werden muss, wird für den gesamten
Ablauf der Pfad mit der längsten Ausführungszeit zu Grunde gelegt.
Die Modellierung mit einem Kollaborationsdiagramm ist in Abbildung
4.13 dargestellt. Es handelt sich dabei um die Response setBusData() von
Sensoren. Der Trigger wird von einer Hardware-Komponente periodisch aus-
gelöst: Ein Circle Start Telegram (CST) markiert den Beginn eines Regel-
zyklus. Nachdem der Trigger dieses Tasks stattgefunden hat, werden von
Sensoren Werte von der Buskomponente IAP gelesen.
Der Buszugri über das IAP wird in diesem Beispiel als eine exklusive
Ressource betrachtet. Insbesondere für asynchrone Zugrie muss dafür zu-
nächst Bandbreite reserviert werden. In Abbildung 4.10 ist die entsprechende
Instanz mit << SARessource >> gekennzeichnet worden. Sie stellt in ihrer
Schnittstelle die zwei Methoden reserveBus() und releaseBus() für Reser-
vierung und Freigabe bereit. Die Zeiten für Reservierung und Freigabe kön-
nen in Form der Eigenschaftswerte SAAcquisition und SADeacquisition
beschrieben werden. Die entsprechenden Zeiten gelten für jeden modellierten
Aufruf dieser Methoden.
In Abbildung 4.13 wird daher zunächst diese Komponente reserviert. Die
Reservierung ist durch das entsprechende Stereotyp gekennzeichnet und kann
zugeordnet werden, da das Ziel der Nachricht wie gefordert eine Ressource
ist (vgl. Abb. 4.10). Die Zeit für die Reservierung ist ggf. bei der Ressource
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istGelenk=Sensoren.getPosition()
<< SAAction >>
istKoord=Transformation.dkp(istGelenk)
<< SAAction >>
sollKoord=Regelung.berechneSoll()
<< SAAction >>
sollGelenk=Transformation.ikp(sollKoord)
<< SAAction >>
Aktoren.sendMotorCmd(sollGelenk)
<< SAAction >>
<< SATrigger >>
[SollGültig?] [else]
{RTduration=(6.8,’us’)}
{RTduration=(1.9,’us’)}
{RTduration=(2.1,’us’)}
{RTduration=(11.5,’us’)}
{RTduration=(36.0,’us’)}
Abbildung 4.12: Aktivitätsdiagramm
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Sensoren
Industrial
Automation
Protocol
1:setBusData()
<<SATrigger>>
{SAOccurrence=(’periodic’,(125,’us’))))}
CST
1.1:reserveBus()  <<GRMacquire>>
1.2:empfangen() <<SAAction>>
{RTDuration = (29,’us’)}
1.3:releaseBus()  <<GRMrelease>>
Abbildung 4.13: Kollaborationsdiagramm mit Echtzeitannotationen
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eingetragen. Sie wird ebenso berücksichtigt, wie die explizit angegebene Dau-
er der nachfolgenden Aktion. Abgeschlossen wird der Task mit der Freigabe
der Ressource.
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Kapitel 5
Zusammenfassung und Ausblick
Zielsetzung dieser Arbeit war, den Entwicklungsprozess von Echtzeitsyste-
men zu verbessern. Als Ansatzpunkt dazu wurde die Modellebene gewählt,
da damit in frühen Phasen der Software-Entwicklung angesetzt wird. Fehler,
die zu Beginn der Entwicklung übersehen werden, verursachen erfahrungsge-
mäÿ besonders hohe Kosten, wenn sie später behoben werden.
Als Schnittstelle zum Anwender wird die UML genutzt. Dieses bietet
sich an, da die UML im Bereich der Modellierungssprachen eine heraus-
ragende Position einnimmt. Ein wichtiger Faktor ist die groÿe Anzahl von
UML-Modellierungswerkzeugen, die zum Teil erweiterbar gehalten sind. Die
Verfahren, die hier entwickelt wurden, sind so konzipiert, dass sie in diese
Werkzeuge integrierbar sind. Dies wurde durch prototypische Implementie-
rungen für ein kommerzielles Werkzeug nachgewiesen.
Der Schwerpunkt dieser Arbeit lag darin, formale Techniken praxisnah
und ezient einsetzbar zu machen. Ein entscheidendes Kriterium für das
Erreichen dieser Zielsetzung ist, dass der zusätzliche Aufwand des Benut-
zers so gering wie möglich gehalten wird. Theorienahe Werkzeuge leisten
oft Erstaunliches, werden aber in der Praxis nur selten angewandt. Gera-
de für Echtzeitsysteme bietet sich der Einsatz von diesen Werkzeugen an,
da deren zeitlich-dynamisches Verhalten eine Komplexität aufweist, die oft
weder getestet noch mit dem menschlichen Verstand nachvollzogen werden
kann. Model-Checker für Zeitautomaten analysieren gerade dieses Verhalten
mit hochoptimierten Algorithmen. Dass sie trotzdem im industriellen Umfeld
kaum eingesetzt werden, liegt daran, dass die Modellierung mit Zeitautoma-
ten überaus zeitaufwendig ist.
Daraus ergibt sich die zentrale Frage, die diese Arbeit zu beantworten
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versucht: Wie lassen sich formale Techniken zur automatischen Analyse von
Echtzeitsystemen einsetzen, die mit UML modelliert sind?
Dazu wurden folgende notwendige Schritte identiziert:
1. Es wird eine Modellierungssprache benötigt, mit der ein Anwender kon-
krete Problemsituationen beschreiben kann. Die UML liefert dazu nur
den Rahmen, in dem eine problemspezische Sprache entwickelt wird
(Modellebene).
2. Passend zu einer Problemstellung wird ein Verfahren ausgewählt, mit
dem dieses Problem gelöst werden kann. Dazu wurde evaluiert, welches
Verfahren für welches Problem geeignet ist (Analyseebene).
3. Es wird ein Werkzeug benötigt, das ein vom Anwender erstelltes Mo-
dell automatisch in eine Problembeschreibung des gewählten Verfah-
rens übersetzt. Da sich die Modellwelt des Anwenders und des formalen
Werkzeugs stark unterscheiden können, kann dieser Übergang komplex
sein (Transformation).
Dieses Grundschema zieht sich durch diese Arbeit. Zu beachten ist, dass
die problemspezische Sprache nicht die UML ist. In ihrer Gesamtheit ist
die UML zu mächtig und semantisch zu unpräzise, um formal analysierbar
zu sein. Sie liefert die Basis, auf der problemspezische Sprachen deniert
werden. Dabei wird, wie zum Beispiel bei der Schedulability-Analyse, von
den UML-eigenen Erweiterungsmechanismen Gebrauch gemacht.
Um der Komplexität des Entwurfs von Echtzeitsystemen gerecht zu wer-
den, muss ein Entwicklungsprozess mehrere Abstraktionsebenen durchlaufen,
die wiederum verschiedene Sichten auf das Softwaresystem haben. Entspre-
chend ist eine automatische Analyse am wirkungsvollsten, wenn sie auf ver-
schiedenen Ebenen ansetzt und mehrere Sichten berücksichtigt. Allerdings
ist für ein bestimmtes Problem nicht jede Sicht relevant. In dieser Arbeit lag
der Fokus auf dem Echtzeitverhalten von Software. Daher waren vor allem
Sichten interessant, welche die Software-Dynamik und Zeitaspekte widerspie-
geln. Im Folgenden werden die gewählten Ansätze zusammengefasst und von
einander abgegrenzt.
Im ersten Ansatz wurde die Verikation von Echtzeitmodellen in relativ
früher Phase behandelt. Dieser Ansatz zielt darauf ab, dass der Übergang
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von einer Anforderungsspezikation hin zu einem Entwurfsmodell der Imple-
mentierung verizierbar wird. Gerade in dieser frühen Phase sollten Modellie-
rungsfehler vermieden werden, da deren Beseitigung in späten Phasen umso
aufwendiger wird. Das besondere Augenmerk dieses Ansatzes liegt auf der dy-
namischen Modellierung einschlieÿlich von Zeitaspekten. Sequenzdiagramme
repräsentieren Anforderungen, Zustandsdiagramme den Systementwurf.
Da dieser Ansatz in einer frühen Phase ansetzt, lässt sich eine Modellspra-
che verwenden, die nahe am UML-Kern bleibt. Allerdings zeigte sich, dass
auch hier die Einführung zusätzlicher Konstrukte nicht ganz zu vermeiden
war. Beispielsweise musste der Status eines Szenarios deniert werden. Es
macht für eine Analyse einen groÿen Unterschied, ob eine denierte Abfolge
von Ereignissen die einzig mögliche ist oder ob sie nur einen Ausführungs-
pfad darstellt. Da die UML keine derartigen Konstrukte vorsieht, musste der
UML-Standard an dieser Stelle erweitert werden. Ansonsten wurden die Än-
derungen so moderat wie möglich gehalten und eine Semantik umgesetzt, die
sich an die Vorgaben des Standards hält und implementierungsnahe Detail-
aspekte zunächst unberücksichtigt lässt.
Als Verfahren zur Verikation wurde Model-Checking auf Basis von Zeit-
automaten ausgewählt. Vorteilhaft war dabei, dass sich eine hochentwickelte
Verikationstechnologie nutzen lieÿ. Allerdings ist die Transformation von
UML-Modellen in Zeitautomaten aufwendig, da sich einige Konstrukte der
UML-Welt mit Zeitautomaten nur umständlich darstellen lassen. An einigen
Stellen mussten Kompromisse eingegangen werden, um die Umsetzung in der
Gröÿe überschaubar zu halten und eine Verikation von realen Modellen zu
ermöglichen.
Als Ergebnis wurde ein Werkzeug implementiert, das in eine kommer-
zielle UML-Software integriert wurde. Die eigentliche Verikation läuft auf
Knopfdruck ab, so dass alle Transformationsschritte dem Anwender verbor-
gen bleiben. Die Ausgabe der Ergebnisse erfolgt wiederum innerhalb die-
ses Werkzeugs. Die Anwendung von formaler Echtzeit-Verikation aus einem
UML-Werkzeug heraus macht das Innovative dieses Ansatzes aus.
Folgende Veröentlichungen sind in diesem Zusammenhang entstanden:
In [DGV02] wurde in einer Fallstudie die Verikation eines Systems von
Zustandsdiagrammen vorgenommen. Die verallgemeinerten technischen De-
tails der Transformation wurden in [DGH02] geliefert. Eine Übertragung
auf eine Statemate-Semantik vor dem Hintergrund einer Fallstudie aus dem
Automotive-Bereich wird in [DM02] diskutiert. Die Grundlagen der Transfor-
mation von Sequenzdiagrammen wurden in [FHD
+
99] gelegt. Dieser dort be-
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schriebene Ansatz wurde umfangreich erweitert. Die wichtigste Änderung ist,
dass mittlerweile eine Verbindung zur Abbildung von Zustandsdiagrammen
aus [DGH02] entwickelt wurde. Das erforderte ein Einbeziehen von asynchro-
ner Kommunikation und damit eine völlige Überarbeitung von [FHD
+
99]. Die
Ergebnisse wurden in dieser Arbeit präsentiert.
Dieser Ansatz ist begrenzt, wenn es darum geht, plattformspezische
Besonderheiten zu berücksichtigen. Beispielsweise verfügen Echtzeitbetriebs-
systeme wie QNX über spezielle Kommunikationsmechanismen, die sich mit
den Mechanismen der UML nur schwer in Einklang bringen lassen. Ein
Message-Passing von QNX wird aus naheliegenden Gründen im Standarddo-
kument von UML nicht berücksichtigt. Derartige Konstrukte lassen sich mit
der UML nachmodellieren - und verursachen so einen gewaltigen Overhead.
Sinnvoller ist, solche Konstrukte ohne Umweg über die UML in Zeitautoma-
ten abzubilden.
Aus dieser Motivation entstand ein zweiter Ansatz. Bei der Analyse einer
Dynamikmodellierung von QNX stand der Anwendungsbereich im Zentrum
des Interesses. Von hier aus wurden die zentralen Konstrukte ermittelt, die
für eine Modellierung von QNX-Anwendungen wichtig sind, um die Voraus-
setzung für eine maÿgeschneiderte Analyse zu realisieren. Die Modellierungs-
sprache bleibt weiterhin die UML, die allerdings um benötigte Konstrukte
ergänzt wurde. Diese Erweiterungen wurden zu einem neuen Prol zusam-
mengefasst. Anders als im ersten Ansatz spielte hier allerdings die UML-
Semantik bei der Analyse der zeitlichen Dynamik keine Rolle. Maÿgeblich
war allein die implizierte Semantik aus dem Anwendungsbereich. Schlieÿlich
sollten die Analyseergebnisse hier auch ihre Gültigkeit haben.
Auch in diesem Ansatz werden die Modelle in Zeitautomaten überführt
und mit Hilfe von Model-Checking veriziert. Es konnte damit nachgewie-
sen werden, dass die Besonderheiten eines Echtzeitbetriebssystems bei der
Modellierung in UML berücksichtigt werden können und formal verizierbar
sind, ohne dass der Anwender Kenntnisse über die Details der zugrunde lie-
genden Formalismen haben muss. Damit füllt dieser Ansatz eine Lücke in der
Literatur, in der vor allem die Verikation UML-spezischer Konstrukte im
Vordergrund steht. Die Einbeziehung anwendungsnaher Konstrukte ergänzt
diese Ansätze auf pragmatische Weise.
Die beiden bisherigen Ansätze realisieren eine dynamische Analyse, d.h.
konkrete dynamische Ausführungen werden durch den Aufbau eines Zu-
standsraums berücksichtigt. Der Rechenaufwand dieser Analyse ist enorm
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und kann bei groÿen Modellen den Rahmen des Machbaren sprengen. In die-
sem Fall kann es sinnvoll sein, statische Analyseverfahren anzuwenden, deren
Rechenaufwand nahezu zu vernachlässigen ist. Diese Verfahren sind etwas
gröber als Verfahren, welche die dynamischen Ausführungen direkt untersu-
chen, liefern aber oft auch die gewünschten Analyseergebnisse. Insbesondere
lassen sich maximale Antwortzeiten sowohl mit Hilfe der oben beschriebenen
Methoden dynamisch, aber auch statisch analysieren. Eine statische Antwort-
zeitenanalyse ist wesentlich performanter, arbeitet allerdings in der Regel mit
pessimistischen Abschätzungen.
In dieser Arbeit wurde daher in einem dritten Ansatz untersucht, inwie-
weit sich Verfahren zu Schedulability-Analyse in den UML-Kontext einbinden
lassen. Hier stellt sich vor allem die Frage, wie die relevanten Informatio-
nen für eine Schedulability-Analyse modelliert werden können. Einen ersten
Hinweis liefert das UML-Prol für Schedulability, Performance und Zeit. Es
liefert einen Katalog standardisierter Notationen zu diesem Thema. Es ent-
hält aber keine Hinweise für eine konkrete Umsetzung, d.h. es beantwortet
nicht die Frage, welche Stereotypen für eine bestimmte Analyseaufgabe be-
nötigt werden, auf welche Modellelemente diese in diesem Zusammenhang
sinnvollerweise angewandt werden, wie sie verknüpft sein sollten und wie die-
se Elemente dann durch einen geeigneten Algorithmus ausgewertet werden
können.
Diese Lücke wird in dieser Arbeit geschlossen. Mit [DHK03] wurde nicht
nur die praktische Anwendbarkeit des Prols nachgewiesen, sondern auch das
wohl erste Werkzeug präsentiert, das eine Schedulability-Analyse von UML-
Modellen auf Basis dieses Prols implementiert. Die Realisierung erlaubt eine
exible Verwendung von Stereotypen, d.h. der Modellierer ist weitgehend frei
in der Entscheidung, in welchen Modellsichten er die Stereotypen verwendet.
Zeitliche Parameter werden in Form von Eigenschaftswerten eingegeben. Auf
Knopfdruck wird die Analyse gestartet und ein Ergebnis in Tabellenform ge-
liefert. Diese unmittelbare Rückmeldung erleichtert das Durchspielen mehre-
rer Modellierungsvarianten.
Ansatz UML-Analyse QNX-Analyse Sched.-Analyse
Abstraktion Grob Fein Mittel
Sichten 2 2 viele
Verfahren dynamisch dynamisch statisch
Analyseaufwand hoch hoch gering
Plattformabhängigkeit unabhängig spezisch unabhängig
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In der Tabelle oben werden die Eigenschaften der Verfahren zusammen-
gefasst. Alle Ansätze verbindet, dass formale Methoden in einer anwender-
freundlichen, praxisorientierten Weise dem Benutzer zur Verfügung gestellt
werden. Teils waren dafür komplexe Transformationen nötig, teils mussten
aufwendige Modellierungssprachen auf UML-Basis entwickelt werden.
Allerdings unterscheiden sich die Ansätze, wie oben beschrieben, in ihrer
Zielsetzung. Wie lassen sich die Werkzeuge also am sinnvollsten in einen
Entwicklungsprozess integrieren? In knapper Form zusammengefasst wird
folgendes Vorgehen zum Einsatz der Werkzeuge vorgeschlagen:
Am Anfang der Entwicklung wird die Software-Dynamik zunächst losge-
löst von einer konkreten Plattform modelliert. Hier liefert das Tool, das An-
forderungen in Form von Sequenzdiagrammen und die Systemmodellierung in
Form von Zustandsdiagrammen auf Konsistenz überprüft, wertvolle Dienste.
Danach sollte ein Gesamtmodell der Software erstellt werden. In dieser Phase
werden für das Scheduling relevante Teile des Modells mit Stereotypen mar-
kiert. Während der Modellierung kann sofort geprüft werden, ob das System
seine Deadlines einhält. Gegebenenfalls werden Umstrukturierungen sofort
vorgenommen. Liefert eine Schedulability-Analyse kein Ergebnis, da die zu
treenden Abschätzungen zu pessimistisch sind, kann versucht werden, ein
Modell näher an der Implementierung zu erstellen und eine QNX-spezische
Verikation darauf anzuwenden. Ebenso lassen sich kritische Teilsysteme ver-
tieft analysieren.
Ausblick. Diese Arbeit behandelt nur eine kleine Auswahl der denkba-
ren Anwendungsmöglichkeiten formaler Techniken zur Qualitätsverbesserung
von Software-Modellen. Folgende Möglichkeiten zur Erweiterung dieser An-
sätze sind denkbar:
² Einbeziehung neuer Modellelemente/Diagramme.
² Anwendung anderer formaler Methoden oder Werkzeuge.
² Untersuchung neuer Anwendungsbereiche.
Der erste Punkt wird besonders in der UML 2 interessant, da es hier erlaubt
ist, dynamische Diagramme beinahe beliebig zu schachteln. Diese Anwen-
dungsmöglichkeiten ergeben eine schwer zu überschauende Menge von Ab-
läufen. Gerade in diesem Fall sollte Model-Checking noch am ehesten dazu
in der Lage sein, die möglichen Ablaufszenarien zu untersuchen. Andererseits
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dürfte die Komplexität der Abbildung in formale Sprachen sehr hoch sein.
Inwieweit sich in diesem Bereich trotzdem gute Ergebnisse erzielen lassen,
ist derzeit schwer abzuschätzen, zumal die Entwicklung einer integrierten
Semantik längst noch nicht abgeschlossen ist.
Bezüglich des zweiten Punktes ist beispielsweise die Einbeziehung anderer
Werkzeuge denkbar. Aktivitätsdiagramme werden in der UML 2 Petri-Netzen
ähnlicher. Da läge es nahe, Analysetools für Petri-Netze in UML-Werkzeuge
zu integrieren und mit den bestehenden Ansätzen zu verbinden. Weiterhin
sollten diskrete Model-Checker ohne Zeit in einigen Bereichen den Analyse-
horizont erweitern. Die Liste lieÿe sich noch beliebig ergänzen.
Was den letzten Punkt betrit, so wäre es denkbar, dass für bestimmte
Branchen spezialisierte Prole entwickelt werden, die besser den jeweiligen
Anwendungsbereichen angepasst sind. Die Semantik der UML kann nur den
kleinsten gemeinsamen Nenner aller Anwendungsbereiche darstellen. Spe-
ziellere Anforderungen können nur durch UML-Prole erfüllt werden. Bei-
spielsweise gibt es Bemühungen zur Entwicklung von speziellen Prolen im
Automotive-Bereich. Auch hier werden sich interessante Anwendungsgebiete
für formale Methoden bieten.
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