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We develop a formalism to calculate the quasi-particle energy within the GW many-body per-
turbation correction to the density functional theory (DFT). The occupied and virtual orbitals of
the Kohn-Sham (KS) Hamiltonian are replaced by stochastic orbitals used to evaluate the Green
function, the polarization potential, and thereby the GW self-energy. The stochastic GW (sGW) re-
lies on novel theoretical concepts such as stochastic time-dependent Hartree propagation, stochastic
matrix compression and spatial/temporal stochastic decoupling techniques. Beyond the theoreti-
cal interest, the formalism enables linear scaling GW calculations breaking the theoretical scaling
limit for GW as well as circumventing the need for energy cutoff approximations. We illustrate the
method for silicon nanocrystals of varying sizes with Ne > 3000 electrons.
The GW approximation [1, 2] to many-body perturba-
tion theory (MBPT) [3] offers a reliable and accessible the-
ory for quasi-particles (QPs) and their energies [2, 4–18],
enabling estimation of electronic excitations [19–25] quan-
tum conductance [26–30] and level alignment in hybrid sys-
tems [31, 32]. Practical use of GW for large systems is
severely limited because of the steep CPU and memory
requirements as system size increases. The most compu-
tationally intensive element in the GW method, the calcu-
lation of the polarization potential (screen Coulomb inter-
action), involves an algorithmic complexity that scales as
the fourth power of the system size [33, 34]. Various ap-
proaches have been developed to reduce the computational
bottlenecks of the GW approach [8, 18, 23, 33–37]. Despite
these advances, GW calculations are still quite expensive
for many of the intended applications in the fields of mate-
rials science, surface science and nanoscience.
In this letter we develop a stochastic, orbital-less, for-
malism for the GW theory, unique in that it does not refer-
ence occupied or virtual orbitals and orbital energies of the
KS Hamiltonian. While the approach is inspired by recent
developments in electronic structure theory using stochas-
tic orbitals [38–42] it introduces three powerful and basic
notions: Stochastic decoupling, stochastic matrix compres-
sion and stochastic time-dependent Hartree (sTDH) propa-
gation. The result is a stochastic formulation of GW, where
the QP energies become random variables sampled from a
distribution with a mean equal to the exact GW energies
and a statistical error proportional to the inverse number
of stochastic orbitals (iterations, IsGW ).
We illustrate the sGW formalism for silicon nanocrys-
tals (NCs) with varying sizes and band gaps [43, 44] and
demonstrate that the CPU time and memory required by
sGW scales nearly linearly with system size, thereby pro-
viding means to study QPs excitations in large systems of
experimental and technological interest.
In the reformulation of the GW approach, we treat the
QP energy (εQP = ~ωQP ) as a perturbative correction to
the KS energy [2, 5]:
εQP (ε) = ε+ Σ˜
P (ωQP ; ε) + Σ
X (ε)− ΣXC (ε) . (1)
We view the KS energy ε as a variable (rather than an
eigenvalue) and the actual value we use is determined from
the density of states of the KS Hamiltonian available from
the sDFT calculation [41]. For each value of ε one needs to
evaluate the self-energy in Eq. (1) given by the sum of the
self-energy terms:
ΣP (t; ε) = 1Q(ε) tr
[
fσ
(
hˆKS − ε
)2
ΣˆP (t; ε)
]
,
ΣX (ε) = 1Q(ε) tr
[
fσ
(
hˆKS − ε
)2
ΣˆX
]
,
ΣXC (ε) = 1Q(ε) tr
[
fσ
(
hˆKS − ε
)2
vXC
]
.
(2)
The frequency domain polarization self-energy Σ˜P (ω, ε) is
given in terms of the Fourier transform of the time do-
main counterpart ΣP (t, ε). ΣX (ε) and ΣXC (ε) are the ex-
change and exchange-correlation self-energies, respectively,
and Q(ε) = tr
[
fσ
(
hˆKS − ε
)2]
is a normalization factor.
In the above, vXC (r) is the exchange-correlation potential
of the KS-DFT Hamiltonian hˆKS and fσ(ε) = e
−ε2/2σ2 is
an energy filter function of width σ [45]. ΣX (ε), ΣXC (ε),
and Q(ε) can be calculated using a linear-scaling stochastic
approach, as detailed in the supplementary information.
In the GW approximation, the most demanding calcu-
lation involves the polarization self-energy, formally given
by [2]:
ΣP (r1, r2, t; ε) =
〈
r1
∣∣∣ΣˆP (t; ε)∣∣∣ r2
〉
=
i~G0 (r1, r2, t)W
P (r1, r2, t; ε) ,
(3)
where
2i~G0 (r1, r2, t) ≡
〈
r1
∣∣∣e−ihˆKSt/~Pˆµ (t)
∣∣∣ r2
〉
, (4)
is the Green function and
WP (r1, r2, t; ε) ≡ 〈r1 |uC ⊗ χ (t; ε)⊗ uC | r2〉 (5)
is the polarization potential. In the above equations,
Pˆµ (t) ≡
(
θ (t)− θβ
(
µ− hˆKS
))
, θ (t) and θβ (E) =
1
2 (1 + erf (βE)) are the Heaviside and a smoothed-
Heaviside functions, respectively, µ is the chemical poten-
tial, uC (|r1 − r2|) = e
2/4πǫ0 |r1 − r2| is the bare Coulomb
potential, and χ (r1, r2, t; ε) is the time-ordered density-
density correlation function [3]. The symbol ′⊗′ represents
a space convolution.
Instead of performing the trace operations in Eqs. (2)-
(5) using the full basis of hˆKS, which for large system is
prohibitive, we use a relatively small set of real stochastic
orbitals φ (r) [46–48] for which 1 = 〈|φ 〉〈φ|〉φ where 〈· · · 〉φ
denotes a statistical average over φ. The choice of φ (r)
satisfying these requirements is not unique. The form used
here assigns a value of ±h−3/2 at each grid point with equal
probability, where h is the grid spacing. This is a crucial
step which allows us to rewrite the self-energy in Eq. (2)
as:
ΣP (t; ε) =
〈∫∫
φε (r1)Σ
P (r1, r2, t; ε)φ (r2) d
3r1d
3r2
〉
φ
(6)
where |φε〉 = fσ
(
hˆKS − ε
)
|φ〉 is the corresponding filtered
state at energy ε, which can be obtained by a Chebyshev
expansion of the Gaussian function with σ chosen as a small
parameter [49, 50]. We note in passing that it is possible to
obtain simultaneously ΣP (t; ε) for several values of ε (more
details are given in the supplementary information).
To obtain ΣP (r1, r2, t; ε) in Eq. (6) we need to calcu-
late the non-interacting Green function i~G0 (r1, r2, t) in
Eq. (4) and the polarization potential WP (r1, r2, t; ε) in
Eq. (5). For the former, we introduce an additional set of
real stochastic orbitals, ζ (r), and describe a:
i~G0 (r1, r2, t) = 〈ζµ (r1, t) ζ (r2)〉ζ , (7)
where ζµ (r, t) =
〈
r
∣∣∣e−ihˆKSt/~Pˆµ (t)
∣∣∣ ζ〉 is a “propagated-
projected” stochastic orbital which can be ob-
tained by a Chebyshev expansion of the function
e−iεt/~ (θ (t)− θβ (ε− µ)) [49, 50]. One appealing advan-
tage of the stochastic form of Eq. (7) is that it provides
a compact representation for G0 (r1, r2, t), equivalent to
matrix compression where r1 and r2 are decoupled. This
allows a drastic simplification of the representation of the
polarization self-energy obtained by combining Eqs. (6)
and (7):
ΣP (t; ε) =
〈〈
φεζµ (t)
∗ |uC ⊗ χ (t)⊗ uC | ζφ
〉〉
φζ . (8)
Next, we employ a temporal decoupling scheme achieved
by introducing an additional set of real stochastic orbitals
ψ (r):
ΣP (t; ε) =
〈〈
φεζµ (t)
∗
∣∣ψ〉 〈ψ |uC ⊗ χ (t)⊗ uC | ζφ〉〉φζψ ,
(9)
which allows us to treat the term
〈
φεζµ (t)
∗
∣∣ψ〉 separately
from the term 〈ψ |uC ⊗ χ (t)⊗ uC | ζφ〉. Note that the av-
erage 〈· · · 〉φζψ in Eq. (9) is performed over IsGW pairs of φ
and ζ stochastic orbitals, and for each such pair we use a
different set of Nψ stochastic ψ
′s. The term
〈
φεζµ (t)
∗
∣∣ψ〉
is straightforward to obtain while 〈ψ |uC ⊗ χ (t)⊗ uC | ζφ〉
is determined from the time-retarded polarization poten-
tial, 〈ψ |uC ⊗ χ
r (t)⊗ uC | ζφ〉, calculated from the linear
response relation:
〈ψ |uC ⊗ χ
r (t)⊗ uC | ζφ〉 = 〈ψ |uC | δn (t)〉 , (10)
where δn (r, t) is the causal density response to the impul-
sive perturbation δv (r, t) = 〈r |uC | ζφ〉 δ(t) calculated by
the time-dependent Hartree (TDH) approach [51–53]. Al-
ternatively, a full time-dependent density functional the-
ory (TD-DFT) [54] is often found to yield better QP
energies than the TDH propagation [21]. Once the re-
tarded response, 〈ψ |uC | δn (t)〉, is calculated and stored
for each time t, the corresponding time-ordered response
〈ψ |uC ⊗ χ (t)⊗ uC | ζφ〉 is obtained by a standard trans-
formation [55].
The TDH (or TD-DFT) propagation is usually performed
using the full set of occupied KS eigenfunctions, but we de-
liberately avoid these in our formulation. Instead, we intro-
duce, once again, a stochastic way to perform the TDH or
TD-DFT propagation where a new set of Nϕ occupied pro-
jected stochastic orbitals, ϕµ (r, 0) =
〈
r|θ
(
µ− hˆKS
)
|ϕ
〉
are used (as before ϕ (r) are real random orbitals for which
1 = 〈|ϕ 〉〈ϕ|〉ϕ). The so called sTDH (or sTD-DFT) prop-
agation is carried out identically to a TDH propagation,
except that one propagates only the Nϕ stochastic orbitals
and at each time step (rather than all occupied orbitals),
and the density is calculated as n (r, t) =
〈
|ϕ (r, t)|
2
〉
ϕ
from
which the Hartree potential is updated in the usual way (see
supplementary information for additional details). We ver-
ified that for a given accuracy the number of propagated
orbitals Nϕ does not increase (and actually somewhat de-
creases) with system size [56]. This suggests that the com-
putational complexity (storage and computational time) of
the sTDH (or sTD-DFT) step scales linearly with system
size.
We validate our formalism by first applying it to a small
model system where a deterministic GW calculation is
available as a benchmark [57]. In Fig. 1 we show the esti-
mates for the real part of the polarization self-energy, ob-
tained by both the deterministic and the stochastic meth-
ods. The stochastic calculation employed a large number
of iterations (IsGW = 10, 000), to achieve small statisti-
cal errors. The agreement between the results of the two
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Figure 1. Comparison of the stochastic (red) and deterministic
(black) estimates of the real part of the polarization self-energy
Σ˜P (ω, ε) for the 14 electron benchmark model corresponding
to the highest quasi-hole and lowest quasi-electron levels. Fre-
quency scale in arbitrary units.
calculations for all relevant frequencies as seen in Fig. 1 is
impressive for both the highest quasi-hole and lowest quasi-
electron levels, validating the stochastic formulation.
Table I. The number of electrons (Ne), size of grid (Ng), number
of sDFT iterations (IsDFT ), number of stochastic orbitals in
sTD-DFT (Nϕ), the value of β−1GW (Eh) in the sGW calculation,
and the resulting QP energy gap (EQPgap) compared to GWf and
∆SCF calculations.
System Ne Ng IsDFT Nϕ β−1GW
EQPgap (eV)
sGW GWf ∆SCF
Si35H36 176 603 3000 16 0.020 6.2 7.0a 6.2a
Si87H76 424 643 1600 16 0.012 4.8
Si147H100 688 703 800 16 0.010 4.1 5.0a 4.1a
Si353H196 1608 903 400 16 0.008 3.0 2.9b
Si705H300 3120 1083 200 16 0.007 2.2 2.4b
(a) From Ref. [21]
(b) From Reg. [44]
Next we performed a set of sGW calculations for a se-
ries of hydrogen passivated silicon NCs as detailed in Ta-
ble I. The sDFT method was used to generate the Kohn-
Sham Hamiltonian within the local density approximation
(LDA). The calculations employed a real-space grid of spac-
ing h = 0.6a0, the Troullier-Martins norm-conserving pseu-
dopotentials [58] and fast Fourier transforms for implement-
ing the kinetic and Hartree energies. The CPU time needed
to converge the sDFT to a statistical error in the total en-
ergy per electron of about 10 meV was ≈ 5000 hrs for the
entire range of systems studied.
In the lower panel of Fig. 2 we plot the QP energies of
the highest quasi-hole and lowest quasi-electron levels for
the silicon NCs. We have used IsGW = 1000 stochastic it-
erations and for each stochastic choice of φ and ζ, we used
Nψ = 100 stochastic ψ’s to generate the results. As can be
seen, the statistical error in the values of the QP energies
is very small (< 0.1 eV) and can be reduced by increas-
ing IsGW . The quasi-hole (quasi-electron) energy increases
(decreases) with system size due to quantum confinement
effect. The quasiparticle energies tend to plateau and ap-
proach the bulk value as the size of the NC increases. The
onset of the plateau for electron seems to exceed the size
of systems studied. This is consistent with the fact that
the effective mass of the electron is smaller than that of
the hole. The middle panel of Fig. 2 shows the QP energy
difference from the KS values for the holes and electrons.
Larger deviations are observed for small NCs in the strong
confinement regime. The corrections for the holes are larger
than that for the electrons, which is rather surprising.
The upper panel of Fig. 2 shows the scaling of the en-
tire sGW approach for the combined calculation of ΣX (ε),
ΣXC (ε), and ΣP (t; ε). The scaling of the approach is
nearly linear with the number of electrons, breaking the
quadratic theoretical limit. This near-linear scaling behav-
ior kicks in already for the smallest system studied and
therefore the stochastic method outperforms the ordinary
O
(
N4
)
GW approach for all systems studied beyond SiH4.
It is important to note that for almost the entire range
of NC sizes the sGW calculations were cheaper than the
sDFT.
We have also tested the sGW performance on PCBM
(Phenyl-C61-butyric acid methyl ester), a large non-
symmetric system. We obtained εQP = 7.1± 0.1 eV for the
hole and εQP = 3.4± 0.1 eV for the electron using I = 600
iterations. These results can be compared to the experi-
mental results EIP = 7.17 eV and EEA = 2.63 eV [59, 60].
The agreement for the electron affinity can be improved by
replacing the RPA screening with TDDFT screening [61],
which gives εQP = 2.5± 0.1 eV for the electron. The error
per iteration is thus similar to that of the symmetric silicon
nanocrystalline systems.
In conclusion, we have reformulated the GW approxi-
mation to MBPT for QP energies as a stochastic process
without directly referring to KS eigenstates (or, equiva-
lently, the single-particle density matrix). sGW is a fully
quantum paradigm shift and removes the main obstacle for
addressing large systems up to the mesoscopic limit. In-
deed, the application to silicon NCs of size far exceeding
the current state-of-the-art indicates that the complexity is
near linear with system size, breaking the theoretical limit.
Some of the concepts presented here may be applicable to
other forms of MBPT, such as propagator [62] and Green’s
function theories [63].
The sGW developed here has several appealing advan-
tages:
• Representation: It is especially suitable for real-
space-grid/plane-waves pseudopotential representa-
tions for which the Hamiltonian operation on a
stochastic orbital scales linearly. These representa-
tions are the natural for large-scale electronic struc-
ture computations. The approach is also be useful for
periodic systems with very large super-cells.
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Figure 2. Lower panel: QP energies for the highest quasi-hole
(black) and lowest quasi-electron (red) levels. Middle panel:
QP energy difference from the KS energy for the highest quasi-
hole (black) and lowest quasi-electron (red) levels. Upper panel:
CPU time versus the number of electrons. The power law fit
(solid line) yields an exponent close to 1.
• CPU time scaling: The present method enables a GW
calculation that scales near-linearly in CPU time. Ex-
isting methods have been able to reduce the complex-
ity to cubic and it was implicitly assumed that linear
scaling is impossible due to the complexity of RPA.
The present method circumvents this by developing
sTDH. The scaling of our approach is insensitive to
the sparsity of the density matrix and thus represents
a significant improvement over existing GW imple-
mentations.
• Storage scaling (matrix compression): The introduc-
tion of the stochastic orbitals circumvents the need
to store huge matrices of the Green function and the
polarization potential (or the inverse dielectric matrix
ǫ−1 etc.) thus achieving considerable savings in mem-
ory. The scaling of storage is O (Ng), which makes
sGW applicable to large system without recourse to
various energy cutoff approximations in the unoccu-
pied space [13, 64, 65].
• Parallelization: The stochastic character of the
sGW allows for straightforward parallelization: self-
energies are averaged over different stochastic orbitals
and each processor performs its own independent con-
tribution to this average.
These features make sGW the method of choice for study-
ing QP excitations in large complex materials not accessible
by other approaches.
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