This paper presents a Synthetic Aperture Radar (SAR) image classification algorithm based on multi-feature using Fruit Fly Optimization Algorithm (FOA) and Least Square Support Vector Machine (LS-SVM). First, pixel-based information derived from three elements of coherency matrix, six parameters obtained by H /α/A decomposition and Freeman decomposition techniques, and three polarimetric parameters including the total receive power (SPAN), pedestal height, and Radar Vegetation Index (RVI), as well as region-based information derived from eight texture parameters obtained by Grey Level Co-occurrence Matrix (GLCM) are combined to use as the features of land cover. Second, Kernel Principal Component Analysis (KPCA) is used to reduce the dimensionality of the multi-feature data derived from the integration of the pixel-based and region-based information. Third, LS-SVM is used as the classifier in this study due to its fast solving speed and desirable classification capability. Since the input parameters of LS-SVM significantly affect the classification performance, we employ FOA to obtain the optimized input parameters. Finally, the experiments on two fully polarimetric SAR images of various crops with a limited number of samples are implemented by the proposed method and other commonly used methods, respectively. The results show that the proposed method can attain better classification performances compared with other methods.
I. INTRODUCTION
Land cover information is important for land development and management. Land cover classification is also the first step in remote sensing of vital global parameters such as soil moisture. Remotely sensing data obtained from various sensors provides an economical way to characterize land cover information. Optical remote sensing is an effective approach but by itself is limited by weather conditions. Synthetic Aperture Radar (SAR), which can obtain information under different weather conditions, is therefore used for acquiring land cover information in various regions.
Significant research aiming at land cover classification has been reported by many researchers. In the early years, most studies were developed based on single-polarization The associate editor coordinating the review of this manuscript and approving it for publication was Gerardo Di Martino .
data [1] , [2] . Since single-polarization data does not contain all the polarization information of ground objects, such methods were most likely to create confusion among similar ground objects and thereby were only suited for coarse classification [3] - [5] . With the rapid development of the SAR techniques, many methods utilizing multi-polarization or full-polarization data were explored for attaining a better classification [6] - [8] . The critical procedure for these methods is polarimetric decomposition, which provides a way to obtain the physical features of natural media. Many polarimetric decomposition methods have been explored by many researchers [9] - [14] . However, Shimoni et al. indicated that the sensitivities of different polarimetric decomposition methods to land cover types are various [15] , also different features have different metric contributions [16] . They recommended to use various decomposition methods for VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ land cover classification to achieve a better classification performance. Thus far, however, the polarimetric parameters obtained by decomposition methods are pixel-based features. Some studies have demonstrated that substantial improvements in classification can be attained by integrating polarimetric and regional information [17] , [18] . E.g. [19] utilizes Markov random field to obtain regional information for a better SAR image classification performance. In general, textural feature based on grey level is commonly used to characterize regional information. Grey Level Co-occurrence Matrix (GLCM) is the most used tool to enable the acquisition of textural and spatial features [20] , which effectively compensates for the pixel-based information from polarimetric information. Haralick proposed fourteen statistical features obtained from the GLCM to describe the texture information [21] . Usually, eight statistical features of them are enough to characterize the texture information [22] . For a full-polarization SAR image, 24 statistical features need to be calculated with respect to hh, vv, and hv polarizations.
In general, the main steps of a supervised classification method are feature extraction and model training based on machine learning. The use of as many features as possible theoretically helps to improve the classification accuracy. However, the increase in feature dimension leads to two significant issues, curse of dimensionality and feature redundancy [23] . For the first issue, when the dimension of data is high, much more training data is required for estimating the distribution of the data. Since the estimation of the data distribution from finite samples is essential in machine learning, the ability of machine learning is reduced with the increase in feature dimension. Besides, the algorithm complexity rises sharply with the increase in feature dimension. As regards to the second issue, feature redundancy can add noise without providing any additional information. In machine learning, the features are given equal significances, which brings about the exaggeration of the influence of the redundant information and thus it may lead to wrong results especially if the data is accompanied by noise or error. Therefore, optimal dimensionality reduction is necessary. The common descending dimension algorithms include Principal Component Analysis (PCA) [24] , Independent Component Analysis (ICA) [25] , and Linear Discriminant Analysis (LDA) [26] . However, the above algorithms are based on linear characteristics. They cannot be applied to the non-Gaussian data set. In order to solve this problem, a kernel function is adopted to map such datasets nonlinearly into high dimensional space, which changes a linearly inseparable problem into a separable one. The corresponding improved methods are Kernel Principal Component Analysis (KPCA) [27] , Kernel Independent Component Analysis (KICA) [28] , and Kernel Linear Discriminant Analysis (KLDA) [29] . Li concluded that the performance of the three methods is nearly the same, whereas KPCA is less time-consuming [30] . Therefore, we employ KPCA to reduce the dimensionality of the data in this study.
The classifiers utilized in SAR image classification can be divided into two categories. One is statistical distribution-based models, and the other is non-parametricbased models. The common method for the former case is under the assumption that the coherency matrix of each pixel follows Wishart distribution [6] , [31] - [33] . However, since the coherency matrices of pixels for each class are not completely modelled by this distribution [34] , [35] , the performance suffers. The most effective classifiers for the latter case are neural networks and Support Vector Machines (SVM) [2] , [36] , [37] . Since neural networks tend to get trapped in local minima, SVM is much more used for SAR image classification in recent studies [38] . However, since the complexity of SVM based on the quadratic programming problem is strongly related to the number of training data, the approach is too slow. Therefore, Suykens et al.
proposed Least Squares Support Vector Machine (LS-SVM) based on linear equation [39] , which significantly improves the speed and reduces the required computational resources. In SVM and LS-SVM, the input parameters strongly affect the classification result [40] , whereas such parameters are set by past experience for most common cases, resulting in the requirement of large training dataset for ensuring the classification accuracy. However, as noted by Chi et al., definition and acquisition of a sufficiently large amount of training samples from a SAR image is often a critical problem [41] . Therefore, parametric optimization is another approach to improve the classification performance if the training dataset is limited. The typical optimized algorithms are Ant Colony Algorithm (ACA) [42] , Fish Swarm Algorithm (FSA) [43] , Genetic Algorithm (GA) [44] , and Particle Swarm Optimization (PSO) [45] . These algorithms are of either high computational complexity or poor global search capability [46] . Recently, Pan proposed a novel optimized algorithm called Fruit Fly Optimization Algorithm (FOA) [47] , which is inspired by a fruit fly looking for food. Compared with other swarm intelligence algorithms, FOA is of low computational complexity, good global search capability, and high precision.
The employment of FOA contributes to an improved classification accuracy while reducing the demand for training data.
In this study, a method for SAR image classification based on multi-feature using FOA and LS-SVM is proposed. The contributions of this paper are summarized as follows. First, we employ various polarimetric decomposition techniques and GLCM to obtain polarimetric and texture information, which are then integrated as the features of land cover. Second, we utilize KPCA to reduce the dimensionality of the multi-feature dataset obtained by the integration of polarimetric and texture information. Third, to attain a better classification result under the condition of a limited set of training data, we introduce FOA to LS-SVM. By combining FOA with LS-SVM, the optimized parameters of LS-SVM classifier can be obtained. In the experiments, the classification of two SAR images is implemented by the proposed method and other three commonly used methods, respectively.
II. METHODOLOGY
The main steps of the proposed method include extraction of the polarimetric and textual features using polarimetric decomposition methods and GLCM, respectively, dimensionality reduction of multi-feature dataset using KPCA, and input parameters optimization with respect to LS-SVM using FOA. Before applying the method to an image, the refined Lee speckle filter with a 5 × 5 window is used to reduce the noise in the image [48] .
The polarimetric information of each pixel in a radar image is completely represented by a backscattering matrix with four complex elements S hh , S hv , S vh and S vv , where h and v denote horizontal and vertical polarization respectively. Generally, it is assumed that the backscattering matrix is symmetric under the assumption that the transmit and receive antennas coincide, thereby leading to S hv = S vh . For the natural terrain surfaces, since there is more than one scattering center in a resolution cell of a SAR image, many decomposition methods for the incoherent cases have been developed, which are based on the analysis of the coherency matrix or the covariance matrix. Given a vector form of the elements of the backscattering matrix k = 1/
, the coherency matrix T 3 and the covariance matrix C 3 are obtained respectively by T 3 = kk * T and C 3 = tt * T , where T denotes transposition, * denotes conjugation.
The most used incoherent decomposition methods are Freeman decomposition and H /α/A decomposition [9] , [49] . Freeman method decomposes the covariance matrix into three components related to different scattering mechanisms as follows,
where denotes multi-look processing, f s , f d , f v are the weights related to surface, double-bonus, and volume scattering, respectively. The corresponding scattering powers
H /α/A method decomposes the coherency matrix of eigenvectors and eigenvalues λ 1 , λ 2 , λ 3 
where U is the unitary matrix. The column vectors of U are the eigenvectors.
The scattering entropy H , the average scattering angle α, and the anisotropy degree A can be obtained in terms of the elements derived from (2) . We refer readers to literature [49] for the detailed procedure.
Each decomposition method has disadvantages. For example, Freeman decomposition cannot obtain the random fluctuations of the media, and the parameters obtained by H /α/A decomposition are not of any profound physical meanings [50] . Furthermore, different polarimetric decomposition techniques aim at different ground objects [15] . The integration of various decomposition methods therefore attributes to improve land cover classification.
In addition to the polarimetric decomposition methods, there are also some parameters characterizing polarimetric features. One is (SPAN) indicating the total received power from the four polarimetric channels. It is obtained by,
The other two common parameters are polarimetric pedestal height P H and Radar Vegetation Index (RVI). The latter one is for volume scattering media, such as vegetation canopies. They are given by,
where λ i (i = 1, 2, 3) are the eigenvalues obtained from T 3 .
In this study, we used three elements T 11 , T 22 , T 33 from the coherency matrix, six parameters obtained by Freeman decomposition and H /α/A decomposition methods, and three polarimetric parameters including (SPAN), P H , and (RVI) as input features.
2) REGIONAL INFORMATION
The grey level variability within the neighborhood of a pixel is an important image feature as well. The texture information is used to describe such spatial-based feature. Therefore, GLCM in this study is employed to obtain textural and spatial features.
GLCM utilizes the probability of replication with respect to a certain grayscale to describe texture information. It describes the integrated information concerning the direction, the interval of adjacency, and the variation range of the image value. The steps can be implemented as follows, a. Given an image I ∈ M × M , the elements of a co-occurrence matrix P are defined as,
where is the offset distance denoting the distance between the pixel and its neighbors. P (i, j) counts the number of times that (i, j) occurs.
b. The co-occurrence matrix can be obtained in term of different offset directions. Usually four directions including horizontal direction, upper-right direction, vertical direction, and upper-left direction represented by [0, ], [− , ], [− , 0], and [− , − ], respectively, are used to generate four co-occurrence matrices. c. In order to improve the algorithm efficiency, the four matrices are processed by the normalization method by converting grey values to a certain grayscale G. In this case, probability p (i, j) is used instead of number of times P (i, j) in (6) . Finally, the GLCM P is obtained by averaging the four matrices.
In [21] , fourteen statistical features obtained from the GLCM is used to describe texture information. Assuming that the normalized grayscale is G, the used features in this study are Contrast (CON), Angular Second Moment (ASM), Correlation (COR), Entropy (ENT), Inverse Difference Moment (IDM), Maximum probability (MAX), Dissimilarity (DIS), and Inversion (INV). Please see literature [21] for the detailed information.
For this algorithm, three parameters including window size, offset distance, and greyscale affect the result. A sliding window is used to obtain various textural parameters. A large window size contributes to reduce the influence of image noise while losing target characteristics. A small window size can preserve subtle characteristics whereas the results are strongly affected by noise. Offset distance should be small to guarantee the accuracy of co-occurrence matrices. The G greyscale generates a G × G co-occurrence matrix. A large G requires high computational resources. According to the conclusions in the literature [51] , [52] , we set window size to 5, offset distance to 1, and greyscale G to 8 in this study.
B. KPCA FOR DIMENSIONALITY REDUCTION
Theoretically, if the number of samples is infinite, the curse of dimensionality will not occur. In practice, the required number of samples increases exponentially with the increase of dimensionality. In other words, if the number of samples is limited, it is better to use a small number of features [53] . In addition to 9 pixel-based features, 24 textural parameters for a full-polarization SAR image are included in the input features.
33-dimensional features are probably relatively large in terms of the used limited number of the samples in a SAR image. Furthermore, it is noted that the used features are correlated in some level, e.g. the three elements from the coherency matrix. The use of KPCA can significantly reduce the dimension of the data set while preserving as much variance as possible. The small number of input features contributes to improving the efficiency of the classifier. Consequently, KPCA is employed to reduce the dimensionality of this multi-feature dataset. The Cover theorem indicates that for n random data in Euclidean space, the linearly separable problem can be achieved by nonlinear mapping such data in the low dimensional space into a high dimensional space. Kernel function is one of the best mapping functions that meets the necessary requirements. Consequently, the key step of KPCA is to map the samples in the original input space nonlinearly into the characteristic space and then utilize PCA in such space [27] .
Considering an n-sample set X = {x 1 , x 2 , · · · , x n } ∈ R d in a d dimensional space, we can map this set to a much higher dimensional space referred to the characteristic space by using a mapping function (kernel function) φ ( ), which is denoted by (X) = {φ (x 1 ) , φ (x 2 ) , · · · , φ (x n )}. Because PCA requires the data set with zero-mean [24] , in order to apply PCA in this characteristic space, (X) is centralized using the equation,
To implement PCA in this characteristic space [24] , assuming that the eigenvectors of ψ (X) ψ (X) T in the characteristic space are denoted by vectors ω i (i = 1, 2, · · · , d), λ i (i = 1, 2, · · · , d) are the corresponding eigenvalues. PCA is implemented by the formula,
Since any vectors in a space can be linearly represented by all samples in such space, ω i can be represented by the sample set ψ (X),
Combining (8) with (9), we can obtain the formula after some algebraic manipulations:
where K = ψ (X) T ψ (X) is defined as the n × n centralized kernel matrix. K can be rewritten with respect to the mapping function φ ( ) by applying (7) as follows,
where K = (X) T (X), I n is a n × n matrix where each element is 1/n. The dimensionality of X is thus reduced to r-dimensional by using
λ i is greater than a threshold value ts. For most of cases, ts = 90% can attain a satisfactory result [54] . In our experiment, we set ts = 90%. It is noted that the computational steps concerning kernel functions can be calculated by inner products. In this study, we choose polynomial Mercer kernel as the kernel function based on the facts that [55] - [57] : a. its performance is not significantly dependent on kernel parameters and b.it is efficient compared with other common used kernel (not considering linear kernel) when the dimensionality of data is very large. Polynomial Mercer kernel's inner product is k
In the following experiment, we set p = 1, q = that what measure of model performance that can be used in KPCA is still discussed by many researchers [55] , [58] . This leads to that the optimal kernel including kernel types or kernel parameters is difficult to obtain. The selection of kernel and its parameters are not the main concern in this manuscript. We will consider this problem in our future work.
C. THE LS-SVM-BASED CLASSIFIER WITH OPTIMIZED PARAMETERS 1) THE LS-SVM CLASSIFIER LS-SVM is an improved classifier based on SVM [39] , it significantly improves the computational speed while reducing the required computational resources. LSSVM is robust to low-level feature noise due to its loss of sparsity while it is not robust to outliers. In the most of cases, the samples from a SAR image are obtained by the field investigation rather than visual examination. A point in a SAR image can be accurately associated with its corresponding land cover according to geographic coordinates. The case of wrong labelled points rarely occurs. Therefore, the effect of the robustness of LSSVM to outliners on the classification performance is not taken into account in this method. Given a n-training set
mapping this set into a high dimension space by utilizing kernel function φ ( ), the aim of LS-SVM is to find the optimal separating hyperplane in such space, which is expressed as,
where w defines confidence interval, b is a real constant, y (x) is the empirical risk. Based on the structural risk minimization principle, this optimal separating hyperplane can be found by fixing empirical risk and minimizing confidence space. Since classification with zero error basically cannot be achieved, introducing non-negative slack variables ξ i (i = 1, · · · , n) and the regularization factor γ > 0 to (12) , consequently, w and b can be obtained by the equation with the constraint with respect to the training set as follows,
where (x i , y i ) is the training set. Equation (13) can be solved by Lagrangian dual method governed by,
where β i ∈ R n×1 are Lagrange multipliers. Using Karush-Kuhn-Tucker (KKT) condition, four linear equations with respect to (14) can be obtained by ∂L/∂ω = 0, ∂L/∂b = 0, ∂L/∂ξ i = 0, and ∂L/∂β i = 0, respectively. The solutions of β i and b are therefore obtained by, 1 , · · · , β n ] T , I is the unit matrix, and 1 n = [1, · · · , 1] T . The solutions of β i and b are only related to the training set and the regularization factor γ .
Consequently, the LS-SVM classifier is obtained by,
where β i and b are obtained by (15) , k (x i , x) is the inner product with respect to K = (X ) T (X ). It is noted that in addition to parameters of kernel functions, (16) is related to the regularization factor γ , which is optimized in the following Sections.
2) FRUIT FLY OPTIMIZATION ALGORITHM
FOA is a swarm intelligence technique for global optimization [47] . Compared with other swarm intelligence algorithms, FOA is of low computational complexity, good global search capability, and high precision. The basic theory is as follows. First, smelling is used to fly towards an approximate location of the food. Second, when the fly approaches the food within a certain distance, vision is used to move towards the specific food position of the food. The sketch map is shown in Fig. 1 . Based on this figure, the iterative procedures are described as follows, a. Determining the necessary parameters, including the group size (g_size), the maximum iterations, the distance (dis), and the initialized location (X_in, Y _in). The group size is defined as the number of fruit flies in each iteration, the larger group size speeds up the convergence, however, the algorithm requires more time. The distance denotes the maximum distance moved for each fruit fly in every iteration. The distance and the initialized location both affect the algorithm efficiency.
b. Setting flight direction and flying distance. Defining a random number rand ∈ [0, 1], the current position is expressed by,
c. Calculating the distance to the origin.
Thus, the judgment value of the smell concentration is defined as the reciprocal of such distance 1/dist. d. Calculating the smell concentration Si for each fruit fly. The smell concentration is obtained by solving the fitness function with the input variable (the judgment value of the smell concentration), where the fitness function is decided in terms of the objective problem:
e. Finding out the fruit fly with the optimized solution among the fly group and the corresponding position for the next iteration. Finally, the rest of fruit flies move towards to such position.
[BestS, position] = optimization (S)
f. Repeating b-e until the iterative number is reached.
3) INTRODUCTION OF FOA TO LS-SVM
The classification performance is affected by the input variables of the kernel function and LS-SVM [40] . In some cases, the performance of the classification with the default input variables cannot attain a good result. Therefore, FOA is adopted to obtain the optimized parameters for the classifier.
In this process, we use Radial Basis Function (RBF) as the kernel function. Because RBF has good ability to cope with nonlinear dataset when its parameter is appropriate. Also, it has only one parameter, which requires less computational resources compared with other kernel functions. RBF is defined as,
where σ 2 is the bandwidth in RBF. In addition to σ 2 , the regularization parameter γ in LS-SVM also needs to be optimized, which provides a tradeoff between the fitting error minimization and smoothness. Consequently, we need to optimize two parameters, σ 2 and γ . σ 2 and γ are assumed to be the judgment value of the smell concentration. Furthermore, the range of γ basically is ten times larger than that of σ 2 . The current position and the judgment value of the smell concentration in step b and c thus are defined respectively as follows,
In order to avoid the over-learning problem, we divide the training data into two groups for cross validation. Moreover, the fitness function is defined as the classification error. The optimized result has minimum error. The fitness function is defined as, where num is the number of the cross validation data, error is the number of the misclassified points obtained by,
where (k = 1, t = 2) or (k = 2, t = 1). TrainLS_SVM is the training model used for calculating α and b in terms of input variables, SimLS_SVM is the simulated model used for obtaining classification result, and Data_group( ) is either the one or the other data group from the training data. Consequently, the flow chart of LS-SLM with FOA is illuminated in Fig. 2. Fig. 3 shows the flow chart of the proposed method.
III. EXPERIMENTAL RESULTS AND DISCUSSION
The two tested images are the well-known fully polarimetric SAR images with 1279 × 1024 pixels at C band and L band respectively acquired by AIRSAR from Flevoland. It is noted that the sensitivities of the identical object to different frequencies are quite different, leading to that the polarimetric and textural features of the identical object are different at various bands. Therefore, the two tested images can be treated as two different images although they were acquired from the same region. The observed region consists of a variety of crops in farmland. The crops are easily distinguished by the naked eye whereas good classification result is difficult to attain due to the similar characteristics of different crops. There are nine classes in the study area. Each class (crop) is represented by one color in the ground truth map. The ground truth data is divided into training data and testing data using the following method. In order to test the performance of the proposed method on the condition of a small number of samples, the used training data is selected randomly from the training dataset and the number of pixels in each class is limited to less than 2500. The number of the training and validation points in each class, the ratio of the training data over all the pixels, and the corresponding crops are described in Table 1 . Fig. 4(a)(b) show the RGB composite images of the test images obtained by the Pauli decomposition method at C band and L band, respectively, Fig. 4(c) shows the used training data, and Fig. 4(d) shows the validation data. It can be seen that Figure 4 (a) is different from Fig. 4(b) due to the feature differences. For convenience, the tested image acquired at C band will be referred to as C-image, and the tested image acquired at L band will be referred to as L-image. In the following experiments, the confusion matrix is used to evaluate the classification performance. The evaluation parameters include User Accuracy (UA), Producer Accuracy (PA), Overall Accuracy (OA), and the kappa coefficient. It is noted that kappa coefficient is an unbiased evaluation parameter, which is specifically used to evaluate the classification performance when the samples and validations from each class are unbalanced.
A. THE EFFECT OF INPUT PARAMETERS ON CLASSIFICATION PERFORMANCE
The result of the classification is significantly affected by the input variables of LS-SVM. The optimized parameters are obtained by FOA in this study. In FOA, some parameters need to be set initially. According to the aforementioned definitions in FOA and our experience with respect to LS-SVM, we set the group size to 10, maximum iteration is 50, the distance is 3, and the initialized location is [X 1 , Fig. 5 shows the optimization process for the LS-SVM classifier using FOA with the input training data with respect to C-image. The output is the error in terms of the different parameters obtained by FOA in each iteration.
It is observed in Fig. 5 that the different parameters lead to different errors. After 15 iterations, the error reaches the minimum and the current parameters γ = 36.6749, σ 2 = 3.5748 are supposed to be the optimized parameters for this classification model. Since the number of the training data for some classes is very small, the case with zero error is difficult to achieve. Similarly, the optimized parameters for L-image are γ = 26.5363, σ 2 = 1.2655. It indicates that VOLUME 7, 2019 the optimized input parameters of LS-SVM change with the kinds of the input land cover features rather than being fixed.
To assess the effect of input parameters on classification performance, we use the default input parameters (γ = 1, σ 2 = 1) and the empirical parameters (γ = 10, σ 2 = 0.25) [59] as the comparisons. The classification results of C-image with respect to various input parameters are shown in Fig. 6 (a)(b)(c) and the corresponding confusion matrices are provided in Table 3 , Table 3, and Table 4 .
The results show that the proposed method with the default parameters shows the lowest overall accuracy of 67.61% and the kappa coefficient of 0.60. It demonstrates that the input parameters of LS-SVM has a significant influence on classification performance. The proposed method with the empirical parameters achieves a much better performance compared with that using default parameters, which attains the overall accuracy of 86.20% and the kappa coefficient of 0.82. The proposed method with the optimized parameters attains the best classification performance. Its overall accuracy and kappa coefficient increase 2.37% and 0.03 respectively compared with that using empirical parameters. Moreover, the proposed method with the optimized parameters achieves a higher user accuracy and producer accuracy for almost all classes, indicating that the optimized input parameters contribute to an improved classification accuracy. 
B. COMPARISONS TO THE THREE TYPICAL METHODS
In order to assess the performance of our method, we compare its performance with three other supervised approaches: a method based on the use of the complex Wishart distribution [6] , a manifold-learning-based supervised graph embedding algorithm [60] , and a method via sparse representation and polarimetric features [61] . The supervised Wishart classification is a pixel-based maximum likelihood classifier and is commonly used for polarimetric data classification [6] , [31] . The manifold-learning-based supervised graph embedding algorithm uses a linear dimensionality reduction technology to obtain a low-dimensional subspace derived from polarimetric information, and classification is then implemented using such algorithm and neural network. The third comparison method is achieved on the basis of sparse representation-based techniques and simplified matching pursuit (SMP) algorithm.
The classification results of C-image obtained by the three comparison methods are shown in Fig. 7(a) (b)(c) and the corresponding confusion matrices are provided in Table 5 , Table 6 , and Table 7 . The classification results of L-image obtained by the three comparison methods and the proposed method are shown in Fig. 8(a) (b)(c)(d) and the corresponding confusion matrices are provided in Table 8 , Table 9 , Table 10,  and Table 11 . The results show that the proposed method performs better in the two tested examples than the other three methods. Comparing Table 4 with Table 5 , Table 6 , and Table 7 , for C-image, the overall accuracy of the proposed method is 88.57%, whereas that of the supervised Wishart method, the manifoldlearning-based supervised graph embedding algorithm, and the sparse representation-based method are 81.40%, 86.36% and 86.87%, respectively. Besides, the proposed method exhibits a kappa coefficient of 0.85, which is higher than that of other three methods, which are 0.76, 0.82 and 0.83, respectively. For L-image, the proposed method also exhibits a higher overall accuracy and kappa coefficient compared with other three methods. From Table 8, Table 15 , Table 10 , and Table 11 we can see that the supervised Wishart method, the manifold-learning-based supervised graph embedding algorithm, the sparse representation-based method, and the proposed method achieve the overall accuracy of 73.14%, 76.96%. 78.90% and 81.13%, respectively, and achieve the kappa coefficient of 0.65, 0.70, 0.73, and 0.76, respectively. Comparing the classification of C-image with the classification of L-image using each method, it is interesting to observe that both overall accuracy and kappa coefficient decrease even though the used classification method and the training data are exactly the same. This can be attributed to the fact that the polarimetric features of some crops obtained at C band are more distinguishable compared with that obtained at L band. This verifies the statement that a SAR image acquired by a single band is found to be insufficient to discriminate some different ground objects which are of similar polarimetric characteristics at such band [62] .
Each of the different features has a different influence on the classification result. Additional comparisons are made to explore the contributions of the elements of the coherency matrix, texture information, and polarimetric features. Furthermore, compared with the complex Wishart distribution-based classifier, the classification capability of the LS-SVM-based classifier combining KPCA and FOA is tested as well.
C. CONTRIBUTIONS OF THE FEATURES TO CLASSIFICATION PERFORMANCES 1) CONTRIBUTION OF THE THREE ELEMENTS OF THE COHERENCY MATRIX
For some cases, the supervised Wishart method based on coherency matrix can attain a satisfactory result, which demonstrates that the elements of the coherency matrix have significant implications for SAR image classification. The proposed method without using the three elements T 11 , T 22 , T 33 is used to investigate the contribution of such elements. The same method with the empirical input parameters (γ = 10, σ 2 = 0.25) is also employed in the comparison. Their classification results of C-image are shown in Fig. 9 (a) and Fig. 9(b) , and the corresponding confusion matrices are shown in Table 12 and Table 13 .
Compared with Table 3 and Table 4 , the overall accuracies for the two methods (from Table 12 and Table 13 ) decrease by 0.24% and 1.88%, respectively, and the kappa coefficients for the two methods decrease by 0 and 0.02, respectively. The performance of the proposed method without using the three elements is almost unchanged while that of the method with empirical parameters without using the elements is reduced. It indicates that with the decrease of types of input features, the classification capability of the proposed method without using FOA is reduced more than that using FOA. In other words, the classification accuracy is more influenced by the input parameters of the classifier when the types of input features decrease and thus the optimized input parameters are more critical for improving the accuracy under such case. This result agrees with the fact that when the input parameters of the classifier are inappropriate, more features or samples are required for improving classification accuracy.
It is observed from Table 5 and Table 12 that the proposed method still can achieve a better performance by using polarimetric characteristics and texture information, where the overall accuracy and kappa coefficient by the proposed FIGURE 9. The classification results by (a) the proposed method without using the elements of the coherency matrix, (b) the proposed method with empirical parameters without using the elements of the coherency matrix, (c) the proposed method without using the texture information, and (d) the proposed method using only the elements of the coherency matrix.
method are greater than 6.93% and 0.09 respectively compared with that by the supervised Wishart method. However, although the performance of the supervised Wishart method is the worst among the three methods, the producer accuracies for some certain classes, such as beans, are the highest. The probable reason accounting for this fact is that the polarimetric characteristics and the texture features that we used in this study are extremely similar between beans and some other crops, resulting in misclassifying beans to other classes. Furthermore, it can be seen from the three confusion matrices Classification accuracy of C-image by the proposed method without using the texture information.
( Table 5, Table 12 , and Table 13 ) that less training data is more likely to lead to lower user accuracy or producer accuracy, because it is difficult to estimate accurate characteristics of ground objects from a limited number of samples.
2) CONTRIBUTION OF THE TEXTURE INFORMATION
The classification accuracy of C-image obtained by the proposed method without using the texture information is shown in Table 14 and its classification result is shown in Fig. 9(c) . Compared with the result in Table 4 , the overall accuracy and the kappa coefficient increase by 0.62% and 0.01 when the texture information is used in the method, which demonstrates that texture information has a slight effect on enhancing the performance of the classification. The disadvantage of texture information is that the texture features of some pixels located around the boundary between two different classes are considered as incorrect features, resulting in the inaccurate estimation of the texture features for the classes. The negative influence of this fact can be reduced or neglected by choosing a proper processing window size in terms of training data. It is also noted that the producer accuracy and the user accuracy of the beans class decreases by 50.21% and 19.75% respectively without using texture information, which indicates that texture information is helpful to distinguish some certain ground objects from other objects if these objects are of the similar polarimetric characteristics.
3) THE CLASSIFICATION CAPABILITY BETWEEN THE PROPOSED CLASSIFIER AND THE SUPERVISED WISHART CLASSIFIER, AND CONTRIBUTION OF THE POLARIMETRIC PARAMETERS
The LS-SVM classifier combining KPCA and FOA is considered as the proposed classifier in this study. To test the classification capability between the proposed classifier and the commonly used supervised Wishart classifier, the input feature types and the training data have to be the same. Since the supervised Wishart method is based on the elements of the coherency matrix, the proposed method only using the three elements of the coherency matrix (T 11 , T 22 , T 33 ) is implemented. The classification accuracy of C-image obtained by the proposed method only using the elements of the coherency matrix is shown in Table 15 and its classification result is shown in Fig. 9(d) . Compared to the result from Table 5 , the overall accuracy and the kappa coefficient are greater than 1.32% and 0.02 respectively by the proposed classifier. The result demonstrates that the classification capability of the proposed classifier is better than that of the supervised Wishart classifier. It is seen that the producer accuracies of the peas class and the beans class by the proposed classifier is much lower than that by the supervised Wishart classifier, which exhibit the difference values of 26.60% and 41.46% respectively. A possible reason for this is the fact that the estimation of the data distribution from the training data is essential in LS-SVM, whereas the number of the training data is very few for the peas class and the beans class, leading to the difficulties in estimating the training data distribution of such classes. On the contrary, the supervised Wishart classifier is based on the assumption that the data follows complex Wishart distribution. Therefore, we can infer that the supervised Wishart method probably achieves a better classification if there is very little training data for each class.
Additionally, because it has been shown in a previous section that the texture information has a minor effect on the result for this study image, the contribution of the texture information can be ignored for the experimental image so that this method can roughly investigate the contribution of the polarimetric parameters as well. By comparing with Table 4 , the overall accuracy and the kappa coefficient decreases by 5.83% and 0.07 respectively by the proposed method without using polarimetric parameters. Besides, the producer accuracies and user accuracies for all classes increase sharply when the polarimetric parameters are used in the classification. The comparison shows that the polarimetric parameters have a significant effect on the classification accuracy.
The experimental results show that the performance of the proposed method is better. The various comparisons prove that different features have a varying degree of influence on the classification result, and a small number of training data for each class probably brings about low classification accuracy by using this method. Therefore, some considerable ways to improve the classification accuracy include the employment of various features and the usage of as many samples as possible. In addition, the experimental result shows that a SAR image acquired by a single band is probably not able to discriminate some different ground objects, the use of multi-frequency sensors to acquire data is also likely to improve the accuracy.
IV. CONCLUSION
This paper proposes a classification method based on multifeature using FOA and LS-SVM. The basic features for a SAR image are polarimetric parameters. As noted in [15] , different polarimetric decomposition methods focus on different land cover type, therefore the use of as many various polarimteric parameters as possible is considered to enhance VOLUME 7, 2019 the classification performance. In this study, we use three elements from coherency matrix and six parameters obtained by H /α/A decomposition and Freeman decomposition, as well as the total receive power (SPAN), polarimetric pedestal height, and (RVI) as the features of land cover. In addition to pixel-based information from polarimetric parameters, region-based information is another significant feature for an image. GLCM is an efficient tool to obtain region-based information. Thus, eight representative textural parameters obtained by GLCM, which are CON, ASM, COR, ENT, IDM, MAX, DIS, and INV are introduced to obtain texture information. However, while the integration of multi-feature characterizes the ground object better, it results in the curse of dimensionality and feature redundancy. Zou et al. have demonstrated that the overall accuracy decreases if all features are used instead of a selected feature set [63] . Therefore, we adopt KPCA to reduce the dimensionality of data. KPCA is a nonlinear-based algorithm and thus is able to cope with non-Gaussian data set. The used classifier in this study is LS-SVM. Some studies have proven that the performance of SAR image classification by SVM is better than that by other classifiers [38] . Since the disadvantage of SVM is its long execution time, LS-SVM is employed in this method. Compared with SVM, LS-SVM significantly decreases the execution time and the required computational resources. However, the critical problem of LS-SVM is that the input parameters have noticeable influence on classification performance while such parameters are selected by the past experiences in most cases [64] , [65] . FOA is thus utilized to obtain the optimized input parameters. Finally, an experiment on a full-polarization SAR image is carried out to test the performance of the proposed method.
Some experiments are carried out on the two fully polSAR images by various methods, as well as that the contributions of each of the different features are tested. The analysis on the experimental results offers some feasible approaches to enhance the classification performance. First, we recommend to using as many various polarimetric features as possible in the method if the selection of features for the classification of interest land covers is not known. Second, it is necessary to gain enough number of samples for each class. Third, the acquisition of data set by multi-frequency sensors contributes to improved classification accuracy.
