In previous work, a multi-objective traffic engineering scheme (MHDB-S model) using different distribution trees to multicast several flows is proposed. Because the flow assignment can not be mapped directly into MPLS architecture, in this paper, we propose a liner system equation to create multiple point-2-multipoint LSPs based on the optimum sub-flow values obtained with our MHDB-S model.
1.Introduction
Traffic engineering is concerned with optimizing the performance of operational networks. The main objective is to reduce congestion in hot spots and to improve resource utilization. This can be achieved by setting up explicit routes through the physical network in such way that traffic distribution is balanced across several traffic trunks [1] . Current configurations in computer networks provide an opportunity for dispersing traffic over multiple paths to decrease congestion and achieve the aggregated end-to-end bandwidth requirement.
This load balancing technique can be achieved by a multicommodity network flow formulation [2] , [3] and [4] , which leads to the traffic being shared over multiple routes between the ingress node and the egress nodes in order to avoid link saturation and hence the possibility of congestion. Several advantages of using multipath routing are discussed in [5] : links do not get overused and therefore do not get congested, and that multipath has the potential to aggregate bandwidth allowing a network to support more data transfer than it is possible with any one path, etc.
In previous work [6] we proposed a multi-objective traffic engineering scheme (MHDB-S model) to multicast several flows. The aim of [6] is to combine the following weighting objectives into a single aggregated metric: the maximum link utilization, the hop count, the total bandwidth consumption, and the total end-to-end delay. Moreover, our proposal solves the traffic split ratio for multiple trees.
In unicast transmission, the split ratio is fed to the routers which divide the traffic of the same pair of ingress-egress nodes into multiple paths i.e. each flow is split into multiple sub-flows. In multicast transmission, the load balancing consists of traffic being split (using the multipath approach) across multiple trees, between the ingress node and the set of egress nodes.
The proposed MHDB-S model can be applied to MPLS networks by allowing multiple explicit trees to be established in order to transport several multicast flows ( fig. 1 ). With this load balancing technique, each flow is split between multiple trees [7] depending on the solution obtained. Flow from ingress node N0 to egress nodes {N5, N8, N11} is split into two sub-flows, and each one is sent along different trees: {(0,1), (1, 6) , (6, 5) , (6, 9) , (9, 8) , (9,11)} and {(0,2), (2,7), (7, 8) , (2, 4) , (4, 5) , (4,10), (10,11)}. The sub-flow fraction along each tree is 0.72 and 0.28 respectively. Note that the total flow coming from each egress node is 1.
In this paper, we focus on the specific problem of sub-flow assignment. The aim of this is to obtain an efficient solution to formulate p2mp LSPs given a set of optimum sub-flow values.
The rest of this paper is organized as follows. In section 2, we describe some related studies. In section 3, we explain the multi-objective scheme for static multicast routing (MHDB-S model) [6] that multicast several flows and solve the traffic split ratio for multicast trees. The sub-flow assignment problem is analyzed in section 4. In section 5, we propose a linear equation system for creating multiple p2mp LSPs based on the optimum sub-flow values obtained with the MHDB-S model. The problem related to the lack of labels in MLS networks is analyzed in section 6. Finally, in section 7, we give our conclusions and suggestions for further study.
2.Related work

2.1.Multipath routing: splitting flows
Several papers, [8] [9] . [10] . [11] and [12] , address the splitting multipath problem of unicast traffic, motivated by its importance in complete traffic engineering solutions. Traffic splitting is executed for every packet in the packetforwarding path. A simple method to partition the input traffic is on a per-packet basis, for example in a round-robin fashion. However, this method suffers from the possibility of excessive packet reordering and is not recommended in practice.
[13] tries to balance the load among multiple LSPs according to the loading for each path. In MPLS networks [14] multiple paths can be used to forward packets belonging to the same "forwarding equivalent class" (FEC) by explicit routing. The distribution of the load in a set of alternate paths is determined by the amount of number space in a hash computation allocated to each path. Effective use of load balancing requires good traffic distribution schemes. In [15] , the performance of several hashing schemes for distributing traffic over multiple links while preserving the order of packets within a flow is studied. Although hashing-based load balancing schemes have been proposed in the past, [15] is the first comprehensive study of their performance using real traffic traces.
In [8] , Rost and Balakrishnan propose a multi-path transmission between sources and destinations. The current configurations in computer networks provide an opportunity for dispersing traffic over multiple paths to decrease congestion. In [8] dispersion involves (1) splitting, and (2) forwarding the resulting portions of aggregate traffic along alternate paths. The authors concentrate on (1): methods that allow a network node to subdivide aggregate traffic, and they offer a number of traffic splitting policies which divide traffic aggregates according to the desired fractions of the aggregate rate. Their methods are based on semi-consistent hashing of packets to hash regions as well as prefix-based classification.
Support of multicasting in MPLS networks
In MPLS, unicast and multicast packets have already been assigned to different type code in the link-layer header. Therefore, MPLS routers know whether a packet is from a unicast or a multicast flow. In the case of unicast forwarding the event of an incoming flow leads to the forwarding of exactly one flow. The packet duplication mechanism that is implemented in IP routers to support the IP multicast can be used to duplicate MPLS packets. MPLS routers at the bifurcation of a multicast routing tree duplicate packets and send copies of the same packet on different outgoing links. Although MPLS natively supports multicasting in its design, the MPLS community has focused its efforts mainly on the label switching of unicast IP traffic, leaving the sections on multicasting in the main MPLS documents ( [14] and [16] ) virtually empty, to be addressed in future studies. Based on this, there are some proposals for supporting multicasting in MPLS networks.
A framework for MPLS multicast traffic engineering proposed by Ooms et al. [17] gives an overview of the applications of MPLS techniques to IP multicast. Another proposal explains how to distribute labels for unidirectional multicast trees [18] and for bi-directional trees' label distribution [19] .
To provide MPLS Traffic Engineering [18] for a point-to-multipoint (p2mp) application in an efficient manner in a large scale environment, p2mp TE mechanisms are required. Existing MPLS point-to-point (p2p) mechanisms have to be enhanced to support the p2mp TE LSP setup. [20] presents a set of requirements for p2mp TE extensions to MPLS.
In MPLS working group meeting in Seoul (march 1 2004) two different solution drafts ( [21] and [22] for TE p2mp LSPs are presented but the chairs and the meeting strongly encourage the authors for both need to get together and converge on a single solution. The computation of p2mp TE paths is implementation dependent and is beyond the scope of those solutions. Path information can be computed by some off-line or on-line algorithms, e.g. the MHDB-S model presented in the next section.
[21] describes a solution for p2mp TE which extends [23] and [24] in order to establish, maintain, and teardown a p2mp TE LSP. In this case, a p2mp TE LSP is established by setting up multiple standard p2p TE LSPs from a sender node and all the downstream branch nodes along the p2p TE LSP to one of the leaf nodes of the p2mp TE LSP. The calculation for a p2mp requires three major pieces of information. The first is the route from the ingress LSR of a p2mp path to each of the egress LSRs, the second is the traffic engineering related parameters, and the third is the branch capability information.
[22] describes how RSVP-TE can be used for p2mp TE. It relies on the semantics of RSVP that RSVP-TE inherits for building a p2mp TE tree. P2p TE LSPs are set up between ingress LSR and egress LSRs. These p2p TE LSPs are appropriately merged by the network using RSVP semantics to result in a p2mp TE LSP.
Various traffic engineering solutions using programming techniques to balance loads by multiple routes have been designed and analyzed in different studies (see [6] and [25] for a detailed explanation of these proposals). It should be pointed out that several proposals can be applied to MPLS networks. In [6] , we show that the multi-objective model produces a better result than various one-objective models. In [26] , we present an enhanced model (MHDB-D) for multicasting dynamic groups, and in [25] and [27] we present two heuristics algorithms to solve the previous models.
The lack of labels problem.
A general problem of supporting multicasting in MPLS networks is the lack of labels. The MPLS architecture allows aggregation. Aggregation reduces the number of labels that are needed to handle a particular set of flows, and may also reduce the amount of label distribution control traffic needed [14] . Addition of new LSPs increases the label space and hence the lookup delay. So reducing the number of used labels is a desirable characteristic for any algorithm that adds LSPs to flows.
As pointed out in [14] , the label based forwarding mechanism of MPLS can also be used to route along mp2p LSPs.
In [28] and [29] , aggregation algorithms that merge p2p LSPs into a minimal number of mp2p LSPs are considered. In this case, labels assigned to different incoming links are merged into one label assigned to an outgoing link. If two p2p LSPs follow the same path from an intermediate node to the egress node, these aggregation algorithms allocate the same label to the two p2p LSPs and thus reduce the number of used labels. In [30] , an algorithm reducing the number of MPLS labels to N (number of nodes) + M (number of links) without increasing any link load is presented. For differentiated services with K traffic classes with different load constraints, their bound increases to K(N+M). Their stack-depth is only one, justifying implementations of MPLS with limited stack-depth.
The label stack was introduced into MPLS framework to allow multiple LSPs to be aggregated into a single LSP tunnel [14] . In [31] , a comprehensive study of label size versus stack depth trade-off for MPLS routing protocols on lines and trees is undertaken. They show that in addition to LSP tunneling, label stacks can also be used to dramatically reduce the number of labels required for setting up LSPs in a network. Their protocols have numerous practical applications that include implementation of multicast trees, and virtual private networks using MPLS as the underlying signaling mechanism.
To reduce the number of used labels for multicast traffic, another label aggregation algorithm is presented in [32] . In this case, if two p2mp LSPs follow the same tree from an ingress node to the egress node set, the aggregation algorithm allocates the same labels to the two p2mp LSPs. Ingress nodes have a new table (named Tree Node Table) saving node information of the p2mp LSP and label allocation is executed by using this table.
Aggregated multicast is a scheme to reduce multicast state [33] . The key idea is that, instead of constructing a tree for each flow, there can be multiple multicast flows share a single aggregated tree to reduce multicast state and, hence, tree maintenance overhead and the number of used labels. Data packets from different flows are multiplexed in the same distribution tree, called aggregated tree. Each data packet of each group is encapsulated and travels through the aggregated tree.
Optimization model
The network is modeled as a directed graph G N ,E , where N is the set of nodes and E is the set of links. The set of links is . We use n to denote the number of network nodes, i.e., N N E × ⊆ n N . Among the nodes, we have a source s N (ingress node) and some destinations T (the set of egress nodes). Let be t T any egress node. Let i , j E be the link from node i to node j. Let f F be any multicast flow, where F is the flow set and T f is the egress node subset to the multicast flow f. We use |F| to denote the number of flows. Note that T T f .
Let X ij t f be the fraction of flow f to egress node t assigned to link (i,j); note that these variables include the egress node t. Including the egress node variables allows us to control the bandwidth consumption in each link with the destination of the set of egress nodes. Therefore, it is possible to maintain the constraint of flow equilibrium to the intermediate nodes exactly The problem of minimizing |F| multicast flows from ingress node s to the egress nodes of each subset T f is formulated as follows: The Multi-objective function (MHDB model) (1) defines a function and generates a single aggregated metric through a combination of weighting objectives. The main objective consists in minimizing the maximum link utilization (MLU), which is represented as α in equation (1) . In this case, the solution obtained may report long routes. In order to eliminate these routes and to minimize hop count (HC), the term ∑ ∑ ∑
is added. In order to minimize the total bandwidth consumption (BC) over all links, the term
added. This is included so that, if there is more than one solution with the best maximum link utilization, the solution with the minimum resource utilization is chosen. Though several sub-flows of the flow f in the link (i,j) with destinations to different egress nodes are sent, in multicast IP specification just one sub-flow will be sent, that is, only the maximum value of tf ij X for f T t ∈ needs to be considered. Furthermore, in order to minimize the total end-to-end propagation delay (DL) over all the links, the term ∑ ∑ ∑
is also added. Constraints (2), (3) and (4) are flow conservation constraints. Constraint (2) ensures that the total flow emerging from ingress node to any egress node t at flow f is 1. Constraint (3) ensures that the total flow coming from an egress node t at flow f is 1. Constraint (4) ensures that for any intermediate node different from the ingress node (i ≠ s) and egress nodes ) ( T i ∉ , the sum of their output flows to the egress node t minus the input flows with destination egress node t at flow f is 0.
Constraint (5) is the maximum link utilization constraint. In a unicast connection, the total amount of bandwidth consumed by all the flows with the destination of egress node t must not exceed the maximum utilization (α) per link capacity c ij , that is,
. Nevertheless, in constraint (5) only the maximum value of tf ij X for f T t ∈ needs to be considered. Constraint (6) limits the maximum number of sub-flows (MSF) in each node by means of the capacity of each link and the traffic demand. This formulation represents the amount of necessary links for a particular traffic demand. Without this constraint, the model could suffer from scalability problems, i.e. the label space used by LSPs would be too high. Expression (7) shows that the tf ij X variables must be real numbers between 0 and 1. These variables form multiple trees transport multicast flow. The demand between the ingress node and the egress node t may be split over multiple routes. When the problem is solved without load balancing, this variable will only be able to take values 0 and 1, which will show, respectively, whether or not the link (i,j) is used to carry information to egress node t.
Expression (8) Finally, expression (9) shows that the weighting coefficients, r i , assigned to the objectives are normalized. These values are calculated by solving the optimization problem.
Sub-flow Assignment to p2mp LSPs problem
In this section, we detail the problem of creating multiple p2mp LSPs based on the optimum sub-flow values tf ij X obtained with solutions to MHDB-S model (1) . Remember that tf ij X is the fraction of flow f to destination node t assigned to link (i,j). First at all, because the following system applies only to one flow f, the index f will be omitted when it does not cause confusions. It means that, for example, fig. 3 . The simplest solution ( fig. 4) , to create LSPs based on the optimum sub-flow values, is to send each sub-flow (0,4 and 0,6 fraction) to the group separately, and in this case each sub-flow is assigned to one p2mp LPS. In fig. 4 , each packet represents a 0,2 fraction of the flow. With this assignment, sub-flows 5 12 X and 6 12 X are different and the maximum link utilization constraint (5) could be violated. Moreover, the network is inefficiently used because multicast node capabilities are not considered. Only ingress node multicast capabilities are considered when applying the multipath approach, which permits that the flow is balanced across several links. X , 6 12 X ) ⊆ max( 5 12 X , 6 12 X ), in the example 5 12 X ⊆ 6 12 X . If both sub-flows 5 12 X and 6 12 X are sent over the link (1, 2) to each member of the group separately ( fig. 5 ), a part of the same flow is being transmitted over the same link and the network is also inefficiently used. Moreover, if a node has multicast capabilities, it is not necessary to transmit all the sub-flows over the link. In particular, if N2 has multicast capabilities, only the max ( 5 12 X , 6 12 X ) must be transmitted over link (1, 2) (fig. 6 ).
However, this solution presents a problem in the forwarding mechanism. Some incoming packets at node 2 must be forwarded exactly once (packet 3), but other packets of the same sub-flow must be forwarded by different output links (packets 4 and 5). To solve this, the ingress node must split this sub-flow in several sub-flows ( fig. 7 ).
Sub-flow assignment based on a linear equation system
In this section, a linear system equation to split a sub-flow in several sub-flows is proposed. Solution is the set of desired multicast trees for the set of operator used with real numbers between 0 and 1. In the example of figure 3 , the c min value is 20%.
The following three equation sets model p2mp LSPs in general.
And for this problem in particular:
Note that, the set i , j ij p2mp k 1 for a given k is the set of links that conforms the tree p2mp k .
The equation set (10) suggests that the number of reached destinations from a source node s is equal to T f . This is clear because all p2mp LSPs reach exactly all destinations. Another obvious consequence is that |p2mp|=1/c min , in other words, the number of constructed p2mp LSPs is the inverse of the fraction sent by each p2mp LSP. For the analyzed example at figure 3, the number of p2mp LSPs to be constructed is 5.
The conservation flow law seen at (2), (3) and (4) can be traduced as the set regarded on (11) . It means that the amount of destinations a node j must forward packets to is the same amount after (i.e. i node) and before (i.e. m nodes), or one less if j is a destination.
Inside a p2mp LSP, no destination node can receive flow information by two links at the same time. This can be expressed with (12) where t is a leaf node in the p2mp LSPs, i.e. it does not reroute traffic to another point in the network.
By looking at a single link (i,j), the total bandwidth consumed in a link for a single destination should be equal to the amount consumed by all p2mp LSPs to that destination. In general, this holds for all destinations at the same time by (13 Table 2 shows the number of p2mp LSPs used when different schemes for multicasting several flows are considered. Comparing B and C, the merging LSPs scheme reduces the number of p2mp LSPs.
Conclusions
In this paper, considering a multiobjective traffic engineering scheme using different distribution trees to multicast several multicast flows, we propose a sub-flow assignation method based on a linear equation system to create multiple p2mp LSPs. The comparison of different routing schemes shows that the number of LSPs found with the sub-flow assignation method is more than the number of flows considered. However, the merging LSPs scheme reduces these values.
In the future we plan to demonstrate the usefulness of sub-flow assignment to p2mp LSPs with a variety of network scenarios. Despite merging LSPs reduces the number of used label, label aggregation algorithms will be also considered because they reduce even more the labels needed. Moreover, label stacking mechanism will be also analyzed to reduce more this value.
