Cyclic codes are an important class of linear codes, whose weight distribution have been extensively studied. Most previous results obtained so far were for cyclic codes with no more than three zeroes. Inspired by the works [15] and [18], we study two families of cyclic codes over F p with arbitrary number of zeroes of generalized Niho type, more precisely C (1) (d0,d1,··· ,dt) (for p = 2) of t + 1 zeroes, and C (2) ( d1,··· , dt) (for any prime p) of t zeroes for any t. We find that the first family has at most (2t + 1) non-zero weights, and the second has at most 2t non-zero weights. Their weight distribution are also determined in the paper.
Introduction
As an important class of linear codes, cyclic codes have been widely used in many areas such as communication and data storage system. Compared with linear codes in general, they have desirable algebraic properties which enable efficient algorithms for encoding and decoding processes. Cyclic codes can also be used to construct other interesting structures such as quantum codes [31] , frequency hopping sequences [8] and so on.
Let p be a prime number and F p be the finite field of order p. A cyclic code C of length n over F p , by the one-to-one correspondence σ :
/(x n − 1) (c 0 , c 1 , · · · , c n−1 ) → c 0 + c 1 x + · · · + c n−1 x n−1 , the cyclic code C is said to have t zeroes if h(x) has t irreducible factors over F p . (In literature some authors call that "the dual of C has t zeroes" instead.) C is called irreducible if t = 1 and reducible if t ≥ 2.
Denote by A i the number of codewords of C with Hamming weight i, where 0 ≤ i ≤ n. The study of the weight distribution (A 0 , A 1 , · · · , A n ) or equivalently the weight enumerator given by 1 + A 1 Y + A 2 Y 2 + · · · + A n Y n is important in both theory and application, since the weight distribution gives the minimum distance and thus the error correcting capability of the code, and the weight distribution allows the computation of the probability of error detection and correction with respect to some algorithms [14] . Moreover, the weight distribution is related to interesting and challenging problems in number theory ( [4, 30] ).
In recent interesting papers [15, 18] , in particular in [18] , the authors obtained the weight distributions of two new classes of cyclic codes with two Niho type zeroes over F p , one is a binary three-weight code, and the other is a p-ary four-weight code for any p ≥ 2 (here to simplify the notation we consider it the same class for p = 2 and p ≥ 3). Moreover, numerical examples showed that some of the codes considered are optimal and have the best known parameters. The purpose of this paper is to extend this work much further in two directions: we obtain the weight distributions of two classes of cyclic codes with arbitrary number of generalized Niho type zeroes over F p . More precisely, the binary cyclic code C (1) (d 0 ,d 1 ,··· ,dt) has t + 1 generalized Niho type zeroes (for any t ≥ 0) and it is a (2t + 1)-weight code, and for any p ≥ 2, the p-ary cyclic code C has t generalized Niho type zeroes (for any t ≥ 1) and it is a 2t-weight code; their weight distributions can also be computed explicitly. The special cases C for t = 2 reduce to the work [18] . The determination of the weight distribution for a given code in general is an interesting but challenging problem in number theory. In the past decades, the weight distributions of cyclic codes have been studied extensively. Interested readers may refer to [1, 2, 3, 12, 23, 24, 28, 29, 32, 33, 34, 37] and the survey paper [7] for irreducible cyclic codes, and to [6, 9, 10, 11, 13, 19, 20, 21, 22, 25, 26, 35, 36, 38, 39, 40, 43] and the references therein for cyclic codes with two or three zeroes. However, due to increased difficulties, there are very few results for cyclic codes with more than three zeroes. We mention here the work of Li et al. [17] who presented a class of reducible cyclic codes with arbitrary number of zeroes and determined its weight distribution by establishing a surprising connection between the involved exponential sums with the spectrum of Hermitian forms graphs, and the works of Yang et al. [41, 42] who obtained the weight distribution of a class of reducible cyclic codes with arbitrary number of zeroes by using Gauss sums and Jacobi sums. Compared with these works, the cyclic codes C (1)
seem more interesting because the number of distinct weights of the codes increases very slowly with respect to the number of zeroes. Moreover, the main innovation of the paper, the structured treatment of the Niho exponents enables us to evaluate complicated exponential sums with arbitrary number of Niho type terms -such techniques are of independent interest and may be useful for other purposes.
This paper is organized as follows. In Section 2 we introduce the cyclic codes C
respectively and the main results (Theorems 1 and 2). In Section 3 we prove Theorem 1, and in Section 4 we prove Theorem 2. The proof of Theorem 2 depends crucially on the evaluation of a complicated constant N r which requires special treatments for p = 2 and p ≥ 3 individually. To streamline the idea of the proof, we study N r for p = 2 in Section 5 Appendix I and for p ≥ 3 in Section 6 Appendix II.
Two families of cyclic codes with generalized Niho type zeroes
We first fix some notation. Let p be a prime and m a positive integer. For simplicity define q := p m . A positive integer d, always understood as modulo
for some integer 0 ≤ j < 2m. The Niho exponents were originally introduced by Niho [27] who investigated the cross correlation between an m-sequence and its decimation. Since then, Niho exponents were further studied and had been used in other research topics. For cyclic codes with two or three zeroes of Niho type, the reader is referred to [5, 15] and the recent work [18] .
Inspired by the method used to deal with Niho exponents before, we consider exponents of the form d ≡ △ (mod q − 1), where gcd(△, q − 1) = 1. Note that d is of Niho type if △ = p j for some integer j, thus we may call exponents of this form generalized Niho exponents. Now F q 2 is the finite field of order q 2 = p 2m and γ is a generator of the multiplicative group F * q 2 := F q 2 \ {0}. We fix some positive integers h, △ such that h ≡ 0 (mod q + 1) and gcd(△, q − 1) = 1.
When p = 2, for any
Here 1 2 shall be considered as the multiplicative inverse of 2 (mod q + 1) since q + 1 is odd. We see that d j 's are generalized Niho exponents. The binary cyclic code C (1)
Here Tr q and Tr q 2 denote the trace map from F q and F q 2 to F p respectively. When p is a prime (either 2 or any odd prime), let d 1 , . . . , d t be integers such that
This needs some explanation: when p = 2, then q ± 1 is odd, and
shall be considered as a multiplicative inverse of 2 (mod q + 1); however, when p is an odd prime, then q ± 1 is even, hence △ is odd, thus for (3) to make sense it requires that △ ≡ h ≡ 1 (mod 2).
The p-ary cyclic code C
We have 
(ii). Let p be a prime (either 2 or any odd prime). Then for any t with
defined by (4) is a p-ary cyclic code of length (q 2 − 1) and dimension 2tm, with at most 2t non-zero weights, each of which is given by
The weight distribution of C
can be computed. However, to describe the results, we need some notation. First, let N 0 = 1, N 1 = 0 and define
Here the summation is over all non-negative integers λ 2 , λ 3 , . . . such that j≥2 jλ j = r and
and u v is the standard binomial coefficient "u-choose-v". It is easy to find that (q 2 − 1)|N r for any r ≥ 2 and N 2 = e(q 2 −1),
Next, let p be a prime, and for any i, j ≥ 0, define m ij := (jeq − q − 1) i , and define two
are Vandermonde matrices of size (2t + 1) × (2t + 1) and 2t × 2t respectively, they are both invertible. The weight distribution of C (1)
can be described as follows.
Theorem 2. Let assumptions be as in Theorem 1. (i). Let
(ii). Let p be a prime (either 2 or any odd prime). For 0 ≤ j ≤ 2t−1, let µ j be the frequency of the weight w j in C
Theorems 1 and 2 show that the weight distributions of both C
(1)
can be completely determined for each given t. We have the following comments:
, the results are trivial (see [27] );
2) For C (1) (d 0 ,d 1 ) with △ = 1, the result is covered by Theorem 6 in [18] . However for △ > 1, the result is new.
2 ) with △ = 1, the results are covered by Theorem 11 for p = 2 and Theorem 18 for odd prime p in [18] . If △ > 1, however, the result is new.
}, the result is covered by [15] . However for other cases the result is new.
5) For any
Thus, our main results extend previous works [15] and [18] substantially, and present many new cyclic codes of the form C (1)
with arbitrary number of zeroes and flexible parameters.
In what follows, we provide two examples to illustrate the computation of the weight distributions of both C (1) with entries m ij = (jeq − q − 1) 
On the other hand, one has N 0 = 1, N 1 = 0, and by (6) and (7), one can get
Then, by Theorem 2, the weight distribution of C
(136, 166, 196) is given by
2 ) −1 b = (353700, 377655, 250920, 30600, 35700) T .
This is consistent with numerical computation by Magma which shows that C is defined for any prime p, we only present an example for an odd prime below.
Example 4. Let p = 3, 2m = 4, h = 3 and △ = 1, then q = p m = 9 and e = gcd(h, q + 1) = 1. For t = 3, by (3), one gets ( s 1 , s 2 , s 3 ) = (2, 5, 8) 
Then, by Theorem 2, the weight distribution of C This is consistent with numerical computation by Magma which shows that C 
Proof of Theorem 1
Following the notation from Section 2, let p be a prime (either 2 or any odd prime), q = p m and let γ be a generator of F *
. This proves 1). As for 2), suppose
2) Let
Proof. Both 1) and 2) follow from Lemma 5 directly.
Proof of Theorem 1. It implies from Lemma 6 directly that the cyclic codes C 
where
We can write it as
) .
Definex := x q for any x ∈ F q 2 and U = {z ∈ F q 2 : zz = 1}. Then U is a cylic group of order q + 1. There is a positive integer△ such that△△ ≡ 1 (mod q − 1), and each x ∈ F * q 2 can be written uniquely as x = y△z for y ∈ F * q , z ∈ U. Such y and z satisfy y q = y andz = z q = z −1 . From (1) we have
Trq(y(a 0 + t j=1 a j z −2jh +ā j z 2jh )) .
Clearly S(a) = q(N − 1), where N is the number of z ∈ U such that
Let u = z 2h and multiply u t on both sides of the above equation, we find
This is a polynomial of degree at most 2t, so possibly it may have 0, 1, . . ., or 2t solutions for u, and for each valid solution u, the number of z ∈ U such that z 2h = u is exactly e = gcd(2h, q + 1). Hence the possible values of N are je, ∀0 ≤ j ≤ 2t. This indicates that S(a) and ω H (c(a)) take at most (2t + 1) distinct values. This proves (i) of Theorem 1.
As for C
, if p = 2, the proof is very similar, so we omit details. We only consider that p ≥ 3. The Hamming weight of a codeword c(a) can be expressed as
where ζ p := exp 2π √ −1/p is a complex primitive p-th root of unity, and
We write each x ∈ F * q 2 uniquely as x = y△w for y ∈ F * q and w ∈ Ω := {1, γ, γ 2 , . . . , γ q } (see also [16, Lemma 2]) and△ satisfies△△ ≡ 1 (mod q − 1). Then from (3), we have
Hence we obtain
Thus S(a) = (p − 1)q(N − 1), where N is the number of w ∈ Ω such that
Dividing w △ on both sides, letting z = w q−1 and noting that z q+1 = 1, we obtain
That is, on both sides of the above equation and setting u = z h , then we find
This is a polynomial of degree at most 2t − 1, hence it has at most (2t − 1) solutions for u, and for each valid u, the number of z ∈ Ω q−1 = U = {z ∈ F q 2 : z q+1 = 1} such that z h = u is exactly e = gcd(h, q + 1). Hence the possible values of N are je, ∀0 ≤ j ≤ 2t − 1. This indicates that S(a) and ω H ( c(a)) take at most 2t distinct values. This proves (ii) of Theorem 1 for any odd prime p.
Now the proof of Theorem 1 is complete.
Proof of Theorem 2
Since from Theorem 1 there are only a few non-zero weights in C
, a standard procedure to determine the weight distribution is to compute power moment identities.
For
Here p = 2. Let µ j be the frequency of weight
. That is, µ j equals the frequency of a = (a 0 , a 1 , . . . , a t ), a 0 ∈ F q , a 1 , . . . , a t ∈ F q 2 such that S(a) = (je − 1)q, where S(a) is given by (8) . Obviously S(a) = q 2 if and only if a = 0. We have
and for any positive integer r,
On the other hand, by the orthogonal relation
we find easily that
where N r denotes the number of solutions (x 1 , . . . , x r ) ∈ F * q 2 r to the equations
We will prove in Appendix I that for any 0 ≤ r ≤ 2t, N r is given by the formula (6). Combining identities (10), (11) and (12) for 1 ≤ r ≤ 2t, we obtain the matrix equation 
Here p = 2 or any odd prime. Similarly let µ j be the frequency of the weight
, that is, µ j equals the frequency of a = (a 1 , . . . , a t ), a 1 , . . . , a t ∈ F q 2 such that S(a) = (je − 1)q(p − 1) where S(a) is given by (9) . It is known that S(a) = (p − 1)q 2 if and only if a = 0. We have
On the other hand, using the orthogonal relation
and noting that as λ runs over F * p once, λ d j = λ △ runs F * p once as well for each 1 ≤ j ≤ t, we obtain
Again we will prove in Appendix I for p = 2 and Appendix II for any odd prime p that for any 0 ≤ r ≤ 2t − 1, N r is also given by the formula (6). Combining identities (14) , (15) and (16) for 1 ≤ r ≤ 2t − 1, we obtain the matrix equation
t , µ and b are explicitly defined before and in Theorem 2. We obtain µ = M Let us consider N r for r ≥ 2. We remark that N 2 , N 3 were obtained in [18] , however the computation was somewhat complicated. Here we use a different idea which enables us to compute N r in general.
Case
For this case, N r equals the number of solutions (x 1 , . . . , x r ) ∈ F * q 2 r to the equations given by (13) . We write each x i ∈ F * q 2 as
where U = {z ∈ F q 2 : zz = z q+1 = 1} is a cyclic group of order q + 1 and△△ ≡ 1 (mod q − 1). Note that this representation of x i for y i ∈ F * q , z i ∈ U is unique. We obtain
e , where e = gcd(2h, q + 1). It is clear that W is a cyclic group of order q+1 e and for each u i ∈ W , there are exactly e many z i ∈ U that satisfy the relation u i = z −2h i . Using these y i , u i 's, we can write (13) as as a matrix equation
where we solve for variables u i , y i such that u i ∈ W and y i ∈ F * q , 1 ≤ i ≤ r.
Next we take the q-th power on both sides of each equation in (18) (except the first one). Noting that y q i = y i and u
We combine the matrices in (18) and (19) together, observing that the exponent of u i in each column goes consecutively from −t to t, this matrix behaves like a Vandermonde matrix whose rank is easy to understand. In particular if r ≤ 2t + 1, then the rank of the matrix equals the number of distinct elements in the set {u 1 , u 2 , . . . , u r }.
Partition and type
To compute the number of solutions u i ∈ W, y i ∈ F * q , 1 ≤ i ≤ r that satisfy both (18) and (19), we divide the solution set u i ∈ W, y i ∈ F * q according to how the elements u 1 , . . . , u r may match with each other. This matching will be indicated by a partition of the set {1, . . . , r} into a disjoint union of subsets {1, . . . , r} = f µ=1 I µ , which corresponds to valid solutions u i , y i such that u i = u j if and only if i, j belong to the same set I µ for some µ.
We will compute the number of solutions y i , u i for each such partition. To illustrate the point, let us take an example.
Example 7. The partition {1, 2, . . . , 7} = {1, 2} ∪ {3, 4} ∪ {5, 6, 7} corresponds to the subset of solutions u i , y i of (18) and (19) such that u 1 = u 2 = τ 1 , u 3 = u 4 = τ 2 , u 5 = u 6 = u 7 = τ 3 , where τ 1 , τ 2 , τ 3 ∈ W are distinct, and y 1 , y 2 , , . . . , y 7 ∈ F * q . Combining this and (18), (19) 
. . . . . . . . .
The matrix on the left has rank 3, hence we have y 1 + y 2 = 0, y 3 + y 4 = 0, y 5 + y 6 + y 7 = 0.
The number of solutions for y i ∈ F * q , 1 ≤ i ≤ 7 that satisfy the above equations is given by (q −1) 2 (q −1)(q −2). The number of ways to choose u i ∈ W, 1 ≤ i ≤ 7 is given by 3! (q+1)/e 3 .
Finally for each u i , 1 ≤ i ≤ 7 there are e ways to choose z i ∈ U such that z −2h i = u i . So the total number of solutions y i , z i corresponding to this partition is given by
Now we resume our computation. For a given partition ∪ f µ=1 I µ of {1, . . . , r}, its "flag" is defined to be a vector of non-negative integers λ = (λ 1 , λ 2 , . . . , ) where λ j = #{µ : #I µ = j}. The previous example has flag (0, 2, 1), that is λ 1 = 0, λ 2 = 2, λ 3 = 1. We make the following observations:
(2) The number of solutions u i , y i corresponding to a partition only depends on the flag of the partition;
(3) The total number of different partitions of {1, . . . , r} for a given flag λ is (by convention
Counting solutions for a partition
Let ∪ f µ=1 I µ = {1, . . . , r} be a valid partition with flag λ. Similar to the argument in the previous example, since r ≤ 2t + 1, the matrix has full rank, we obtain the identity
Note that if some I µ contains only one element j, this would force y j = 0, which is impossible since we require y j = 0. So we assume that #I µ ≥ 2 for each µ, or in other words λ 1 = 0.
Denote by B τ the number of solutions y 1 , . . . , y τ ∈ F * q such that
By the inclusion-exclusion principle, it is easy to obtain the formula
The number of y i 's that satisfies (21) is obviously j≥2 (B j ) λ j . Now we treat u i . The number of distinct elements in {u 1 , . . . , u r } is D := j λ j , and the number of ways to choose such u i 's for this partition is given by D!
On the other hand, each such u i (there are r of them) gives rise to e many z i 's. In summary, we find that for flag λ, the number of solutions y i , z i is given by
Summing over all λ j such that j≥2 jλ j = r gives the value N r . This completes the proof of the formula N r for C
Here N r is the number of solutions (x 1 , . . . , x r ) ∈ F * q 2 r to the equations given by (17) . Using the same notation as before, we write each x i uniquely as
and we obtain x
e , where e = gcd(h, q + 1). W is a cyclic group of order q+1 e and for each u i ∈ W , there are exactly e many z i ∈ U that satisfy the relation
Again taking the q-th power on both sides of each equation we obtain 
Combining the matrices in (22) and (23) together and noting that the exponent of u i in each column goes consecutively from −2t + 1 to 2t − 1 with gap 2, we see that this matrix also behaves like a Vandermonde matrix whose rank is easy to understand. In particular if r ≤ 2t, then the rank of the matrix equals the number of distinct elements in the set {u 1 , u 2 , . . . , u r }. This is the only property which was used in the argument for the previous case C (1)
Hence we conclude that N r could be computed in exactly the same way as before, and it is given by the formula (6) for r ≤ 2t. This completes the proof for the case C 6 Appendix II: Calculation of N r for p odd Now p is an odd prime, q = p m and N r is the number of solutions (x 1 , . . . , x r ) ∈ F * q 2 r to the equations given by (17) . Let γ be a generator of F * q 2 . Using the same notation as before, we may write each x i ∈ F * q 2 as
Since F * q U = {1, −1}, as y i , z i , ǫ i run over the sets F * q , U and {γ, 1} once respectively, the x i will run over F * q 2 exactly twice. So N r = 2 −r M r where M r is the number of y i ∈ F 
Combining the matrices in (25) and (26) together and noting that each column is a multiple of ξ i and the exponent of u i goes consecutively from −2t + 1 to 2t − 1 with gap 2, hence this matrix also behaves like a Vandermonde matrix whose rank is easy to understand. In particular if r ≤ 2t, then the rank of the matrix equals the number of distinct elements in the set {u 1 , u 2 , . . . , u r }. Using this property, we find that for each fixed ξ = (ξ 1 , . . . , ξ r ), the number of solutions u i , y i that satisfy (25) and (26) is also given by the formula (6) . On the other hand, each ξ ∈ {γ △(q+1)/2 , 1} can take two distinct values, hence ξ takes 2 r distinct values. Taking into account that N r = 2 −r M r , we find that this N r is exactly the same as given by the formula (6) . This completes the proof for the case C when p is odd.
Conclusions
In this paper, for any prime p, we determined the weight distributions of two families of cyclic codes over F p with arbitrary number of zeroes of generalized Niho type, more precisely the cyclic codes C (for any prime p) of t zeroes given by (4) have at most 2t non-zero weights.
