Most manipulator motion controllers require joint velocity feedback. Whenever joint velocities are not measurable, they are estimated from the joint positions. However, velocity estimates tend to be inaccurate under low-speed motion or low sensor resolution conditions. Moreover, velocity estimators may either be susceptible to model uncertainties or introduce additional dynamics (e.g., phase lag) to the control loop. Consequently, direct substitution of velocity estimates into the controller results in the deterioration of the control performance and robustness margin. Therefore, this paper proposes a robust position-feedback motion controller which gets rid of the problems of uncompensated dynamics and model uncertainties introduced by velocity estimators. Furthermore, a globally asymptotically stable system, which is robust with respective to model parameter variations, is guaranteed. Theoretical analysis and experimental verifications are carried out. The results demonstrate that the proposed controller is robust and outperforms the conventional computed torque plus proportional integral differential (PID) controller.
Introduction
Motion control of robot manipulators has been an active research topic for the past two decades [1, 2] . It concerns accurate and robust tracking of the desired trajectories in the task space or the joint space under the adverse influence of model uncertainties and limited feedback information. Model uncertainties are inevitable and may come from various sources. For example, it is found to be difficult to accurately model friction forces; the payload of the manipulator may change from time to time. On the contrary, joint velocity feedback is required by most modern control laws; some control algorithms even require joint acceleration feedback. However, the measurements of joint velocities and accelerations are either contaminated by substantial noise or not available in many robotic systems due to cost and weight reduction. In this paper, we investigate the robust trajectory tracking problem, with respect to model parameter variations, and the feedback information is restricted to joint positions only. The proposed controller guarantees global robust stability and zero asymptotic tracking errors. Then experiments are conducted to verify the robust performance.
We briefly review the previous work in the area of manipulator motion control. Because the manipulator's dynamics is nonlinear, it is a common practice to implement feedback linearization, also known as the computed torque approach, as the first step of controller design [3] . Then linear control laws, such as the proportional-derivative (PD) controller [4] , are applied to the feedback-linearized system. The simplification and modification of the computed torque controller for highly geared manipulators were investigated in Refs. [5, 6] . Similarly, a proportional-integral (PI)-type controller was implemented in the joint velocity inner loop with reference signals coming from the kinematic outer loop [7] . Since cancellation of the nonlinear dynamics is imperfect in the presence of model uncertainties, more advanced controllers have been explored to enhance robustness [8, 9] .
For example, adaptive control and sliding mode control have been extensively studied in the area of manipulator trajectory tracking. Craig et al. [10] proposed an adaptive control algorithm with guaranteed global asymptotic stability. However, the assumptions that the estimated inertia matrix remains positive definite all the time and the joint accelerations are available may not always be satisfied [11] . Spong and Ortega [12] removed the first assumption in their adaptive control law while Slotine and Li [13, 14] proposed an adaptive controller without joint acceleration feedback. Besides, adaptive algorithms for the simultaneous motion and force tracking control of manipulators have been investigated in Ref. [15] .
Early work on the sliding mode control of manipulators can be found in Ref. [16] . Subsequent modifications eliminated the need to calculate the inverse inertia matrix [17, 18] . Recent research has addressed alleviating the chattering phenomenon and achieving the sliding surface in finite time. Zhihong et al. [19] designed a robust multi-input multi-output sliding mode controller which drives the output tracking error to zero in finite time in the presence of model uncertainties. Moura et al. [20] proposed a frequencyshaped sliding mode controller with good tracking ability and reduced chattering. Yu and Chen [21] proposed a sliding mode controller with sequentially operated sliding surfaces. The upper bound of the traveling time for each sliding surface was computable and the robustness was enhanced.
All aforementioned controllers require joint velocity feedback; some also require acceleration feedback. However in many industrial robot manipulators, the measurements of joint velocities are either unavailable or contaminated by substantial noise. Therefore, the need for velocity estimation arises. The backward difference of positions is commonly used as a velocity estimate because of its simple form, however, it tends to be inaccurate under low-speed motion or low sensor resolution conditions. Besides, backward difference estimation suffers from high-frequency measurement noise. Filtering techniques [22, 23] are also widely used to estimate velocities; however the additional phase lag introduced by the filter may be harmful to the closed-loop system. The undesirable vibration of the manipulators caused by replacing the velocity feedback terms with filtered positions has been reported in Ref. [24] . Velocity estimators based on robot dynamic models [25] , kinematic relations along with acceleration measurements [26, 27] , and numerical integration [28] have been studied. Although these velocity estimators have been shown to be effective in velocity estimation, their cooperation with controllers in closed-loop systems requires further investigation.
On the contrary, a variety of observer-based controllers with only joint position feedback were proposed, including sliding mode observers [29] , nonlinear high-gain observers [30] , and linear observers with adaptive controllers [31, 32] or with variable structure controllers [33] . Due to the nonlinearity of the manipulator and model uncertainties, these controllers can only guarantee local exponential stability or uniform ultimate boundedness of the closed-loop system.
In this paper, we propose a robust controller with only joint position feedback. Unlike the aforementioned methods, the proposed controller implicitly incorporates the velocity estimator; thus eliminating the problem of uncompensated dynamics and model uncertainties introduced by the velocity estimator or observer. Consequently, a globally asymptotically stable system, which is robust with respect to model parameter variations, is guaranteed. A theoretical analysis and experimental verifications will be carried out in subsequent sections. This paper is organized as follows: Sec. 2 introduces the dynamic model of the manipulator. Section 3 presents the design procedure of the proposed controller and proves its robust stability. Experimental results are presented in Sec. 4. Section 5 concludes this paper.
Dynamic Model of the Manipulator
The dynamic equation of an n-joint manipulator is given as follows:
where q(t), _ qðtÞ, and € qðtÞ [ R n are the vectors of the joint positions, velocities, and accelerations at time t, respectively. Here, M(q(t)), CðqðtÞ; _ qðtÞÞ, amd B [ R nÂn denote the inertia matrix, the Coriolis and the centrifugal matrix, and the viscous friction coefficient matrix, respectively. In Eq. (1), G(q(t)), Fð _ qðtÞÞ, and s(t) [ R n are the gravitational torque vector, the Coulomb friction vector, and the control torque vector, respectively. For clarity, we will drop the notational dependence of all variables on t as long as it leads to no confusion.
Note that the inertia matrix M(q) is positive definite for all q [34] . If we decompose M(q) as a sum of a constant positive definite matrix M 0 and a time varying matrix M 1 (q), i.e., M(q) ¼ M 0 þ M 1 (q), then Eq. (1) can be rearranged as follows:
where
In the remainder of this paper, we will use h(t) or h, instead of hðq; _ q; € qÞ to simplify the notation. To take into account model parameter variations, we assume that
where an asterisk in the superscript denotes the nominal value.
The notations with a D on the left side denote uncertain matrices or vectors. We made the following assumption about their upper bounds. Assumption 1. The manipulator is assumed to be equipped with revolute joints only and there exist known positive constants
The notation jjÁjj denotes the Euclidian norm of a vector, or the induced 2-norm of a matrix. Remark. If the manipulator is equipped with revolute joints only, the Coriolis and centrifugal matrix satisfies [34] 
These properties are useful for determining a tighter upper bound of the residual term (17) . However, a more conservative upper bound can also be found without applying these properties. Therefore the assumption of revolute joints is not restrictive and the proposed control law is still applicable to manipulators with prismatic joints.
Controller Design and Robust Stability Analysis
We suppose that the task of the manipulator has been defined such that the manipulator must follow a desired joint position q d (t), velocity _ q d ðtÞ, and acceleration € q d ðtÞ. The tracking position error, velocity error, and acceleration error are defined, respectively, asq
The proposed control law consists of the following three terms:
where s Lin is the linearization torque, which uses nominal models and the desired trajectory to cancel the manipulator's nominal nonlinear part, s LC is the linear control torque, which stabilizes the manipulator's linear part (i.e., the left hand side of Eq. (2)) and reduces tracking errors, and s NC is the nonlinear control torque, which guarantees global robust asymptotic stability of the closedloop system. Since we are designing a position feedback controller, each term of Eq. (3) should depend on q, but not on _ q or € q.
3.1 Linearization Torque. The linearization torque s Lin is used to cancel the nominal nonlinear part of the manipulator. Namely
Cancellation of the nonlinear part of the manipulator is imperfect in the presence of model uncertainties, which must be compensated by additional control efforts.
3.2 Linear Control Torque. The linear control torque s LC is designed to stabilize the linear part of the manipulator and to reduce the tracking error. The reasons for applying linear control laws are: (i) it has been reported that the dynamics of the manipulator with high gear ratios can be approximated by a linear system [2, 34] , (ii) if the linearization torque works perfectly, then the manipulator behaves like an linear time-invariant system: (2)), (iii) in spite of the imperfect cancellation of the nonlinear dynamics, small discrepancies between s Lin and h are tolerable by a robust linear controller, and (iv) there exist many well-established design methods and software tools to facilitate the task of linear controller design.
Since only the joint positions are measurable, the linear controller under consideration must follow an output feedback law. However, it is generally true that an output feedback controller can be decomposed into a state feedback controller and a (reduced order) observer [35, 36] . Moreover, it has been shown that a static state feedback controller is able to achieve the same performance as that which can be achieved by a dynamic state feedback controller [37] . Therefore, it suffices to design a static state feedback controller to accomplish the control objectives provided that all state variables are available.
Observers are incorporated into the control loop whenever some state variables are unavailable. Introducing stable observers into the loop does not ruin the stability established by the state feedback controller; however, the robustness margin is no longer guaranteed [38] . This is because the observer's dynamics is not taken into account in the design of the state feedback controller. To solve this problem, we propose an output-feedback controller design procedure which consists of two steps: first, a state feedback control law is derived based on the "augmented system" as if all state variables were available. Second, the state feedback control law is converted into an output feedback control law. During the conversion, neither observers nor any other dynamic systems are introduced; hence, the closed-loop system remains unaltered.
Step I: State Feedback Control Law. The manipulator (2) is augmented with an n Â n transfer matrix K(s) cascaded in the input side. The augmented system is shown inside the dashed-line box of Fig. 1 . We are going to find a state feedback control law v such that the augmented system is stabilized and the tracking error is reduced. First, let
where diag(…) denotes a (block) diagonal matrix with diagonal elements enclosed by the parentheses. Here, k i , i ¼ 1,…,n are design parameters to be determined later. Suppose that K(s) has the following state space representation:
where A g ¼ diag(Àk 1 ,Àk 2 ,…,Àk n ). Next, we define the desired linear torque as
In other words, we assume that the desired trajectory is generated by applying s d to the nominal linear part of the manipulator. Accordingly the desired input to the augmented system is defined asv d ðsÞ ¼ K À1 ðsÞŝ d ðsÞ, where the notation(s) refers to the Laplace transform of (t). Therefore
We would like to find a state feedback control law such that the augmented system (i.e., Eqs. (2) and (6)) "behaves like" the desired augmented system (i.e., Eqs. (7) and (8)). To do this, let (6) and (8) we obtain
On the contrary, we can derive from Eqs. (2), (3), and (7) that
If we definex ¼ ½q T _ q TgT T , then rearranging Eqs. (9) and (10) yields
where Suppose that the nominal linear part of the manipulator is controllable from s LC ; then it is easy to show that (A a , B a1 ) is also controllable by the Popov-Belevitch-Hautus test. Thus, we can find a state feedback lawṽðtÞ ¼ ÀKxðtÞ, such that A a À B a1 K is Hurwitz. Note that h and Ds d in Eq. (11) cannot be treated as external disturbances since they are functions of the state. However, the residual s Lin À h þ Ds d will be small if the nominal model is accurate enough. In such a case, we may wonder whether a robust linear controller along with the linearization torque is able to achieve a satisfactory performance. Nevertheless, it is expected that the performance will deteriorate severely when the residual becomes large. The experimental results in Sec. 4 verify this point of view.
Step II: Output Feedback Control Law. The state feedback law of Step I can be expressed as
where 
Upon designing the state feedback controller, K(s) is regarded as a part of the plant, i.e., the augmented system. We choose state feedback gains K 1 , K 2 , and K 3 to stabilize the augmented system and to establish a desired robustness margin. In Fig. 1 , the blocks inside the dashed-line box constitute the augmented plant while the blocks outside the dashed-line box belong to the state feedback controller. When the state feedback controller is converted into the output feedback controller, K(s) becomes a part of the controller. Namely, the output feedback controller comprises all shaded blocks in Fig. 1 . It is clear from Fig. 1 that no additional Fig. 1 The augmented system and the linear controller dynamic systems (e.g., observers, filters, or velocity estimators) are added to the loop during the conversion; hence, the closedloop systems of the state feedback controller (with respect to the augmented plant) and the output feedback controller (with respect to the original plant) are identical. Consequently, the output feedback controller preserves the stability and robustness properties of the state feedback controller. Note that the state feedback controller (12) must accomplish the control objectives. If the state feedback controller cannot achieve the goal, neither can the output feedback controller (13) . This is because these two controllers end up with the same closed-loop system.
Remarks.
(1) Since K(s) has a relative degree of 1,
proper and realizable. Therefore, Eq. (13) is indeed an output feedback controller, which is the difference between s d and the filtered position errorC LC ðsÞqðsÞ.
(2) Here,C LC ðsÞ has the form of the "filtered PD controller;" however, its design procedure is more delicate than that of the conventional PD controller, which directly replaces the velocities with their estimates. As will be illustrated in the rest of this subsection, the coefficients of K(s) can be regarded as weightings of some cost function and the feedback gain K is the optimal solution that minimizes the cost function.
Robustness of the state feedback control system can be achieved by various modern control methods such as pole placement, linear quadratic regulation (LQR) control [39] , H 1 state feedback control [40] , and mixed H 2 /H 1 state feedback control [41] , etc. In this paper, we use the LQR method because of its salient robustness property. It is well known that the LQR controller has an infinite gain margin, at least 60 deg phase margin, and guaranteed stability in the event of 50% gain reduction [39] . The LQR controller (of the augmented system) minimizes the following cost function:
The weighting matrix Q is positive semidefinite and R is positive definite. The LQR controller is
Px (14) where P is the symmetric positive definite solution to the Riccati equation
If we choose R ¼ diag(r 1 ,…,r n ) and Q ¼ diag(Q 1 ,Q 2 ), where
is positive semi-definite, and Q 2 [ R nÂn is positive definite, then according to Eq. (9), the cost function becomes
whereg i denotes the ith element of the vectorg
Eq. (16) we can see that k i can be regarded as the weighting ofg i , while the first derivative ofg i is weighted by r i . Therefore, the larger r i is, the smoother the ith linear control torque is. On the contrary, if r i ! 0 for all i, then the cost function approaches the LQR cost function of the original plant (with statesq and _ q, input g, and weighting matrices Q 1 and Q 2 ). In such a case, the effects of K(s) diminish.
Upon designing the linear control torque, the effects of the residual s Lin À h þ Ds d are not explicitly taken into account. Although the residual s Lin À h 1 Ds d contains model uncertainties and cannot be known exactly, the upper bound of its size can be found as follows:
Suppose that there exist U 1 (t), U 2 (t) [ R such that _ qðtÞ U 1 ðtÞ; € qðtÞ U 2 ðtÞ; for all t ! 0
Then
Section 3.4 will illustrate how to find U 1 (t) and U 2 (t). The upper bound of the residual will be used in the design of the nonlinear control torque.
3.3 Nonlinear Control Torque. The nonlinear control torque is designed to guarantee the robust asymptotic stability of the closed-loop system. We also want to keep the total control torque as small as possible in order to not saturate the actuator. To achieve this goal, we first consider the following Lyapunov function candidate:
where P ¼ P T > 0 is the solution to Eq. (15) . Let P ¼ [P 1 P 2 P 3 ] and P i [ R 3nÂn , for i ¼ 1,2,3. By using Eqs. (11), (14), and (15), the time derivative of V 1 is
The LQR controller guarantees that the first term of the last equation is negative for all nonzerox; thus s NC will be designed to counteract the 2nd termx
If all elements ofx are measurable, the robust stability can be ensured by techniques such as saturation-type control [42] . To overcome the problem of the lack of velocity feedback, we apply a strictly positive real (SPR) system to generate the nonlinear control torque. Let H(s) be an n Â n SPR system with input zðtÞ
ðtÞ and output /(t). Then, the nonlinear control torque is chosen to be s NC ðtÞ ¼ ÀaðtÞ/ðtÞ (19) where the time-varying gain a(t) is to be determined. At first glance, it seems that the implementation of s NC still requires the full state informationx. However, the difficulty can be bypassed by carefully manipulating the equations. Let ðM 
By using the Kalman-Yakubovich-Popov theorem [43] , if all eigenvalues of A f lie in the left half plane of Re(s) < Àc for some positive constant c, then there exists an n Â n symmetric positive definite matrix C and a matrix Q f such that
Let a* and K a be two positive constants selected by the designer. DefineãðtÞ ¼ a(t) À a* and choose the following Lyapunov function:
For clarity, we use the notation V(t) instead of VðxðtÞ; fðtÞ;ãðtÞÞ if it leads to no confusion. Clearly, V(t) ! 0 for all t ! 0 and V(t) ¼ 0 if and only ifxðtÞ ¼ 0, f(t) ¼ 0, andãðtÞ ¼ 0. The time derivative of V(t) is
If Eq. (18) holds, theñ
In addition, we havẽ
Clearly, _ a 1 > 0 if and only ifã 1 < 0. Thereforeã 1 will converge to zero and, consequently, a will converge to a*. Substituting Eq. (21) 
Therefore, _ V is negative definite for all initial conditions, which implies that the closed-loop system is globally asymptotically stable andx!0, aðtÞ ! a Ã as t ! 1, i.e., the tracking error asymptotically approaches zero and the nonlinear control torque gain a(t) approaches a steady state gain a*, which is selected by the designer.
(1) The design parameters of the nonlinear control torque include H(s), K a , and a*. There are no restrictions on selecting these parameters except that a* and K a are positive, and H(s) is the SPR with a relative degree of 1. Therefore, the design procedure can be easily accomplished. For example, we can choose HðsÞ ¼ diagðc 1 =ðs þ c 1 Þ; …; c n =ðs þ c n ÞÞ, where c i > 0, i ¼ 1,…,n, is larger than the bandwidth of q id (t), which is the ith element of q d . In addition, note that K a is canceled out in _ V and thus has no influence on the stability of the closed-loop system. However a larger K a makes the differential Eq. (21) less stiff and hence improves the numerical accuracy in implementing Eq. (21) . On the contrary, a* is the steady state gain of the nonlinear control torque. A small gain prevents the nonlinear control torque from saturating the actuator, but results in the slow convergence of the Lyapunov function (see Eq. (22)).
(2) The proposed controller (3) can be interpreted as follows:
s Lin is the feedback linearization term, s LC is the "filtered PD" term, and s NC is the "filtered state feedback" term with time-varying gain. Although filters are introduced in calculating s LC and s NC , the dynamics of these filters are explicitly compensated in the controller design and, therefore, robust stability is guaranteed. Moreover, the filtering processes are accomplished by first order systems for each joint (i.e., K(s) and H(s)). Hence, the complexity of the proposed controller (3) is moderate. The experiments in Sec. 4 demonstrate that Eq. (3) can easily be implemented on modern microcontroller chips.
Upper Bounds of the Tracking Errors.
Upper bounds of the velocity and acceleration tracking errors, i.e., U 1 (t) and U 2 (t) in Eq. (18) , are required in calculating the nonlinear control torque gain (21) . This subsection illustrates how to find these upper bounds based on the position tracking errorq.
Let GðsÞ ¼ a=ðs þ aÞ, a > 0, and definep i ðsÞ ¼ GðsÞ_ q i ðsÞ ¼ ðsGðsÞÞq i ðsÞ, i ¼ 1,…,n, i.e., p i is the filtered velocity tracking error of the ith joint, which can be obtained fromq i because sG(s) is proper. Let G d ðzÞ ¼ ð1 À aÞ=ð1 À az À1 Þ be the discrete-time approximation to G(s) [44] with the impulse response
where "*" denotes the discrete-time convolution, jjjj 1 is the l 1 -norm, and jjjj k1 is the l 1 -norm of truncated up to time kT s [45] , i.e., jj
Note that the last inequality of Eq. (23) also holds for all p i (mT s ), 0 m k; hence, we have jjp i jj k1 jj _ q i jj k1 jjgjj 1 . On the contrary, let d be the discrete-time impulse signal. Then
where c ¼ 1 À jjd À gjj 1 ¼ 1 À 2 a. Equation (24) provides an upper bound to the velocity tracking error at t ¼ kT s . For small T s , we can assume that j _ q i ðtÞj ð1=cÞjjp i jj k1 for kT s t < k þ 1)T s . 
Given the inequalities (24) and (25), the upper bounds U 1 and U 2 in Eq. (18) become
Remark. The robust asymptotic stability of the proposed control system does not rely on precise estimates of joint velocities; instead, only the upper bounds of the velocity and acceleration tracking errors are required. Therefore a simple filter G(s) suffices for this purpose. There is no need to implement complicated (nonlinear) state observers to estimate the velocities, nor to use filtered positions as imprecise substitutes for the velocities. In addition, the upper bounds in Eqs. (24) and (25) 
Experiments

Experimental Setting.
A two-joint planar manipulator was set up for experimental verifications. The schema and the photograph of the manipulator are shown in the left and right sides of Fig. 2, respectively. Each link of the manipulator is driven by a dc motor with an optical encoder mounted on the shaft. The controller is implemented on a DSP chip (TMS320F28335) and the sampling time is 0.01 s. The dynamics of the dc motors and the manipulator can be lumped together as follows [2, 34] :
where the control inputs u 1 and u 2 are armature voltages of the dc motors in the range of 624 V. Here, h i , i ¼ 1,2,…,11, are model parameters, as explained in Table 1 . Their values are determined by the system identification techniques [46] and are also given in Table 1 . The SI unit system is adopted for all physical quantities. Table 2 lists the nomenclature for the model parameters.
Experimental Results.
The desired trajectory is specified as
The corresponding path of the tip of the 2nd link in the task space is shown in Fig. 3 . This trajectory consists of both a steadystate periodic motion (sinusoidal term) and a transient part (exponential term); therefore, it is suitable for exploring the abilities and limitations of motion controllers. We implement the proposed controller (3) and other types of controllers to compare their performance; however, a comprehensive experimental evaluation of all controllers is beyond the scope of this paper. Instead, we choose the computed torque plus PID controller for comparison. The reasons are twofold: (i) the computed torque plus PID controller has been extensively studied and practically implemented. Its properties are well known, and (ii) it is relatively easy to tune the PID gains, such that the adverse impact caused by the velocity estimator can be alleviated; therefore, we can compare the performance on a fair basis. We also implement a controller consisting of the linearization torque (4) and the linear control torque (13) in order to demonstrate the effectiveness of the nonlinear control torque (19) .
The computed torque plus PID controller has the following form:
Because there is no velocity feedback, the joint velocity term in s PID is replaced by the backward difference of the joint position. After an extensive manual tuning process, we found that the following PID gains achieve the best tracking performance (in terms of root mean squared errors):
The second controller is s Lin þ s LC . The design parameters are chosen to be Q 1 ¼ diag 32;000; 12;000; 10; 10 ð Þ ; Q 2 ¼ diag 0:001; 0:001 ð Þ ;
According to Sec. 3.2, Q 1 emphasizes the performance of the position tracking errors while Q 2 puts smaller weightings on the linear control torque. Here, k 1 and k 2 are also weightings for the linear control torque, however, we choose a tiny R to diminish their effects. In the preceding equation, R also serves as the weighting of the 1st derivative of the linear control torque.
The last controller is Eq. (3). The following parameters are used for the nonlinear control torque (19) :
In other words, the SPR system H(s) is chosen to be diagð10=ðs þ 10Þ; 10=ðs þ 10ÞÞ. The selection of H(s), a,* and K a follows the rules mentioned in Sec. Because the behavior of the friction is more complicated [47] than can be predicted by the simple friction model in Eq. (1), the tracking errors do not converge to zero. Besides, the model parameters h i 's estimated from experimental data are inaccurate. Nevertheless, the proposed controller (3) has the best performance (in the sense of RMS errors) among all of the controllers tested in this paper. Its superiority is more evident for the 2nd joint. This is because the model parameters of the 2nd joint are less accurate and the controller (3) is the most robust. Note that all controllers exert a similar amount of control inputs, which means that the nonlinear control torque (19) works efficiently. Because of the model uncertainties, the residual s Lin À h 1 Ds d is not negligible and makes the performance of the 2nd controller less satisfactory; 
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Combined viscous friction coefficients g Gravity acceleration however, it is noticeable that the corresponding tracking error is the smoothest. This is because the cost function (16) includes a penalizing term _ g, which is related to the first derivative of the linear control torque. Table 3 Table 4 .
The increase in the payload simultaneously changes M 0 , M 1 (q), C(q, _ q), and G(q). Although the linear control torque (13) is robust with respect to variations of M 0 , it is not designed to resist changes in M 1 (q), C(q, _ q), and G(q). Moreover, the lack of velocity information results in a severe performance degeneration of the linearization torque (4) whenever the model uncertainties are significant. Therefore, the 2nd controller s Lin þ s LC has the largest tracking errors. On the contrary, the proposed controller (3) is able to deal with the model uncertainties with its nonlinear control torque (19) . Hence, it has the best performance. Table 4 shows that the RMS(q 2 ) of the proposed controller is about 3/4 of that of the PID controller while the RMS(u 2 ) is almost identical. These experimental results indicate that the proposed controller is robust and does outperform the conventional computed torque plus PID controller.
Conclusion
In this paper, we proposed a nonlinear motion control law for manipulators. The proposed controller needs only the joint position feedback and incorporates velocity estimators implicitly into the controller. It consists of three terms: a linearization torque to compensate the manipulator's nominal nonlinear dynamics, a linear control torque to stabilize the linear part of the manipulator, and a nonlinear control torque to ensure asymptotic zero tracking errors and to enhance robustness. A theoretical analysis and experiments were carried out. The results showed that the proposed controller outperforms the conventional computed torque plus PID controller.
During the experiments it was found that the achievable tracking errors are limited by the unmodeled friction forces. Therefore, a better compensation for the friction forces, especially at the lowspeed range, will be the topic of future research. 
