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Introduction
We consider the task of semantic image segmentation, where each pixel i of a given image has to be classified into an object class c ∈ C. Most of the deep network based segmentation methods rely on logistic regression, optimizing the cross-entropy loss [10] loss(f ) = − 1 p
with p the number of pixels in the image or minibatch considered, y * i ∈ C the ground truth class of pixel i, f i (y * i ) the network probability estimate of the ground truth probability of pixel i, and f a vector of all network outputs f i (c). This supposes that the unnormalized scores F i (c) of the network have been mapped to probabilities through a softmax unit
c ∈C e F i (c ) ∀i ∈ [1, p] , ∀c ∈ C.
Loss (1) generalizes the logistic loss and leads to smooth optimization. During testing, the decision function commonly used consists in picking the class of maximum score: the predicted class for a given pixel i isỹ i = arg max c∈C F i (c).
The measure of the cross-entropy loss on a validation set is often a poor indicator of the quality of the segmentation. A better performance measure commonly used for evaluating segmentation masks is the Jaccard index, also called the intersection-over-union (IoU) score. Given a vector of ground truth labels y * and a vector of predicted labelsỹ, the Jaccard index of class c is defined as [14] J c (y * ,ỹ) = |{y * = c} ∩ {ỹ = c}|
which gives the ratio in [0, 1] of the intersection between the ground truth mask and the evaluated mask over their union, with the convention that 0/0 = 1. A corresponding loss function to be employed in empirical risk minimization is
For multilabel datasets, the Jaccard index is commonly averaged across classes, yielding the mean IoU (mIoU). We develop here a method for optimizing the performance of a discriminatively trained segmentation system with respect to the Jaccard index. We show that a piecewise linear convex surrogate to the Jaccard loss based on the Lovász extension of submodular set functions yields a consistent improvement of predicted segmentation masks as measured by the Jaccard index.
Although the Jaccard index is often computed globally, over every pixel of the evaluated segmentation dataset [8] , it can also be computed independently for each image. Using the per-image Jaccard index is known to have better perceptual accuracy by reducing the bias towards large instances of the object classes in the dataset [6] . Due to these favorable properties, and the empirical risk minimization principle of optimizing the loss of interest at training time [25] , optimization of the Jaccard loss during training has been frequently considered in the literature. However, in contrast to the present work, existing methods all have significant shortcomings that do not allow plug-and-play application to a wide range of learning architectures.
[20] provides a Bayesian framework for optimization of the Jaccard index. The author proposes an approximate algorithm using parametric linear programming to optimize a statistical approximation to the objective. [1] optimize IoU by selecting among a few candidate segmentations, instead of directly optimizing the model with respect to the loss. [3] optimize the Jaccard loss in a structured output SVM, but are only able to do so with a branch-and-bound optimization over bounding boxes and not full segmentations.
Alternative approaches train binary classifiers, but on data that are sampled to capture high Jaccard index. [4, 12] use IoU and related overlap measures to define training sets for binary classifiers in a complex multi-stage training. Such sampling-based approaches clearly induce suboptimality in the empirical risk approximation and do not lend themselves to convenient modular application in a deep learning setting.
Still other recent high-impact research has highlighted the need for optimization of the Jaccard index, but resort to binary training as a proxy, presumably for lack of a convenient and flexible method of directly optimizing the loss of interest. [18] train with logistic loss and test with the Jaccard index. The paper introducing the highly influential OverFeat network specifically addresses the shortcoming in the discussion section [23] : "We are using 2 loss, rather than directly optimizing the intersection-over-union (IoU) criterion on which performance is measured. Swapping the loss to this should be possible...." However, this is left to future work. In this paper, we develop the necessary plug-and-play loss layer to enable flexible direct minimization of the Jaccard loss in a deep learning setting, while demonstrating its applicability for training state-of-the-art image segmentation networks.
Our approach is based on the recent development of general strategies for generating convex surrogates to submodular loss functions, including the Lovász hinge [26] . Based on the result that the Jaccard loss is submodular, this strategy is directly applicable. We moreover generalize this approach to a multiclass setting by considering a regression-based variant, using a softmax activation layer to naturally map network probability estimates to the Lovász extension of the Jaccard loss. In this work, we (i) apply the Lovász hinge with Jaccard loss to the problem of binary image segmentation (Sec. 2.1), (ii) propose a surrogate for the multi-class setting, the Lovász-Softmax loss (Sec. 
Optimization surrogates for submodular loss functions
In order to optimize the Jaccard index in a continuous optimization framework, we consider smooth extensions of this discrete loss. The extensions are based on submodular analysis of set functions, where the set function maps from a set of mispredictions to the set of real numbers [26, Equation (6) ].
For a segmentation outputỹ and ground truth y * , we define the set of mispredicted pixels for class c as
For a fixed ground truth y * , the Jaccard loss in Eq. (4) can be rewritten as a function of the set of mispredictions
Note that for ease of notation, we naturally identify subsets of pixels with their indicator vector in the discrete hypercube {0, 1} p . In a continuous optimization setting, we want to assign a loss to any vector of errors m ∈ R p + , and not only to discrete vectors of mispredictions in {0, 1} p . A natural candidate for this loss is the convex closure of function (6) in R p . In general, computing the convex closure of set functions is NP-hard. However, the Jaccard set function (6) has been shown to be submodular [27, Proposition 11] .
The convex closure of submodular set functions is tight and computable in polynomial time [19] ; it corresponds to its Lovász extension.
π being a permutation ordering the components of m in decreasing order, i.e.
Let Δ be a set function encoding a submodular loss such as the Jaccard loss defined in Equation (6) . By submodularity Δ is the tight convex closure of Δ [19] . Δ is piecewise linear and interpolates the values of Δ in R p \ {0, 1} p , while having the same values as Δ on {0, 1} p , i.e. on any set of mispredictions (Equation (5)). Intuitively, if m is a vector of all pixel errors, Δ(m) is a sum weighting these errors according to the interpolated discrete loss. By its convexity and continuity, Δ is a natural surrogate for the minimization of Δ with first-order continuous optimization, such as in neural networks. The elementary operations involved to compute Δ (sort, dot product, . . . ) are differentiable and implemented on GPU in current deep learning frameworks. The vector g(m) of which the components are defined in Equation (9) directly corresponds to the derivative of Δ with respect to m.
In the following, we consider two different settings in which we construct surrogate losses by using the Lovász extension and specifying the vector of errors m that we use:
1. The foreground-background segmentation problem, which leads to the Lovász hinge, as described in [27] ;
2. The multiclass segmentation problem, which leads to the Lovász-Softmax loss, incorporating the softmax operation in the Lovász extension. In the binary case, we consider the optimization of the Jaccard index for the foreground class Δ J 1 . We use a maxmargin classifier: for an image x, we define
Foreground-background segmentation
• y * i ∈ {−1, 1} the ground truth label of pixel i, • F i (x) the i-th element of the output scores F of the model, such that the predicted labelỹ i = sign(F i (x)),
the hinge loss associated with the prediction of pixel i.
In this setting, the vector of hinge losses m ∈ R
+ is the vectors of errors discussed before. With Δ J 1 the Lovász extension to Δ J 1 , the resulting loss surrogate
is the Lovász hinge applied to the Jaccard loss, as described in [26] . It is piecewise linear in the output scores F as a composition of piecewise linear functions. Moreover, by choice of the hinge loss for the vector m, the Lovász hinge reduces to the standard hinge loss [24] in the case of a single prediction, or when using the Hamming distance instead of the Jaccard loss as a basis for the construction. Figure 1 illustrates the extension of the Jaccard loss in the case of the prediction of two pixels, illustrating the convexity and the tightness of the surrogate. 
Multiclass semantic segmentation
In a segmentation setting with more than two classes, we propose a surrogate based on a logistic output instead of using a max-margin setting. Specifically we map the output scores of the model to probability distributions using a softmax unit as is done traditionally in the case of the cross-entropy loss.
We use the class probabilities f i (c) ∈ [0, 1] defined in Equation (2) to construct a vector of pixel errors m(c) for class c ∈ C defined by
We use the vector of errors m(c) ∈ [0, 1] p to construct the loss surrogate to Δ J c , the Jaccard index for class c:
When considering the class-averaged mIoU metric, common in semantic segmentation, we average the class-specific surrogates; hence we define the Lovász-Softmax loss as
which is piecewise linear in f , the normalized network outputs. Figure 2 show this loss as a function of the unnormalized vector outputs F for a prediction of two pixels. In the limit of large scores (confident outputs), the probability vectors at each pixel (f i (c)) c∈C are close to an indicator vector, and we recover the values of the discrete Jaccard index for the corresponding discrete labeling with respect to the ground truth, as seen on the figure.
Optimization of intersection over union
Naïve computation of the Lovász extension (Equation (8)) applied to Δ J c can be achieved by sorting the elements of m in O(p log p) time and doing O(p) calls to Δ J c . However, if we compute Δ J c by Equation (3), each call will cost O(n). As π is known in advance, we may simply keep track of the cumulative number of false positives and negatives in {π 1 , . . . , π i } for increasing i yielding an amortized O(1) cost per evaluation of Δ J c (cf. [27, Equation (43)]). This computation also yields the gradient g(m) at the same computational cost. This is a powerful result implying that a tight surrogate function for the Jaccard loss is available and computable in time O(p log p). The algorithm for computing the gradient of the loss surface resulting from this procedure is summarized in Algorithm 1. 
3.1. Image-mIoU vs. dataset-mIoU
The official metric of the semantic segmentation task in Pascal VOC [7] and numerous other popular competitions is the dataset-mIoU,
where y * andỹ contain the ground truth and predicted labels of all pixels in the testing dataset.
The Lovász-Softmax loss considers an ensemble of pixel predictions for the computation of the surrogate to the Jaccard loss. In a stochastic gradient descent setting, only a small numbers of pixel predictions are taken into account in one optimization step. Therefore, the Lovász-Softmax loss cannot directly optimize the dataset-mIoU. We can compute this loss over individual images, optimizing for the expected image-mIoU, or over each minibatch, optimizing for the expected batch-mIoU. However, it is not true in general that
and we found in our experiments that optimizing the imagemIoU or batch-mIoU generally degrades the dataset-mIoU compared with optimizing the standard cross-entropy loss.
The main difference between the dataset and imagemIoU measures resides in the absent classes. When the network wrongly predicts a single pixel belonging to a class that is absent from an image, the image intersection over union loss corresponding to that class changes from 0 to 1. By contrast, a single pixel misprediction does not substantially affect the dataset-mIoU metric.
Given this insight, we propose as an heuristic for optimizing the dataset-mIoU to compute the batch Lovász-Softmax surrogate by taking the average in Equation (13) only over the classes present in the batch's ground truth. As a result, the loss is more stable to single predictions in absent classes, mimicking the dataset-mIoU. As outlined in our experiments, the optimization of the Lovász-Softmax restricted to classes present in each batch, effectively translates into gains for the dataset-mIoU metric.
We propose an additional trick for the optimization of the dataset-mIoU. Since the mIoU gives equal importance to each class, and to make the expectation of the batch-mIoU closer to the dataset-mIoU, it seems important to ensure that we feed the network with samples from all classes during training. In order to enforce this requirement, we sample the patches from the training by cycling over every classes, such that each class is visited at least once every |C| patches. This method is referred to as equibatch in our experiments.
Experiments

Synthetic experiment
We demonstrate the relevance of using the Jaccard loss for binary segmentation with a synthetic binary image segmentation experiment. We generate N = 10 binary images of size 50 × 50 representing circles of various radius, and extract for each pixel i a single feature using a unit variance Gaussian perturbation of the ground truth, Figure 3a .
We consider a model classifying pixels in the foreground class for f p > −b, and we learn the bias term b. An exhaustive search, illustrated in Figure 3b , shows that among the losses considered, only the Lovász hinge efficiently captures the absolute minimum of the Jaccard loss.
Binary segmentation on Pascal VOC
We base our Pascal VOC experiments on the DeeplabV2-single-scale semantic segmentation network [16] . The network uses a Resnet-101 [13] based architecture, re-purposed for image segmentation, notably using dilated (or atrous) convolutions. We use the initialization weights provided by the authors. These weights were pre-trained on MS-COCO [17] using cross-entropy loss and weight decay. We further fine-tune these weights on a segmentation dataset consisting of Pascal VOC 2012 training images [8] and the extra images provided by [11] , as is common in recent semantic image segmentation applications.
For our binary segmentation experiments, we perform an initial fine-tuning of the weights using cross-entropy loss alone jointly on the 21 classes of Pascal VOC (including the background class); this constitutes our basis network. We then turn to binary segmentation by selecting one particular class and finetune the output of the network for the selected class. In order to consider a realistic binary segmentation setting, for each class, we sample the validation set such that half of the images contain at least one foreground pixel. The training is done on random crops of size 321 × 321 extracted from the training set, with random scale and horizontal flipping. Training batches are randomly sampled from the training set such that half of the selected images contain the foreground class on average.
Our experiments revolve around the choice of the training loss during fine-tuning to binary segmentation. We do a fine-tuning of 2 epoch iterations, with an initial learning rate of 5 · 10 −4 , reduced to 1 · 10 −4 after 1 epoch.
Performance of the surrogate Table 1 shows the average of the losses considered after a training with different loss objectives. Evidently, training with a particular loss leads generally to a better objective value of this loss on the validation set. Moreover, we see that the Lovász hinge acts as a good surrogate of the discrete image-IoU, leading to a better validation accuracy for this measure. Figure 4 shows example binary segmentation mask outputs. We notice that the Jaccard loss tends to fill gaps in segmentation, recover small objects, and lead to a more sensible segmentation globally, than other losses considered.
Comparison to prior work [22] propose separately ap-
optimization of binary IoU
I/U . In our experiments, we were not able to observe a consistent improvement of the IoU using this surrogate, contrary to the Lovász hinge. Details on this comparison are included in the Supplementary Material, Section A.
Multi-class segmentation on Pascal VOC
We again use Deeplab-resnet-v2. This time, we exactly replicate the training procedure of the authors and following the same learning rate schedule, simply swapping out the loss for our multiclass surrogate, the Lovász-Softmax loss as described in Equation (13), with the mean being restricted to the classes present in a given batch.
As in the reference implementation, we use a stochastic gradient descent optimizer with momentum 0.9 and weight decay 5 · 10 −4 ; the learning rate at training iteration k is (16) where power = 0.9 and lr base = 2.5 · 10 −4 . We experiment either with 20K iterations of batches of size 10 as in the reference paper, or with 30K iterations. We train the network with patches of size 321 × 321, with random flipping and rescaling. The 1449 validation images of Pascal VOC are included in the training only for experiments evaluated on the official test evaluation server. We train Deeplab-resnet at a single input scale, which fits the memory constraints of a single GPU. We optionally evaluate the learned weights in a multiscale setting by taking the mean of the probabilities given by the network at scales 1, 0.75, and 0.5, and also include the Gaussian CRF post-processing step used by Deeplab-v2. In this evaluation setting, we found that the baseline performance of the network trained with cross-entropy reaches 76.44% datasetmIoU on the test set of Pascal VOC. Tables 2 and 3 present the scores obtained after training the network with cross-entropy or Lovász-Softmax loss, with and without equibatch, under various evaluation regimes. For a given training and evaluation setting, our loss achieves higher mIoU. Figure 5 shows some example outputs. Figure 6a shows the evolution of the validation mIoU over the course of the training. We notice that the performance gain manifests itself especially in the last epochs of the optimization. Therefore, we also experiment with the same training setting with 30K iterations, to further benefit from the effects of the loss at these smaller learning rates. In agreement with our intuition, we see in Table 2 that training with our surrogate benefits from a larger number of iterations, in contrast to the original training with cross-entropy.
The CRF post-processing step of Deeplab appears to bring complementary improvements to the use of our mIoU surrogate. While using equibatch (batches with cyclic sampling from each class) does significantly help the crossentropy loss with respect to the dataset-mIoU, its effect on the performance with Lovász-softmax seems marginal. This may be linked with the fact that our loss ignores classes absent from the minibatch ground truth, and therefore relies less on the order of appearance of the classes across batches. We found however that using equibatch facilitates the convergence of the training, as it helps the network to consider all classes during the course of the optimization. This is especially important in the early stages of the optimization, where a class absent for too long can end up being dropped by the classifier in favor of the other classes. Figure 6b shows the joint evolution of the dataset-mIoU, and the batch-mIoU computed over present classes, during training. The correlation between these two measures justifies our choice of restricting the Lovász-Softmax to present classes as a proxy for optimizing the dataset-mIoU. As highlighted by Figure 6c , the image-mIoU is a poor surrogate for the dataset-mIoU, as discussed in Section 3.1: optimizing one measure is generally detrimental to the other. Figure 7 illustrates some qualitative differences between segmentations predicted by the network optimized for batchmIoU and the network optimized for image-mIoU. The biggest difference between batch-mIoU and image-mIoU is the penalty associated with predicting a class that is absent from the ground truth. Accordingly, we notice that optimizing for image-mIoU tends to produce more sparse outputs, and output less extraneous classes, sometimes at the price of not including classes that are harder to detect. Comparison to prior work Instead of changing the learning, Nowozin [20] designs a test-time decision function for mIoU based on the assumption of independent classifiers with calibrated probabilities. We applied this method on the Softmax output probabilities of the best model trained with cross-entropy loss (cross-entropy + equibatch), and compare with the outputs from Lovász-Softmax (Lovász + equibatch 30K). Since [20] performs a local optimization (batches), we randomly select 20 batches of 21 images with every class represented, optimize the decision function, and compare the optimized mIoU of the batch with the mIoU of the selected batch in our output. The baseline has an average mIoU of 68.7±1.2, our method significantly improves it to 72.5±1.2, while [20] significantly degrades it to 65.1 ± 1.4. We believe this comes from the miscalibration of the neural network's probabilities, which adversely affects the assumptions of the decision function, as discussed in [20, Sec. 5].
Cityscapes segmentation with ENet
We experiment with ENet, a segmentation architecture optimized for speed [21] , on the Cityscapes dataset [5] . We fine-tune the weights provided by the authors, obtained after convergence of weighted cross-entropy loss, a loss that biases the cross-entropy loss to account for class inbalance in the training set. We do not need such a reweighing as our method inherently captures the class balancing of the mIoU.
We finetune ENet using an Adam optimizer [15] with the same learning rate and schedule as in Equation (16) . Consistent with [21] , we use images of size 512 × 1024 with no data augmentation. We snapshot every 1K iterations and report the test performance of snapshot 9K with batches of size 10, which corresponds to the highest validation score. Fig. 9 shows that our fine-tuning leads to a higher validation mIoU, while further training with weighted crossentropy barely affects the performance -as expected. Higher batch sizes generally lead to more improvement thanks to a better approximation of the dataset IoU. Equibatch training did not make a difference in our experiments, which can be explained by the fact that the dataset is more uniform than Pascal VOC in terms of class representation. Note that we optimize for the mIoU measure, named Class IoU in Cityscapes. Accordingly, we observe a substantial gain in performance in Cityscapes IoU metrics, with the Class IoU increasing from 58.29% to 63.06%. Reweighting the different classes in the average of the Lovász-Softmax loss (Equation (13)) could allow us to target IoU-based measures which are weighted differently, such as CityScapes' iIoU metrics. Figure 8 presents some example output masks; we find that our fine-tuning generally reduces false positives and leads to finer details. Of course, our improved segmentation accuracy does not impact the high inference speed for which ENet is designed. 
Discussion and Conclusions
In this work, we have demonstrated a versatile approach for optimizing the Jaccard loss for image segmentation. Our proposed method can be flexibly applied to a large number of function classes for segmentation, and we have demonstrated their effectiveness on state-of-the-art deep network architectures, substantially improving accuracies on semantic segmentation datasets simply by optimizing the correct loss during training. Qualitatively, we see greatly improved segmentation quality, in particular on small objects, while large objects tend to have consistent but smaller improvement in accuracy.
This work shows that submodular measures such as the Jaccard index can be readily optimized in a continuous optimization setting. Further work includes the application of the approach to different tasks and losses exhibiting submodularity, and a derivation of specialized optimization routines given the piecewise-linear nature of the Lovász extension.
The code associated with this publication, with replication of the experiments and implementations of the Lovász-Softmax loss, is released on https://github.com/ bermanmaxim/LovaszSoftmax.
