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Resumo
Neste trabalho, estudamos a inﬂuência local em modelos de regressão. Este
método foi proposto inicialmente por Cook (1986) e tem se mostrado como um poderoso
instrumento da análise de diagnóstico.
A proposta de Cook consiste em avaliar a curvatura normal de uma superfície,
baseada na medida Likelihood Displacement, sob uma pequena peturbação no modelo.
Em seguida apresentamos a abordagem de Billor e Loynes (1993), que aplicam uma
medida Likelihood Displacement modiﬁcada, cuja primeira derivada não se anula, ex-
ceto em casos triviais, com isso a inclinação máxima é usada como medida de inﬂuência
local.
No ﬁnal, discutimos três aplicações onde utilizamos algumas técnicas gráﬁcas de
diagnóstico e as duas propostas de inﬂuência local aqui referidas.
2Abstract
In this work, we study the local inﬂuence in regression models, this method was
oﬀer ﬁrst of all by Cook (1986) and have show how an important instrument of the
diagnostics analysis.
The Cook's approach consist in assessing the normal curvature of the geometric
surface, using the measure Likelihood Displacement, under an minor perturbations of
statistical model. After we present the approach of the Billor e Loynes (1993), that
apply an measure Likelihood Displacement changes whose ﬁrst derivative does not,
except in trivial cases, vanish. Thus the maximum slop is using how measure of the
local inﬂuence.
In ﬁnish, we present three apply where use any technic graphics of the diagnostics
and the two proposed of the local inﬂuence here reported.
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Introdução
Modelos estatísticos são instrumentos extremamente úteis para auxiliar na com-
preensão de aspectos essenciais de um conjunto de dados. Porém, quase sempre, são
descrições aproximadas de processos mais complicados, conseqüentemente uma avali-
ação do modelo adotado faz-se necessária.
O desenvolvimento de métodos que avaliem a qualidade de um ajuste de regressão
tem sido objeto da atenção dos estatísticos, esses métodos se inserem no ramo da
estatística que chamamos de análise de diagnóstico, que se iniciou com a análise
de resíduos para detectar a presença de pontos extremos e avaliar a adequação da
distribuição proposta para a variável resposta, Billor e Loynes (1993).
Um tópico importante na análise de diagnóstico é a detecção de pontos que ex-
ercem um peso desproporcional nas estimativas dos parâmetros do modelo. A deleção
de pontos talvez seja o método mais conhecido para avaliar o impacto da retirada de
uma observação particular nas estimativas da regressão, Paula (2004).
Cook (1977), Belsley, Kuh e Welsch (1980) propõem métodos de diagnósticos
para avaliar a inﬂuência de esquemas de perturbação por ponderação em modelos de
regressão normal linear, de forma que os pesos associados às observações assumem
valores 0 ou 1, indicando que a mesma foi deletada ou mantida no conjunto de dados,
respectivamente. Essas idéias foram adaptadas para regressão logística por Pregibon
(1981).
Contudo, a proposta mais inovadora na área foi apresentada por Cook (1986),
consistindo em um método bastante geral para avaliar a inﬂuência conjunta das obser-
vações sob pequenas mudanças (perturbações) no modelo, ao invés da avaliação pela
retirada individual ou conjunta de pontos. Essa metodologia, denominada inﬂuên-
2cia local teve grande aceitação entre os pesquisadores e usuários de regressão, Paula
(2002).
Billor e Loynes (1993) descrevem algumas diﬁculdades práticas associadas com a
metodologia apresentada por Cook e apresentam uma proposta alternativa para avaliar
a inﬂuência local, onde procuram superar os problemas encontrados com a aplicação
da metodologia sugerida por Cook.
Tanto a metodologia de Cook como a de Billor e Loynes se utilizam da medida
Likelihood Displacement (afastamento pela verossimilhança) como função objetivo, no
entanto outras medidas têm sido usadas para análise de inﬂuência local, Fung e Kwan
(1997). Como por exemplo, as estimativas dos parâmetros (Lawrence, 1988), a predição
dos erros quadrados, Thomas e Cook (1990), a estatística de Pearson da bondade do
ajuste, Lee e Zhao (1996) e outros.
A proposta deste trabalho é apresentar o método de diagnóstico da inﬂuência
local através das abordagens de Cook (1986) e de Billor e Loynes (1993), mostrando
o desenvolvimento teórico de ambas, assim como apresentando aplicações práticas das
mesmas.
No primeiro capítulo tratamos dos modelos de regressão e das técnicas de diag-
nóstico. Na primeira seção enfatizamos o modelo clássico (normal linear), os modelos
lineares generalizados (MLGs) e, em particular, o modelo logístico linear, expomos as
suposições básicas para cada um dos modelos e os métodos de estimação dos parâmet-
ros. Na segunda seção deﬁnimos os principais resíduos utilizados e discutimos suas apli-
cações no modelo normal linear e nos MLGs, descrevemos os esquemas de perturbação,
avaliamos a inﬂuência de uma observação através da medida Likelihood Displacement
(LD) e da inﬂuência local proposta por Cook. Finalizamos o capítulo descrevendo os
principais tipos de gráﬁcos de diagnóstico usados para o modelo normal linear e para
os MLGs em geral.
No segundo capítulo apresentamos a formulação da inﬂuência local avaliada
através da curvatura normal, deﬁnimos e construímos a noção de gráﬁco de inﬂuência
como uma superfície geométrica, fundamentamos a idéia de como utilizar a curvatura
normal para medir a inﬂuência causada por uma perturbação no modelo. Avaliamos
o modelo normal linear sob um esquema de perturbação de observação individual,
mostrando a forma da curvatura normal para este caso. De forma geral, encontramos
3a curvatura normal para os MLGs, sob o esquema de perturbação de uma observação
individual e procedemos do mesmo modo para o caso do modelo logístico linear.
No terceiro capítulo apresentamos a formulação da inﬂuência local avaliada
através da primeira derivada. Deﬁnimos uma versão da medida Likelihood Displacement
modiﬁcada (LD∗), de modo que sua primeira derivada não se anule.
Considerando a matriz de perturbação geral
Wg = diag {1 + ω1, 1 + ω2, . . . , 1 + ωn}
para o modelo normal linear
y = Xβ + ε
onde V ar(ε) = σ2W−1g , encontramos o gradiente da superfície (ω1, ω2, . . . , ωn, LD∗(ω))
e conseqüentemente a inclinação máxima. Em seguida obtemos um valor de referência
para a inclinação máxima. Supondo o esquema de perturbação de uma observação indi-
vidual no modelo normal linear, encontramos a inclinação máxima e um valor de refer-
ência para ela. Finalizamos este capítulo, obtendo o gradiente e, conseqüentemente,
a inclinação máxima para o modelo logístico linear, sob o esquema de perturbação de
uma observação individual.
No quarto capítulo apresentamos três aplicações. Na primeira utilizamos o
modelo normal linear acompanhado da utilização de algumas técnicas gráﬁcos para
detectar pontos inﬂuentes e veriﬁcar a validade da suposição de normalidade para a
variável resposta, também avaliamos a inﬂuência local através da curvatura normal e
da inclinação máxima, sob o esquema de perturbação de uma observação individual.
Obtemos ainda a inclinação máxima sob o esquema de perturbação da variância, ex-
posto no capítulo 3. Nas duas aplicações restantes adotamos o modelo logístico linear
e algumas técnicas gráﬁcos de diagnóstico, avaliamos a inﬂuência local através da cur-
vatura normal e da inclinação máxima, obtidas sob um esquema de perturbação de
observação individual para o modelo logístico.
No apêndice A apresentamos deﬁnições, teoremas, proposições e alguns resul-
tados importantes, os quais ﬁzemos uso no transcorrer deste trabalho.
No apêndice B descrevemos os comandos para se obter, no aplicativo R, os
resultados mais importantes que foram utilizados no capítulo 4.
Capítulo 1
Análise de Diagnóstico em Modelos de
Regressão
1.1 Análise de Regressão
O objetivo principal da análise de regressão é estudar o efeito que algumas var-
iáveis exercem sobre outras, o que consiste na obtenção e análise de uma relação fun-
cional entre uma das variáveis e as restantes. Deste modo, podemos identiﬁcar dois
tipos de variáveis, uma variável dependente (ou variável resposta) e as outras indepen-
dentes (ou explicativas, explanatórias ou covariáveis). A variável dependente é aquela
cujo comportamento deseja-se avaliar e as independentes são usadas para explicar a
sua variabilidade, Draper & Smith (1981).
1.1.1 Regressão Normal Linear
Consideremos inicialmente o caso mais simples em que temos uma variável resposta
Y e uma única variável independente X, admitiremos que a relação entre a média
condicional de Y dado X, ou seja, µ = µ(x) = E[Y |X = x], seja da forma
µ = µ(x) = α+ βx. (1.1)
Esta equação é denominada componente sistemática do modelo, α e β são parâmet-
ros desconhecidos a serem estimados. Além da componente sistemática, o modelo é
composto de uma parte não determinística, devido a fatores não observáveis, denomi-
5nada componente aleatória e denotada por uma variável aleatória ε. Dessa forma,
o modelo completo ﬁca estabelecido pela seguinte equação
Y = α+ βX + ε. (1.2)
Omodelo de regressão normal linear simples é obtido a partir das seguintes
suposições assumidas para a componente aleatória ε:
E(ε) = 0
V ar(ε) = σ2
ε ∼ N(0, σ2).
Como consequência das suposições acima, feitas sobre ε, temos que Y ∼ N(α+βx, σ2).
Para a obtenção dos estimadores dos parâmetros α e β, vamos considerar uma
amostra de pares de observações (X = xi, Y = yi), i = 1, 2, . . . , n, logo por (1.2),
podemos escrever para cada par
yi = µ(xi) + εi = α+ βxi + εi
onde os εis são não-correlacionados e εi ∼ N(0, σ2), para todo i. Em busca da reta que
melhor represente os n pontos amostrais, utilizando o método dos mínimos quadrados,
minimizamos a função






[yi − α− βxi]2 . (1.3)




e em seguida, as igualamos a









−2∑ni=1 [yi − (α̂ + β̂xi)] xi = 0
onde α̂ e β̂ são os valores que minimizam a função (1.3), ou seja, são os estimadores
de mínimos quadrados para os parâmetros α e β, respectivamente, Draper & Smith
(1981). Simpliﬁcando as equações do sistema acima, obtemos o sistema de equações












































Segue daí que a reta de regressão estimada pode ser expressa por
µ̂(x) = α̂+ β̂x.
É comum encontrarmos na literatura esta equação na forma
ŷi = α̂+ β̂xi, para i = 1, 2, . . . , n;
onde os ŷi′s são chamados de valores preditos.
No modelo de regressão normal linear múltipla, onde utilizamos mais de
uma variável independente, consideramos que a média condicional da variável resposta
Y pode ser expressa em função das variáveis explicativas X1, X2, . . . , Xp através da
relação linear,
µ = E [Y |X1 = x1, . . . , Xp = xp]
= β0 + β1x1 + . . .+ βpxp .
A componente aleatória do modelo também é representada por uma variável aleatória
², que segue uma distribuição normal com média zero e variância σ2.
Assim, para cada observação do tipo (yi, x1i, x2i, . . . , xpi), temos o seguinte modelo
yi = β0 + β1x1i + . . .+ βpxpi + εi, para i = 1, 2, . . . , n, p < n, (1.5)
onde εi ∼ N(0, σ2), para todo i.
Considere a matriz de variáveis independentes,
X =

1 x11 . . . xp1
1 x12 . . . xp2
... ... . . . ...






















Dessa forma, podemos escrever o modelo (1.5) matricialmente, por:
y = Xβ + ε. (1.7)




(yi − β0 − β1x1i − . . .− βpxpi)2 .
Derivando a função acima em relação a β0, β1, . . . , βp e igualando a zero essas derivadas,
obtemos o sistema de equações normais a seguir nβ̂0 + β̂1
∑n







i=1 xji + β̂1
∑n




i=1 yixji, j = 1, . . . , p.




β̂ = Xty, (1.8)
como (XtX) é uma matriz quadrada de posto completo, então existe a sua matriz















ondeH = X (XtX)−1Xt é conhecida como matriz hat e representa a matriz de projeção
ortogonal de Rn sobre o subespaço vetorial gerado pelas colunas da matriz X.
81.1.2 Modelos Lineares Generalizados
Durante muitos anos os modelos normais lineares foram utilizados para descrever a
maioria dos fenômenos aleatórios. Mesmo quando o fenômeno sob estudo não apre-
sentava uma resposta para a qual fosse razoável a suposição de normalidade, usava-se
algum tipo de transformação, no sentido de alcançar a normalidade procurada, Paula
(2004).
Com o desenvolvimento computacional, novos modelos têm sido propostos, dentre
os quais destacam-se os modelos lineares generalizados (MLGs), apresentado por Nelder
e Wedderburn (1972), Paula (2004). Essa proposta permite que a distribuição da
variável resposta pertença à família exponencial de distribuições (ver apêndice A),
signiﬁcando que cada componente do vetor de observações Y tem a função densidade
ou função de probabilidade na forma
f(y, θi, φ) = exp {φ [yθi − b(θi)] + c(y, φ)} , (1.10)
onde os θi′s são os parâmetros de interesse e φ é o parâmetro de dispersão. Nessa classe
são válidas as seguintes propriedades
E[yi] = µi = b
′
(θi)







onde b′ e b′′ representam a primeira e segunda derivadas da função b(θ), respectivamente
e Vi é deﬁnida como a função de variância, Paula (2004). A função de variância
desempenha um papel importante na família exponencial uma vez que ela caracteriza
a distribuição, ou seja, dada a função de variância tem-se uma classe de distribuições
correspondentes e vice-versa, Paula (2004).
Com relação à componente sistemática do modelo, as variáveis independentes
X1, X2, . . . , Xp produzem o vetor η = (η1, η2, . . . , ηn)t como preditor linear, que no
caso da regressão normal linear múltipla é deﬁnido por,





= xtiβ, com i = 1, 2, · · · , n (1.11)
9onde o vetor xti = (1, x1i, x2i, · · · , xpi) é a i-ésima linha da matriz X (ver Paula (2004)).
Além disso, a ligação entre a parte sistemática e a média condicional da variável re-
sposta se dá através da seguinte relação,
µi = g
−1 (ηi) , i = 1, 2, · · · , n
onde g(.) é denominada de função de ligação, que deve ser monótona e diferenciável.
No caso da regressão normal linear é a função identidade.









Um caso particular ocorre quando















onde sj = φ
∑n
i=1 yixij, com j = 1, 2, · · · , p .
Pelo Teorema da Fatoração, a estatística S = (s0, s1, s2, . . . , sp)t é suﬁciente
minimal para o vetor β = (β0, β1, β2, . . . , βp)t, (ver Bolfarine & Sandoval (2001)). As





são chamadas de ligações canônicas. As ligações canônicas para os modelos Normal,
Poisson e Binomial são, respectivamente, dadas por,
µ = η,







A função escore e a matriz de informação de Fisher para o vetor de


















V = diag {V1, . . . , Vn}, µ = (µ1, . . . , µn)t e Vi é a função de variância deﬁnida anteri-
ormente. Em particular, para a ligação canônica, essas quantidades tomam as formas
simpliﬁcadas




Para obtermos o estimador de máxima verossimilhança para o vetor de parâmet-
ros β, devemos encontrar a solução do sistema com p + 1 equações não lineares dado
por
U(β) = 0.
Em geral, esse sistema não admite uma solução explícita. Segue que, expandindo-se a
função escore U(β) em série de Taylor até o termo de primeira ordem, em torno de
um valor inicial β(0), tem-se
U(β) ∼= U(β(0)) +U′(β(0))[β − β(0)],
onde U′ denota a primeira derivada de U(β) em relação a β. Logo, temos que
U(β(0)) +U
′
(β(0))β̂ −U′(β(0))β(0) ≈ 0⇒
U
′
(β(0))β̂ ≈ U′(β(0))β(0) −U(β(0)).



































A partir de um valor inicial para β̂, a equação acima pode ser usada para obter









U(β(m)),m = 0, 1, 2, . . .
um dos critérios utilizados para que esse processo pare, é dado por
max
j
{∣∣∣β̂(m+1)j − β̂(m)j ∣∣∣} < ²,
onde ² é um valor pré-determinado. O procedimento desenvolvido acima é conhecido
como processo iterativo de Newton-Raphson.
Como a matriz −U′(β) pode não ser positiva deﬁnida, a aplicação do método
scoring de Fisher, que consiste em substituir a matriz −U′(β) pelo seu correspondente












U(β(m)),m = 0, 1, 2, . . .











































onde z(m) = η(m) +W−1/2V1/2
(
y − µ(m)) e η(m) = Xβ̂(m). Note que z desempenha o
papel de uma variável dependente modiﬁcada e W é uma matriz de pesos, que muda
a cada passo do processo iterativo. A convergência de (1.17) ocorre em um número
ﬁnito de passos, independente dos valores iniciais utilizados, Paula (2004).
1.1.3 Regressão Logística
A regressão logística se caracteriza pelo fato da variável resposta assumir apenas dois
valores possíveis: sucesso ou fracasso. Este é um caso particular dos MLGs, onde a
distribuição dessa variável resposta é assumida binomial de parâmetro igual à proba-
bilidade de ocorrer sucesso.
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Primeiro vamos tratar da regressão logística simples. Seja Y uma variável
resposta que assuma o valor 0 para o fracasso e 1 para o sucesso, indicando a presença
ou ausência de uma determinada característica de interesse, respectivamente. Con-
sideremos que x seja um valor de uma variável explicativa X e p(x) a probabilidade
condicional de sucesso dado x, isto é,
p (x) = P (Y = 1|X = x) .
Uma função de ligação, denominada logit é deﬁnida por,
logit : (0, 1) 7−→ R
t 7−→ logit(t) = ln t
1− t . (1.18)
Dessa forma, obtemos o modelo logístico linear simples:
logit p(x) = η, (1.19)
onde η = β0 + β1x é o preditor linear, β0 e β1 são parâmetros desconhecidos. Segue de














1− eβ0+β1x . (1.20)
Os parâmetros β0 e β1 podem ser estimados pelo método demáxima verossimil-
hança, (ver Bolfarine & Sandoval (2001)). Para isso, considere uma amostra aleatória
de n observações independentes (yi, xi), i = 1, 2, . . . , n; onde xi é um valor de uma
variável independente, discreta ou contínua. Temos que p (xi) = P (Y = 1|X = xi)
é a probabilidade de sucesso, assim 1 − p (xi) é a probabilidade de fracasso, ou seja,
P (Y = 0|X = xi) .
A contribuição da i-ésima observação para a função de verossimilhança é,
p (xi)
yi [1− p (xi)]1−yi .
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Dessa forma, obtemos a função de verossimilhança para observações indepen-
dentes,




yi [1− p (xi)]1−yi . (1.21)
Segue daí que a função de log-verossimilhança é dada por,
l (β0, β1; y1, y2, . . . , yn) =
n∑
i=1
{yi ln [p (xi)] + (1− yi) ln [1− p (xi)]} . (1.22)
Diferenciando (1.22) com relação a β0 e β1 e igualando cada um desses resultados
















xi = 0 .
O sistema acima não admite solução explicíta, para obter uma solução aproxi-
mada, utiliza-se o processo iterativo de Newton-Raphson.
A seguir abordaremos o caso da regressão logística múltipla. Consideremos






= β0 + β1x1 + . . .+ βpxp , (1.23)
onde x = (1, x1, . . . , xp)t contém os valores observados de p variáveis explicativas. A
ligação logit, neste caso, é dada por,
logit p(x) = η ,
onde p(x) = P [Y = 1|x] é a probabilidade condicional de sucesso dado o vetor x, η =
xtβ é o preditor linear e β = (β0, β1, . . . , βp)t é o vetor de parâmetros desconhecidos.








Para obtermos o estimador de máxima verossimilhança do vetor de parâmetros
β, no modelo logístico múltiplo, desenvolvemos um procedimento análogo ao utilizado
para o caso simples. Sendo assim, a função de verossimilhança obtida apartir de uma
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yi [1− p (xi)]1−yi . (1.25)
onde xi = (1, x1i, x2i, . . . , xpi)t, i = 1, 2, . . . , n . Segue que, diferenciando a função de
log-verossimilhança l (β;y), em relação a cada componente do vetor de parâmetros β
e após igualando essas derivadas a zero, obtemos o sistema:
∑n
i=1 [yi − p̂(xi)] = 0∑n
i=1 [yi − p̂(xi)]xij = 0, para j = 1, 2, . . . , p.
O sistema acima também não admite uma solução explicíta, sendo utilizado o
processo iterativo de Newton-Raphson para obter uma solução aproximada.
1.2 Avaliação do Modelo Ajustado
Modelos estatísticos são geralmente descrições aproximadas de processos bastante
complexos, consequentemente podem levar a resultados imprecisos, daí surge uma im-
portante motivação para o estudo de técnicas que avaliem essa inexatidão, Billor e
Loynes (1993).
Uma das formas de avaliação de modelos ajustados, visa a detecção de pontos que
se encontram signiﬁcativamente mais afastados dos demais. Estes pontos, são usual-
mente denominados de outlier, e formam a base para o desenvolvimento de técnicas
de diagnósticos de modelos de regressão.
Podemos classiﬁcar um outlier, conforme a sua característica, do seguinte modo,
ver Paula, (2004):
• Pontos Aberrantes: são pontos que têm uma certa inﬂuência sobre os valores
ajustados, embora não estejam muito afastados dos demais pontos.
• Pontos de Alavanca ou de Alto Leverage : são pontos que estão mais afasta-
dos dos pontos no subespaço gerado pelas colunas da matriz X. Estes pontos não
inﬂuenciam de forma signiﬁcativa as estimativas dos parâmetros, porém fazem
com que as variâncias dos valores ajustados dos pontos próximos a ele sejam
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maiores do que as variâncias dos valores ajustados correspondentes aos demais
pontos.
• Pontos Inﬂuentes: são pontos que ao mesmo tempo são de alto leverage e
aberrantes.
1.2.1 Resíduos
O resíduo para a i-ésima observação é deﬁnido como uma função do tipo ri = r(yi, µ̂i),
cujo o objetivo é medir a discrepância entre o valor observado e o valor ajustado da
i-ésima observação. A deﬁnição mais usual é a de resíduo ordinário dada por
ri = yi − µ̂i, (1.26)
que mede a diferença entre o valor observado e o valor ajustado para a i-ésima obser-
vação.
Para r = (r1, r2, . . . , rn)t, temos que, para o modelo de regressão normal linear,
r = y −Hy
= (I−H)y,
onde H = X(XtX)−1Xt é a matriz hat já deﬁnida na seção (1.1). O elemento hii dado





desempenha um importante papel na construção de técnicas de diagnóstico. Em par-
ticular, V ar(ri) = (1− hii)σ2. Partindo do pré-suposto que todos os pontos exerçam a
mesma inﬂuência sobre os valores ajustados, espera-se que o valor de hii esteja próximo
de p
n
. Convém então examinar aqueles pontos tais que hii ≥ 2pn , que podem ser diagnos-
ticados como pontos de alavanca ou de alto leverage e geralmente estão localizados
em regiões remotas no subespaço gerado pelas colunas da matriz X, Paula (2004).
Em relação ao modelo de regressão normal linear, temos que ri ∼ N(0, σ2). Assim
podemos obter os resíduos studentizados , denotados por ti, dividindo-se cada ri pelo




n− p é o estimador
da variância σ2. Logo
ti =
ri
s(1− hii)1/2 , i = 1, . . . , n. (1.28)
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Como ri não é independente de s2, ti não segue uma distribuição t de Student, como
se poderia esperar. Paula (2004) mostra que o problema da dependência entre ri e s2
pode ser contornado, substituindo s2 por s2(i) na expressão de ti anterior, onde s2(i) é o















segue uma distribuição tn−p−1 central.
A deﬁnição de resíduo studentizado para os MLGs é feita de forma análoga à
utilizada na regressão normal linear. Observe que para os MLGs, os estimadores dos
parâmetros do modelo, são dados por
β̂ = (XtŴX)−1XtŴz,
onde z = η̂ + Ŵ−1/2V̂−1/2(y − µ̂). Assim, podemos deﬁnir o resíduo ordinário por
r∗ = Ŵ−1/2(z− η̂)
= V̂−1/2(y − µ̂). (1.30)
Assumindo que V ar(z) ∼= Ŵ−1φ−1, segue que V ar(r∗) ∼= φ−1(I − H), onde






onde hii foi deﬁnido na equação (1.27).
Os resíduos mais utilizados em MLGs são deﬁnidos a partir dos componentes da











































onde ĥii assume a seguinte forma
ĥii = nip̂i(1− p̂i)xti(XtV̂X)−1xi
com V̂ = diag[n1p̂1(1− p̂1), . . . , nkp̂k(1− p̂k)] e n1 + . . .+ nk = n.
O resíduo studentizado tSi , para o modelo logístico linear, é dado pela expressão





1.2.2 Esquemas de Perturbação
De maneira geral, um esquema de perturbação pode ser deﬁnido como qualquer mu-
dança efetuada nas suposições do modelo, nos dados observados, ou em ambos, pro-
porcionando com isso, uma substancial modiﬁcação nos resultados da análise, Billor e
Loynes (1993).
Dessa forma, podemos dividir os esquemas de perturbações em dois grupos:
(i) Perturbação no Modelo: Quando a suposição de homocedasticidade da dis-
tribuição dos erros é substituída pela suposição de heterocedasticidade.
(ii) Perturbação nos Dados: Neste caso, os possíveis tipos de perturbação podem
depender do modelo. No caso particular da regressão normal linear, pode-se per-
turbar tanto a matriz de variáveis explicativas como o vetor da variável resposta.
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Temos duas razões essenciais para considerar a perturbação dos dados: erros de men-
suração e ocorrência de outliers. Billor e Loynes (1993), alertam para a importância
de distinguir bem os dois tipos de perturbação, pois há consequências e interpretações
diferentes para ambos os esquemas.
Nos Capítulos 2 e 3, teremos a oportunidade de apresentar alguns esquemas de
perturbação, como por exemplo: perturbação de observação individual em modelos
normais e logísticos, perturbação de coeﬁcientes individuais e da matriz de covariância
em modelos normal linear.
1.2.3 Inﬂuência





onde l(β, yj) denota o logarítmo da função de verossimilhança correspondente à j-ésima
observação e ωj é um tipo de perturbação, tal que 0 ≤ ωj ≤ 1. Quando ω1 = ω2 =
· · · = ωn = 1, signiﬁca que não há perturbação no modelo e quando ωj = 0 signiﬁca
que a j-ésima observação foi excluída.
A medida de inﬂuência mais conhecida é a distância de Cook, deﬁnida por
Dω =
(β̂ − β̂ω)t(XtX)(β̂ − β̂ω)
ps2
onde β̂ω = (Xt∆X)−1Xt∆y e ∆ = diag {ω1, . . . , ωn}. Esta medida mede quanto a
perturbação ω = (ω1, . . . , ωn)t afasta β̂ω de β̂, segundo a métrica XtX.
Quando o i-ésimo ponto é excluído, Paula (2004) mostra que a distância de Cook
ﬁca expressa por
Di =








Portanto, Di será grande quando o i-ésimo ponto for inﬂuente (ti grande) e/ou
quando hii for próximo de um.
Para os MLGs a inﬂuência exercida pela i-ésima observação no modelo ajustado
é medida ao avaliar o impacto sobre o logaritmo da função de verossimilhança l(β,y)
com a retirada desta observação.
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Uma medida utilizada para avaliar este impacto é conhecida como afastamento
pela verossimilhança (Likelihood Displacement), Cook e Weisberg (1982), a qual é
deﬁnida por
LDi ∼= 2[l(β̂,y)− l(β̂(i),y)],








Para medir a inﬂuência das observações nas estimativas dos coeﬁcientes do modelo






O método de inﬂuência local é considerado um dos mais modernos dentro da análise de
diagnóstico, Paula (2004). Proposto por Cook (1986) consiste em veriﬁcar a existência
de pontos que, sob modiﬁcações modestas no modelo, causam variações despropor-
cionais nos resultados do ajuste.
Considerando o caso geral da distância de Cook Dω, deﬁnida na subseção (1.2.3),
queremos estudar as mudanças produzidas nesta medida quando ωi −→ 1, ∀i. Ex-
pandindo Dω em série de Taylor até segunda ordem, em torno de ω0 = 1, temos
que






(ω0 − ω)tD′′ω0(ω0 − ω)
∼= 1
2






onde diag(r) = diag {r1, . . . , rn}. Cook estuda a maior variação de Dω em torno de
ω0, o que equivale a maximizar a forma quadrática
`tF`,
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onde ` = ω0 − ω, `t` = 1 e F = diag(r)Hdiag(r).
O máximo da forma quadrática `tF` corresponde ao maior autovalor da matriz
F, denotado por λmax. As coordenadas do autovetor `max, associado a λmax, contêm
as inﬂuências locais das observações na direção que cause maior alteração. Assim, o
gráﬁco de |`max| contra a ordem das observações pode revelar os pontos com maior
inﬂuência na vizinhança de ω0, estes pontos podem causar mudanças substanciais nas
estimativas dos parâmetros sob pequenas perturbações no modelo.
Para os MLGs, quando a ligação é canônica, o vetor `max para avaliar a inﬂuência
local das observações nas estimativas dos parâmetros é o autovetor correspondente ao
maior autovalor da matriz
F = diag(r̂P )Ĥdiag(r̂P ),
onde r̂P = (r̂P1 , . . . , r̂P1)t e r̂Pi =
φ1/2(yi − µ̂i)
V̂1/2
é o i-ésimo resíduo de Pearson avaliado
em β̂.
1.2.5 Técnicas Gráﬁcas
Uma fase importante da análise de diagnóstico é a interpretação de gráﬁcos utilizados
para detectar pontos suspeitos de serem aberrantes e/ou inﬂuentes. Para os modelos
de regressão normal linear, os gráﬁcos mais utilizados são:
(i) Gráﬁco de t∗i contra a ordem das observações, usado para detectar pontos aber-
rantes.
(ii) Gráﬁco de t∗i contra os valores ajustados, indica a ocorrência de heterocedastici-
dade nos dados.
(iii) Gráﬁco de hii contra a ordem das observações, também é usado para detectar
observações suspeitas de serem aberrantes.
(iv) Gráﬁco das coordenadas do vetor |`max| contra a ordem das observações, destaca
pontos que podem ser inﬂuentes.
(v) Gráﬁco normal de probabilidade com envelopes, indica se há possíveis afasta-
mentos da normalidade na distribuição dos resíduos. É o gráﬁco de t∗i contra os
valores esperados das estatísticas de ordem da normal padrão (Z ′(i)s).
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Para os MLGs as técnicas gráﬁcas mais recomendadas são as seguintes:
(i) Gráﬁco de tSi contra os valores ajustados, detecta a ocorrência de pontos dis-
crepantes em relação aos demais, estes pontos podem ser inﬂuentes ou de ala-
vanca.
(ii) Gráﬁco de tDi contra os valores ajustados ou contra a ordem das observações,
detecta pontos inﬂuentes.
(iii) Gráﬁco de ĥii contra os valores ajustados ou contra a ordem das observações,
detecta observações suspeitas de serem aberrantes.
(iv) Gráﬁco de LDi contra a ordem das observações, as observações mais discrepantes
neste gráﬁco podem ser pontos de alavanca e/ou inﬂuentes.
(v) Gráﬁco das coordenadas do vetor |`max| contra a ordem das observações, detecta
pontos com indícios de serem inﬂuentes.
(vi) Graﬁco normal de probabilidade para tDi com envelopes, fornece indícios de afas-
tamento da suposição sobre a distribuição adotada para a variável resposta.
Capítulo 2
Avaliando a Inﬂuência Local através
da Curvatura Normal
2.1 Introdução
Neste capítulo centraremos nossa atenção para o método de diagnóstico da in-
ﬂuência local avaliado através da curvatura normal. Este método, introduzido por
Cook (1986), consiste em estudar o comportamento de um gráﬁco de inﬂuência, que
deﬁniremos na Seção (2.2), em torno de um ponto particular ω0. Para isso, utiliza-se o
conceito de curvatura normal, que pode ser encontrado em textos básicos de Geometria
Diferencial.
Em geral os métodos de diagnóstico visam a veriﬁcação de possíveis afasta-
mentos das suposições feitas para o modelo bem como identiﬁcar a existência de ob-
servações extremas com alguma interferência desproporcional nos resultados do ajuste,
Paula (2004).
Billor e Loynes (1993) apresentam uma proposta alternativa à idéia de Cook
para avaliar a inﬂuência local, que será objeto de estudo no Capítulo 3. Eles utilizam
uma medida de afastamento pela verossimilhança modiﬁcada, sendo a principal
vantagem desta medida o fato de sua primeira derivada não se anular. Com isso a
inclinação da curva é utilizada como função de interesse em vez da curvatura.
Outras funções têm sido usadas com o objetivo de avaliar a inﬂuência local como,
por exemplo, uma estimativa dos parâmetros ou um teste estatístico. Fung e Kwan
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(1997), mostram que quando a primeira derivada dessas funções são diferentes de zero,
a curvatura não é invariante por escala e assim, podem levar a conclusões ambíguas.
2.2 Gráﬁcos de Inﬂuência
No desenvolvimento desta seção utilizaremos o modelo de regressão linear múlti-
pla dado na equação (1.7). Considere a seguinte forma da estatística de inﬂuência





onde ‖·‖ denota a norma euclidiana de um vetor, ŷ e ŷ(i) são vetores n× 1, de valores
ajustados baseados no conjunto total das observações e no conjunto dos dados sem a
i-ésima observação, respectivamente, e p é a dimensão do vetor de parâmetros β. Vale
ressaltar que por i-ésima observação entendemos a (p + 1)−upla, (yi, x1i, x2i, . . . , xpi)
que corresponde ao i-ésimo valor observado da variável resposta acompanhado dos
respectivos valores observados para as variáveis explicativas.
A estatística Di pode ser bastante útil para detectar observações discrepantes e
tais ocorrências conduzem à remoção ou correção da correspondente observação. Em
geral, diagnósticos baseados na deleção de observações permitem apenas duas con-
clusões: ou a observação é convenientemente especiﬁcada para o modelo ou é inteira-
mente não observável, no sentido de que a variância da população de onde foi extraída
tende a inﬁnito (ver Cook (1986)).
Frequentemente deseja-se investigar outros interesses, como por exemplo a hete-






onde ŷω é o vetor de valores ajustados obtido quando a i-ésima observação possui peso
ω, com 0 ≤ ω ≤ 1 e as outras observações possuem peso 1. Observe que quando
ω −→ 0, Di(ω) −→ Di.
Para uma avaliação mais completa da inﬂuência de uma única observação, é
importante que se investigue o comportamento de Di(ω) para valores de ω diferentes
de zero.
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Cook (1986) extende essas ídéias, permitindo que um vetor de perturbação ω
seja utilizado para perturbar outros componentes do modelo. Uma motivação para
essa extensão segue da relação entre Di(ω) e a log-verossimilhança l(β), que veremos
a seguir.
Observe que podemos escrever o numerador da equação (2.2), na seguinte forma
‖ŷ − ŷω‖2 = ‖y − ŷω‖2 − 2 〈y − ŷω,y − ŷ〉+ ‖y − ŷ‖2 ,
onde 〈·, ·〉 representa o produto interno usual, de forma que
〈y − ŷω,y − ŷ〉 = 〈y − ŷ + ŷ − ŷω,y − ŷ〉
= 〈y − ŷ,y − ŷ〉+ 〈ŷ − ŷω,y − ŷ〉
= ‖y − ŷ‖2 + 〈ŷ − ŷω,y − ŷ〉 .
Com isso
‖ŷ − ŷω‖2 = ‖y − ŷω‖2 − ‖y − ŷ‖2 − 2 〈ŷ − ŷω,y − ŷ〉 , (2.3)
segue ainda que,
〈ŷ − ŷω,y − ŷ〉 = 〈ŷ,y〉 − 〈ŷ, ŷ〉 − 〈ŷω,y〉+ 〈ŷω, ŷ〉 .
Do Capítulo 1 sabemos que ŷ = X(XtX)−1Xty e ŷω = X(XtWX)−1XtWy, onde
W = diag(w1, w2. . . . , wn). Com isso, temos que
〈ŷ,y〉 = ŷty = ytX (XtX)−1Xty,
〈ŷ, ŷ〉 = ŷtŷ = ytX (XtX)−1Xty,
〈ŷω,y〉 = ŷtωy = ytWX (XtWX)−1Xty,
〈ŷω, ŷ〉 = ŷtωŷ = ytWX (XtWX)−1Xty.
Assim, concluímos que
〈ŷ − ŷω,y − ŷ〉 = 0 .
Portanto, a equação em (2.3) ﬁca resumida a
‖ŷ − ŷω‖2 = ‖y − ŷω‖2 − ‖y − ŷ‖2 .
Substituindo-se este último resultado na equação em (2.2) tem-se que
p Di(ω) =




Seja l (βω) a log-verossimilhança correspondente ao modelo perturbado por um
vetor ω ∈ Ω, onde Ω é um conjunto aberto de pequenas perturbações em Rq. Assum-




= l (β), para todo vetor β.
Assumindo que a log-verossimilhança no modelo perturbado é de classe C2 e con-
siderando apenas as partes relevantes da função de log-verossimilhança para o modelo
postulado l(β̂) e para o modelo perturbado l(β̂ω), onde β̂ e β̂ω são os estimadores de
máxima verossimilhança nos modelos postulado e perturbado, respectivamente, obte-



















































{‖y − ŷω‖2 − ‖y − ŷ‖2} ,
ou ainda











Finalmente, substituindo o último resultado acima na equação (2.4), encontramos a
relação entre a estatística Di(ω) e a função de log-verossimilhança de β̂,











Cook (1986) utiliza a medida afastamento pela verossimilhança para avaliar a













quando ω varia numa vizinhança de ω0. Observe que a equação em (2.5), na verdade
relaciona a estatística Di(ω) de Cook e a medida afastamento pela verossimilhança
deﬁnida em (2.6). Decorre daí que um gráﬁco de LD(ω) versus ω contém informações
essenciais da inﬂuência do esquema de perturbação utilizado. Esse gráﬁco pode ser














quando ω varia em Ω. A superfície deﬁnida acima é chamada de gráﬁco de inﬂuên-
cia.
2.3 A Curvatura Normal em um Gráﬁco de Inﬂuência
Nesta seção avaliaremos o comportamento da curvatura normal em torno de um
ponto ω0 pertencente ao gráﬁco de inﬂuência α(ω) deﬁnido na seção anterior, lem-
bramos que ω0 corresponde ao ponto em que l(β) = l(β|ω0). Para o caso particular
de termos q = 1, o gráﬁco de inﬂuência se reduz a α(ω) = {αi(ω)} , i = 1, 2, o que
equivale à curva plana α(ω) = (ω, LD(ω)), cuja curvatura é dada por, Stoker (1969, p.
26),
C =



































= 0, pois LD(ω) alcança um mínimo















Quando q > 1, um gráﬁco de inﬂuência é uma superfície em Rq+1, dessa forma a
noção de curvatura torna-se mais complexa. Estamos interessados em avaliar como a
superfície α(ω) desvia-se de seu plano tangente em torno do ponto ω0, para isso iremos
considerar o comportamento das seções normais da superfície próximo desse ponto.
As seções normais são obtidas pelas intersecções entre a superfície α(ω) e os planos
contendo o vetor normal ao seu plano tangente em ω0. As curvaturas dessas seções
normais são denominadas de curvaturas normais (ver Stoker (1969)).
Para obter uma seção normal, considere uma direção arbitrária em Rq, que repre-
sentaremos por um vetor ` de comprimento unitário, e uma reta em Ω ⊂ Rq passando
por ω0, que denotaremos por,
ω (a) = ω0 + a`, com a ∈ R. (2.10)
Essa reta gera uma linha projetada (lifted line) sobre a superfície α(ω) passando
pelo ponto α(ω0), essa linha projetada consiste de uma curva sobre essa superfície.
Cada direção ` especiﬁca uma linha projetada e vice-versa, pois o plano tangente à








 1 , se i = j0 , se i 6= j .
Assim, a matriz V possui a forma V = (Iq,0)t. Seja bq+1 o vetor da base canônica de
Rq+1 com 1 na última posição e zeros nas outras. Desta forma
Vt bq+1 = 0 ,
logo bq+1 é ortogonal às colunas da matriz V. Como as colunas dessa matriz formam
uma base para o plano tangente à superfície em ω0, o espaço que contém o vetor bq+1
é ortogonal ao plano tangente e contém o vetor (`t, 0)q+1. Como os vetores bq+1 e
(`t, 0)q+1 são linearmente independentes e geram o espaço ortogonal ao plano tangente
em ω0, então eles formam uma base para este espaço.
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2.3.1 A Curvatura Normal de uma lifted line
A lifted line (linha projetada) em uma dada direção ` consiste na curva plana dada por
ρ(a) = (ρ1, ρ2)
t = [a, LDω(a)]t e pode ser vista como o conjunto dos pontos de α(ω)
gerado pelos vetores bq+1 e (`t, 0)t. A curvatura normal da curva ρ(a), na direção `,
adaptada de (2.8) ﬁca escrita como
C` =













Para melhor avaliar a expressão acima devemos lembrar da suposição de que a
função de log-verossimilhança perturbada l(β,ω) é de classe C2 em (βt,ωt)t e, para a
















































= 0, pois ω0 é ponto de
mínimo local da função LD.




∣∣∣ ..LD {ω(a)}∣∣∣ ,
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avaliada em a = 0. Usando novamente a regra da cadeia, segue que
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pois a matriz Hessiana é simétrica. Avaliando a derivada acima em a = 0, obtém-se a
curvatura normal do gráﬁco de inﬂuência α(ω) que é dada por
C` =
∣∣∣`t ..LD (ω0)`∣∣∣ . (2.12)




























, avaliadas em ω = ω0.
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2.3.2 Uma Forma Operacional para a Curvatura Normal
O elemento (r, s) da matriz
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pois, β̂ é o ponto de máximo da função de log-verossimilhança, tanto no modelo pos-
tulado l(β), quanto no modelo perturbado l(β,ω0). Dessa forma, a segunda parcela
da derivada
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avaliada em ω = ω0.











β̂kω a k-ésima componente do vetor β̂ω, enquanto que (−
..
L) é a matriz de informação
observada de Fisher.
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Considerando o fato de que β̂ω é um ponto de máximo local da log-verossimilhança




=̂ω = 0, i = 1, . . . , p. (2.15)
Devemos observar que o primeiro membro da igualdade acima é uma função das p+ q
variáveis β1ω, . . . , βpω e ω1, . . . , ωq. Já o segundo membro é uma função constante, a
função identicamente nula. Segue que, derivando os dois membros da equação (2.15)
em relação a ω, e em seguida avaliando a derivada no ponto ω0, a derivada do segundo



















































































































Lki Jks +∆is = 0,
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Lik Jks +∆is = 0.
Assim, obtemos a forma mais resumida para a matriz J ,
J = − ..L−1 ∆. (2.18)















Usando o resultado (2.19) na equação (2.13) obtemos a seguinte forma da curvatura
normal para o gráﬁco de inﬂuência α(ω), na direção de um vetor unitário `,
C` = 2
∣∣∣`t∆t ..L−1 ∆`∣∣∣ . (2.20)
Com a equação (2.20) podemos avaliar a inﬂuência que pequenas perturbações
produzem sobre os componentes do modelo. A direção que produz maior inﬂuência lo-
cal, `max, é o autovetor normalizado correspondente ao maior autovalor Cmax da matriz
..
F, através dele identiﬁcamos os fatores mais inﬂuentes para o esquema de perturbação
em análise. Similarmente, os autovetores associados com os autovalores intermediários,
podem também ser usados para investigar o comportamento da superfície em direções
relativas à curvaturas menos extremas.
2.3.3 Avaliando a Curvatura Normal em um Ponto Diferente
de ω0
Quando direcionamos o estudo do gráﬁco de inﬂuência α(ω) para um ponto diferente
de ω0, vamos denotar este ponto por ω∗, em geral as linhas projetadas geradas pela
reta ω(a) = ω∗ + a` não correspondem mais a seções normais. Porém, curvaturas de
seções normais podem ser obtidas, como veremos adiante. Até o ﬁnal desta subseção























i = 1, . . . , q + 1. A seguir vamos obter a primeira e segunda derivadas da superfície




∂(ω∗1 + a `1)
∂a
, . . . ,

































































 ` = V` . (2.23)


















































































































= −2`t ..F `. (2.25)











F ` bq+1, (2.26)
onde bq+1 é o vetor deﬁnido na seção (2.3).
A curvatura normal C∗` associada à direção ` pode ser escrita como (ver Cook,
1986)
C∗` =
∥∥PV ..α`∥∥∥∥ .α`∥∥2 , (2.27)
onde PV é o operador de projeção ortogonal do espaço coluna da matriz V e PV =
I−PV. A curvatura normal C∗` será avaliada a seguir através das formas obtidas para
a primeira e segunda derivadas calculadas anteriormente.
35
Desenvolvendo o denominador da equação (2.27), temos que































[Iq+ .F .Ft]−1 [Iq .F] .























[Iq + λ .F .Ft] [Iq .F] ,
onde λ = − 1
1 +
∥∥∥ .F∥∥∥2 . Dessa forma, obtemos
PV =

























PV = Iq+1 − PV =







































































= [0 (−2)`t ..F `]
 AtA+BBt AtB+BC





















Substituindo os resultados acima em (2.30), temos que























∥∥∥ .F∥∥∥2 , (2.31)
segue daí que
∥∥PV ..α`∥∥ = ∣∣∣2`t ..F `∣∣∣ 1(
1 +
∥∥∥ .F∥∥∥2)1/2 . (2.32)
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Finalmente, substituindo os resultados de (2.28) e (2.32) em (2.27), obtemos a





∥∥∥ .F∥∥∥2)1/2 `t [Iq+ .Ft .F] ` . (2.33)
2.4 Perturbação no Modelo Normal Linear
Considere uma amostra y1, y2, . . . , yn onde Yi∼N(µi, σ2), com σ2 conhecido. Seja
ω um vetor de perturbação de ordem n× 1 para o modelo normal linear múltiplo dado











consequentemente, a função de log-verossimilhança perturbada é
l(β,ω) = −n
2







ωi(yi − xtiβ)2, (2.34)
onde ωi e yi são os elementos de ordem i dos vetores ω e y, respectivamente e xti é a
i-ésima linha da matriz de variáveis explicativas X.













































onde ri = yi−xtiβ, com i = 1, . . . , n, são os resíduos. Diferenciando agora, o resultado


























onde D(e) = diag(ei) e ei = ri| =̂ = yi − xtiβ̂.
Diferenciando a equação (2.35) em relação ao vetor βt, e avaliando o resultado
em β̂ e ω0 obtemos a matriz
..



































































= −σ2 (XtX)−1 . (2.37)
Substituindo os resultados dados em (2.36) e (2.37) na equação da curvatura em
(2.20), tem-se
C` = 2










onde PX = X (XtX)−1Xt é a matriz de projeção ortogonal de Rn sobre o subespaço
vetorial gerado pelas colunas da matriz X.
Quando σ2 não é conhecido, o vetor de parâmetros desconhecidos é denotado
por θ = (βt, σ2)t, observe que a parte relevante da função de log-verossimilhança do
modelo perturbado ﬁca expressa por
l(θ,ω) = −n
2
































note que o bloco superior da matriz acima já foi calculado na equação (2.37), precisamos
































































onde esq = (e2, . . . , e2)t e e2i = r2i |=̂.
Substituindo os resultados obtidos em (2.36) e (2.40) na equação (2.39), tem-se
∆ =

























































































Xty − (XtX) β̂} ,
mas, para o modelo de regressão linear normal múltipla dado na equação (1.7),
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= 0tp×1 = 01×p.


















































consiste no estimador de máxima
































Finalmente substituindo os resultados obtidos em (2.41) e (2.43) na fórmula da





































Vale ressaltar que não são conhecidas expressões analíticas para o autovetor `max
da matriz
..
F, quando a curvatura normal for dada pelas fórmulas estabelecidas nas
equações (2.38) e (2.44), Cook (1986).
2.4.1 Avaliando Coeﬁcientes Individuais
Frequentemente torna-se interessante a análise individual dos coeﬁcientes em um mod-
elo linear, Cook (1986). Nesta seção, estabeleceremos uma fórmula para a curvatura
normal ser usada na avaliação da inﬂuência local sobre um coeﬁciente determinado.
Considere a seguinte partição para a matriz de variáveis explicativas X = [X1X2],
onde a variável de interesse é representada pela primeira coluna X1 e o seu respectivo
coeﬁciente é o β1. Seja rX1 o vetor de resíduos da regressão da coluna X1 sobre as
colunas restantes, ou seja, a matriz X2. Assim,
rX1 = X1 − X̂1,
onde X̂1 = X2(Xt2X2)−1Xt2X1, logo podemos escrever




onde PX2 = X2(Xt2X2)−1Xt2 é a matriz de projeção ortogonal sobre as colunas da
matriz X2 e PX2 = I−PX2 .
Consideraremos a equação da curvatura normal a seguir, (ver Cook (1986))
C`(β1) = 2





, e as matrizes ∆ e ..L−1 foram deﬁnidas na seção anterior.













Note que podemos escrever a matriz ∆ e a matriz
..





















L11 = − 1
σ̂2
Xt1X1,L12 = 01×p,L21 = 0p×1eL22 =











Quando substituimos a matriz B22, juntamente com a partição apresentada para

































































então R11 = Xt1X1, R12 = Xt1X2, R21 = Xt2X1 e R22 = Xt2X2. Denotando a inversa





Agora vamos aplicar a forma padrão da inversa de uma matriz particionada nas mesmas






















































aplicando o resultado do teorema (A.2.4), descrito no apêndice A, e operando
algumas simpliﬁcações, tem-se













































Substituindo o resultado acima e o restante dos elementos na última expressão

























































































‖rX1‖2 = ‖X1‖2 −
∥∥µ̂X1∥∥2 .
Para ﬁnalizar, substituimos o resultado acima, na última expressão determinada

































vamos denotar por b o numerador da expressão entre colchetes no resultado acima.
Logo, temos que




substituindo rX1 pela sua expressão dada na equação (2.45) e β̂X1 pela forma
deﬁnida no item (ii), no resultado acima, tem-se


















agora substituimos o resultado de b acima, na última expressão encontrada para
R12, segue que











Substituindo os resultados encontrados nos itens (i), (ii), (iii) e (iv) nas entradas



















Substituindo o resultado anterior, a inversa da matriz R, na equação de N e













Note que X2β̂X1 corresponde ao vetor de valores preditos da regressão de X1











temos ainda que os elementos do vetor X1 − µ̂X1 , na expressão acima, representam os








Finalmente, substituindo a expressão encontrada para N acima, na equação






Para obtermos o valor máximo que a curvatura normal C` pode assumir, quando
está sujeita à condição de que ‖`‖ = 1, devemos observar que na verdade, a expressão
rtX1D(e)` da equação (2.50) é um escalar, logo é igual ao seu transposto. Portanto,
























































Aplicando a desigualdade de Cauchy-Schwartz descrita no teorema (A.2.1), no Apêndice




)2 ≤ (rtX1D(e)D(e)rX1) (`t`) ,
como o vetor ` está sujeito à condição `t` = 1, segue que









sendo que a igualdade na expressão acima ocorre somente quando é satisfeita a seguinte
condição
` = c D(e)rX1 ,
























é a curvatura máxima, que obviamente ocorre na direção
`max = D(e)rX1 . (2.52)
Elementos do autovetor `max relativamente grandes ou pequenos, correspondem
às observações que possuem |rj| e |ej| simultaneamente grandes. Portanto, através
de uma inspeção do vetor `max podemos identiﬁcar quais observações que contribuem
substancialmente com o autovalor Cmax, Cook (1986).
2.5 Perturbação de Observações na Família Exponen-
cial
Nesta seção, iremos extender alguns resultados anteriores para outros modelos
além do normal linear, cujas funções densidades ou de probabilidade sejam membros
da família exponencial.
Considere agora uma amostra aleatória y1, y2, . . . , yn de observações indepen-
dentes retiradas de uma variável cuja função densidade ou probabilidade pertença à
família exponencial, isto é, seja dada pela equação (1.10). Logo, podemos escrever a
função de log-verossimilhança do vetor y = (y1, y2, . . . , yn)t, quando atribuimos um
peso ωi à i-ésima observação, da seguinte forma
l(β, φ|ω) = φ
n∑
i=1




onde φ−1 é o parâmetro de escala (φ > 0), β é o vetor de parâmetros desconhecidos e
θi = θi(β).
Observe os seguintes resultados
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, j = 1, . . . , p; k = 1, . . . , p.










, i = 1, . . . , n; j = 1, . . . , n.
Mas, observe que ∂bi
∂θj
=


















, i = 1, . . . , n.























Segue que, derivando a função de log-verossimilhança dada na equação (2.53),
em relação a ωs, obtém-se
∂l
∂ωs
= φyiθi − φb(θs) + c(ys, φ).
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. . . 0
... . . . ...










, com i = 1, . . . , n;
onde
.̂
θ é a matriz
.
θ expressa no item (i), avaliada em β̂ e ω0. Seja ui = yi − ∂bi
∂θ̂i
e




























































θi foram expressas no item (i) desta seção. Observe ainda que
∂2bi
∂θ̂2i









































































































Consequentemente, obtemos a curvatura normal substituindo o resultado acima, na
equação (2.13) dada na seção (2.3).
Muitos MLGs são casos especiais da função de log-verossimilhança em (2.53),
Cook (1986). Se considerarmos a condição θi(β) = g(xtiβ), onde i = 1, . . . , n e g é
uma função de ligação, seguem as seguintes adaptações dos resultados anteriores desta
seção.









, i = 1, . . . , n; j = 1, . . . , p.
Usando a regra da cadeia, temos que o elemento (r,s) da matriz
.










mas, ηr = xr1β1 + · · ·+ xrsβs + · · ·+ xrpβp, logo ∂ηr
∂βs








gr é a derivada
∂g
∂ηr







g1 x11 . . .
.
g1 x1p
... . . . ...
.







g1 . . . 0
... . . . ...





x11 . . . x1p
... . . . ...




gi)X, i = 1, . . . , n. (2.57)
Quando g é a ligação canônica, tem-se que
.




















, k = 1, . . . , p; j = 1, . . . , p,






























é o i-ésimo elemento do vetor
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2.5.1 Observações Individuais em Regressão Logística
Seja y1, . . . , yn uma amostra aleatória de variáveis independentes, com yi ∼ Binomial (mi, pi),
para i = 1, . . . , n. Assim, a função de log-verossimilhança perturbada do vetor y =
(y1, . . . , yn)














onde β é o vetor de parâmetros desconhecidos do modelo e pi = P [yi = 1|xi]. Pela












1− pi = 1
1 + eηi
.

















































Agora derivamos o resultado acima em relação a ωr, de onde obtemos que
∂2l
∂βs∂ωr
= ωryrxrs − ωrmrxrspr
= ωrxrs (yr −mrpr) .
Avaliando a derivada acima em θ̂ = (β̂t, p̂i)t e ω = ω0, obtemos o elemento (r, s) da



































= WtD {χ} (2.60)






e D {χ} = diag {χi} , i = 1, . . . , n.
















































Dessa forma, a matriz
..

















Substituindo os resultados das expressões (2.60) e (2.61) na equação (2.19), tem-se
..





= D {χ}PWD {χ} ,
onde PW = W [WtW]−1Wt, ou seja, é a projeção ortogonal do espaço Rn sobre




equação (2.13), obtém-se a curvatura normal para avaliar a perturbação de observações
individuais em regressão logística
C` = 2
∣∣`tD {χ}PWD {χ} `∣∣ . (2.62)
Capítulo 3
Avaliando a Inﬂuência Local Através
da Inclinação Máxima de uma lifted
line
3.1 Introdução
A abordagem de Cook para diagnóstico de inﬂuência local apresenta certas di-
ﬁculdades práticas, em algumas situações. Billor e Loynes (1993) destacam quatro
dessas diﬁculdades, a seguir:
(i) A escolha de um referencial.
A escolha de um referencial para comparar com o valor da curvatura máxima
obtida não é bem clara. O valor 2 foi sugerido por Cook (1986) como um referen-
cial, ou seja, se a curvatura exceder 2, indica sensibilidade local, porém esse valor
é independente não apenas dos dados e do modelo como também das dimensões
n, p e q. Portanto, não parece convincente a escolha desse valor como referencial.
Em parte, esse problema acontece pela natureza do valor de Cmax, que na ver-
dade é uma derivada, logo indica a razão de mudança provocada pelo esquema
de perturbação adotado, embora o interessante fosse uma medida da mudança
absoluta.
(ii) O cálculo da curvatura máxima (Cmax).
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Em situações relativamente simples, não há uma fórmula explícita disponível para
a curvatura máxima, por exemplo, no caso de regressão normal linear.
(iii) A falta de invariância da curvatura sob reparametrização do esquema de pertur-
bação.
Schall e Dunne (1992) propõem uma solução para o problema da falta de invar-
iância da curvatura máxima, sob reparametrização do esquema de perturbação,
usando a relação entre o fator de inﬂação da variância e a curvatura máxima.
(iv) A falta de deﬁnição dos parâmetros.
Billor e Loynes (1993) mostram, através de um exemplo prático, uma diﬁculdade
decorrente da falta de deﬁnição dos parâmetros.
Considere o modelo de regressão normal linear
yi = x
t
iβ + σiεi, i = 1, . . . , n
e as duas versões de um esquema de perturbação a seguir:
• Versão 1:
σi =
 σ(1 + ω) , i = 1σ , i ≥ 2 (3.1)
• Versão 2:
σi =
 σ , i = 1σ
1− ω , i ≥ 2
(3.2)
Quando σ não é conhecido os modelos (3.1) e (3.2) são idênticos, contudo Billor e
Loynes (1993) constataram a ocorrência de certa diferença no cálculo da curvatura
máxima para as duas versões apresentadas acima.
3.2 Medida de Afastamento Pela Verossimilhança Mod-
iﬁcada
A medida apresentada por Tsai (1986) e usada por Billor e Loynes (1993) para
medir a inﬂuência local, que deﬁniremos mais adiante, possui de imediato a vantagem
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de estar de acordo com a falta de deﬁnição dos parâmetros, discutido no início deste
capítulo.






onde θ̂ e θ̂ω são os estimadores de máxima verossimilhança do vetor de parâmetros
desconhecidos θ, sob os modelos original e perturbado, respectivamente.
Note que, com a medida LD∗, o problema da escolha dos parâmetros desaparece,
visto que l(θ̂ω|ω) é a máxima verossimilhança sob o modelo perturbado, a qual inde-
pende de uma particular escolha de parametrização.
Em relação à deleção de observações, Billor e Loynes (1993) levantam a seguinte
questão: se nosso interesse é perturbar o modelo, devemos conservar os dados inalter-
ados, mas no caso de deleção de observações, ocorre na verdade, uma modiﬁcação na
dimensão dos dados. Sendo assim, a omissão de um ponto dos dados parece ser mais
do que uma simples perturbação, pode ser melhor entendida como um outro tipo de
operação.
Para lidar com essa diﬁculdade, Billor e Loynes (1993) usam o fato de que as
estimativas dos parâmetros β̂(i) e σ̂2(i), baseados no conjunto dos dados sem a i-ésima
observação, são iguais às obtidas quando usamos o modelo outlier mean shift (desloca-
mento de média) com o conjunto dos dados completo.
Considere o modelo de regressão linear deﬁnido em (1.7), com todas as suposições
usuais, exceto que a variância dos erros seja conhecida e igual a σ2. A inﬂuência local
de Cook foi motivada pela estatística Di, deﬁnida na equação (2.1). Para a medida
afastamento pela verossimilhança LD∗, deﬁnimos a estatística D∗i , como uma análoga
natural da estatística de Cook, Di. Dessa forma, D∗i mede a diferença entre β̂ e β̂(i),
onde β̂ é o estimador de máxima verossimilhança de β.
Se l(β) denota a função de log-verossimilhança do modelo original e lms(β, φ) é
a log-verossimilhança do modelo deslocamento de média, dado por
y = Xβ + diφ+ ε (3.4)








A função de log-verossimilhança para o modelo deslocamento de média é:
































Igualando a zero a derivada acima, temos que














































Xty − (XtX)−1 φxi.
Considerando que, β̂ = (XtX)−1Xty, obtemos o estimador de máxima verossimilhança
do vetor de parâmetros β, para o modelo deslocamento de média,





Agora vamos obter o estimador de máxima verossimilhança do parâmetro φ.






yi − xtiβ − φ
)
(−1),
igualando a zero o resultado acima, obtemos que
φ̂ = yi − xtiβ̂ms.
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Substituindo o valor de β̂ms dado na equação (3.7) no resultado acima, temos que
φ̂ = yi − xti
[
β̂ − φ̂ (XtX)−1 xi]





= yi − µ̂i + φ̂hii,
onde µ̂i = xtiβ̂ é o valor predito para yi da regressão de y sobre X e hii = xti (XtX)
−1
xi
é o elemento (i, i) da matriz hat. Podemos ainda escrever
φ̂ = ri + φ̂hii
=
ri
1− hii , (3.8)
onde ri = yi − µ̂i é o i-ésimo resíduo ordinário da regressão de y sobre X.
Observe que podemos escrever o estimador de máxima verossimilhança do vetor






onde X(i) é a matriz de variáveis explicativas sem a i-ésima linha e y(i) é o vetor de
variável resposta sem o i-ésimo elemento. Segue que,
Xt(i)X(i) = X
tX− xixti
aplicando o resultado do teorema (A.2.4), descrito no Apêndice (A), ao segundo mem-
















1− xti (XtX)−1 xi
.












































































































xi [µ̂i − yi]
1− hii






Vamos considerar agora apenas a parte relevante da log-verossimilhança do mod-
elo original. Assim,






























Do mesmo modo, vamos considar agora apenas a parte relevante da log-verossimilhança
do modelo deslocamento de média em (3.6). Temos que,














substituindo os resultados em (3.8) e (3.10) na equação acima, tem-se











































































onde hij = xtj (XtX)
−1
xi é o elemento (i, j) da matriz hat. Segue que,
lms(β̂(i), φ̂) = −
1
2σ2

















no resultado acima temos que,
























































































































Logo, todos os elementos do produto Hr são iguais a zero. Ou seja,
n∑
j=1
hijrj = 0,∀i. (3.14)

































σ2(1− hii) . (3.16)
Note que a medida acima depende apenas de duas quantidades, os resíduos ri e
os elementos da diagonal principal da matriz hat.
No Capítulo anterior vimos que uma motivação para a inﬂuência local de Cook
(1986) é a relação em (2.6), entre a estatística Di e a medida de afastamento pela
verossimilhança LD. Billor e Loynes (1993) consideram uma relação análoga, entre a
estatística D∗i e a medida afastamento pela verossimilhança modiﬁcada LD∗, dada por:











Através de um raciocínio semelhante ao utilizado por Cook (1986) para estudar
a inﬂuência local, temos que (ω, LD∗(ω)) representa uma superfície q + 1 dimensional
e com isso, é possível estabelecer linhas projetadas (lifted line) em várias direções
dessa superfície. Considerando a reta em Rq deﬁnida por ω(a) = ω0 + a`, onde ω0
representa um vetor de não-perturbação do modelo, ` é um vetor ﬁxo em Rq e a é
um escalar, segue que o comportamento de LD∗ (ω0 + a`) proporciona informações
importantes sobre a inﬂuência do esquema de perturbação adotado.
Como a primeira derivada de LD∗ avaliada em ω0, não se anula, exceto para
alguns valores particulares do vetor `, a primeira derivada de LD∗ em relação a `,
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produz informações valiosas sobre o comportamento local de LD∗(ω0). Em particular,
a inclinação máxima e a correspondente direção máxima, denotadas respectivamente
por d∗max e `∗max são importantes quando q 6= 1, onde q é a dimensão do vetor ω, Billor
e Loynes (1993).
A direção máxima da função LD∗ no ponto ω0 ocorre na direção do gradiente
∇LD∗(ω0). Logo, a inclinação máxima (d∗max) é medida por (ver Lima (1981))
d∗max = ‖∇LD∗(ω0)‖ .

































= 0 e que ∂l (β|ω)
∂β
, quando avaliada em β̂ e ω0,









Portanto, a inclinação máxima pode ser escrita como
d∗max = 2
∥∥∥∇l (β̂|ω)∥∥∥ . (3.18)
Para uma aplicação dessa teoria, vamos considerar o modelo perturbado de re-
gressão normal linear dado a seguir
y = Xβ + ε
onde V ar(ε) = σ2W−1 e W = diag (1 + w1, 1, 1, . . . , 1), com o modelo não perturbado
sendo obtido quando w1 = 0. A inclinação da linha projetada sobre a superfície
(ω, LD∗(ω0)) é calculada através da primeira derivada de LD∗(ω) em relação a w1. A
log-verossimilhança para o modelo acima ﬁca estabelecida por




















































onde r1 = y1 − xt1β̂ é o resíduo ordinário relativo à primeira observação da regressão
de y sobre X. Temos as seguintes considerações para o resultado do resíduo r1 acima,
• se |r1| = σ, não existe razão para preferir o modelo perturbado ao não perturbado
e vice-versa,
• se |r1| << σ devemos optar pelo modelo perturbado caso w1 < 0, isto é, se
V ar(y1) < σ
2.




possui uma cota superior ﬁnita quando |r1| → 0,
enquanto sua cota inferior, quando |r1| → +∞ é −∞, essa assimetria esta inteiramente
de acordo com a teoria vista, Billor e Loynes (1993).
Agora vamos considerar a matriz de perturbação geral dada por
Wg = diag (1 + w1, 1 + w2, . . . , 1 + wn) ,

























quando wi = 0, com i = 1, . . . , n. Dessa forma, a razão máxima de crescimento de



























O mesmo desenvolvimento adotado nesta seção, pode ser aplicado quando estamos
interessados em avaliar o comportamento de um gráﬁco de inﬂuência em um ponto ω∗
diferente de ω0, visto que, para isso, faz-se necessário apenas a primeira derivada
da função LD∗. A única diferença existente é que, neste caso, a razão máxima de
crescimento deve ser avaliada agora no ponto ω∗.
3.3 Avaliando a Inclinação Máxima d∗max
Uma das diﬁculdades na interpretação dos resultados em um estudo da inﬂuên-
cia local, na abordagem de Cook (1986), é justamente o de determinar um valor de
referência para comparar com a curvatura máxima obtida. Segundo Billor e Loynes
(1993) essa questão deve ser respondida pelo julgamento e intuição em escolher um
valor apropriado para servir de referência, e que seja adequado ao problema.
Billor e Loynes (1993) esclarecem que existem várias maneiras para determinar
uma tal referência. Por exemplo, vamos considerar o modelo de regressão normal
linear perturbado pela matriz Wg = diag (1 + ω1, 1 + ω2, . . . , 1 + ωn), já mencionado













. A expressão acima é útil para avaliar os momentos de A,
porém para a obtenção de um valor de referência ela se torna um tanto complicada.
Segue daí, que substituindo os resíduos rj em A, pelos respectivos erros aleatórios εj,
os quais são assumidos variáveis aleatórias independentes normalmente distribuidas,
































































= 56n+ 4n2. (3.22)
Substituindo os resultados em (3.21) e (3.22) na fórmula da variância a seguir,
temos que
V ar[A] = E[A2]− (E[A])2
= 56n+ 4n2 − (2n)2
= 56n. (3.23)
Dessa forma, um referencial conveniente seria então dado por E[A] + 2DP [A],
onde DP [A] representa o desvio padrão de A. Segue que, para o nosso exemplo,




Para uma melhor aproximação, podemos usar uma transformação de A. Porém,
o valor 2n+4
√
14n pode ser considerado como uma referência para avaliar a inﬂuência
local do problema proposto.
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3.4 Inclinação Máxima no caso de Peturbação de Ob-
servação no Modelo Normal Linear
Considerando apenas a parte relevante da função de log-verossimilhança pertur-






ωi(yi − xtiβ)2, (3.24)
onde ωi e yi são as i-ésimas componentes dos vetores ω e y, respectivamente.









































Vimos na seção (3.2) que a direção da inclinação máxima `∗max é a direção do
gradiente, assim podemos escrever




















Para obter um valor de referência para a inclinação máxima acima podemos de-






tuindo em A os rj′s pelos erros εj′s que são assumidos variáveis aleatórias independentes






















































Pela proposição (A.3.3) no Apêndice (A), temos que a função geradora de momentos




(t) = 3(1− 2t)−5/2 ⇒M ′′xj(0) = E[x2j ] = 3. (3.30)








= 3n+ n(n− 1)
= n2 + 2n. (3.31)
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Substituindo o resultado das equações (3.28) e (3.31) na fórmula da variância a
seguir, obtém-se
V ar[A] = E[A2]− (E[A])2
= n2 + 2n− (n2)
= 2n.
Portanto, podemos considerar como um valor de referência para a inclinação máxima
obtida em (3.27), o resultado de
E[A] + 2
√
V ar[A] = n+ 2
√
2n. (3.32)
3.5 Inclinação Máxima no caso de Perturbação de
Observação no Modelo Logístico
Considere a função de log-verossimilhança perturbada para uma amostra aleatória













ωimiln [1− pi] .



















+miln [1− p̂i] .



















A inclinação máxima é obtida pela aplicação imediata de
d∗max = ‖∇LD∗(ω0)‖ .
Capítulo 4
Aplicações
Neste capítulo são discutidos três exemplos de análise de dados reais via o pacote
estatístico R. O objetivo principal destas aplicações é colocar em prática as técnicas
de diagnóstico, com ênfase para a inﬂuência local de Cook e a abordagem de Billor e
Loynes, descritas nesta dissertação.
Utilizamos também algumas técnicas de gráﬁcas, para detectar a fuga das
suposições adotadas para os modelos sugeridos e a ocorrência de possíveis outliers,
estes conceitos foram descritos no capítulo 1, para maiores detalhes consultar Paula
(2004).
No primeiro exemplo (seção (4.1)) usamos o modelo de regressão normal linear
simples para os dados propostos. A análise foi desenvolvida de quatro formas: técni-
cas gráﬁcas de diagnóstico, curvatura normal de Cook para regressão normal linear,
sob perturbação de observação, inclinação máxima proposta por Billor e Loynes, sob
perturbação na variância e sob perturbação de observação.
No segundo e terceiro exemplos (seções (4.2) e (4.3), respectivamente) usamos
o modelo de regressão logística múltipla para os dados apresentados. Em cada exem-
plo analisamos o modelo proposto sob três aspectos: técnicas gráﬁcas de diagnóstico,
curvatura normal de Cook para regressão logística e a inclinação máxima de Billor e
Loynes, ambos sob esquema de perturbação de observação.
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4.1 Estimativa do Número de Gansos por Bando
Métodos de inspeção aérea são regularmente empregados para estimar a popu-
lação de gansos, durante o verão no Oeste da Baia de Hudson, no Canadá, Weisberg
(1985). Para isso, uma pequena aeronave sobrevôa a região e quando avista um bando
de gansos, uma pessoa experiente estima a quantidade dessas aves. Para investigar a
eﬁciência deste método um experimento foi conduzido, onde uma aeronave carregando
dois observadores sobrevôou 45 bandos e cada um deles estimou independentemente
o número de pássaros por bando. Além disso, uma fotograﬁa foi retirada de cada
bando e posteriormente uma contagem do número de gansos foi realizada através desta
fotograﬁa.
Os dados coletados neste experimento encontran-se em Weisberg (1985, pg.102).
Aplicamos um modelo normal linear simples para os dados, de modo que Y seja o
número de gansos por bando, computados a partir da fotograﬁa aérea e X o número
de gansos estimado pelo observador 1 do experimento. O modelo ﬁca portanto dado
por
yi = α + βxi + εi, i = 1, . . . , 45, (4.1)
com a suposição de que εi ∼ N(0, σ2), com os εi′s mutuamente independentes. As
estimativas dos parâmetros fornecidas pelo R, foram α̂ = 26, 650 e β̂ = 0, 883, com re-
spectivos desvios padrões dados por 8,614 e 0,078. Ambos indicando que os coeﬁcientes
apresentaram-se signiﬁcativos ao modelo.
A estimativa da variância é dada por 44,41 e a porcentagem de variação de Y ex-
plicada pelo modelo, ou seja, o valor do coeﬁciente de determinação foi de 74, 45%.
A regressão, através do teste F, mostrou-se signiﬁcativa.
O diagrama de dispersão (plot de X versus Y ) mostrado na Fig.4.1, sugere
forte evidência de heterocedasticidade. Assim, podemos esperar que a introdução de
uma pequena perturbação revele alguma espécie de sensibilidade no modelo.
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Figura 4.1: Número de gansos contados a partir da foto versus o número de gansos
estimado pelo observador 1
A seguir faremos uma análise de alguns gráﬁcos de diagnósticos, com o objetivo
de identiﬁcar pontos inﬂuentes e de veriﬁcar a validade das suposições adotadas para
o modelo.






















Figura 4.2: Gráﬁco de probabilidades com envelopes
Na Fig.4.2 temos o gráﬁco normal de probabilidade com envelopes para os resíduos
tsi , que avalia a validade da suposição de normalidade da variável resposta, para o
modelo adotado em (4.1), pode-se notar através deste gráﬁco, um forte indício de não
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validade desta suposição, pois há uma grande quantidade de pontos fora das bandas de
conﬁança do gráﬁco, conﬁgurando talvez a ausência de algum termo extra no modelo.
Um outro gráﬁco importante a ser interpretado é o gráﬁco dos valores ĥii em
função das ordens das observações dado na Fig.4.3, através dele destacamos dois pontos
acima da linha 2∗p
n
, que correspondem às observações 28 e 29, sendo portanto candidatos
a pontos inﬂuentes.






















Figura 4.3: Leverage ĥii contra a ordem das observações

























Figura 4.4: Resíduos studentizados(tSi) contra a ordem das observações
O gráﬁco dos resíduos studentizados em função das ordens das observações, dado
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na Fig.4.4, destaca novamente os pontos 28 e 29, além do ponto 41, sendo estes can-
didatos a serem pontos aberrantes.
Na Fig.4.5 temos o gráﬁco dos resíduos studentizados em função dos valores ajus-
tados, veriﬁcamos novamente em destaque os pontos 28, 29 e 41, o gráﬁco renova a
indicação de heterocedasticidade já percebida pelo diagrama de dispersão (Fig.4.1).

























Figura 4.5: Resíduos studentizados tSi contra os valores ajustados















































Figura 4.6: Coordenadas do autovetor dmax contra a ordem das observações
Os mesmos pontos já destacados anteriormente (28,29 e 41) também aparecem
em destaque no gráﬁco da Fig.4.6, das coordenadas do autovetor dmax em função das
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ordens das observações.
Dentre os pontos destacados pelos gráﬁcos como candidatos a outliers, o que
aparece sempre mais remoto é o correspondente à observação 29, daí a escolha deste
ponto para sofrer uma pequena perturbação, espera-se com isso que o modelo seja
sensível a esta alteração e o modo de medir esta sensibilidade será através da curvatura
normal de Cook para modelo normal, dada em (2.45). Para introduzir a perturbação
nas observações consideramos o vetor ` da referida fórmula, com 1 em todas as posições
com excessão da posição 29 que recebeu o valor 0,9. O valor obtido foi de 17.767, o
que indica extrema sensibilidade local.
Usando o esquema de perturbação de observação descrito na seção (3.3), apli-
camos o resultado da inclinação máxima (d∗max) dada na equação (3.28), com isso obte-
mos o resultado 16,573, considerando como referência o valor sugerido pela fórmula em
(3.33) que é de 7,381, temos aqui forte indicação de sensibilidade local.
Para o esquema de perturbação da matriz de variância abordado no seção (3.1),
o valor da inclinação máxima é de 17,766, obtido através da fórmula dada em (3.20).
Usando o valor de referência para d∗max, sugerido na seção (3.2), que é de 13,798,
também aqui detectamos forte sensibilidade local.
A abordagem de Billor e Loynes permite que se tenha os valores individuais das
coordenadas (`∗j′s) do gradiente `∗max = ∇LD∗(ω0), que é o vetor que indica a direção
onde se obtém a inclinação máxima. Assim podemos avaliar quais observações con-
tribuem com a maior parcela para o valor de d∗max. Os `∗j′s individuais, obtidos pela
perturbação da matriz de variância, são apresentados na tabela (4.1), na qual nota-se
que as observações que contribuem com os maiores valores são as de números 28,29 e
41.
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Tabela 4.1: Valores individuais dos `∗j′s para os dados de gansos.
observação(i)
∣∣`∗j ∣∣ observação(i) ∣∣`∗j ∣∣ observação(i) ∣∣`∗j ∣∣
1 0,8892 16 0,6268 31 0,9975
2 0,9417 17 0,9881 32 0,5387
3 0,5988 18 0,9988 33 0,9586
4 0,9539 19 0,7177 34 0,9997
5 0,9418 20 0,9572 35 0,9452
6 0,7478 21 0,9372 36 0,8507
7 0,8822 22 0,8224 37 1,0793
8 0,8911 23 0,6010 38 0,9875
9 0,9461 24 0,6530 39 0,9834
10 0,7661 25 0,2726 40 0,8199
11 0,8224 26 0,9749 41 6,5283
12 0,6445 27 1,6615 42 0,3999
13 0,7570 28 12,2618 43 0,7753
14 0,8111 29 7,0421 44 0,4322
15 0,9999 30 0,9949 45 0,9306
79
4.2 Distúrbio Coronário versus Pressão Sanguínea e
Nível de Colesterol
Os dados utilizados nesta seção foram obtidos em Cordeiro (1986, pg.113), mostram
a classiﬁcação de 1330 pacientes segundo a ocorrência ou não de distúrbio coronário
pelos seguintes níveis de colesterol (NCi):
NC1=menos de 200
NC2=de 200 a 219
NC3=de 220 a 260
NC4=mais de 260
e de pressão sanguíne(PSi):
PS1=menos de 127
PS2=de 127 a 146
PS3=de 147 a 166
PS4=mais de 166.
Considerando como variável resposta Y=proporção de indivíduos que apresen-
taram distúrbio coronário e como variáveis explicativas NC e PS, ambas deﬁnidas como
fator com quatro níveis cada uma, como descritos acima. Adotamos para os dados o
modelo logístico linear múltiplo, com preditor linear dado por






β3kNCk, i = 1, . . . , 16. (4.2)
Assumindo que β21 = β31 = 0 e considerando erro Binomial e ligação logit, o desvio
obtido para este modelo foi D(y, p) = 4, 775 (9 graus de liberdade), indicando um
ajuste adequado, pois o p-value associado a 4, 775 pelo teste qui-quadrado unicaudal
é de 85, 34%. O número de iterações do processo iterativo para estimar os coeﬁcientes
desse modelo foi quatro.
Na tabela (4.2) a seguir temos dispostas as estimativas dos parâmetros do modelo
proposto, com seus respectivos desvios padrões, todos apresentaram-se signiﬁcativos ao
modelo.
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Tabela 4.2: Estimativas dos coeﬁcientes referentes ao modelo em 4.2 para explicar a
proporção da ocorrência de distúrbio coronário.








A Fig.4.7 nos mostra o gráﬁco de probabilidade com envelopes para os resí-
duos tDi , que avalia a validade da suposição de que a variável resposta segue uma
Binomial(mi,pi), como podemos observar não há indícios de que esta suposição não
seja válida para o modelo adotado em (4.2).




















Figura 4.7: Gráﬁco de probabilidade com envelopes para o modelo binomial
A seguir faremos uma inspeção sobre alguns gráﬁcos utilizados para detectar pos-
síveis pontos candidatos a serem inﬂuentes. O gráﬁco da Fig.4.8 dos hii em função das
ordens das observações não detecta nenhum ponto acima da linha 2∗p
n
, assim não temos






















Figura 4.8: Leverage ĥii contra a ordem das observações
No gráﬁco da Fig.4.9, dos ĥii contra os valores ajustados os pontos que aparecem
mais distantes são àqueles correspondentes às observações 12,15 e 16.



















Figura 4.9: Leverage ĥii contra valores ajustados
O gráﬁco dos resíduos tDi contra os valores ajustados, mostrado na Fig.4.10,
destaca os pontos correspondentes às observações 1,10 e 13, mas nenhuma com indi-
cação de ser ponto inﬂuente.
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Figura 4.10: Resíduo tDi contra valores ajustados
Na Fig.4.11 temos o gráﬁco da medida afastamento pela verossimilhança, LDi,
em função da ordem das observações, nele é possível destacar os pontos correspon-











































Figura 4.11: LDi contra a ordem das Observações
No gráﬁco das coordenadas padronizadas do autovetor `max em função da ordem
das observações, mostrado na Fig.4.12, podemos observar os pontos correspondentes




































Figura 4.12: Coordenadas do autovetor `max contra a ordem das observações
Avaliando a situação dos pontos destacados pelos gráﬁcos, não temos uma clara
deﬁnição sobre quais apresentam-se mais discrepantes, podendo inﬂuir no resultado do
ajuste. Para colocar em prática o cálculo da curvatura normal para perturbação de ob-
servação em modelo logístico, usaremos a fórmula dada na equação (2.62), escolhemos
a observação 13 para sofrer uma pequena perturbação através do vetor `, com 1 em
todas as posições menos na de ordem 13, que recebe 0,9. Aplicando a referida fórmula
obtemos o resultado 9,1315, a falta de um valor de referência para comparar com este
valor, não permite uma interpretação deﬁnitiva a respeito da sensibilidade do modelo.
No cálculo da inclinação máxima (d∗max) para o modelo logístico, usamos o re-
sultado encontrado na seção (3.5), o valor encontrado foi de 89,0611. O gráﬁco da
Fig4.13 mostra o plot das coordenadas padronizadas do gradiente `∗max em função da
ordem das observações, observa-se que os pontos correspondentes às observações 7 e 8








































Figura 4.13: Coordenadas do autovetor `∗max contra a ordem das observações
As coordenadas padronizadas em valor absoluto do autovetor `max e do gradiente
`∗max são mostradas na tabela a seguir, onde podemos destacar às observações 7 e 8
como as que apresentam as maiores coordenadas do gradiente `∗max, enquanto que as
observações 1 e 13 apresentam as maiores coordenadas do vetor `max. As técnicas uti-
lizadas aqui, para detectar outliers, não mostraram indicação consistente em relação
a algum ponto dos dados, o que talvez indique que para esta aplicação não haja nen-
huma observação que possa trazer modiﬁcações substânciais ao resultado do ajuste.
Em virtude disso, talvez, não tenha havido coincidência entre os pontos destacados.
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4.3 Preferência por um Novo Detergente em Relação
a um Detergente Padrão
Os dados usados nesta seção encontram-se em Cordeiro (1986, pg.117), referen-se
a um experimento comparando a preferência por um novo detergente em relação a um
detergente padrão. Considera-se que os fatores dureza, com três níveis (pesada, média
e mole) e temperatura da água, com dois níveis (baixa e alta), possam inﬂuenciar na
escolha de um detergente.
Adotamos para os dados o modelo logístico linear múltiplo com variável resposta
Y=proporção de indivíduos que preferem o novo detergente e variáveis explicativas
tempj, onde: temp1 = alta e temp2 = baixa e durek onde dure1 = média, dure2 =
mole e dure3 = pesada, deﬁnidas como fatores. O modelo é dado por






β3kdurek, i = 1, . . . , 6, (4.3)
com erro binomial; é assumido que β21 = β31 = 0. O desvio obtido para este modelo é
D(y, p) = 0, 618 (2 graus de liberdade), indicando um ajuste adequado, pois o p-value
associado a esse valor pelo teste qui-quadrado unicaudal é de 73, 42%. O número de
iterações para estimar os coeﬁcientes do modelo proposto foi três. Na tabela (4.4)
a seguir temos as estimativas dos coeﬁcientes do modelo adotado e seus respectivos
desvios padrões, todos apresentaram-se signiﬁcativos ao modelo.
Tabela 4.4: Estimativas dos coeﬁcientes referentes ao modelo em (4.3), para explicar a
proporção de pessoas que preferem o novo detergente.





Mostraremos agora os gráﬁcos usados para detectar possíveis indicações de trans-
gressão de alguma suposição adotada para o modelo, bem como da ocorrência de algum
ponto inﬂuente. Podemos veriﬁcar através do gráﬁco de probabilidade com envelopes,
dado na Fig.4.14, que não há indicação forte de que a variável resposta não siga uma
Binomial (mi,pi).
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Figura 4.14: Gráﬁco de probabilidade com envelopes para o modelo binomial.
No gráﬁco dos ĥii em função da ordem das observações, dado no Fig.4.15, nenhum
dos pontos aparece acima da linha 2∗p
n
, não havendo portanto pontos suspeitos de serem
aberrantes, contudo os pontos mais afastados correspondem as observações 1,3 e 5.
















Figura 4.15: Leverage ĥii contra a ordem das Observações
O gráﬁco de ĥii em função dos valores ajustados, mostrado na Fig.4.16, destaca
os pontos correspondentes às observações 1,3 e 5 como estando mais afastados.
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Figura 4.16: Leverage ĥii contra valores ajustados
No gráﬁco do resíduo tDi em função dos valores ajustados, Fig.4.17, os pontos
que encontram-se mais afastados correspondem às observações 2,3 e 5.

















Figura 4.17: Resíduo tDi contra valores ajustados
Na Fig.4.18 temos o gráﬁco da medida afastamento pela verossimilhança, LDi,
em função da ordem das observações, nele podemos perceber que o ponto correspon-
dente à observação 1 aparece mais afastado.
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Figura 4.18: Gráﬁco de LDi contra a ordem das Observações
No gráﬁco das coordenadas do autovetor `max em função da ordem das obser-
vações, mostrado na Fig.4.19, podemos observar que os pontos correspondentes às
observações 1 e 2, encontran-se mais afastados, em especial a de número 2.

































Figura 4.19: Coordenadas do autovetor `max contra a ordem das observações
Avaliando a situação dos pontos destacados pelos gráﬁcos não percebemos uma
forte evidência de ocorrência de outliers, porém os pontos que apresentaram-se mais
afastados foram aqueles correspondentes às observações 1, 2, 3 e 5. Para calcular a
curvatura normal, optamos por perturbar a observação 1, para isso, adotamos um
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procedimento análogo ao realizado na aplicação da seção (4.2), utilizamos o vetor de
pertubação ` com 1 em todas as posições menos na observação 1, que recebe o valor
0,9. O resultado obtido para a curvatura normal foi de 1298,88. O valor da inclinação
máxima obtido para o esquema de perturbação abordado na seção (4.3) foi de 171,75.



































Figura 4.20: Coordenadas do autovetor `∗max contra a ordem das observações
O gráﬁco mostrado na Fig.4.20, das coordenadas do vetor gradiente `∗max em
função da ordem das observações, destaca o ponto correspondente à observação 3.
A tabela (4.4) dispõe as coordenadas do gradiente `∗max e do vetor `max por
observação, a observação 3 apresenta a maior coordenada do vetor `∗max e a observação 2
é maior coordenada do vetor `max. As técnicas utilizadas nesta aplicação não coincidem
na identiﬁcação de possíveis pontos inﬂuentes, mesmos os pontos mais afastados não
apresentam característica de proporcionar alguma interferência no resultado do ajuste.











Tanto a proposta de Cook (1986) como a de Billor e Loynes (1993) foram bas-
tante inovadoras na análise de diagnóstico em modelos de regressão, e trouxeram con-
tribuições signiﬁcativas, dentre as quais destacamos o fato de permitirem a análise de
diagnósticos de outros modelos além do normal, como por exemplo o modelo logístico.
Um dos pontos fracos da proposta de Cook (1986), destacado no Capítulo 3, é
justamente a falta de um valor de referência para comparar com o valor obtido para
a curvatura normal. Em resposta a essa e outras diﬁculdade da versão de Cook (ver
Capítulo 3) Billor e Loynes (1993) proporam a inclinação máxima como instrumento
da análise de diagnóstico em modelos de regressão, e apresentaram sugestões de valores
de referência para comparar com o valor da inclinação máxima, sob alguns esquemas
de perturbação, do modelo de regressão normal.
Neste trabalho apresentamos o cálculo da inclinação máxima no caso de esquema
de perturbação de observação do modelo logístico, porém não sugerimos nenhum valor
de referência para efeito de comparação que leve a indicação da sensibilidade do mod-
elo. Destacamos que a natureza de cada problema e o auxílio de outras técnicas de
diagnósticos podem ajudar na hora de decidir pela sensibilidade do modelo.
Na aplicação da seção (4.1), onde usamos o modelo normal linear simples, a
curvatura normal e a inclinação máxima apresentaram valores que coincidiram na in-
dicação da sensibilidade do modelo adotado, vale ressaltar que os gráﬁcos indicaram
claramente as observações 28, 29 e 41 como mais fastadas.
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Nas aplicações correspondentes as seções (4.2) e (4.3), onde foram aplicadas o
modelo logístico múltiplo, não houveram observações que evidenciassem possíveis out-
liers, pois houve certa variação dos gráﬁcos utilizados na indicação desses pontos.
Quanto ao valor da curvatura normal e da inclinação máxima, a falta de um valor
de referência combinada à inexatidaão dos gráﬁcos utilizados na detecção de outliers,
não nos permitiu decidir pela sensibilidade dos modelos. Embora, os valores tanto da
curvatura normal como da inclinação máxima, tenham sido bem maiores no exemplo
da plicação (4.3).
Esperamos ter contribuído com este trabalho para o enriquecimento da análise de
diagnóstico de modelos de regressão. Sugerimos que novos trabalhos na área, procurem
apresentar valores que sirvam de referência para avaliar a sensibilidade de modelos de
regressão não normal.
Apêndice A
Deﬁnições, Teoremas, Proposições e
Outros Resultados Importantes
Neste apêndice faremos uma síntese de algumas deﬁnições, teoremas, proposições
e alguns resultados importantes que foram mencionados no transcorrer deste trabalho.
A.1 Deﬁnições
Deﬁnição A.1.1 Seja Y uma variável aleatória. Dizemos que a distribuição de Y
pertence à família exponencial de distribuições, se pudermos escrever sua função
densidade (ou de probabilidade) como
f(y; θi, φ) = exp[φ {yθi − b(θi)}+ c(y, φ)], (A.1)
onde y pertence ao suporte da variável aleatória Y , θi, i = 1, . . . , q são os parâmetros
de interesse e φ é o parâmetro de dispersão.
Deﬁnição A.1.2 Seja Y1, Y2, . . . , Yn uma amostra aleatória de uma variável aleatória
Y. A função de probabilidade (f.p) ou de densidade probabilidade (f.d.p) conjunta para
essa amostra, dada por




é denominada de função de verossimilhança do parâmetro θ, correspondente a
amostra observada y = (y1, . . . , yn)t e é denotada por L(θ;y).
Deﬁnição A.1.3 Deﬁnimos a função log-verossimilhança em relação a θ e φ dado
y, como sendo
l(y; θ, φ) = ln f(y; θ, φ). (A.3)
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A.2 Teoremas
Teorema A.2.1 (Desigualdade de Cauchy-Schwarz) (ver Hoﬀman & Kunze (1979),
pag. 354) Se V é um espaço com produto interno, então para quaisquer vetores α e β
em V vale a desigualdade
|〈α, β〉| ≤ ‖α‖‖β‖. (A.4)
onde |〈·, ·〉| denota o valor absoluto do produto interno de dois vetores quaisquer em V
e ‖ · ‖ indica a norma de um vetor em V.








onde Bij possui dimensão ni × nj, i, j = 1, 2; e n1 + n2 = n. Suponha que |B| 6= 0,
|B11| 6= 0, |B22| 6= 0, onde | ·| denota o determinante de uma matriz, além disso,







onde Bij possui dimensão ni×nj, para i, j = 1, 2. Nestas condições, valem os seguintes
resultados:




]−1 e [B22 −B21B−111B12]−1 existem.
















































e |B11B11| = |B22B22|.
95
Teorema A.2.3 (ver Graybill (1983), pag. 189) Seja C uma matriz k × k dada por
C = D+ αabt,







Nestas condições, a inversa da matriz C é dada por
C−1 = D−1 + γa∗b∗t,
onde γ = −α(1 + α∑ki=1 aibid−1ii )−1; a∗i = aidii ; b∗i = bidii e dii é o i-ésimo elemento da
diagonal da matriz D.
Teorema A.2.4 (ver Cook & Weisberg (1982), pag. 210) Seja A uma matriz simétrica
p
′×p′, considere a e b matrizes q×p′. Então as inversas abaixo existem e vale a relação:(
A+ atb
)−1
= A−1 −A−1at (I+ bA−1at)−1 bA−1,













= Iq − 1







onde Iq é a matriz identidade de ordem q.
De fato, observe que Iq é uma matriz diagonal e não-singular, fazendo D = Iq,
a = b =
.


























6= 1 = α.
Logo, todas as condições do teorema (A.2.3) estão satisfeitas. Aplicando o resul-























= Iq − 1



























λ = − 1
1 + ‖ .F ‖2
e
.
F é deﬁnido na seção (2.3.3) Segue daí que,
BtB =
‖ .F ‖2(



















































= ‖ .F ‖2 + 2λ‖
.
F ‖4 + λ2‖
.
F ‖6
= ‖ .F ‖2 + 2
(
− 1
1 + ‖ .F ‖2
)
‖ .F ‖4 +
(
− 1
1 + ‖ .F ‖2
)2
‖ .F ‖6
= ‖ .F ‖2
1− 2
1 + ‖ .F ‖2
‖ .F ‖2 + 1(





1 + ‖ .F ‖2
)2 [(1 + ‖ .F ‖2)2 − 2(1 + ‖ .F ‖2) ‖ .F ‖2 + 1 + ‖ .F ‖4]
=
‖ .F ‖2(
1 + ‖ .F ‖2
)2 (1 + 2‖ .F ‖2 + ‖ .F ‖4 − 2‖ .F ‖2 − 2‖ .F ‖4 + ‖ .F ‖4)
=
‖ .F ‖2(
























= 1 + ‖ .F ‖4 + λ2‖
.
F ‖8 − 2‖
.
F ‖2 − 2λ‖
.
F ‖4 + 2λ‖
.
F ‖6
= 1− 2‖ .F ‖2 − 2
(
− 1
1 + ‖ .F ‖2
)
‖ .F ‖4 + ‖
.
F ‖4 + 2
(
− 1











1 + ‖ .F ‖2
)2 [(1 + ‖ .F ‖2)2 − 2‖ .F ‖2 (1 + ‖ .F ‖2)2 + 2(1 + ‖ .F ‖2) ‖ .F ‖4
+
(
1 + ‖ .F ‖2
)2
‖ .F ‖4 − 2
(
1 + ‖ .F ‖2
)






1 + ‖ .F ‖2
)2 [1 + 2‖ .F ‖2 + 3‖ .F ‖4 − ‖ .F ‖8 − 2‖ .F ‖2 − 4‖ .F ‖4 − 2‖ .F ‖6
+ ‖ .F ‖4 + 2‖
.






1 + ‖ .F ‖2
)2 [1 + 4‖ .F ‖4 − 4‖ .F ‖4]
=
1(
1 + ‖ .F ‖2
)2 .
































(Z2j − 2Zj + 1)2 + 2
∑
i<j









j − 2Z2i Zj − 2ZiZ2j + Z2i + Z2j
+4ZiZj − 2Zi − 2Zj + 1)


















{−2E[Zi]− 2E[Zj] + 1} . (A.5)
A função geradora de momentos (FGM) de uma distribuição χ2(k) é dada por





por MX(t), temos que
MX(t) = (1− 2t)1/2.






X a primeira, segunda, terceira e quarta derivadas da FGM
da variável aleatória Zj, respectivamente, segue que
M
′


























Substituindo os resultados acima na equação (A.5) e fazendo algumas simpliﬁ-
cações, encontramos




= 60n+ 8 {(n− 1) + (n− 2) + (n− 3) + . . .+ (n− (n− 1))}
= 60n+ 8 {n(n− 1)− [1 + 2 + 3 + . . .+ (n− 1)]}
= 60n+ 8
{
n(n− 1)− n(n− 1)
2
}
= 60n+ 4(n2 − n)
= 56n+ 4n2. (A.6)
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A.4 Outros Resultados Importantes
A.4.1 Propriedades da Função de Log-verossimilhança
Seja Y uma variável aleatória pertencente à família exponencial de distribuição, con-
sidere a função de log-verossimilhança em relação a θ e φ dado y, a seguir
l(θ, φ|y) = ln f(y; θ, φ), (A.7)
onde y pertence ao suporte da variável aleatória Y.



















Conforme a deﬁnição da função densidade e/ou probilidade em (A.1), podemos escrever
a equação (A.7), como segue
l(θ, φ|y) = [yθ − b(θ)]φ+ c(y, φ). (A.10)
Derivando a equação acima em relação ao parâmetro θ, encontramos
∂l
∂θ
= [y − b′(θ)]φ, (A.11)
onde b′ representa a primeira derivada da função b(θ). Note agora que, combinando os






= [µ− b′(θ)]φ⇒ µ = b′(θ),
de onde concluímos que
E(Y ) = µ = b
′
(θ). (A.12)





onde b′′ é a segunda derivada da função b(θ). Combinando os resultados das equações
(A.9),(A.11) e (A.13), segue que
−b′′(θ)φ+ V ar(Y )φ2 = 0⇒ b′′(θ)φ = V ar(Y )φ2,
de onde concluímos que
V ar(Y ) = b
′′
(θ)φ−1. (A.14)
A.4.2 Forma Exponencial da Função Densidade ou de Proba-
bilidade de Algumas Distribuições
A seguir apresentaremos as principais distribuições pertencentes à família exponencial,
escrevendo suas densidades ou funções de probabilidades na forma apresentada na
deﬁnição (A.1).
• Normal









































onde −∞ < µ, y <∞ e σ2 > 0. Daí obtemos que, φ = 1
σ2














e V (µ) = 1.
• Poisson

















yθ − eθ)− log y!]
onde λ > 0 e y = 0, 1, 2, . . . .Logo, φ = 1, b(θ) = eθ, c(y, φ) = − log y! e V (λ)λ.
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• Binomial







onde 0<p<1, y = 0, 1, 2, . . .. Considere Y ∗ como a proporção de sucessos em
n ensaios independentes, cada um com probabilidade de ocorrência λ. Então,































+ n log(1− p)
}





obtemos que p = e
θ
1 + eθ
, segue daí que,



















y∗θ − log(1 + eθ)]+ log (nny∗)}
comparando com forma deﬁnida em (A.1) temos que, φ = n, b(θ) = log(1 + eθ),





e V (p) = p(1− p).
Apêndice B
Aplicativo R
Neste apêndice vamos descrever alguns comandos do aplicativo R, que foram
utilizadas no Capítulo (4) desta dissertação.






Para obter os valores hii no aplicativo R, devemos adotar os procedimentos a



















Para obter o valor da curvatura normal no R, adotamos a sequência de comandos
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