We study which rational points of the Jacobian of P 1 k − {0, 1, ∞} can be lifted to sections of geometrically 3-nilpotent quotients ofétale π 1 over the absolute Galois group. This is equivalent to evaluating certain triple Massey products of elements of k * ⊆ H 1 (G k ,Ẑ(1)) or H 1 (G k , Z/2). For k = Q p or R, we give a complete mod 2 calculation. This permits some mod 2 calculations for k = Q. These are computations of obstructions of Jordan Ellenberg.
Introduction
The generalized Jacobian of a pointed smooth curve can be viewed as its abelian approximation. It is natural to consider non-abelian nilpotent approximations. Grothendieck's anabelian conjectures predict that smooth hyperbolic curves over certain fields are controlled by theirétale fundamental groups. In particular, approximating π 1 should be similar to approximating the curve. We study the effect of 2 and 3-nilpotent quotients of theétale fundamental group of P 1 − {0, 1, ∞} on its rational points, using obstructions of Jordan Ellenberg.
More specifically, a pointed smooth curve X embeds into its generalized Jacobian via the Abel-Jacobi map. Applying π 1 to the Abel-Jacobi map gives the abelianization of theétale fundamental group of X. Quotients by subgroups in the lower central series lie between π 1 (X) and its abelianization, giving rise to obstructions to Kirsten Wickelgren Harvard University, Cambridge MA USA e-mail: wickelgren@post.harvard.edu a rational point of the Jacobian lying in the image of the Abel-Jacobi map. These obstructions were defined by Ellenberg in [Ell00] .
For simplicity, first assume that X is a proper, smooth, geometrically connected curve over a field k. The absolute Galois group of k will be denoted by
where k denotes an algebraic closure of k. Assume that X is equipped with a k point, denoted b and used as a base point; a k-variety will be said to be pointed if it is equipped with a k-point. The point b gives rise to an Abel-Jacobi map α : X → Jac X from X to its Jacobian, sending b to the identity, and applying π 1 to α ⊗ k produces the abelianization of π 1 (X k ). For any pointed variety Z over k, there is a natural map
where Z(k) denotes the k points of Z. In particular, we have the commutative diagram Jac(X)(k)
Any k point of Jac(X) which is in the image of the Abel-Jacobi map satisfies the condition that its associated element of H 1 (G k , π 1 (X k ) ab ) lifts through the map
Therefore showing that the associated element of H 1 (G k , π 1 (X k ) ab ) does not admit such a lift obstructs this point of the Jacobian from lying on the curve. Ellenberg's obstructions are obstructions to lifting through the map (12.2). Since they obstruct a conjugacy class of sections of π 1 of Jac X → Spec k from being the image of a conjugacy class of sections of π 1 of X → Spec k, they are being called "obstructions to π 1 sections" in the title. They arise from the lower central series and are defined in 12.2.
More specifically, Ellenberg's obstruction δ n is the H 1 → H 2 boundary map in G k cohomology for the extension
where π is theétale fundamental group of X k , and
denotes the lower central series of π. The obstruction δ n is regarded as a multivalued function on H 1 (G k , π ab ) via H 1 (G k , π/[π] n ) → H 1 (G k , π ab ) and also on Jac X(k) via κ. Now assume that X = P 1 k − {0, 1, ∞} and that k is a subfield of C or a completion of a number field. By replacing the Jacobian by the generalized Jacobian and enlarging X(k) to include k rational tangential base points, we obtain a commutative diagram generalizing (12.1). The same obstructions to lifting through (12.2) define obstructions δ n for X. As there is an isomorphism π ∼ = x, y ∧ between π and the profinite completion of the topological fundamental group of P 1 C − {0, 1, ∞}, bases of
[π] n /[π] n+1 ∼ =Ẑ(n) N(n) can be specified by order n commutators of x and y, decomposing the obstructions δ n into multi-valued, partially defined maps
Section 12.3 expresses δ 2 and δ 3 in terms of cup products and Massey products. For a in k * , let {a} denote the image of a in H 1 (G k ,Ẑ(1)) under the Kummer map. For (b, a) in Jac X(k) ∼ = (G m × G m )(k), the obstruction δ 2 is given [Ell00] by δ 2 (b, a) = {b} ∪ {a}. It is a charming observation of Jordan Ellenberg that this computation shows that the cup product factors through K 2 (k) (Remark 28). The obstruction δ 3 is computed by Theorem 19 δ 3, [[x,y] ,x] (b, a) = {−b}, {b}, {a} δ 3, [[x,y] ,y] (b, a) = − {−a}, {a}, {b} − f ∪ {a}, where f ∈ H 1 (G k ,Ẑ(2)) is associated to the monodromy between 0 and 1. The indeterminacy of the Massey product and the conditions required for its definition coincide with the multiple values assumed by δ 3 and the condition for its definition.
Section 12.4 contains computations of δ 2 , and its mod 2 reduction. In particular, 12.4.4 provides points on which to evaluate δ 3 , which can be phrased as the failure of a 2-nilpotent section conjecture for P 1 k − {0, 1, ∞}. Tate's computation of K 2 (Q) gives a finite algorithm for determining whether or not δ 2 (b, a) = 0 for k = Q described in 12.4.5.
The main results of this paper are in Section 12.5. The mod 2 reduction of δ 3 for a finite extension k v of Q p with p odd is computed:
Theorem 36 where equalities such as {−b} = 0 take place in H 1 (G k v , Z/2) and non-equalities such as {2 √ −b} ∪ a = 0 take place in H 2 (G k v , Z/2). The cocycle
described above is known due to contributions of Anderson, Coleman, Deligne, Ihara, Kaneko, and Yukinari, and f 's computation is inputed to Theorem 36. For points (b, a) ∈ (Z − {0}) × (Z − {0}) ⊂ Jac X(Q p )
such that p divides ab exactly once, the vanishing of δ mod 2 3
for Q p can be expressed in terms of the congruence conditions is constructed to satisfy this property, but here it is visible that δ mod 2 2 and δ mod 2 3 are increasingly accurate approximations to X inside its Jacobian.
The obstruction δ mod 2 3
for k = R is computed in 12.5.3. Consider k = Q. Although an element of H 2 (G Q , Z/2) is 0 if and only if its restriction to all places, or all but one place, vanishes, the previous local calculations can only be combined to produce a global calculation when the Massey products are evaluated locally using compatible defining systems. This involves the local-global comparison map on Galois cohomology with coefficients in a 2-nilpotent group. See Remark 46. In 12.5.5, such lifts are arranged and the local calculations are used to show that on a specific lift of (−p 3 , p) for k = Q, which is equivalent to the calculation of the G Q Massey products with Z/2 coefficients {p 3 }, {−p 3 }, {p} and {−p}, {p}, {−p 3 } for any specified defining system. Acknowledgments: I wish to thank Gunnar Carlsson, Jordan Ellenberg, and Mike Hopkins for many useful discussions. I thank the referee for correcting sign errors in Proposition 17 and 12.5.2. I also thank Jakob Stix for clarifying 12.4.4, shortening the proofs of Lemma 34, Propositions 32 and 45, and for extensive and thoughtful editing.
12.2 Ellenberg's obstructions to π 1 sections for P 1 k − {0, 1, ∞} We work with fields k which are subfields of C or completions of a number field. In the latter case, fix an embedding of the number field into C, as well as an algebraic closure k of k, and an embedding Q ⊂ k, where Q denotes the algebraic closure of Q in C. These specifications serve to choose maps between topological andétale fundamental groups, as in (12.11). This section defines Ellenberg's obstructions. In 12.2.1, we recall Deligne's notion of a tangential point [Del89, §15] [Nak99], and define in (12.5) the map κ from k points and tangential points to H 1 (G k , π 1 (X k )). We then specialize to
give the computation of κ composed with
in (12.15) and Lemma 4, and define Ellenberg's obstructions in 12.2.3.
Tangential base points, path torsors, and the Galois action
Let X be a smooth, geometrically connected curve over k with smooth compactification X ⊆ X and x ∈ X(k), so in particular, x could be in (X − X)(k). A local parameter z at x gives rise to an isomorphism O X,x
, where O X,x denotes the completion of the local ring of x.
Let k be a fixed algebraic closure of k. Since we assume that k has characteristic 0, the field of Puiseux series
is algebraically closed. The composition
factors through the generic point of X and thus defines a geometric point of X
that will be called the tangential base point of X at x in the direction of z. The tangential base point b z determines an embedding
The coefficientwise action of
, this splitting gives a splitting of G k(X) → G k and therefore a splitting of
A geometric point associated to a k point or tangential point will mean
where Ω x is an algebraically closed extension of k, such that either x arises as a tangential base point as described above or x has a k point as its image. Such a geometric point determines a canonical geometric point of X k , and the associated fiber functor has a canonical G k action. A path between two such geometric points b and x is a natural transformation of the associated fiber functors, and the set of paths
represented by the cocycle
where γ is any path from b to x. Composition of paths is written right to left so that
is the path formed by first traversing g(γ) and then γ −1 .
A local parameter z at a point x of X determines a tangent vector
For b or x a tangental base point, the associated element of H 1 (G k , π et 1 (X k , b)) only depends on the choice of local parameter up to the associated tangent vector. Furthermore, if x is a k tangential point which comes from a tangent vector at a point p of X, then
This describes a map
Example 1. The boundary map for the Kummer sequence (12.6) yields in the limit over all n the Kummer map
which is represented on the level of cocycles by
for any compatible choice of n th roots of z ∈ k * . This cocycle, or by abuse of notation also the class it represents, will also be denoted by z, or denoted by {z} if there is possible confusion. When n = 2, both choices of square root of z produce the same cocycle. Furthermore, canonically µ 2 = Z/2Z and thus we have a well-defined homomorphism
, the map κ is the Kummer map: for
choose compatible n th roots n √ x of x, and choose 1 as the n th root of unity for each n ∈ Z >0 . These choices determine a path γ from 1 to x as follows. On the degree n cover
given by t → t n , the path γ maps
by multiplication by n √ x. For g ∈ G k , the path gγ is the path sending g1 to g(
Identifying the choice of path from 1 to x with the choice of compatible n th roots of x, there is an equality of cocycles κ(x) = {x}.
Similarly, for w ∈ T 0 P 1 k (k) − {0} = k * , a compatible choice of n th roots n √ w of w determines a path γ from 1 to − → 0w, where − → 0w is the k tangential point
given by t → wz, by defining γ to map ζ ∈ µ n (k) = p −1 n (1) to the point of p −1 n ( − → 0w) given by (12.9) and t → n √ wζ z 1/n . For any g ∈ G k , we have g(γ)(ζ ) = g(γ(g −1 ζ )) is the path given by (12.9) and t → (g
Example 2. The map κ (X,b) depends on the choice of base point, even when π 1 (X k , b) is abelian and is therefore independent of b. In this case, if b 1 and b 2 are two geometric points associated to a k point or tangential point of X, a straightforward cocycle manipulation shows that
for any k point or tangential point x. In particular, Example 1 implies that
κ is often called a non-abelian Kummer map.
For higher dimensional geometrically connected varieties Z over k, we will not need the notion of a tangential base point, but we will use the map
defined precisely as in the case of curves above.
, and base X at − → 01 as in Example 1 (12.9). We fix an isomorphism
between π and the profinite completion of the free group on two generators as follows: recall that we assume that k is a subfield of C or the completion of a number field at a place, and we have fixed C ⊃ Q ⊆ k, see 12.2. The morphisms C ⊃ Q ⊆ k and the Riemann existence theorem give an isomorphism
where the base point for the topological fundamental group, also denoted − → 01, is the tangent vector at 0 pointing towards 1. Let x be a small counterclockwise loop around 0 based at − → 01. Let y ′ be the pushforward of x by automorphism of P 1 C − {0, 1, ∞} given 1 → 1 − t, so in particular, y ′ is a small loop around 1 based at − → 10, where − → 10 is the tangent vector at 1 pointing towards 0. Conjugating y ′ by the direct path along the real axis between − → 10 and − → 01 produces a loop y, and an isomorphism π y , giving (12.11 ). An element σ ∈ G k acts on π by
where f : 
The Abel-Jacobi map for
Let X ⊆ X denote a smooth curve over k inside its smooth compactification. The generalized Jacobian Jac X of X, is the algebraic group of equivalence classes of degree 0 divisors of X, where two divisors are considered equivalent if they differ by Div(φ ) for a rational function φ such that φ (p) = 1 for all p in X − X. It follows that Jac(X) is an extension of Jac(X) by the torus
where p ranges over the closed points of X − X with residue field k(p), the torus k(p) denotes the restriction of scalars of G m,k(p) to k, and where G m,k acts diagonally. For more information on generalized Jacobians see [Ser88] . For X = P 1 k − {0, 1, ∞}, the Jacobian of X = P 1 k s trivial. The complement of X in X consists of three rational points and
(12.13)
Since the fundamental group of a connected group is abelian, the fundamental group does not depend on base points. We find
We choose an isomorphism (12.13) by sending Div( f ) for a rational function f on
The Abel-Jacobi map based at − → 01
induces the abelianization
(12.14)
Remark 3. From (12.11) and (12.12), we have fixed an isomorphism
The isomorphism (12.14) above π ab ∼ =Ẑ(1) ⊕Ẑ (1) is the composition of the former with the isomorphismẐ
corresponding to the compatible choice of roots of unity given by the action of the loop x on the fiber over − → 01 on the finiteétale covers of G m,k , i.e. to the choice (ζ n ) n∈Z >0 , ζ n = e 2πi/n of compatible primitive n th roots of unity. We will hereafter identifyẐ (1) =Ẑ(χ)
by this isomorphism, and for typographical reasons, we will use the notationẐ(n) forẐ(χ n ), although the group law will be written additively.
By Example 1, the map κ for the k scheme G m × G m pointed by (1, 1) is two copies of the Kummer map:
By functoriality of κ and Example 2, the following diagram is commutative:
We can similarly compute the image of the k tangential points of
, which is what we now do (also see [Ell00]). We define a map
where − → 1w is the pushforward of − → 0w under t → t + 1, and − → ∞w is the pushforward of − → 0w under t → 1/t.
reduces the lemma for t = 1 or ∞ (respectively) to the case t = 0.
By functoriality of κ applied to the Abel-Jacobi map t → (t, 1 − t), we have that the image of κ (P 1
The geometric point
given by z → 0 gives a bijection between the fiber over 1 − w ∂ ∂t and the fiber over 1 of the multiplication by n cover
These bijections determine a Galois equivariant path between 1 and
The lemma now follows from Examples 1 and 2. ⊓ ⊔
Ellenberg's obstructions
Let π be π 1 (P 1 k − {0, 1, ∞}, − → 01) or more generally π can be any profinite group with a continuous G k action, e.g. theétale fundamental group of a k-variety after base change to k.
The lower central series of π is the filtration of closed characteristic subgroups
where the commutator is defined [x, y] = xyx −1 y −1 , and
is the closure of the subgroup generated by commutators of elements of [π] n with elements of π.
The central extension
gives rise to a boundary map in continuous group cohomology
that is part of an exact sequence of pointed sets (see for instance [Ser02, I 5.7] ),
The δ n give a series of obstructions to an element of
, thereby also providing a series of obstructions to a rational point of the Jacobian coming from a rational point of the curve: to a given element
, and so on.
Otherwise, say δ n x = 0.
Let X = P 1 k − {0, 1, ∞}, or more generally X could be a smooth, geometrically connected, pointed curve over k, with an Abel-Jacobi map X → Jac X. As we are interested in obstructing points of the Jacobian from lying on X, it is convenient to identify a rational point of Jac X with its image under κ cf. (12.5).
Definition 6. For a k-point x of Jac X, say that δ n x = 0 if κ (Jac,0) x is in the image of (12.16), where 0 denotes the identity of Jac X. Otherwise, say δ n x = 0.
For k a number field, and K the completion of k at a place ν, the obstruction δ n for K will sometimes be denoted δ ν n , and applied to elements of H 1 (G k , π/[π] n ); it is to be understood that one first restricts to
. For x a point of Jac X(k), the meaning of δ ν n x = 0 is that δ ν n κ (Jac X,0) x = 0. This is equivalent to taking the image of x under Jac X(k) → Jac X K (K) and applying Definition 6 with K as the base field.
Any filtration of π by characteristic subgroups such that successive quotients give rise to central extensions produces an analogous sequence of obstructions. For instance, consider the lower exponent 2 central series
n ) 2 denotes the subgroup generated by the indicated commutators and the squares of elements of [π] 2 n . The resulting obstructions are denoted δ 2 n , and will also be evaluated on Jac X(k) in the following manner: π ab maps to
where either K = k or K is the completion of a number field k ⊂ C at a place v as above. Precomposing with κ for the Jacobian (12.5) gives a map
. The obstruction δ ν n for ν the place 2 will not be considered, so the notation δ 2 n will not be ambiguous. Obstructions δ m n corresponding to the lower exponent m central series,
As one final note of caution,
is in general only a pointed set. Furthermore, even for n = 2, the map δ 2 is not a homomorphism, see Proposition 7.
The obstructions δ 2 and δ 3 as cohomology operations
We express δ 2 and δ 3 for P 1 k − {0, 1, ∞} in terms of cohomology operations, where k is a subfield of C or the completion of a number field at a place; in the latter case, fix an embedding of the number field into C and an embedding Q ⊂ k, giving the isomorphism π = π et
). We will use the following notation:
For elements x and y of a group, let [x, y] = xyx −1 y −1 denote their commutator. For a profinite group G and a profinite abelian group A with a continuous action of G,
which induces a well defined map on cohomology, and gives C * (G, A) the structure of a differential graded algebra, for A a commutative ring, via A ⊗ A → A. For a profinite group Q, no longer assumed to be abelian, the continuous 1-cocycles
of G k with values in Q form a subset of the set of continuous inhomogeneous cochains
The obstruction δ 2 as a cup product
For any based curve X over k with fundamental group of
where [−, −] * is the map on H 2 induced by the commutator
where γ ∈ π ab 1 is the image of γ ∈ π 1 /[π 1 ] 3 and similarly for ℓ. It follows that δ 2 is the sum of a cup product term and a linear term, after inverting 2. For X = P 1 k − {0, 1, ∞} based at − → 01, the linear term vanishes and we can avoid inverting 2 by slightly changing what is meant by the cup-product term. This was shown by Ellenberg, who gave a complete calculation of δ 2 in this case [Ell00, p. 11]. Here is an alternative calculation of this δ 2 , showing the same result: let π = π et
(1) ⊕Ẑ(1) using the basis {x, y}, and identify [π] 2 /[π] 3 witĥ Z(2) using the basis {[x, y]}, so δ 2 is identified with a map
Using (12.12) and since
giving the desired result. ⊓ ⊔ Proposition 7 characterizes the lifts to 
The obstruction δ 3 as a Massey product
Note that χ(g) − 1 is divisible by 2 inẐ for any g ∈ G k , where χ denotes the cyclotomic character, allowing us to define
For any compatible system of primitive n th roots of unity inẐ(1) giving an identificationẐ(1) =Ẑ(χ), and in particular for (ζ n ) determined by Remark 3, we have
, where {−1} denotes the image of −1 under the Kummer map. The equality (12.18) holds as an equality of cocycles in C 1 (G k ,Ẑ(1)) when {−1} is considered as the cocycle G k →Ẑ(1) given by choosing as the n th root of −1, the chosen primitive (2n) th root of unity; this is shown by the calculation
where for an element a ∈Ẑ(1), the reduction of a in Z/n(1) is denoted (a) n .
Definition 9. Profinite binomial coefficients are the maps m :Ẑ →Ẑ for m ≥ 0 defined for a ∈Ẑ with a ≡ a n mod n by
We have
as shown the the computation:
Example 11. Let b be an element of k * with compatibly chosen n th roots
where { √ b} denotes the image of √ b under the Kummer map, which is independent of the choice of √ b. To see this, note that {b}(g) 4 = 2 { √ b}(g) 4 is even, whence {b}(g) − 1 2 = 1, and the value of
Here, as above, the reduction mod n of an element a ∈Ẑ is denoted (a) n .
Remark 12. Note that b 2 is a cochain taking valuesẐ(χ 2 ), but Example 11 identifies its image in C 1 (G k( √ b) , Z/2) with a cocycle taking values in Z/2(1). Further-more, the cohomology class of the image of
2 appears in the expressions for δ 3 which will be given in Proposition 17; it is involved in expressions which make the choice of n √ b irrelevant cf. Remark 37. In writing down elements of π in terms of x and y, we have identifiedẐ(1) andẐ(χ) because monodromy around x distinguishes a compatible system of roots of unity.
IdentifyẐ(1) andẐ(χ) using (ζ n ) as in Remark 3. In particular, we can apply profinite binomial coefficients to elements ofẐ(1) or anyẐ(n).
We define a 1-cocycle
where f(σ ) is the 1-cocycle from (12.12) that describes the Galois action on π.
Since an arbitrary element of π/[π] 3 can be written uniquely in the form
is of the form (b, a) c , as in (12.17). The obstruction δ 3 is therefore computed by the following:
Proof. We have the following equalities in π/[π] 4 :
Replacing b and a by −a in (12.20), yields:
For any g ∈ G k , a straightforward computation using (12.12), (12.21) and (12.19) shows that:
An arbitrary element of π/[π] 3 can be written uniquely in the form We give a formula for δ 3 in terms of triple Massey products of elements of
Definition 14. The triple Massey product α, β , γ for 1 cocycles α, β , γ such that α ∪β = 0 and β ∪γ = 0 is described by choosing cochains A, B such that DA = α ∪β and DB = β ∪ γ, and setting α, β , γ = A ∪ γ + α ∪ B. The choice {A, B} is the called the defining system. The triple Massey product determines a partially defined multivalued product on H 1 .
Remark 15. Results of Dwyer and Stallings [Dwy75] relate the element of
classifying the central extension
to n th order Massey products. The computation of δ 3 is equivalent to computing the element of For
Lemma 16. Let c ∈ C 1 (G k ,Ẑ(n)) be an arbitrary cochain, and b in C 1 (G k ,Ẑ(m)) be a cocycle. Then
3 ) be a 1-cocycle, where (b, a) c is as in the notation of (12.17). Then the following holds.
(
Proof. By Corollary 8 and Lemma 16, we have that
Subtracting this expression for −D(cb) from the cocycle representing δ 3, [[x,y] ,x] p given in Proposition 13 shows that δ 3, [[x,y] ,x] p is represented by the cocycle sending (g, h) to
Note that
. 
The G k action on π described by (12.12) would reduce to this action on F ∧ 2 if f where in the center of π. In particular, sending x to x and y to y induces isomorphisms of profinite groups with G k actions
Furthermore, viewing f as a formal variable in the proof of Proposition 13, we see that Proposition 13 implies that these isomorphisms fit into the commutative diagram
Note that i induces an endomorphism of the short exact sequence of G k modules
Thus we have a commutative diagram
Since i is an involution, so is i * , whence
With respect to the decomposition 
Combining (12.23) with (12.25)
as claimed by the proposition. In the above manipulation, we have marked obstructions corresponding to F ∧ 2 with a superscript to avoid confusion. ⊓ ⊔ Remark 18. The above symmetry argument combined with the explicit cocycle for δ 3, [[x,y] ,y] given in Proposition 13 gives unexploited computational information.
Theorem 19. Let p be an element of
in the notation of (12.17). Then
Remark 20. (i) As above, an element of k * also denotes its image in H 1 (G k ,Ẑ(1)) under the Kummer map in the last two equations. The brackets in the notation {−b}, {−a} serve to distinguish between the additive inverse of b in H 1 (G k ,Ẑ(1)) and the image of −b under the Kummer map. We note the obvious remark that the Kummer map is a homomorphism, because this will appear in (iii) of this remark on the level of cocycles; namely given a, b ∈ k * with compatibly chosen n th roots n √ a and n √ b, then {a} + {b} : G k →Ẑ (1) is the image under the Kummer map of ab with n √ a n √ b chosen as the n th root of ab. This means that if one has chosen compatible primitive roots of −1, as is the case by (12.18) and Remark 3, the cocycle {−1} + {a} is different from −{−1} + {a} although both give the same class in cohomology, namely the class {−a}.
(ii) Expressing δ 3 in terms of Massey products reduces the dependency on c to the choices of the defining systems. In fact, after restricting to defining systems of the appropriate form, the choice of these defining systems and the choice of lift are equivalent. More explicitly, we will say that a choice for the defining systems {A, B} of {−x}, x, y and {C, D} of {−y}, y, x is compatible if B + D = −xy, A = − 
3 ) is equivalent to choosing compatible defining systems for {−b}, b, a and {−a}, a, b , by Corollary 8 and Theorem 19. As we are ultimately interested in obstructing points of the Jacobian from lying on the curve, it is natural to suppress both the defining system in the Massey product and the choice of lift, and view δ 3 and triple Massey products as multivalued functions on 
Evaluating δ 2 on Jac(k)
Let k be a subfield of C or a completion of a number field equipped with C ⊃ Q ⊆ k as in 12.2. Let X = P 1 k − {0, 1, ∞} and recall that in 12.2.2 we fixed an isomorphism Jac(X) = G m,k × G m,k . Let π = π 1 (X k , − → 01). In (12.11), we specified an isomorphism π = x, y ∧ .
The obstruction δ 2 is given on (b, a) in Jac(X)(k) by δ 2 (b, a) = b ∪ a, so evaluating δ 2 is equivalent to evaluating the cup product
Evaluating the obstruction δ 2 2 coming from the lower exponent 2 central series (cf. 12.2.3) is equivalent to evaluating the mod 2 cup product 27) and this evaluation is recalled for k = Q p , R, and Q in 12.4.1-12.4.3. The remainder of Section 12.4 gives evaluation results for the obstruction δ 2 itself. From the bilinearity of δ 2 , Proposition 24 finds infinite families of points of Jac(k) which are unobstructed by δ 2 , but which are not the image of a rational point or tangential point under the Abel-Jacobi map. This is rephrased as "the 2-nilpotent section conjecture is false" in 12.4.4 and Proposition 25. These families provide a certain supply of points on which to evaluate δ 3 . The subsection 12.4.5 contains a finite algorithm for determining if δ 2 is zero or not for k = Q, using Tate's calculation of K 2 (Q), and gives Jordan Ellenberg's geometric proof that the cup product factors through K 2 .
The mod 2 cup product for k v
Let p be an odd prime. Let k v be a finite extension of Q p with valuation v : k * v ։ Z, integer ring O v and residue field F v . Let p be a uniformizer of O v and u ∈ O v be a unit and not a square, so {p, u} is a basis for the Z/2 vector space
where the isomorphism follows from the Kummer exact sequence (12.6) and Hilbert 90. By Hilbert 90, we have that H 2 (G k v , Z/2) is the 2 torsion of the Brauer group
The (distributive and commutative) mod 2 cup product (12.27) is given by the table
where {−1} ∪ p = 0 if −1 is a square in F v and {−1} ∪ p = 1/2 otherwise.
We include a derivation of this well-known calculation: as
where b : 
is an isomorphism, showing that {u} ∪ {u} = 0, and the invariant of {p} ∪ {u} is 1/2 as claimed (see [CF67, pg 130]). To compute p ∪ p, note that for a = −1, the
It follows that δ 2 is non-trivial: let
as a function on Jac(X)(Q) by evaluating δ (2,p) 2 on the corresponding Q p point of Jac(X Q p ).
Corollary 21. Choose x, y in Q * . Let p be an odd prime and u be an integer which is not a quadratic residue mod p. Then δ (2,p) 2
(uy 2 , px 2 ) = 0, and therefore δ 2 2 (uy 2 , px 2 ) = 0 and δ 2 (uy 2 , px 2 ) = 0. 
The mod 2 cohomology of G
where α is the nontrivial class in degree 1, namely
In particular, the cup product is an isomorphism
The map C 2 (G R , Z/2) → Z/2 given by evaluating a cochain at (τ, τ) for τ the non-trivial element of G R determines an isomorphism H 2 (G R , Z/2) → Z/2.
Let X = P 1 Q − {0, 1, ∞}, and let δ (2,R) 2 denote δ 2 2 for k = R and X R . Consider δ (2,R) 2 as a function on Jac(X)(Q) by evaluating δ (2,R) 2 on the corresponding R point of Jac(X R ). 
The mod 2 cup product for G Q
There is a finite algorithm for computing the cup product of two Kummer classes
The phrase "computing an element of H 2 (G Q , Z/2Z (2) 
where A 2 is the 2-torsion of an abelian group A and inv v : Br(k v ) ֒→ Q/Z is the local invariant map for the Brauer group of the local field k v , see [CF67, VI], and v ranges over all places of Q. The class in H 2 (G Q , Z/2Z(2)) is therefore completely determined by its restrictions to local cohomology groups with the freedom to ignore one place by reciprocity. We will benefit from this freedom by ignoring the prime 2 for which we did not describe the mod 2 cup product computation above. Given b and a in Q * , we give a finite algorithm for computing inv ν ({b} ∪ {a}) for every ν = 2. By (12.4.1), for an odd prime p with p ∤ ab we have {b} ∪ {a} = 0. It therefore remains to evaluate inv v ({b} ∪ {a}) for v = R and the finitely many odd primes v = p with p | ab. This is accomplished in finitely many steps by 12.4.1 and 12.4.2.
In fact, given any field extension Q ⊂ E and any cocycle in C 2 (Gal(E/Q), Z/2) (for instance the ones given in Proposition 17), there is a finite algorithm for computing the associated element of H 2 (G Q , Z/2).
The 2-nilpotent section conjecture for number fields is false
We describe several families of points of Jac(P 1 k − {0, 1, ∞})(k) such that δ 2 vanishes.
Example 23.
(1) The map δ 2 vanishes on the k points and tangential points of the curve P 1 k − {0, 1, ∞} by design. Therefore, the k points of
of the form (x, 1 − x) or (−x, x) satisfy δ 2 = 0 by (12.15) and Lemma 4. From a more computational point of view, the vanishing of δ 2 on (−x, x) follows from the the calculation in Lemma 10 identifying the cochain whose boundary is {−x} ∪ {x} (use Lemma 12.18 and 1, to identify {−x} and {x} + χ−1 2 ). I do not presently see a specific cochain in C 1 (G k ,Ẑ(2)) whose boundary is {x} ∪ {1 − x}, although I would not be surprised if such a cochain could be written down explicitly.
(2) Since δ 2 (b, a) = {b} ∪ {a} by Proposition 7, the map δ 2 is bilinear in both coordinates of
Therefore, for any (b, a) in k * ⊕ k * , such that δ 2 (b, a) = 0, the points of the form (b m , a n ), for integers m and n, satisfy δ 2 (b m , a n ) = 0 as well. Likewise for any (b, a), (b, c) such that δ 2 (b, a) = δ 2 (b, c) = 0, the point of the Jacobian (b, ac) also satisfies δ 2 (b, ac) = 0. As was pointed out by Jordan Ellenberg, this produces many families of k points of Jac(P 1 k − {0, 1, ∞}) which are unobstructed by δ 2 . A special case of this is mentioned in Proposition 24 below. Proposition 24. Let X = P 1 k − {0, 1, ∞}. For any x in k * , the map δ 2 vanishes on
Proof. This follows immediately from the discussion in Example 23 above.
⊓ ⊔
Say the "n-nilpotent section conjecture" for a smooth curve X over a field k holds if the natural map from k points and tangential points to conjugacy classes of sections of (12.29) which arise from k points of Jac X, and lift to sections of
is a bijection. This is similar to the notion of "minimalistic" birational section conjectures introduced by Florian Pop [Pop10] . The notion given here has the disadvantage that it mentions the points of the Jacobian, and is therefore not entirely group theoretic. The reason for this is that finite nilpotent groups decompose as a product of p groups, so the sections of (12.29) and (12.30) decompose similarly, allowing for sections which at different primes arise from different rational points of X. Restricting to a single prime will not give a "minimalistic" section conjecture by results of Hoshi [Hos10] . Because the conjugacy classes of sections of a split short exact sequence of profinite groups
are in natural bijective correspondence with the elements of H 1 (G, Q), the nnilpotent section conjecture for a curve with a rational point is equivalent to: the natural map from k points and tangential points to the kernel of δ n is a bijection, where the kernel of δ n is considered as a subset of Jac X. More precisely, a smooth, pointed curve X gives rise to a commutative diagram
where X denotes the smooth compactification of X, and π denotes the fundamental group of X k . The n-nilpotent section conjecture is the claim α induces a bijection
Say the "n-nilpotent section conjecture" holds for a field k, if for all smooth, hyperbolic curves over k, the n-nilpotent section conjecture holds.
Proposition 25. The 2-nilpotent section conjecture fails for any subfield k of C or k the completion of a number field. In fact, the 2-nilpotent section conjecture does not hold for P 1 k − {0, 1, ∞}. Proof. Choose x = 1 in k * such that (1 − x) 2 does not equal −x. Then the k point of Jac(P 1 k − {0, 1, ∞}) given by (x, (1 − x) 2 ) is not the image of a k point or tangential point of P 1 k − {0, 1, ∞} by Lemmas 12.15 and 4. By Proposition 24, the section of (12.29) determined by (x, (1 − x) 2 ) lifts to a section of (12.30) for n = 2.
⊓ ⊔ While the failure of a "minimalistic section conjecture" is not surprising at all, some do hold. Moreover, the "minimalistic section conjectures" in [Pop10] [Wic10] do not mention the points of the Jacobian and so control the rational points of X group theoretically.
12.4.5 The obstruction δ 2 over Q By [Tat76] Theorem 3.1, the cup product (12.26) composed with the Kummer map (12.7) (2)).
Proposition 26. Let k be a finite extension of Q, and X
Proof. Since δ 2 (b, a) = b ∪ a by Proposition 7, we have that δ 2 factors through h k . By [Tat76] Theorem 5.4, h k is an isomorphism onto the torsion subgroup of
Tate's computation of K 2 (Q) thus gives an algorithm for computing δ 2 for P 1 Q − {0, 1, ∞} on any rational point (b, a) of Jac(P 1 Q − {0, 1, ∞})(Q) = Q * × Q * : by [Mil71, Thm 11.6] , there is an isomorphism
given by the tame symbols: for odd p (with p-adic valuation v p ) Example 27. As an example of this algorithm, consider δ 2 (p, −p) for p an odd prime: for q different from p and 2, we have (p, −p) q = 1 because v q (p) and v q (−p) vanish. At the prime p, we have (p, −p) p = (−1) 1 p/(−p) = 1. For the prime 2, express p in the form p = (−1) i 2 j 5 k u with k = 0, 1 and u a quotient of integers congruent to 1 mod 8. Then −p = (−1) i+1 2 j 5 k u, and
Thus δ 2 (p, −p) = 0, as also followed from Lemma 4, as (p, −p) is the image of a tangential point of P 1 Q − {0, 1, ∞}, or can be deduced from the Steinberg relation.
Remark 28. The computation of δ 2 for P 1 k − {0, 1, ∞} gives a geometric proof that (12.31) factors through K 2 (k), as observed by Jordan Ellenberg. Namely, by construction δ 2 vanishes on the image of
By (12.15), this image is (x, 1 − x), and by Proposition 7, the obstruction δ 2 is given by δ 2 (b, a) = b ∪ a. Thus, the map (12.31) vanishes on x ⊗ (1 − x), and therefore factors through K 2 (k).
Evaluating quotients of δ 3
We keep the notation k, X = P 1 k − {0, 1, ∞}, and π = π 1 (P 1 k − {0, 1, ∞}, − → 01) from 12.4. In particular, we have a chosen isomorphism π = x, y ∧ as above. To evaluate δ 3 on points in Ker δ 2 requires Galois cohomology computations with coefficients
) seems difficult, we will evaluate a quotient of δ 3 which can be computed in H 2 (G k , Z/2(3)) = H 2 (G k , Z/2). This quotient is denoted δ mod 2 3 and can be described as "the reduction of δ 3 mod 2" as well as "the 3-nilpotent piece of δ 2 3 ," where δ 2 3 is the obstruction coming from the lower exponent 2 central series as in 12.2.3.
Definition of δ mod 2 3
Composing the obstruction
with the map on H 2 induced from the quotient :
is defined as δ mod 2
3
. The basis
which are compatible with the previously defined δ 3, [[x,y] ,x] , δ 3, [[x,y] ,y] in the obvious manner. In words, δ mod 2 3 is δ 3 reduced mod 2. The obstruction δ mod 2 3 can also be constructed from a central extension extension of groups with an action of G k . To see this, we recall certain well-known results on the lower (exponent p) central series of free groups: for a free group F, the successive quotient [F] n /[F] n+1 of the lower central series is isomorphic to the homogeneous degree n component of the free Lie algebra on the same generators. The Lie basis theorem gives bases for [F] n /[F] n+1 explicitly via bases for the free Lie algebra [MKS04, Thm 5.8] . For the free group on 2 generators x and y, is an exact sequence, and δ mod 2 3 is also the boundary map in G k cohomology of (12.32) for p = 2.
Since we view Ellenberg's obstructions as constraints for points on the Jacobian, we will define a lift of a point of Jac(X)(k) to H 1 (G k , π/[π] 2 3 ) and then define δ mod 2 3 : Ker δ 2 2 : Jac( , a) is not the image of a k point or tangential point under the Abel-Jacobi map.
For
equals the image of (b, a) under
For example, the lifts of (b, a) to H 1 (G k , π/[π] 2 3 ) can be described as follows. The fixed embeddings C ⊃ Q ⊆ k and resulting identification π = x, y ∧ give canonical identifications
Choose fourth roots of b and a. These choices give cocycles via the Kummer map b, a : G k → Z/4(1),
2 (b, a) = 0, the lifts of (b, a) are in bijection with the set of cochains c ∈ C 1 (G k , Z/2) such that dc = −b ∪ a (note the minus sign) up to coboundary by c ↔ (b, a) c , where
The set of these lifts is a H 1 (G k , Z/2(2)) torsor. We could have equivalently considered the set of cochains c such that dc = −b ∪ a, as the G k action on Z/2(2) is trivial c.f. Corollary 8.
Example 29.
(1) Let (b, a) ∈ Jac(X)(k) be the image of a rational point or a rational tangential point of X = P 1 k − {0, 1, ∞}. For x, y ∈ k * then (bx 4 , ay 4 ) is unob- LetẐ ξ , η denote the non-commutative power series algebra in two variables overẐ. The Magnus embedding of the free group on two generators inẐ ξ , η gives rise to an injective map 
where u m is some homogeneous element of degree m (depending on j). More generally, to lowest order inẐ ξ , η , M takes the commutator of the group π to the Lie bracket of the associative algebraẐ ξ , η , in the manner made precise by loc. cit. §5.5 Lemma 5.4 (7). Thus 12.36) where O(3) is a sum of monomials of degree ≥ 3. As aẐ module,Ẑ ξ , η is the direct sum
Define ψ : G k →Ẑ ξ , η to be the projection of (f) −1 onto the direct summand
By (12.36), we have 
where r is a sum a monomial of the form bξ 2 with b ∈Ẑ and monomials of degree greater than one. The formula in [Iha91, 6.3 Thm p.115 ] expresses ψ ab (σ ) in terms of the Bernoulli numbers and the variables X = log(1 + ξ ), and Y = log(1 + η). This formula gives
where O(3) is a sum of monomial terms in the variables η,ξ of degree ≥ 3, and
12 . This implies (12.35). We denote the mod 2 reduction of f by Proof. We may assume that k = Q by functoriality. The value of 1 24 (1 − χ(σ ) 2 ) mod 2 is determined by 1 − χ(σ ) 2 mod 48, which in turn is determined by χ(σ ) mod 24. A direct check shows that f (σ ) = 1 when χ(σ ) is ±3 mod 8, and f (σ ) = 0 otherwise. Thus f corresponds to the quadratic extension k ⊂ k(ζ 8 + ζ Proof. Since f = 2 ∈ H 1 (G R , Z/2Z) vanishes (Lemma 31), it suffices by Theorem 19 to show that the triple Massey products
Local
admit the value 0 for a compatible choice of the defining systems as in Remark 20 (ii). Changing c by a 1-cocycle ε ∈ C 1 (G R , Z/2Z) has the effect by Proposition 17 that
Since a ∪ b = 0 we conclude that at most one of a, b is negative. 
characterize this kernel, and recall the notation (b, a) c for lifts of (b, a) ∈ Ker δ mod 2,v 2 and let (b, a) c be a lift of (b, a) 
3 ).
If
Proof. Changing the lift is equivalent to adding a 1-cocycle ε ∈ C 1 (G k v , Z/2Z) to c with the effect by Proposition 17 that
We abbreviate the differences componentwise by introducing the notation (1) and (2) 
Since a = b, we have (ab) = a 2 = a, so
This equation and a = b show case (3). If the map Since H 1 (G k v , Z/2Z) ∼ = Z/2Z ⊕ Z/2Z, the elements {−a}, {−b} form a basis unless at least one of cases (1), (2), or (3) holds.
⊓ ⊔
To compute when there is a local obstruction as in case (1) or (2), we need to understand the cochain a 2 : 
where
Proof.
x, ζ 4 )/K), and there are four possibilities for the action of g ∈ G K on √ η and ζ 4 . It is enough to check that x 2 (g) and {η}(g) agree in each case:
This shows the claim
To compute when there is a local obstruction as in case (3), we need to understand the cochain 
Therefore for all g in G K ,
Since b/a is a square in K, ab is also a square in K. Let √ a, √ b denote the squares of our chosen fourth roots of a and b respectively.
By Lemma 11, and because ab is a square in K,
The previous results combine to give necessary and sufficient conditions for δ (mod 2,v) 3 to obstruct a k v -point of the Jacobian in the kernel of δ (mod 2,v) 2 from lying on the curve (i.e. from being the image of a k v -point or tangential point of X). For any given point (b, a) of Jac X, these conditions are easy to verify using 12.4.1.
Theorem 36. Let k v be the completion of a number field k at a place above an odd prime. For (b, a) ∈ Jac(P 1 
As 0 and 1 are fourth powers mod every prime, we see the vanishing of Ellenberg's obstructions on the points of the curve. (3) It is tempting to hope that under certain hypotheses
Since 0 and 1 are the only integers which are 2 n−1 powers for every n, mod every prime, such a result could show that the nilpotent completion of π determines the points and tangential points of P 1 − {0, 1, ∞} from those of the Jacobian. This is a mod 2, pro-nilpotent section conjecture for P 1 − {0, 1, ∞} cf. 12.4.4.
Proof. To prove (1): note that by hypothesis, exactly one of b and a equals p or u + p in H 1 (G Q p , Z/2(1)), where the notation p,u is as defined in 12.4.1. By 12.4.1, it follows that the other is 0 in H 1 (G Q p , Z/2(1)) if and only if b ∪ a vanishes. By Hensel's Lemma, this is equivalent to the other being a square mod p, which in turn is equivalent to the condition that a + b is a square mod p.
To prove (2): exactly one of b and a is not divisible by p. Call this element r. The only case listed in Theorem 36 that can hold is {−r} = 0 in H 1 (G Q p , Z/2Z(1)). By (1), we have that r is a square mod p, whence {−r} = {−1} in H 1 (G Q p , Z/2Z(1)). Note also that if r = a, then f ∪ a = {2} ∪ a = 0, as neither 2 nor a is divisible by p. Therefore, δ 
where either square root of r or −r in Q p can be chosen. To see this: note that since −1 is a square, it is clear that changing the square root has no effect. Note that (1 + ξ 4 ) 2 = 2ξ 4 , for ξ 4 a primitive fourth root of unity in Q p , from which it follows that { √ r} = { √ r(1 + ξ 4 ) 2 } = {2 √ −r}. (In the last equality √ −r is ξ 4 √ r, but we are free to choose either square root to see the claimed equality.) Thus, δ (mod 2,p) 3 (b, a) = 0 if and only if p = 1 mod 4, and { √ r} ∪ p = 0 in H 1 (G Q p , Z/2Z(1)). Note that { √ r} ∪ p = 0 if and only if { √ r} = 0, since r is not divisible by p. The condition p = 1 mod 4 and { √ r} = 0 is equivalent to the condition p = 1 mod 4 and r is not a fourth power mod p. Since r is a square mod p, the condition that r is not a fourth power implies that p = 1 mod 4. Thus, δ (mod 2,p) 3 (b, a) = 0 if and only if r is not a fourth power mod p. This last condition is equivalent to a + b is not a fourth power mod p.
⊓ ⊔ Remark 40. The proof of Corollary 38 only uses the computation of f given in 31 to ensure that f ∈ {0, u} ⊂ H 1 (G Q p , Z/2).
Definition 41. For an obstruction δ ′ which is defined on the vanishing locus of an obstruction δ , we say that δ ′ is not redundant with δ if δ ′ does not vanish identically.
Example 42. We compare the obstruction δ mod 2 3 with δ 2 for k = Q.
(1) As 4 = (−1) + 5 is a square but not a fourth power mod 5, Corollary 38 implies that δ The points (b, a) of Jac(P 1 Q − {0, 1, ∞})(Q) = Q * × Q * considered in Corollary 38 and satisfying δ (mod 2,p) 2 (b, a) = 0 have the property that at any finite prime p, either b or a determines the 0 element of
Thus a lift (b, a) c of (b, a) to a class of H 1 (G Q p , π/[π] 2 3 ) is such that c is a cocycle, as opposed to a cochain. By Theorem 19, Corollary 38 consists of evaluations of Massey products where certain cup products of cochains are not only coboundaries, but 0 as a cochains. Indeed, a direct proof of Corollary 38 can be given along these lines, although the methods involved are not sufficiently different from those of Theorem 36 to merit inclusion.
Let p vary through the odd primes, and let m vary through the positive integers. The points ((−p) 2m+1 , p) satisfy δ 2 = 0 by Proposition 24, but both (−p) 2m+1 and p determine non-zero elements of C 1 (G Q p , Z/2) via the Kummer map, unlike the examples computed via Corollary 38. Theorem 36 allows us to evaluate δ (mod 2,p) 3 on these points.
Example 43. Let p be an odd prime and m a positive integer. Then δ (mod 2,p) 3 vanishes on the following rational points of Jac(P 1 Q − {0, 1, ∞})
(1) (−p 2m+1 , p), (2) (p 2m , p).
For (−p 2m+1 , p) we show that neither case (i)-(iii) of Theorem 36 holds. Note that {p 2m+1 } (resp. {−p}) is nontrivial in H 1 (G Q p , Z/2), so case (i) (resp. case (ii)) does not hold. When p ≡ 3 mod 4, the class {−p 2m+1 · p} = {−1} is nontrivial in H 1 (G Q p , Z/2) and case (iii) does not hold. For p ≡ 1 mod 4, we have a fourth root of unity ζ 4 ∈ Q p and thus the product −p 2m+1 · p is a square in Q p . In this case the first equation of (iii) is satisfied, but the second is not: equating these two cocycles requires identifying Z/2(1) with Z/2(2), so the weight is not being respected!) Substituting these equalities into Proposition 13 implies δ (2,p) 3, [[x,y] 2 ) and p in the binomial coefficient as these two cocycles are not equal in C 1 (G Q p , Z/4(1)).)
For any two elements d 1 , d 2 in Z/4, direct calculation shows
