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ABSTRACT

This dissertation explores and discusses conservation of magnetic audio
tapes and discrimination of fiber dyes employing spectroscopic techniques and
chemometrics.
Conservation of polyester urethane magnetic audio tapes has become a
major challenge since they are susceptible to degradation via hydrolysis. The
world’s modern cultural history is vastly recorded in this media, and now
conservationists need a non-destructive technique to determine the playability
status of these tapes. Once conservationists identify degraded tapes, they can
be subjected to the baking process. This process temporarily reverses hydrolysis
and provides enough time to digitize tapes, preserving information for future
generations. The first three chapters of this dissertation investigates use of
attenuated total reflectance Fourier transform infrared spectroscopy (ATR FT-IR)
and chemometrics as a nondestructive technique to determine the degradation
status of tapes under different circumstances.
The first chapter of this study focuses on determining how reliable it is to
collect spectra at the beginning of the magnetic audio tapes. This is a main
concern since tapes used in this study are lengthy, and it is crucial to find the
best sample location to represent the entire tape to minimize misclassifications.
Using two different test sets and six different classification techniques, it was
vi

found with above 90% prediction accuracy that taking spectra from the beginning
of the tape is probably representative of the degradation behavior of most tapes.
The second chapter focuses on building a more robust model to determine the
degradation status of problematic tapes. This was successfully achieved by using
neural networks and least absolute shrinkage and selection operator (Lasso).
The third part of this study explores the degradation taking place along the backcoat and compares the results with the magnetic layer of the same tape
identities. Results obtained show poor predictability in the back layer, indicating
that the magnetic layer is the preferred side to obtain spectra to determine the
degradation status.
The final part of this dissertation discusses the applications of
chemometrics and microspectrophotometry to differentiate fiber dyes. This was
demonstrated using the blue nylon 6 subgroup with seven different fiber
identities. Applying three different machining learning approaches, it was
determined that Lasso is probably the best technique to differentiate fiber dyes.
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CHAPTER 1
DETECTION OF DEGRADATION ALONG THE LENGTH OF POLYESTERURETHANE MAGNETIC AUDIO TAPES USING MACHINE LEARNING
TECHNIQUES1

1

Ratnasena, N.H*; Abraham, A. M; Morgan, S.L. To be submitted to
Chemometrics and Intelligent Laboratory Systems.
1

1. Abstract
Magnetic audio tapes were first introduced in 1878 and quickly became a
very popular media to record information until challenged by digital recordings. 1,2
Even though they were slowly replaced by digital media, audio magnetic tapes
were extensively used to store information in the late twentieth century, meaning
most of the world’s modern history is stored on these tapes. However, now
magnetic audio tapes are in critical condition because most tapes have started to
degrade. Degradation of tapes leads to the loss of all valuable information.
Currently many institutes, like museums and archives, visually inspect tapes that
are in unknown condition then perform a playability test to determine the
degradation status. The main issue on performing the playability test is it can do
further destruction to the tape, as well as to the play back device. Therefore, the
playability test can do more harm than help. Further, playability testing can also
prevent the only opportunity of preserving precious material stored on those
tapes.
In 2015 the Morgan laboratory developed a technique which can be used
to determine the degradation status of audio magnetic tapes non-destructively.
This method combines attenuated total reflectance Fourier transform infrared
spectroscopy (ATR FT-IR) with multivariate statistics. This technique was
successfully used and obtained over 90% prediction accuracies for the training
model and 92.31% and 82.00% accuracies for degraded and non-degraded
tapes in the test set.3 In the first study, spectra were collected starting from the
beginning of the tape at 50 cm and 100 cm locations. Since spectral data were
2

only collected at the beginning of the tape, it was assumed the misclassifications
might have happened due to the spectral collection location because the
degradation process can take place anywhere in an audio magnetic tape.
Therefore, the current study was conducted in order to understand
whether the spectra collection location has any effect on misclassifications. To
elaborate this, two test sets were created by collecting replicate spectral
measurements from “Ampex 406” tapes. The first test set was created by taking
spectra at every 100 feet and the next test set was created by taking spectra
every 10 cm until reaching the 150 cm location in the beginning of the tape.
Created test sets were trained on two different training models with six different
classification techniques. We were able to find degradation markers along the
length of the magnetic layer of degraded tapes, and there were few
misclassifications in non-degraded tapes. This was confirmed by all classification
techniques, which were able to produce over 90% prediction accuracies for both
test sets. Ultimately the current study justified that taking spectra at the 50 cm
and 100 cm locations from the beginning of the audio magnetic tape represent
the degradation of the entire tape.
2. Introduction
The brilliant idea of capturing sound and delivering it back as a recording
was first thought of by a 38-year-old American, Oberlin Smith, in 1877.1 He
considered that this could be achieved by recording sound as a magnetic signal
on a conductive medium. As a result, in 1896, Danish electrical engineer
Valdemar Paulsen invented the first working magnetic recording device using
3

wire as the medium.1 In the 1930s the German Electronic group, AEG signed a
contract with Fritz to develop the Magnetophone, one of the first less complicated
and practical recording medium.1, 2 Over several decades, audio recordings
became a crucial medium for recoding information for commercial as well as
military applications until in the 21st century, where most of the magnetic
recordings were quickly replaced by digital recording.
Even though audio recordings were replaced by digital recordings, rare
and non-repeatable modern history, such as speeches and different types of
music, were captured in magnetic audio recordings. It is estimated that the world
stock of audio recordings is more than 50 million hours of material.4 A survey was
performed in the U.S. at more than 17,000 public institutions, found that these
institutions house 46 million individual recordings. Among these, about 44% of
audio recordings are in unknown conditions.5,6 This requires finding an effective
method to rapidly determine the status of recordings potentially in danger. If tape
status cannot be determined and fixed quickly, precious information stored on
these tapes can be lost forever. Currently, cultural heritage institutions are in the
process of digitizing recordings to preserve the recorded materials.
In the digitalization process, both visual inspection of the tape and actual
playing of the tapes are the main requirements and the main challenges,
because if someone plays a degraded tape unknowingly, the tape may be ruined
and the information stored on it will be lost, while also damaging the play back
device. Therefore, because about 44% of audio tapes are in unknown conditions,
it is crucial to develop a technique that can determine the tape degradation status
4

quickly and non-destructively. Having such a method enables easy prioritizing of
the digitization process, so that degraded tapes can be treated with remediation
treatments.
To know the degradation status of audio magnetic tapes, it is important to
understand tape compositions. Audio magnetic tapes have two major layers, the
magnetic layer/binder, and the polymeric base film. Some tapes contain an
additional layer called back coating.7 (Figure 1.1) The base film is about 36 µm
thick and mostly responsible for providing structural integrity to the tape.8,9 Over
the years, different materials have been used in the base film, including cellulose
acetate (used from 1935 to 1972/73), polyvinyl chloride (PVC) (used from 1943–
1969), paper (used from 1947 to 1953), and polyethylene terephthalate (PET)
(used from 1953-present), although sometimes replaced by polyethylene
naphthalate (PEN).7,10
The most important layer of the audio magnetic tape is the binder. It has
been estimated by weight about 20% of the binder contains metal oxides or
magnetic particles, while the remaining 80% consists of polymeric material. The
thickness of this layer is about 2-5 µm. The magnetic layer consists of magnetic
particles, binder material, and lubricants, such as fatty acids, silicones, and
fluorocarbon-ether polymers of polyhexafluoropropylene oxide (PFPE), which are
used in the binder to reduce friction between guides and the tape surface. 9
Common magnetic particles in the layer include Fe2O3, CrO2, and Co-doped
Fe2O3. CrO2 provides higher signal output compared to Fe2O3, but can be
damaging to the tape because it is an oxidant. Higher coactivity and
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magnetization can be achieved by having higher concentrations of magnetic
material in a given binder volume.11 Magnetic particles are commonly embedded
in polyester urethane (PEU) binders (Figure 1.2). Depending on different
numbers of n and m in figure 1.2, various chemicals may arise. This can provide
various physical, chemical, and mechanical properties to the binder.12 The
optional back-coating layer present in audio magnetic tapes is about 1-3 µm in
thickness and made of carbon black. This layer provides a good tape packing as
the rough surface allows air to escape. Since carbon is conductive, it aids in
dissipating the static charge accumulated during playing and rewinding the tape. 9
PEU is known to degrade by several mechanisms, including slow thermal
degradation, oxidation, and hydrolysis.9 Environmental factors, such as oxygen,
relative humidity (RH), and temperature, affect these degradation mechanisms
directly. For example, at increased RH and temperature, oxidation and hydrolysis
can accelerate magnetic tape degradation. Among these mechanisms, hydrolysis
is the primary degradation mechanism for PEU tapes. PEU contains a larger
number of ester linkages, which makes the reaction between the water
molecules present in air and the tape easy to occur.13,14 In the degradation
process of polyurethane binders, low molecular weight products are formed by
the cleavage of the polyester chain to produce alcohol and carboxylic acid
functional fragments. For each hydrolysis step, a carboxylic acid group is formed,
which in turn catalyzes further hydrolysis.15 Low molecular weight tape
degradation fragments migrate to the surface of the tape and combine with
moisture to form a sticky tape surface. When the sticky substances are in contact
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with tape guides or rotors, they can clog the read head and may cause enough
mechanical stress to break the tape. This condition is called Sticky Shed
Syndrome (SSS).10 Further, since the binder is the topmost layer, it continuously
comes into contact with the player head and is exposed to mechanical stress,
making it even more vulnerable to degradation.
Baking has been used for many years as a restoration method for SSS.16
In the baking process, a tape is placed in an oven at 54.4 oC for over 8 hours.17,18
This method only suppresses SSS indications temporarily. Hence, the
digitalization should take place as soon as baking is done. Otherwise, SSS
indications could reappear.19 Because baking rarely renders a tape permanently,
some ongoing conservations tend to suggest increasing the baking time to
multiple days in order to have a precision reel work.20 Due to this time-consuming
restoration process, it is important to find a fast and non-destructive method to
determine the degradation status of the 44% of tapes in unknown condition,
which are estimated to be more than 20 million items.5
A successful non-destructive method to determine the tape degradation
status was proposed by Hobaica, et al., and used total reflectance Fourier
transform infrared spectroscopy (ATR FT-IR).14 In this study, four main spectral
markers were found in 50 PEU magnetic audio tapes acquired from the Library of
Congress (LC). The first spectral difference was found in the 1730-1693 cm-1,
region which arises from the C=O moiety, next was the peak at 1364 cm -1, which
arises from CH2 wag. The peak at 1252 cm-1 was the third difference due to the
C-O stretch of carboxylic acid and alcohol. The last difference was found at 1138
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cm-1 and occurs due to carbonyl bonds and O-CH2 bonds in the polyester
components. Using these markers authors have successfully identified 71% of
SSS tapes and 86% of non-SSS tapes by visual inspection.14
In the work of Hobaica, et al., differentiation of SSS tapes from non-SSS
tapes was done through visual inspection, which might not be ideal because IR
spectra usually contain more than a thousand wavenumbers. Looking at each
wavenumber to find chemical differences is very time consuming, especially
when there are over twenty million tapes in unknown condition and needing to be
examined.
Our lab has combined multivariate statistics with ATR-FTIR to obtain
better results in a rapid manner. Cassidy, et al. achieved 93.78% and 91.30%
accuracy for degraded (SSS) and non-degraded (non-SSS) tapes, respectively,
in the training set, while producing 92.31% and 82.00% accuracies for degraded
and non-degraded tapes in the test set.3 A few reasons for misclassification of
tapes were hypothesized, among which the main reason for misclassifications is
that IR spectra were not taken throughout the tape. In Cassidy, et al. the spectra
were collected only from two locations (50 cm and 100 cm) at the beginning of
the tape. However, the playability testing was performed on the entire tape by
passing the tape from one reel to another, though degradation status along the
tape can be affected for various reasons. For example, when a tape is wound,
usually it is tighter in the inside than the outside of the reel. Because of this
tension, moisture may be trapped between tape layers and accelerate
degradation. On the other hand, since the outer tape layers are not as tightly
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packed, moisture might not damage the tape as much. However, one can argue
since the outer tape layers are more exposed to the air, those layers contact
more frequently with moisture in the environment, which leads to faster
degradation when compared to the inside of tapes.
In the present study, we focus on finding how reasonable it is to collect
spectra at the beginning of the tape to determine the degradation status of an
audio magnetic tape. To validate this supposition, spectra were collected from a
selected tape brand, “Ampex 406”, which contained a considerable number of
degraded and non-degraded tapes. To test this theory, 10 replicate spectral
measurements were collected from the selected tapes starting from the
beginning of the tape at every 100 feet. Even though sample collection locations
still seem to be far apart, this was the only practical way to narrow down the
degraded areas in the tape samples since all tapes used in this study were
commercially produced to be as long as 1200 feet or longer, and collecting
spectra at every 100 cm location for these tapes as in the previous Morgan lab
study was not feasible.3 After understanding the degradation status along the
entire tape, another study was conducted by taking five replicate spectral
measurements at every 10 cm until reaching the 150 cm location from the
beginning of the tape to justify that sample collection locations for our study.
3. Experimental
3.1 Sample Selection
Magnetic audio tapes used in this research project did not have any
recordings on them. One of the most important pieces of information needed to
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acquire from these tapes were correct tape brand and model. Due to the
common rehousing practices, once a tape is opened it may be unlikely to be
returned to the original box or rewound onto the same reel hub. For the above
reasons, we sent a request to the Library of Congress (LC), the Wisconsin Public
Television (WPT), and Smithsonian Institution (SM). Most tapes received from
this call were returned in plastic wrapping around the box confirming the fact that
these tapes were not previously opened, and the tape brand and model
information indicated on the boxes were accurate.
For this study, 206 tapes were used to create the “all tape chemistries
training model”: 39 tapes form the LC, 54 tapes from the WTP, and 113 tapes
from the SM (Table 1.1). 59 Ampex 406 tapes from WPT and SM form the
second training set. The test sets were developed using the tapes from WPT
containing just Ampex 406 tapes since this set of tapes consisted of a fair
amount of both degraded and non-degraded tapes (Tables 1.2 and 1.3).
3.2 Playability Testing
Playability testing should be performed by one person since it is subjective
and playability determination could be affected if multiple personnel perform the
test. The testing was done using a Scully 280 tape player (Scully Recording
Instrument, Bridgeport, CT). This was done by passing the entire tape from one
reel to another over six stationary guides. (Figure 1.3).
The specific steps for the playability test were provided to the Morgan lab
by an audio engineer from the Library of Congress, as follows: first the tape was
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set up on the Scully and played for 10 s then stopped, rewound (RW) the tape for
2 s, then fast-forward (FF) for 2 s (repeat 3 times); next, FF through 30% of the
tape (without allowing the tape to reach full speed), stop and play the tape for 5
s. This procedure was repeated until all tape material transferred into the uptake
reel.
During the playability test it is crucial to note every observation. A tape in
good condition (non-degraded) plays without any disturbance during the entire
tape transfer from one reel to another, and tapes in the degraded condition make
squealing noises, do not show smooth tape transfer, shed considerable amount
of tape material, slow recovery from FF to RW position, and friction between tape
guide and the tape. If any of these conditions are observed during the playability
testing, it was determined to be a degraded tape and playability testing was
immediately terminated for that specific tape to prevent further destruction. Since
this is a subjective test, one person’s judgment on degradation status of a tape
might not be the same for another person.
3.3 Infrared Analysis
Infrared analysis was completed without any sample preparation using a
Nexus 670 FT-IR with Omnic® version 8.2 (Thermo-Nicolet, Madison, WI). The IR
instrument was equipped with a deuterated triglycine sulfate detector (DTGS)
and a Thunderdome™ ATR attachment (Thermo Spectra Tech, Inc., Shelton,
CT). A germanium crystal was used with an incident angle of 45°. The spectral
range for all measurements was 4000 cm-1 to 600 cm-1, with 32 scans at 4 cm-1
resolution.
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The spectral data collection procedure was first published by the Morgan
lab and is as follows. A Mylar™ film, ~0.1 mm thick, was placed over the backcoat of the tape to protect the tape, followed by a steel plate with a thickness of
about 1 mm, to disperse the pressure. (Figure 1.4).3 Replicate spectra for both
training sets were obtained from the beginning of the tape by collecting 10
spectra of the magnetic side, moving the tape about ~3 mm towards the tape hub
each time, at the ~50 cm location. In the same manner, another 10 spectra were
collected at ~100 cm location for a total of 20 replicate spectra per tape.
Using the same approach to build the 100 ft test set, 10 replicate spectral
measurements were collected starting from the beginning and then each 100 feet
of the tape. Most tapes used in the models were 1400 feet-long, therefore for
each tape, there were at least 14 different locations to collect spectra, with a total
of 140 replicate spectral measurements per tape (Table 1.2).
In the 150 cm study, starting from the beginning of the tape, five replicate
spectral measurements were collected at every 10 cm location up to the 150 cm
location, for a total of 80 replicate measurements for each tape (Table 1.3).
3.4 Statistical Analysis
Collected spectral data preprocessing was performed using MATLAB
version 9.5, R2018b, (The MathWorks, Natick, MA). First, each spectrum was
truncated from 1750 cm-1 to 950 cm-1, which contained a total of 416
wavenumbers. This spectral region is consistent with corresponding peaks for
esters, the main component present in the magnetic layer of the tape, and the
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degradation products: carboxylic acids and alcohols.3 Next, the collected spectra
were smoothed using the Savitzky-Golay (SG) algorithm with a 4th order
polynomial and 13 point moving widow.21 The standard normal variate (SNV)
transformation was performed by subtracting the average absorbance from each
absorbance and dividing by the absorbance standard deviation (STDEV).22
SNVSpectrum =

absorbance − averaged absorbance
absorbance STDEV

(1)

Following SNV transformation, mean centering was performed on spectral
data by subtracting the average absorbance of each wavenumber from all
observations.
3.4.1 Machine Leaning
Principal component analysis (PCA) and classification techniques were
performed using the Classification Leaner App and Neural Networks toolbox in
MATLAB.
3.4.2 Principal Component Analysis
PCA was used as a dimension reduction technique for the data set, while
retaining as much variability as possible.23 This was done by obtaining new
variables that are linear functions of those in the original data set that maximize
variance and are uncorrelated with each other.24 These new variables are called
Principal Components (PCs).24 PC 1 shows the highest variation in the data set,
PC 2 shows the next highest.23,24 In this study, the first five PCs were acquired
with 95.34% total variability to build the training model consisting of all tape
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chemistries, while the second training set was created using just Ampex 406
tapes with the first four PCs containing 95.75% variability.
3.4.3 Cross Validation
To evaluate the predictive performance of the trained models, five-fold
cross validation was performed on the above training data sets. In this method,
the training data set was randomly divided into five subsets. Then, one subset
was used to test the performance of the training set that trained on the union of
the remaining four subsets. This process was repeated five times, selecting a
different subset for testing each time. The final model was obtained by averaging
the validation accuracy received after each testing with subsets.25
3.4.4 Supervised Classification Techniques
Linear Discriminant Analysis (LDA), Quadratic Discriminant Analysis
(QDA), Support Vector Machines (SVM), Decision Trees (DT), K Nearest
Neighbor (KNN), and Feed Forward Artificial Neural Network (ANN) supervised
classification techniques were performed to analyze all spectral data. In
supervised classification techniques, a data set is used as a training set while
providing both inputs and outputs (responses) to make predictions. Using this
algorithm, a model is built that can be used to make predictions for new data
sets. In this specific study, playability responses obtained from playability testing
were used to build the training models. These built models can be used to predict
responses for test sets where the playability results are unknown. Collected
spectral data were trained with different supervised classification techniques to
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determine which method works best. Two training models were constructed
using five PCs and four PCs. The first training model only consisted of Ampex
406 tapes with 1180 spectra. The second training set contained 4120 spectra
with different tape brands and models. Two length study test sets (100 ft study
and 150 cm study) were used to predict the playability responses using the
constructed models.
3.4.5 Discriminant Analysis
A discriminant is a function that takes an input vector and assigns it to one
of K classes. LDA, and QDA are two classic classification techniques used in
machine learning. As the names suggest, LDA creates linear boundaries
between classes, and QDA creates non-linear (ellipse, parabola, or hyperbola)
boundaries between classes.25 Among most statisticians, these two methods
come as first choices due to their ability to make fast and accurate results. Also,
interpretation of results is much easier compared to other classification
techniques. When there are two or more classes to classify, LDA and QDA can
be used. Both techniques assume that the prediction variables x are drawn from
a multivariate Gaussian distribution, and both can be successfully used when the
number of predictor variables are less than the sample number.26 If the number
of predictor variables exceed the number of samples, the performance can
decrease. LDA assumes classes have equal covariance matrices, whereas QDA
assumes that each playability class has its own covariance. Due to this, it is
estimated that LDA is less flexible than QDA. QDA is the better choice when the
training set is larger, because when k classes have different covariance matrices,
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LDA can suffer from high bias. However, LDA tends to perform well when there
are relatively low training observations.25,26
3.4.6 Support Vector Machine
Support vector machines are also a popular classification technique due to
its ability to produce accurate results with less computational power. This
classification method assumes that data is linearly separable, and a decision
boundary can be drawn separating classes.26 The decision boundary is called a
hyperplane, and the first objective should be finding the optimal hyperplane that
classifies data points. Data points can be separated in many ways with many
hyperplanes.26 The correct hyperplane should have the maximum margin,
meaning that when a decision boundary is drawn between both classes, each
class should have the maximum distance to the boundary.26 By maximizing this
distance, it provides confidence for future data point classification. Support
vectors are critical data points in the training set which lie closest to the
hyperplane and most difficult to classify. Data points lying on either side of the
boundary belong to different classes. Moving or removing a support vector
moves the decision boundary, meaning these data points are extremely
important in building the SVM model.26, 27
3.4.7 Decision Tree
Decision trees are a fast and easy classification technique. However, it
can have lower prediction accuracies. DT typically starts from the root node
followed by decision nodes, where it shows decisions to be made, down to a leaf
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node to show the final outcome or the predicted responses.26 Gini’s diversity
index or Gini impurity was set as the default split criterion, which makes the
decision when to split nodes. Gini index is used to evaluate binary splits in a data
set.26 The higher the Gini index value, the higher the homogeneity. The degree of
Gini index varies between 1 and 0. 0 indicates that all elements belong to a
certain class and 1 indicates that all elements are randomly distributed across
various classes. An index value of 0.5 indicates equally distributed elements into
some classes.28 The maximum number of branches in the model can be decided
by trial and error. The MATLAB classification app provides a few options with a
different number of branches. The medium tree option allows a maximum of 20
splits, and the fine tree permits a maximum of 100 splits. Because of higher
number of splits in fine DT, it can produce higher prediction accuracies for the
training set. However, due to over training, this can also produce lower test
accuracies.26,28
3.4.8 K Nearest Neighbor
K nearest neighbor is another classification technique commonly used for
its low calculation and easy interpretability. KNN algorithm works under the
assumption that similar things exist in proximity.29 In other words, when a new
data point is introduced into the training data set, the class for the introduced
data set will be assigned on how closely it matches to a point in the training set.
Euclidean distance is used to calculate the distance between the test data and
training data, Although, other measures such as Manhattan or Hamming distance
also can be acquired for distance calculation. K indicates how many nearest data
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points are used to categorize the newly introduced data point. The lowest value
that can be assigned for K is 1. With K=1 the prediction accuracy can be high,
and it is called the nearest neighbor rule because a test point is simply assigned
to the same class as the nearest point from the training set.29 K controls the
degree of smoothness in the decision boundary. If K is small, it produces many
small regions for each class, whereas a larger K leads to fewer and larger
regions.29 The MATLAB classification app provides few different options with
varying Ks. In this study, two different KNN methods were tested: fine KNN is a
detailed method where K was assigned to 1 and medium KNN where K was
assigned to 10 nearest neighbors.26,29
3.4.9 Feed Forward Neural Networks
Feed forward artificial neural network (ANN) contains three main layers.
The input layer is the first layer used to introduce input data. The last one is the
output layer, which produces end results as predictions. The third layer is the
hidden layer, which lies in between the input and output layers.30,31 There can be
one or multiple hidden layers. The number of hidden layers should be between
the size of inputs and outputs. Choosing a smaller number of hidden layers might
lead to poor performance of the model, while choosing too many can lead to
overfitting. A trial-and-error method can be effectively employed for this specific
study, 3905 different hidden layer and different neurons combinations were found
due to having five inputs and two outputs. In the neural network (NN) model,
information flows from input layer to output layer. Input, output, and hidden layers
are made of nodes called neurons. Neurons are the basic unit of neural network.
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Neurons mainly work in two ways. First, they calculate the weighted sum of its
input. Later, they apply an activation function to normalize the sum. Applied
activation can be linear or non-linear. Since this study has only two classes
(playable and non-playable), a sigmoid function was applied to map input values
between 0 to 1.32 Once inputs passed through hidden layers and received a
result from the output layer, the network compares the predicted responses with
actual responses. If there is any error, then the model uses that error to change
the weights of the neurons to increase the model’s prediction accuracy.
4. Results and Discussion
4.1 Playability Testing
Playability testing was performed on all tapes used to create training and
test sets. The training set containing all tape chemistries consisted of 95 nonplayable tapes and 111 playable tapes. The training model that only consisted of
Ampex 406 contained 27 non-playable tapes and 32 playable tapes. Both 100 ft
and 150 cm test sets contain 10 non-playable tapes and 5 playable tapes.
4.2 Infrared Analysis
To create the "all tape chemistry model" and "all Ampex 406 model", a
total of 4120 and 1180 ATR-FTIR spectra were collected, respectively. To build
the 100 ft and 150 cm test sets, 2100 and 1200 spectra were collected,
respectively. Figure. 1.5 shows non-playable (magenta) and playable (blue)
spectra for the training sets. The top figure includes the averaged baseline
corrected and smoothed spectra, while the bottom figure includes averaged,
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smoothed, SNV transformed, and mean centered spectra. Figures. 1.6 and 1.7
show averaged baseline corrected, smoothed spectra (top plot in both figures),
SNV transformed, and mean centered spectra (bottom plot in both figures) for
both test sets.
After mean centering, both non-playable and playable tapes show
enhanced, significant differences. For instance, all averaged spectra show
significant differences around 1170 cm-1 and 1250 cm-1, which arise due to the CO stretch of alcohols and the C-O stretch of carboxylic acids, respectively.
In the averaged smoothed training set spectra and 100 ft test set spectra,
a pronounced free carbonyl peak around 1725 cm -1 for non-playable tapes is
observed. We believe this peak is due to the formation of carboxylic acids.
However, the same observation does not appear in the 150 cm test set spectra.
The shoulder, or inflection peak around 1252 cm-1, arises due to the C-O stretch
of carboxylic acid and is visible in all 3 averaged smoothed non-playable spectra,
which is an indication of the additional formation of hydrolysis products. The
other peaks around 1140 cm-1 and 1105 cm-1 are indicative of the C-O stretch of
alcohol, which all 3 averaged non-playable spectra contain.
4.3 Principal Component Analysis
PCA plots were used to visualize variability among training and test sets.
Four PCA plots were constructed, and in these plots magenta markers indicate
non-playable tapes in the training data, blue markers for playable tapes in the
training data, brown markers for non-playable tapes in the test data, and green
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markers indicate playable tapes in the tests data set. Figure 1.8 (top) was plotted
by first projecting spectral data collected from the 50 cm location and 100 cm
location of only Ampex 406 tapes. For the same PCA space, the 100 ft test set
spectral data were projected. In the same figure, the bottom PCA plot was
created using all Ampex 406 spectra data, but the test set projected was from the
150 cm study. PC 1 for these two plots accounts for 56% variability in the data
set, and PC 2 accounts for 22% variability. Figure 1.9 top and bottom plots were
created, first by projecting all tape brands and models training data, and then
projecting the 100 ft and 150 cm study sets into the same PCA space. In these
two plots, the first PC shows the highest variability of 50.36%, and the second
PC accounts for 28.47% of variability in the data.
Principal component loadings were used to understand sources of
variability, which support the differentiation between playable and non-playable
tapes. Eigenvector components responsible for separating playable tape spectra
from non-playable spectra were observed in the second PC for PCA plots
created using all types of tapes as the training set (Figure 1.10). PCA plots
plotted by projecting only Ampex 406 as the training set show chemical
differences were accountable for separating playable tapes from non-playable
tapes in the third PC (Figure 1.11). In both PCA loadings, spectral differences are
observed as non-playable tapes on the positive side of the PC loading, while
differences of playable tapes are present on the negative side. In other words,
positive components represent hydrolysis products’ absorbances, while negative
components represent PEU absorbances.
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Number 1, 2, and 3 indicated in the positive side of figures 1.10 and 1.11
represent absorbances around 1730 cm-1, 1255 cm-1 and 1170cm-1. These occur
respectively due to C=O stretching vibration, C-O stretching of carboxylic acid,
and C-O stretching of alcohol vibration. Even though the C=O peak is present in
both esters and degradation products, this absorbance is more intense in nonplayable tapes due to the presence of a higher number of free carbonyl groups in
non-playable tapes. Numbers 4, 5, and 6 indicate absorbances on the negative
side of the loading. The absorbance around 1535 cm -1 arises due to the N-H
amide bend from the polyurethane in the PEU, while absorbance around 1225
cm-1 and 1106 cm-1 arise due to C-C-O and O-C-C ester stretch, respectively.
Finding an exact reason for the variability sources for PC 1 in Figure 1.8
and PC 2 for Figure 1.9 is difficult. It can be a combination of many reasons.
Even though all these tapes are made of PEU, an enormous number of chemical
differences among brands due to the use of different PEUs may exist. Even
among the same brand and model, formulation change is a common practice in
order to improve performance. Apart from using different binder formulations,
tapes contain other substances, like lubricants and plasticizers in the magnetic
layer. Therefore, these also contribute as differentiation factors in most of these
tapes.
4.4 Classification techniques
In this specific study, two training sets two test sets were employed. For
easy explanation, the training set built using 1180 spectra with just Ampex 406
tapes is indicated as the “A” training model and has 540 non-playable spectra
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and 640 playable spectra. The training set including 4120 spectral data
containing different tape brands and models is indicated as the “B” training
model, and this set consists of 1900 non-playable spectra and 2220 playable
spectra.
The “A” training models were created using the first four PCs, which
explain 95.75% variance in the data set, and the “B” models were created using
the first five PCs , which explain 95.34% variance in the data set. Both training
sets were validated with five-fold cross validation for each classification
technique. Since the MATLAB Classification Learner App does not show where
the misclassification occurs, for all training sets only the prediction accuracies are
indicated in this study. Test data were first trained with model “A” since all test
data were obtained from Ampex 406 tapes. Later, both test sets were trained
with model “B” to determine whether the model would behave any differently with
multiple tape brands and models.
4.4.1 Linear Discriminant Analysis (LDA)
When the model “A” was trained with Linear Discriminant Analysis, the
prediction accuracy was 99.7%. Of the 1410 non-playable spectra of the 100 ft
test set, all spectra were classified correctly, while just one playable spectrum of
Ampex (406-005) was misclassified as non-playable out 700 playable spectra,
yielding 99.9% prediction accuracy. The 150 cm test set was able to achieve
100% prediction accuracy (Tables 1.4 and 1.5) using LDA with model “A”.
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Using LDA, the “B” model achieved a prediction accuracy of 99.7%. When
the 100 ft and the 150 cm test set data were trained with this model, the model
was able to predict the playability responses for all non-playable and playable
tapes accurately with 100% accuracy (Tables 1.6 and 1.7).
4.4.2 Quadratic Discriminant Analysis (QDA)
The “A” model has a training prediction accuracy of 99.7% with QDA. The
100 ft test set has only three playable spectra misclassified as non-playable: the
first spectrum of the Ampex (406-003) tape and two spectra of Ampex (406-005).
All non-playable spectra of this test set were correctly classified, giving an overall
accuracy of 99.8%. For the 150 cm test set, of the 400 playable spectra, 395
were correctly classified. Misclassifications occurred in three different tapes: the
first spectrum of Ampex (406-003), the first three spectra of Ampex (406-005),
and one spectrum around the 400 ft location in the Ampex (406-009) tapes. All
non-playable tapes were correctly classified, giving 99.6% overall prediction
accuracy for the QDA model (Tables 1.4 and 1.5).
The “B” model built using the QDA classification model produced 94.6%
prediction accuracy. For the 100 ft test set, out of 700 playable spectra, one
spectrum from Ampex (406-005) was misclassified, while the rest of the 1410
non-playable spectra were correctly classified, giving an overall prediction
accuracy of 99.9%. The 150 cm data set trained with the “A” model produced
100% prediction accuracy for both playable and non-playable spectral data
(Tables 1.6 and 1.7).
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4.4.3 Support Vector Machine (SVM)
Model “A” was trained with SVM and had a 99.8% total prediction
accuracy. In this model, the 100 ft test set was able to achieve a 99.9% overall
prediction accuracy with a single playable spectrum misclassified as nonplayable in Ampex (406-005) tape. Accuracy for both playable and non-playable
tapes in the 150 cm test set was 100% using the SVM model (Tables 1.4 and
1.5).
The training model “B” trained with the linear SVM obtained 94.5% overall
prediction accuracy. Introducing the 100 ft test set into this model, it achieved
100% accuracy for both playable and non-playable spectra. The 150 cm test set
was also able to obtain 100% accuracy for all non-playable tapes, while out of
400 playable spectra, just one spectrum of Ampex (406-005) was misclassified
as non-playable. Overall prediction accuracy for this test set was 99.9% (Tables
1.6 and 1.7).
4.4.4 Decision Tree (DT)
Both medium DT and fine DT classification techniques were applied
initially. Among these two methods, the medium DT was selected due to its
ability to produce slightly higher prediction accuracies for both test sets. The fine
DT produced higher prediction accuracies for both training sets compared to the
medium DT. However, possibly due to overfitting, the fine DT model was unable
to produce higher accuracies than the medium DT, though the produced
accuracies were above 90%.

25

The “A” model trained with medium DT had a total prediction accuracy of
99.3%. The 100 ft study tested on this model was able to obtain 98.5% overall
prediction accuracy. Of the 1410 non-playable spectra, 16 were misclassified as
playable. From the 16 spectra, three were in Ampex (406-003), another three in
the Ampex (406-015) in the 400 ft region, five were found around the 1000 ft area
in Ampex (406-015), and the last five misclassifications were in Ampex (406-018)
around the 800 ft region. Of the 700 playable spectra, 15 were misclassified.
Misclassifications were found in different locations in Ampex (406-003, -004, 005, and -009 tapes). Overall prediction accuracy for this test set was 98.5%
(Tables 1.4 and 1.5).
The model “B” trained using the medium DT had an overall prediction
accuracy of 94.6%. When the 100 ft study was presented in the “B” training
model, the model was able to produce an overall accuracy of 97.7%. Out of 1410
non-playable spectra, just one was misclassified from Ampex (406-018) tape. Of
700 playable spectra, only 652 spectra were correctly classified. Towards the
end of the Ampex (406-003) tape, 43 spectra were misclassified as non-playable.
The remaining five misclassified spectra were closer to 800 ft from Ampex (406005) tape. The 150 cm test set had a total prediction accuracy of 99.2%. All 800
non-playable spectra were correctly classified, while nine out of 400 playable
spectra were misclassified as non-playable. One misclassification occurred in the
beginning of (Ampex-406-003), and seven other misclassifications occurred
around the 10 cm location in the (Ampex-406-005) tape (Tables 1.6 and 1.7).
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4.4.5 K Nearest Neighbor (KNN)
The MATLAB classification app provides a few selections of different KNN
classification techniques. Among those, fine KNN and medium KNN were used to
select the best model. Since fine KNN set K=1, the training sets have higher
accuracies compared to medium KNN, where it sets K to 10 neighbors. When
test sets were introduced into both models, fine KNN was unable to produce as
good results as medium KNN, probably due to overfitting of data in the training
set.
Model “A” created using medium KNN achieved 99.8% overall prediction
accuracy. In the 100 ft study, 99.5% overall accuracy was achieved. Seven
misclassifications in the non-playable spectra and two in the playable spectra
occurred. Non-playable misclassifications occurred in the beginning of Ampex(406-001) and (-015). Playable misclassifications occurred in Ampex (406-005),
and the 150 cm test set had perfect accuracy prediction with no
misclassifications (Tables 1.4 and 1.5).
The model “B” achieved 96.7% of total accuracy using medium KNN. The
100 ft test set had eight misclassified non-playable spectra out of 1410. One
spectrum was in the beginning of Ampex-(406-001) tape, and the remaining
seven were in the beginning of Ampex-(406-012). Out of 700 playable spectra,
58 were misclassified. The misclassifications occurred randomly in Ampex-(406003), and (-004, -005, -007 and -009 tapes). With overall 66 spectral
misclassifications, this model exhibited 96.7% total prediction accuracy. The 150
cm study also achieved an overall 92% prediction accuracy. The number of
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misclassifications for playable spectra were 96 out of 400, and those occurred
randomly in 6 different Ampex 406 tapes (Tables 1.6 and 1.7).
4.4.6 Feed Forward Neural Networks (NN)
Neural networks models were developed using the Neural Networks
toolbox in MATLAB. “A” and “B” models were built introducing four PCs and five
PCs, respectively. Both models contain two hidden layers in the network. The
first hidden layer in the model “A” consists of four neurons, and the second
hidden layer consists of four neurons. In the model “B” the first hidden layer
consists five neurons while the second layer consist of four neurons. These
specific combinations were found by analyzing multiple neurons and hidden layer
combinations. Prediction accuracies of training sets were validated by creating a
validation set within the training data set. The validation sets were created using
15% of the training data.
The model “A” trained with NN was able to achieve 99.8% total prediction
accuracy. Testing the 100 ft study, the model achieved 99.7% overall accuracy.
Three misclassifications occurred for non-playable tapes. Among those, two
misclassifications occurred in the Ampex (406-012) towards the end of the tape
and the last spectrum of Ampex (406-18). When the 150 cm test set was
introduced into the same model, it was able to generate perfect prediction
accuracy for both playable and non-playable tapes (Tables 1.4 and 1.5).
The “B” training model had 97.9% overall prediction accuracy with the NN
classification technique. When the 100 ft test set was introduced into the created
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model, it was able to produce 99.9% prediction accuracy. Of the 1410 nonplayable spectra, the last spectrum of Ampex (406-018) was misclassified as
playable. However, all playable spectra were correctly classified, giving 100%
prediction accuracy for playable tape data. The 150 cm test was also tested with
this model, and it was only able to achieve 96.1% total predication accuracy. The
model was able to predict all non-playable tapes correctly, but when predicting
playable responses, it made 47 misclassifications (Tables 1.6 and 1.7).
Misclassification occurred randomly in Ampex (406-003, -004, -005, -007 and 009) tapes.
5. Conclusions
In this study, various classification techniques were used to analyze
collected ATR-FTIR spectra and playability responses from magnetic tapes.
Different classification techniques were employed to select the best technique for
this spectral data. Analyzing all techniques, it is evident that no method can
perform 100% accurately for both test sets. Each technique has its own
weaknesses and strengths. Therefore, selecting the best technique depends on
the data set used. Among the techniques that have been used, all methods,
except medium KNN, have showed almost similar prediction accuracies for test
sets. In the future, when choosing a classification technique on audio magnetic
tapes, one can choose to use any technique shown here, depending on how fast
the predictions are made, how much memory usage each model takes, and how
easy or hard the interpretability of that model.
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Evaluating all classification techniques for each test set, the most
important conclusion is that degradation is mostly a homogenous process, where
degraded tapes show hydrolysis product markers throughout the magnetic side
of the tape, though previous literature states otherwise. This statement can be
supported because all classification techniques were able to produce above 90%
prediction accuracies by predicting correct playability assignment for tapes in
both test sets. Looking at both training and the test sets, fewer misclassifications
occur when using the test sets with the model “A”, where it has built using just
Ampex 406 tapes, compared to model “B”, which was built using different tape
brands and models. A probable cause for this could be the number of different
tape brands and models in the “B” model. Also, there were a few challenges in
determining the tape playability responses for some tapes in the model “B”,
which might have affected prediction results.
Even though there were a few misclassifications when predicting the
playability responses for some spectra in this study, overall models were
successful, because typically the conclusion regarding whether a tape is
degraded or not is achieved by analyzing the average spectral results. Therefore,
a few misclassifications will not affect the actual degradation determination. Most
importantly, the 100 ft study and the 150 cm study have confirmed that original
sampling locations of 50 cm and 100 cm is probably representative of the
degradation behavior of most tapes.
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Table 1.1. Summary of magnetic audio tapes used, and spectra collected.
Organization

Brand and Model

Quantity of

Number of

Information

Tapes

Spectra

Library of Congress

Ampex 406

19

380

(LC)

Ampex 456

4

80

Quantegy 406

12

240

Quantegy 407

2

40

Scotch 209

2

40

Smithsonian Institution Ampex 406

8

160

Ampex 478

8

160

Quantegy 478

9

180

Scotch 808

20

400

BASF

21

420

3M 996

27

540

EMTEC

20

400

Wisconsin Public

Ampex 406

32

640

Television (WPT)

Quantegy 406

22

440

(SM)
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Table 1.2. Summary of magnetic audio tapes and number
of spectra collected to create the 100 ft test set.
Tape Identity

Playability

Number of

Response

Spectra

WPT-Ampex 406-001

Non-Playable

140

WPT-Ampex 406-006

Non-Playable

140

WPT-Ampex 406-008

Non-Playable

140

WPT-Ampex 406-012

Non-Playable

140

WPT-Ampex 406-013

Non-Playable

140

WPT-Ampex 406-014

Non-Playable

150

WPT-Ampex 406-015

Non-Playable

140

WPT-Ampex 406-016

Non-Playable

140

WPT-Ampex 406-017

Non-Playable

140

WPT-Ampex 406-018

Non-Playable

140

WPT-Ampex 406-003

Playable

140

WPT-Ampex 406-004

Playable

140

WPT-Ampex 406-005

Playable

140

WPT-Ampex 406-007

Playable

140

WPT-Ampex 406-009

Playable

140
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Table1.3. Summary of magnetic audio tapes and number of
spectra collected to create the 150 cm test set.
Tape Identity

Playability

Number of

Response

Spectra

WPT-Ampex 406-001

Non-Playable

80

WPT-Ampex 406-006

Non-Playable

80

WPT-Ampex 406-008

Non-Playable

80

WPT-Ampex 406-012

Non-Playable

80

WPT-Ampex 406-013

Non-Playable

80

WPT-Ampex 406-014

Non-Playable

80

WPT-Ampex 406-015

Non-Playable

80

WPT-Ampex 406-016

Non-Playable

80

WPT-Ampex 406-017

Non-Playable

80

WPT-Ampex 406-018

Non-Playable

80

WPT-Ampex 406-003

Playable

80

WPT-Ampex 406-004

Playable

80

WPT-Ampex 406-005

Playable

80

WPT-Ampex 406-007

Playable

80

WPT-Ampex 406-009

Playable

80
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Table 1.4. Summary of classification results for 100 ft test set when trained with only Ampex 406
tapes (model “A”).
Classification
Technique

Non-Playable
Correctly

Misclassified

Classified

Playable
Correctly

Misclassified

Prediction
Accuracy

Classified

38

LDA

1410

0

699

1

99.9%

QDA

1410

0

697

3

99.8%

SVM

1410

0

699

1

99.9%

Medium DT

1394

16

685

15

98.5%

Medium KNN

1403

7

698

2

99.5%

NN

1407

3

698

2

99.7%

Table 1.5. Summary of classification results for 150 cm test set when trained with only Ampex 406
tapes (model “A”).
Classification
Technique

Non-Playable
Correctly

Misclassified

Classified

Playable
Correctly

Misclassified

Prediction
Accuracy

Classified

39

LDA

800

0

400

0

100%

QDA

800

0

395

5

99.6%

SVM

800

0

400

0

100%

Medium DT

800

0

399

1

99.9%

Medium KNN

800

0

400

0

100%

NN

800

0

400

0

100%

Table 1.6. Summary of classification results for 100 ft test set when trained with all tape brands and
models (model “B”).
Classification
Technique

Non-Playable
Correctly

Misclassified

Classified

Playable
Correctly

Misclassified

Prediction
Accuracy

Classified

40

LDA

1410

0

700

0

100%

QDA

1410

0

699

1

99.9%

SVM

1410

0

698

2

99.9%

Medium DT

1409

1

652

48

97.7%

Medium KNN

1402

8

642

58

96.7%

NN

1409

1

700

0

99.9%

Table 1.7. Summary of classification results for 150 cm test set when trained with all tape brands
and models (model “B”).
Classification
Technique

Non-Playable
Correctly

Misclassified

Classified

Playable
Correctly

Misclassified

Prediction
Accuracy

Classified

41

LDA

800

0

400

0

100%

QDA

800

0

400

0

100%

SVM

800

0

399

1

99.9%

Medium DT

800

0

391

9

99.2%

Medium KNN

800

0

304

96

92%

NN

800

0

353

47

96.1%
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Figure 1.1. Main three components of magnetic audio tapes. The binder contains
magnetic particles where data is encoded, and lubricants facilitate the transportation
of the tape through the recording system during the record and playback processes.
The substrate acts as a supporting layer to the magnetic layer, and the optional back
coating disperses static charge, reduces the friction, and provides uniform tape winding
on the reel.

Figure 1.2. Structure of Polyester-polyurethane material. Changing
different n and m can create different PEUs.
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Figure 1.3. Scully 280 tape player used for playability testing with
an Ampex 406 tape.
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Figure 1.4. Tape samples were
placed magnetic side down over
the aperture. The thick Mylar film
is used to protect the tape surface
from the metal anvil of the ATR
pressure tower. The metal plate
disperses the pressure.
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Non-Playable

Absorbance (AU)

Playable

Wavenumber (cm-1)
Figure 1.5. Average absorbance spectra from all
magnetic audio tape samples in training set
showing (top) for playable (blue) and non-playable
(magenta) tapes and (bottom) preprocessed
Savitzky-Golay smoothed, standard normal variate
transformed, and mean centered spectra.
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Non-Playable

Absorbance (AU)

Playable

Wavenumber (cm-1)
Figure 1.6. Average absorbance spectra from 100 ft
test set showing (top) for playable (blue) and nonplayable (magenta) spectra and (bottom)
preprocessed Savitzky-Golay smoothed, standard
normal variate transformed, and mean centered
spectra.
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Non-Playable

Absorbance (AU)

Playable

Wavenumber (cm-1)
Figure 1.7. Average absorbance spectra from 150
cm test set showing (top) for playable (blue) and
non-playable (magenta) spectra and (bottom)
preprocessed Savitzky-Golay smoothed, standard
normal variate transformed, and mean centered
spectra.
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Test Non-Playable

Trained Playable

Test Playable

PC 2

Trained Non-Playable

PC 1
Figure 1.8. PCA plot created using all Ampex 406 data
as the training model (magenta markers as non-playable
spectra and blue as playable spectra). Into the same
PCA space the 100 ft (top) and 150 cm (bottom) test sets
spectral data projection. Brown markers for test set nonplayable spectral data while green markers for test
playable spectral data.
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Test Non-Playable

Trained Playable

Test Playable

PC 2

Trained Non-Playable

PC 1
Figure 1.9. PCA plot created using all tape brands and
models data as the training model (magenta markers
as non-playable spectra and blue as playable spectra).
Into the same PCA space the 100 ft (top) and 150 cm
(bottom) test sets spectral data projection. Brown
markers for test set non-playable spectral data while
green markers for test playable spectral data.
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3

1

Loading 2

2

5
4
6

Wavenumber (cm-1)
Figure 1.10 PC 2 loading for all tape chemistries model with
numbers 1, 2, and 3 indicating absorbances around 1730 cm -1,
1255 cm-1 and 1170cm-1 due to C=O stretching vibration, C-O
stretching of carboxylic acid, and C-O stretching of alcohol vibration.
Numbers 4, 5, and 6 indicate absorbances around 1535 cm -1 that
arise due to the N-H amide bend from the polyurethane in the PEU,
absorbance around 1225 cm-1 and 1106 cm-1 that arise due to C-CO and O-C-C ester stretch respectively.
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1

3

Loading 3

2

5
4

6

Wavenumber (cm-1)
Figure 1.11. PC 3 loading for Ampex 406 training model with
numbers 1, 2, and 3 indicating absorbances around 1730 cm-1,
1255 cm-1 and 1170cm-1 due to C=O stretching vibration, C-O
stretching of carboxylic acid, and C-O stretching of alcohol
vibration. Numbers 4, 5, and 6 indicate absorbances around 1535
cm-1 that arise due to the N-H amide bend from the polyurethane in
the PEU, absorbance around 1225 cm-1 and 1106 cm-1 that arise
due to C-C-O and O-C-C ester stretch, respectively.
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CHAPTER 2
DETECTION OF MAGNETIC AUDIO TAPE DEGRADATION WITH NEURAL
NETWORKS AND LASSO2

2

Ratnasena, N. H.; Rich, D. C.; Abraham, A. M.; Cunha, L. L.; Morgan, S. L.,
Detection of magnetic audio tape degradation with neural networks and Lasso. J.
Chemometr., 2021,35.
Reprinted here with permission of publisher.
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1. Abstract
Audio magnetic tapes manufactured using polyester urethane are known
to become non-playable over time due to the degradation of the magnetic layer. 1
Attempting to play degraded tapes to digitize them can cause extensive damage
to the tape as well as to the play back device. For this reason, most of the
magnetic tapes in cultural heritage institutions are in critical state. The purpose
of our study is to preserve historical recordings in magnetic tapes by developing
a non-destructive technique to determine degradation status. Our approach is to
combine attenuated total reflectance Fourier transform infrared spectroscopy
(ATR FT-IR) with chemometric techniques, specifically neural networks and least
absolute shrinkage and selection operator (Lasso). The model built using neural
networking was able to successfully classify playable and non-playable with 9798% accuracy when similar tape brands/models were in the training and the test
set. With different brands/models in the test set, neural network model performed
poorly. However, Lasso showed 95.5% accuracy for similar brand/models and
80.5% accuracy for different tape brands/models. This Suggest Lasso is the
better technique to determine if a tape is degraded or not.
2. Introduction
Commercial magnetic tapes were introduced in 1930s Germany. For
decades, tapes have been widely used as recording medium for consumer and
professional uses, mainly due to their low cost and overall reliability compared to
other data storage systems.1-3 Although magnetic tape recordings have been
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replaced by digital recordings in the 21st century, magnetic tapes represent a
significant part of audiovisual archives.
Cultural heritage institutes in the United States have more than 40 million
tapes in many forms (reel to reel, VHS, DAT, cassette, etc.). Unfortunately, more
than 44% of the 21.5 million reel to reel magnetic audio tape recordings are in
unknown condition.4 Institutes, including libraries, archies, historical societies and
museums, that curate magnetic audio tapes are endeavoring to digitize their
collections. However, digitization requires tapes to be in adequate playing
condition. The main weakness of this process is there is no method of visual
inspection suitable for identifying media degradation prior to playing. If
degradation has taken place, magnetic tapes squeal, flake, and break during
playback. Degraded tape components may clog the player heads and selfdestruct, which leads to permanent loss of important information stored on tapes
as well as potential damage to the playing instrument.5,6 This technical problem
is known as Sticky Shed Syndrome (SSS) or “stiction”. Such behavior is most
common in analog audio and video tapes manufactured using polyester-urethane
(PEU) binders, dating as far back as the 1970s.7-9 Until our recent research, there
has been no successful method to detect SSS reliably. Restoration engineers at
libraries, museums, and archives are in need of a rapid technique for detecting
whether a tape is degraded or not without playing it.
Audio tapes mainly consist of 3 layers: the base film (the primary tape
foundation), the binder/oxide coating, and the back coating, which may not be
present in all tapes.1,10 The binder/magnetic layer is the most important layer as
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data is encoded here. This layer is also the glue that holds oxide particles to the
base film. It usually consists of 20% magnetic particles, such as chromium
dioxide (CrO2) and iron oxide (FeO2), while the remaining 80% is PEU polymeric
binder. Additional materials, such as lubricants, dispersants, and stabilizers in the
binder reduce friction and wear.2,11
Although PEU is known to degrade by a number of mechanisms,
hydrolysis has been shown to be the primary degradation source.5,12,13 In the
degradation process for polyurethane binders, low molecular weight products are
formed by the cleavage of the polyester chain to produce alcohol and acid
functional group fragments (shown in Figure 2.1). For each hydrolysis step, an
acid group is formed, which in turn catalyzes further hydrolysis.12-14 Low
molecular weight tape degradation fragments abraded from the tape surface to
form a gooey residue. When this surface comes into contact with tape guides or
rotors degraded material clogs the read head and may cause enough mechanical
stress to break the tape, it even creates enough friction to produce high-pitched
squealing noises and sound distortion.5,15 If damage is widespread, audio data
cannot be retrieved using a playback device and may be lost forever. However,
tapes found to be degraded can potentially be saved by baking for several hours
in an oven at about 50 °C.7 This process temporarily reverses the formation of
sticky shed long enough for digitization to occur. However, routinely baking tapes
is time consuming. The objective of our research is to develop a reliable, nondestructive technique to detect for SSS. We have previously found that
attenuated total reflectance Fourier transform infrared spectroscopy (ATR-FTIR)
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combined with multivariate statistical analysis is a suitable approach to screen for
SSS.16 After testing, tapes found to be degraded can be triaged for restoration by
baking.
A previous study done by Cassidy, et al., showed successful classification
accuracies for the training set (over 90% accuracies for both degraded and nondegraded tapes) as well as for the internal test set collected from the Library of
Congress (LC) (82.00% accuracy for non-degraded and 92.31% accuracy for
degraded tapes). However, once an external test set collected from the
University of Maryland (UMD) was tested with the same training model,
prediction accuracy decreased. Due to common rehousing practices, the tape
brands and model information indicated on those tape boxes were not reliable.
Therefore, determination of chemical formulations for tapes was difficult. As a
result, the Morgan lab made an assumption that a higher number of
misclassifications occurred during the external test set predictability due to the
differences in chemical formulations between the training model data set and the
external test set. This theory was confirmed, since the LC training model and the
internal test set behaved in a similar manner, producing higher accuracies by
predicting correct degradation status. The PCA plot of UMD spectral data was
also unable to separate playable and non-playable tapes clearly when projected
on to the LC tape model, indicating a possible presence of different chemical
formulations.
The current study focuses on building a robust model containing various
tape brands and models using ATR-FTIR with multivariate statistics. The built
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model was expected to predict the status of degradation of audio magnetic tapes
with different chemical formulations in an effective manner.
3. Experimental
3.1 Tape Sample Selection
Tape brand and model information found on the box in which the tape is
contained is not reliable due to common rehousing practices. Thus, only tapes in
original unopened packaging are considered to be reliably associated with the
brand and model identifiers. Such tapes would not have any recorded information
on them.
The tapes used in our data set consisted of 39 quarter-inch unopened
tapes from the Library of Congress (LC), 113 unopened tapes donated by the
Smithsonian Institution (SM), and 54 tapes from Wisconsin Public Television
(WPT) (shown in Table 2.I). The external test set consisted of 95 opened tapes
from the Library of Congress’s Motion Picture Broadcasting and Recorded Sound
Division (MBRS) (Culpeper, VA).
3.2 Playability Testing
Tapes were subjected to standard playability testing on a Scully 280 tape
player (Scully Recording Instrument, Bridgeport, CT). Playability testing involved
passing the entire tape from one reel to the next over six stationary guides while
performing the following procedure obtained from the library of congress. During
this procedure, if a tape appeared to be squealing, showed slow recovery
between rewinding and fast-forward transitions, friction between the tape and the
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tape guides, or shedding a significant amount of tape material onto the tape
guides, that tape was categorized as non-playable, and playability testing was
immediately concluded. If a tape did not exhibit any of the described behavior,
then it was classified as playable. Unfortunately, this technique is subjective
since no parameters exist to definitively determine degradation status of a tape.
This subjectivity implies two audio engineers may not agree on the degradation
status of a tape.
3.3 Infrared Analysis
ATR-FTIR spectra of the magnetic side of the tapes were obtained using a
Nexus 670 FT-IR (Thermo-Nicolet, Madison, WI) spectrometer using Omnic
version 8.2. The spectrometer was equipped with a deuterated triglycine sulfate
detector (DTGS) and a Thunderdome™ ATR (Thermo Spectra Tech, Inc.,
Shelton, CT) with a germanium crystal and an incident angle of 45o.
Twenty spectra with 32 scans were taken at 50 cm and 100 cm positions
from the start of the tape using a spectral range of 4000-600 cm-1 with 4 cm-1
resolution. Before taking spectra, the tape was covered with a ~ 0.1 mm thick
Mylar film to protect the tape surface from the metal anvil of the ATR pressure
tower. In addition, a ~1 mm thick steel plate was placed in between the Mylar
sheet and the pressure tower to disperse the pressure. The first 10 replicate
spectra were taken at ~50 cm from the beginning of the tape, with each
subsequent spectrum obtained by slightly releasing the ATR pressure tower and
moving the tape about 3 mm forward so that the same spot was not re-
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measured. This process was repeated at ~100 cm from the beginning of the tape
to obtain the remaining 10 replicate spectra.
3.4 Data Analysis
The ATR-FTIR spectral data were analyzed using MATLAB version 9.5,
R2018b, (The MathWorks, Natick, MA). All spectra were truncated only to
contain the region 1750 to 950 cm-1, which is the range corresponding to the
degradation products found in the tape.12 Preprocessing was carried out first by
smoothing spectra with a 13-point Savitzky-Golay (SG) 4th order polynomial,17,18
followed by standard normal variate (SNV) transform to remove scatter effects,19
and lastly mean centering the data.
3.4.1 Principal Component Analysis
Principal component analysis (PCA) was applied to the preprocessed
data. PCA reduces the dimensionality of large datasets by creating new
uncorrelated variables referred to as principal components (PCs), which indicate
directions of greatest variability in the data with correlated variables (in our case,
wavenumbers). The first PC accounts for the most variation in the data set,
followed by the remaining PC’s accounting for successively less variation. 20 By
projecting the multivariate data to form a new set of orthogonal and uncorrelated
variables, it is often possible to visualize group clusters that contain similar
spectra. Five PCs were found to describe the maximum variation in this data set.
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3.4.2 Cross Validation
To determine the accuracy of the model, five-fold cross validation was
performed. The training data set was split into five sections, where the first
section was used to test the model and the remaining sets were used to train the
model. This process was repeated until each section was used as the test set
once.21
3.4.3 Feed Forward Neural Networks
Feed forward artificial neural networks (ANN) consist of three layers: an
input layer, a hidden layer, and an output layer. Generally, there can be more
than one hidden layer. Information only flows forward through the input layer,
then the hidden layer(s), and finally through the output layer.22,23 The basic unit of
a neural network, the ‘Artificial Neuron’, works in two steps. First, it calculates the
sum of weights of its input layer, and then it applies an activation function to
normalize the sum. Since the present study involves a binary classification, a
sigmoid activation function was employed.24 From the main data set, 75% was
used as the training set, while the remaining 25% was used as the test set. The
training set consisted of 2635 spectra, the validation set consisted of 465
spectra, and the test set consisted of 1020 spectra. Performance of the training
and test sets were evaluated by Receiver Operator Characteristic (ROC) plots,
as described below.
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3.4.4 Least Absolute Shrinkage and Selection Operator
Sparsity in statistical learning helps reduce the number of variables
considered in the final model. This is especially helpful for ‘Big Data’ sets, which
have far fewer samples than variables (predictors). By simplifying the model in
this way, models are more easily interpreted, and computations are quicker and
more convenient. In this paper, sparsity is achieved with least absolute shrinkage
and selection operator (Lasso). This method reduces the number of parameters
by placing a penalty on the L1-norm of a vector. Lasso effectively acts to find the
significant parameters by setting less important parameters to zero. Parameter
reduction can improve prediction accuracy for the prediction of significant
variables.25
In building a classifier for the dataset of magnetic audio tapes, a binary
response output was coded in the form y ∈ {0,1}, where a response of 0
indicates a playable tape, and a response of 1 indicates a non-playable tape. The
model can be defined by Equation 1.

𝑙𝑜𝑔

𝑃𝑟(𝒚 = 1) | 𝒙 = 𝑥)
= 𝛽0 + 𝛽 𝑇 𝑥
𝑃𝑟(𝒚 = 0) | (𝒙 = 𝑥)

(1)

Here, = (x1, x2,…, xp) is the vector of predictors (wavenumbers) for the model, 𝛽0
is the intercept term, and 𝛽 ∈ ℝ𝑝 is the vector of regression coefficients
(weights). With ‘Big Data’, such as ATR-FTIR spectral data, a logistic model can
be over-parameterized. Regularization with Lasso can help achieve a stable fit of
the model. Using Equation 1, the goal is to minimize the negative log-likelihood
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with an L1-norm regularization term to estimate the conditional probability, which
takes the form,
𝑁

1
𝐿𝑎𝑠𝑠𝑜 = −
𝛽̂
∑{𝑦𝑖 𝑙𝑜𝑔 𝑃𝑟(𝒚 = 1| 𝑥𝑖 ) + (1 − 𝑦𝑖 ) 𝑙𝑜𝑔 𝑃𝑟(𝒚 = 0| 𝑥𝑖 )} + 𝜆ǁ𝛽ǁ1
𝑁

(2)

𝑖=1

𝐿𝑎𝑠𝑠𝑜 is the set of chosen coefficients; y represents the response value of
Here, 𝛽̂
i

sample i, where i = 1,…N; xi represents the variable value (e.g. absorbance) of
sample i , and λ is the Lasso regularization parameter.25
Fraction of deviance explained estimates the goodness-of-fit of the Lassopenalized logistic regression model. Deviance is defined as
𝐷𝜆2 =

𝐷𝑒𝑣𝑛𝑢𝑙𝑙 − 𝐷𝑒𝑣𝜆
𝐷𝑒𝑣𝑛𝑢𝑙𝑙

(3)

Here, 𝐷𝑒𝑣𝑛𝑢𝑙𝑙 represents the deviance of the model including only the intercept
term (𝛽0). 𝐷𝑒𝑣𝜆 is minus twice the difference in the log-likelihood for a model fit
with Lasso regularization parameter λ and the saturated model, which has as
many estimated parameters as data points.25
4. Results and Discussion
4.1 Playability Testing
Playability tests were performed on all magnetic audio tapes, which found
112 playable tapes and 94 non-playable tapes.
4.2 Infrared Analysis
The classification training model was built using 155 tapes out of 206.
Twenty replicate spectra were obtained for each tape at the 50 cm and 100 cm
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locations, making the total number of spectra in the training set 3100 and 1020 in
the test set. The average truncated raw spectra for playable and non-playable
are shown in Figure 2.2. Figure 2.3 shows that significant differences exist in
average playable and non-playable spectra after SG smoothing, SNV, and mean
centering. The C-O stretch of alcohol, one of the degradation products of ester
hydrolysis, appears around 1170 cm-1, the main spectral difference between
playable and non-playable tapes. Other differences appear at 1238 cm -1 and
1732 cm-1, which arise due to C-O and C=O stretching, respectively, of the
carboxylic acid degradation product.
4.3 Principal Component Analysis
The data set in the present study consists of 206 tapes with 11 different
tape brands/models. When all preprocessed 4120 spectra were projected onto
the PC space, few groupings of similar brands/models were shown. However, the
data overall separated according to the playability (shown in Figure 2.4). Blue
markers are assigned for playable spectra, and magenta markers are assigned
for non-playable spectra. The first PC accounts for 50.4% of the variability in the
data set, and the second PC accounts for 28.5% of the variability. Even though
the main variability was expected to be playability, it is evident that some other
variabilities play important roles. The reason for this could be the different
chemical additives that manufacturers use in their tapes, such as lubricants and
plasticizers, to facilitate smooth tape playing. PC 2 shows the difference in
playability. Most non-playable spectra are projected in the positive region. On the
negative PC 2 region, most of the playable spectra are projected. Though it
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appears that there are few misclassifications, the classification model uses five
PCs, and the PCA plot only shows two PCs.
4.4 Feed Forward Neural Networks
Feed forward neural network consisted of five inputs due to the over 95%
variability in five PCs. The model contains two hidden layers, five neurons in the
first layer and four neurons in the second layer (shown in Figure 2.5). This was
chosen from 3905 possible combinations ranging from one to five hidden layers.
Using just one hidden layer and changing the number of neurons was able to
yield an average of 95.7% accuracy for the training model. With three and four
hidden layers, no impressive improvement in prediction accuracy was observed.
Using five hidden layers and changing the number of neurons, the model was
able to produce higher accuracies. However, when this model was used on the
test sets, it yielded lower accuracies, possibly due to overfitting. Models
containing two hidden layers were tested over all possible neuron combinations
and were able to produce higher accuracies than those of one, three, four, or five
layers. Therefore, two hidden layers, with five neurons in the first layer and four
neurons in the second layer, was the chosen model because of its ability to
produce the highest accuracy giving two possible outputs (playable and nonplayable). The quality of the training model and the test set can be visualized
using ROC plots. An ROC plot is created by plotting the true positive rate
(sensitivity) against the false positive rate (1-specificity) as the threshold is
varied. The closer the curve follows the left-hand and top border of the ROC plot,
the more accurate the model predicts.26 In Figures 2.6 and 2.7, the blue curve
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represents accuracy in predicting playable tapes. The magenta curve represents
accuracy in predicting non-playable tapes.
As shown in the confusion matrix in Table 2.2, out of 3100 spectra, 3035
spectra were correctly classified, giving 97.9% overall accuracy in the training
model. In the training data set, there were 1420 non-playable spectra (71 tapes),
and 1401 of the 1420 spectra were correctly classified, making the non-playable
accuracy 98.7%. There were 1680 playable spectra (84 tapes) in the training
model, of which 1634 spectra were correctly classified, giving 97.3% accuracy for
playable tapes.
The training model was next used to determine the test accuracy of the
test data set. As shown in the confusion matrix in Table 2.3, the test data
contained 1020 spectra (51 tapes). 1007 spectra were correctly classified, giving
98.7% overall accuracy. Among 440 non-playable spectra (22 tapes), only 428
were correctly classified, making the accuracy for non-playable tapes 97.3%. For
playable spectra, just one spectrum from BASF was classified as non-playable,
making the playable test data accuracy 99.8%.
To test the validity of the training model with external test sets, the
playability of 95 tapes obtained from MBRS was predicted. This specific data set
was initially used as the training set for Cassidy, et al.16 Exact tape brand/model
information in this data set were unknown since all of the tapes were stored in
opened boxes. Therefore, the training model created may or may not contain
similar brands/model tapes as the external test set.
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MBRS external test set consisting of 1900 spectra was correctly classified
with a 55.7% accuracy. The main reason for this poor performance could be the
peak that appears between 1196 cm-1 and 1151 cm-1. As shown in Figure 2.8,
this peak is only found in the non-playable spectra that were used to create the
training model. It was determined that this peak is due to the C-O-H stretch of
one of the degradation products of ester hydrolysis (alcohol). However, both nonplayable and playable spectra in the MBRS external test set show this peak,
yielding many misclassifications. Chemical formulations used in tape
manufacturing process are trade secrets, hence finding an exact reason is
extremely difficult. However, we believe the reason for misclassification might be
due to the presence of different tape formulations in the binder.
Typically, binders are made of Estane class polymers, and manufacturers
can change formulations often to deliver better tape properties. Commonly used
polymers are poly(ethylene adipate) (PEA), poly(1,4-butylene adipate)
(PBA), poly(caprolactone) (PCL), or polycarbonate (Figure 2.9) .2 All of these
structures, except PCL, happen to contain esters. One of the studies of
Schoonover, et al. found that the C-O-C ester stretch in Estane polymers contain
a peak at 1176 cm-1.27 For this reason, we believe the majority of tapes contained
in the training model might have PCL in the binder, therefore only non-playable
tapes show a peak at 1175cm-1, corresponding to the C-OH degradation peak.
On the other hand, the MBRS test set might consist of tape binders with PEA,
PBA, or polycarbonates, giving a C-O-C ester stretch peak for non-playable as
well as playable tapes. Since a considerable number of misclassifications
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occurred when the MBRS test set was introduced into the main model, we can
assume that the neural network is a poor choice of classification technique for
this type of complicated data set.
4.5 Lasso
Of the 416 wavenumber measurements from 1750-950 cm-1, the Lasso
logistic regression method identified only 77 wavenumbers as critical to
categorize a magnetic audio tape as playable or non-playable. Values for the
intercept term and chosen coefficients are summarized in Table 2.4. Positive 
values indicate that absorbance at a given wavenumber increases the probability
of a tape being degraded, whereas a negative  value indicates a decrease in
probability of tape degradation when a tape absorbs at that wavenumber. For
example, the coefficient for 1747 cm-1 is 30.85. This peak corresponds to the
region carboxylic acid C=O stretching occurs. Therefore, strong absorbance in
this region increases the probability that a tape is degraded, as carboxylic acids
are known hydrolysis degradation products of magnetic tapes. The chosen model
had a L1 regularization parameter (λ) of 3.63 x 10-5 and a deviance of 137.4 with
the training data set, which contained 1420 non-playable spectra (71 tapes) and
1680 playable spectra (84 tapes).

This training model was next used to determine the accuracy of the test
data set. As shown in the confusion matrix in Table 2.5, the test data consisted of
1020 spectra (51 tapes), with 974 spectra correctly identified, yielding an overall
95.5% accuracy. Of the 440 non-playable spectra (22 tapes), 395 were correctly
classified. Misclassifications occurred in eight different tapes with four different
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brands/models. Among these misclassifications, a 3M 996 and a BASF tape
showed twelve misclassifications each, suggesting that these tapes might in fact
be playable. The tapes of 3M 996 were obtained from the Smithsonian Institution.
These tapes are 2400 feet long and housed in 10-inch metal reels. Playability
testing was carried out with a vertical Scully 280 tape player. Due to the weight of
these tapes, low recovery and stopping were observed while playing. This made
playability testing difficult, because the tape could have slowed or stopped due to
its weight transfer to the next reel or due to actual degradation of the magnetic
layer. Therefore, the assigned playability status might be incorrect. An Ampex
406 tape showed seven misclassifications in the 50 cm location, and another 3M
996 tape had six misclassifications at 50 cm and two at the 100 cm location.
Other misclassifications occurred in BASF and 3M 996 tapes but were
considered minor, as most of the spectra of these tapes were correctly identified.
Of the 580 playable spectra (29 tapes), one spectrum of BASF was categorized
as non-playable, giving 99.8% test accuracy.

The MBRS external test set of 95 tapes was tested with the Lasso model.
As shown in the confusion matrix Table 2.6 the model correctly identified 1529
spectra out of 1900 spectra, yielding 80.5% overall accuracy. Out of 920 playable
spectra (46 tapes), 903 were correctly classified, giving 98.2% accuracy. Of the
980 non-playable spectra (49 tapes), 626 were classified correctly, yielding
63.9% accuracy.
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Logistic regression with the Lasso penalty greatly improved prediction
accuracy. We believe its superiority over neural networking is due to the fact that
Lasso eliminates many variables (wavenumbers) by shrinking their β values to
zero. This shrinkage allows for a simpler model in terms of number of predictive
variables utilized. On the other hand, neural networking relies on PCA scores,
which still take into account every wavenumber in the spectra. By choosing
single wavenumbers as predictors, Lasso leads to a more optimal predictive
model.

5. Conclusions
Most of the commercially available magnetic audio tapes contain polyester
urethane in their binder. PEU is more susceptible to degradation from hydrolysis.
This has encouraged many cultural institutions to retrieve valuable information
contained in these tapes by digitizing them. In order to digitize, the tape must be
played, but attempting to play a degraded tape can be harmful to the tape itself,
as well as to the play back device. Information can be lost forever due to the
possible extensive damage. This research provides a way to circumvent this
problem by building a statistical model to determine whether a tape is degraded
or non-degraded without having to play the tape. The neural network model
produced 97.9% accuracy for the training set and 98.7% accuracy for predicting
the playability of the internal test set. When predicting playability for the MBRS
external test set, the neural network model seemed to perform poorly. This led to
the sparse modeling approach with Lasso, as sparse models can reduce the
number of variables and yield higher prediction accuracies for internal and
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external test sets. The Lasso logistic regression model increased the external
MBRS prediction accuracy to 80.5%, significantly higher than neural networking
was able to achieve.

We also note that to obtain high predictability of statistical models, the
training data set should consist of a variety of tape brands and models. Further,
an audio engineer would make the final decision as to the playability of a tape,
especially when one or two spectra of a tape are misclassified. This research has
shown that combining ATR-FTIR with chemometrics can be used to identify
degraded tapes from non-degraded tapes in a minimally invasive manner to help
preserve valuable historic information.
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Table 2.1. Summary of magnetic audio tape brands and model.
Organization

Brand and Model Information

Quantity

Library of Congress

Ampex 406

19

(LC)

Ampex 456

4

Quantegy 406

12

Quantegy 407

2

Scotch 209

2

Smithsonian Institution Ampex 406

8

(SM)

Ampex 478

8

Quantegy 478

9

Scotch 808

20

BASF

21

3M 996

27

EMTEC

20

Wisconsin Public

Ampex 406

32

Television (WPT)

Quantegy 406

22
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Table 2.2. Confusion matrix of the neural network training data
set.

Neural Network
Non-playable

Playable

Non-playable

1401

19

Playable

46

1634

Training Set

76

Table 2.3. Confusion matrix of test data set with the neural
network model.

Neural Network
Non-playable

Playable

Non-playable

428

12

Playable

1

579

Test Set

77

Table 2.4. Summary of Lasso selected wavenumbers with their respective
coefficients.
Wavenumber
(cm-1)
β0
970
1011
1024
1032
1059
1063
1065
1076
1078
1107
1109
1120
1128
1138
1180
1186
1205
1254
1271
1282
1290
1304
1306
1323
1336

β value
-6.78
-10.72
-22.16
1.16
15.74
10.07
-9.91
-4.32
19.13
8.85
-2.64
-4.18
12.93
-12.19
0.14
6.93
2.76
-16.33
7.77
-24.57
56.26
1.84
-65.08
-0.47
15.64
62.95

Wavenumber
(cm-1)
1340
1344
1348
1352
1354
1356
1363
1387
1388
1398
1402
1406
1410
1415
1419
1423
1427
1435
1437
1452
1466
1471
1475
1483
1485
1506

78

β
value
-43.62
10.81
-26.64
-1.23
-15.75
-2.98
-14.08
10.17
37.87
19.48
24.75
-8.85
-3.61
21.70
4.99
-10.78
13.18
-21.63
-25.07
-62.87
49.29
-25.93
0.68
7.03
39.43
-11.26

Wavenumber
(cm-1)
1533
1556
1564
1570
1572
1576
1581
1587
1595
1601
1606
1612
1616
1620
1628
1633
1639
1647
1658
1670
1680
1685
1703
1732
1736
1747

β
value
8.60
-8.41
-6.32
-2.53
-32.53
8.11
-7.47
43.24
-43.76
-4.82
-12.62
-1.25
76.94
-10.85
-14.09
20.93
-4.67
36.08
27.53
-74.20
-5.56
-27.51
4.36
-6.63
-0.62
30.85

Table 2.5. Confusion matrix of test data set with the Lasso model.

Lasso Test Set

Non-playable

Playable

Non-playable

395

45

Playable

1

579

79

Table 2.6. Confusion matrix of MBRS external test data set with
the Lasso model.

Lasso Test Set

Non-playable

Playable

Non-playable

626

354

Playable

17

903
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Figure 2.1 Polyester chain reacts with water from the
environment to form carboxylic acid and alcohol as
degradation products. Degradation products migrate to
the tape surface due to their low molecular weights and
combine with the moisture in the air to form a sticky
surface on the tape.
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Non-playable

Playable

Figure 2.2. Average absorbance spectra of playable (blue) and
non-playable (red) tapes before preprocessing.
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Non-playable

Playable

Figure 2.3. Average absorbance spectra of audio magnetic tape
spectra after Savitzy-Goaly smoothed, standard normal variate
transformed, and mean centered.
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Figure 2.4. Projection of 4120 audio magnetic spectra into
the PC space. PC 1 shows the highest variability of 50.4%
whereas PC 2 shows the second highest variation of 28.5%.
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Figure 2.5. Feed forward neural network with five inputs, two hidden
layers, and two outputs.
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Figure 2.6. ROC plot of neural network train data set.
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Figure 2.7. ROC plot of neural network test data set.
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Figure 2.8. Average training, internal test set, and external MBRS
test set spectra with the problem peak indicated.
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A

B

C

D

Figure 2.9. Commonly used polymers that are made of
(A) poly(ethylene adipate) (PEA), (B) poly(1,4-butylene
adipate)
(PBA), (C) poly(caprolactone) (PCL), or (D) polycarbonate.
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CHAPTER 3
COMPARATIVE STUDY OF DEGRADATION BETWEEN THE CARBON BLACK
BACK-COAT LAYER AND MAGNETIC LAYER IN MAGNETIC AUDIO TAPES
USING ATTENUATED TOTAL REFLECTANCE FOURIER TRANSFORM
INFRARED SPECTROSCOPY AND MACHINE LEARNING TECHNIQUES3

3

Ratnasena, N. H.; Abraham, A. M.; Morgan, S. L., Comparative study of
degradation between carbon black back coat layer and magnetic layer in magnetic
audio tapes using ATR FT-IR and machine leaning techniques. J. Chemometr.,
2021,35.
Reprinted here with permission of publisher.
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1. Abstract
Most magnetic audio tapes in the industry were initially made with only two
layers, the base film with polyethylene terephthalate (PET) and the binder layer
with polyester polyurethane (PEU). The binder layer seems to undergo
degradation from hydrolysis, causing the condition “sticky shed syndrome (SSS).
Hydrolysis is a reversible reaction where atmospheric moisture reacts with weak
ester bonds to form degradation products, alcohols, and carboxylic acids, which
produce sticky materials, hindering the playability of tapes.
Later another layer called “back-coat” was introduced to magnetic audio
tapes. This layer consists of carbon black embedded in PEU or polyether
polyurethane. Carbon black particles in this layer absorb water, facilitate high
speed tape winding, and remove static electricity charges. However, due to the
ability to absorb water, hydrolysis can occur in the back-coat layer as well. For
this reason, there is a study claiming that the back-coat is responsible for the
degradation of magnetic audio tapes, and by removing it, SSS can be overcome.
To test the validity of the above claim, this study uses attenuated total
reflectance Fourier transform infrared spectroscopy (ATR FT-IR) with multivariate
statistics to determine the degradation of the back-coat layer and compare the
results with the magnetic layer of the same tape identities. Results obtained
show poor predictability in the back-coat test set when compared to the results
collected from the magnetic side, which indicates that to determine the playability
status of this specific magnetic audio tape collection, the preferred side to obtain
spectra is the magnetic layer.
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2. Introduction
After Thomas Edison invented the phonograph using sheets of tinfoil,
inventors realized that sound recording can be improved by magnetization and
started to develop magnetic audio tapes in the 1800s.1, 2 Eventually, more
practical magnetic audio tapes started to be developed in 1900s using materials
such as polyesters.2 Most magnetic audio tapes mainly consist of two layers, and
the heart of the audio magnetic tape is the binder /magnetic layer. This layer
consists of magnetic particles, such as chromium dioxide (CrO2), gamma ferric
oxide (γFe2O3), and cobalt-doped γFe2O3, embedded in polymeric binder, which
holds the magnetic particles to the next layer, the base film.3, 4 The most common
binder used in magnetic audio tapes is polyester-polyurethane (PEU), and
different PEU materials are used in the magnetic tape industry to improve
physical, chemical, and mechanical properties of audio magnetic tapes.5, 6 Apart
from that, the binder contains liquid or solid lubricants to reduce the friction
between the tape and the tape guides.6 The next layer, the base film, is
commonly made of polyethylene terephthalate (PET), and this layer provides the
structural support to the entire tape.3, 6
In the early ages, magnetic audio tapes only consisted of these two layers.
However, in the 1950s, back coatings were introduced in Europe to improve
mechanical performances, like high-speed tape wind, better grip for tape
movements, and elimination of static electricity.6 The first type of back coating
was plastic based, and it was mostly used in BASF tapes.7 In 1970, 3M
introduced carbon black back coatings, where carbon particles were embedded
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in polymeric binder.8 Due to its hygroscopic qualities, the carbon black back
coating became more popular among the entire industry.6
With time audio magnetic tapes can stop performing properly. In the USA
alone, there are about 21 million recordings in unknown conditions.9 The main
reason for this is degradation taking place in the above-mentioned tape layers.
Degradation can occur in many ways, including temperature and humidity of the
tape storage; chemical nature of the tape layers; exposure to liquids, dust,
debris, or corrosive gases; exposure to a strong magnetic field; and mechanical
stress employed on the magnetic layer during tape playback.3, 5 Since there are
various methods in which degradation can take place, it is difficult to narrow
down one method and study that for various tape chemistries.
In this study, we focus on PEU tapes, which were introduced in 1953 and
successfully used ever since.6 PEU polymers are complicated and diverse
molecules created by combining a high number of simpler molecules called
monomers. PEU tapes mainly degrade by environmental factors, such as
oxygen, temperature, and relative humidity (RH). The most common degradation
processes are oxidation and hydrolysis. Cuddihy et al, found that temperature
ranging from 36 °C to 75 °C and RH ≥ 30% in the air resulted in the enhancement
of the primary degradation process of hydrolysis. At the same time, lower RH (
≤11%) or higher temperatures did not increase hydrolysis.5
PEU is made with a polyester soft segment and a polyurethane hard
segment.10 Hard segments are produced from the reaction between alcohols and
isocyanates, and this is less likely to undergo hydrolysis.5 Since ester reactions
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are reversible with certain conditions, the soft segment can combine with water
vapor in the atmosphere to produce carboxylic acids and alcohols. With higher
RH, this hydrolysis reaction can be preferred, thus the tapes can become
damaged. Produced lower molecular weight materials change the physical and
mechanical properties of the tape and migrate to the surface of the tape to form a
sticky substance, giving a gooey property to the magnetic layer, making it difficult
to play the tape and may even damage the tape without being able to retrieve
any information.6, 10 This phenomenon is known as sticky shed syndrome (SSS).
The base film is made from PET, another type of polyester. Hence, this
layer is also prone to degrade through all degradation methods mentioned
above. Under high temperature, ester linkages break and form vinyl alcohols and
carboxylic end groups. However, it was proven that under regulated storage
temperatures and humidity levels, the primary degradation method of hydrolysis
is negligibly slow for PET in audio magnetic tapes.11 Therefore, the esters
present in the base film are considered to be very stable under normal
environmental conditions, and it will not participate in the primary degradation
process.11
The carbon black optional back coating layer present in some audio tapes
has a similar chemical composition to the binder layer. According to many
scientists, the carbon particles are dispersed in PEU material.12, 13 However,
Richardson et al, found instead of PEU, some tapes contain polyether urethane,
which has very different chemical properties from the PEU polymeric material.
According to his study, it was suggested that the back coating is responsible for
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the tape degradation via SSS, and removing the back-coating layer can extend
the tape life.7 The procedure for the back coat removal process is patented, but
unfortunately there is no evidence that the machine built was demonstrated, nor
that this procedure has been used in the industry as a tape restoration technique.
Since there is no clear evidence of the degradation process taking place in
the back coating, the current study focuses on using attenuated total reflectance
Fourier transform infrared spectroscopy (ATR FT-IR) and chemometrics to
determine the degradation occurring in the back coating and compare the
obtained results with spectra collected from the binder/magnetic side of the tape
for the same tape identities If the back-coating binder contains PEU material,
there is a fair suggestion that it could undergo hydrolysis in a similar manner as
the binder layer and break down the polymeric material by producing lower
molecular weight products. This would suggest taking spectra from either side
does not make any difference in determining degradation status of a tape. If
carbon particles are dispersed in a different material from PEU, we would be able
to determine how efficient it is over the technique we have already
established.13,14
3. Experimental
3.1 Sample Selection
Tape samples used for this study were selected from the main tape
collection received from different institutions. These tapes did not have any
recorded information on them, and all tapes were sealed with a plastic wrapping

95

around the tape box, indicating that the brand names and model numbers on the
tape box were reliable. To build the model, 30 Ampex 406, and five Quantegy
406 tapes from the Wisconsin Public Television (WPT) and five Ampex 406, eight
Ampex 478, six BASF, six 3M 996, and five EMTEC tapes from the Smithsonian
Institution (SM) were obtained (Table 3.1). These 65 selected tapes were
randomly split into a training set, containing 49 tapes, while the remaining 16
tapes were held out as the test set.
3.2 Playability Testing
Playability testing is currently used as the standard approach to determine
the playability status of audio magnetic tapes.13, 14 Prior to ATR FT-IR spectra
collection, playability testing was carried out for all tapes using a standard
procedure provided by the Library of Congress (LC).14 This was performed using
a Scully 280 tape player (Scully Recording Instruments, Bridgeport, CT). This
test can distinguish between degraded/non-playable and non-degraded/playable
tapes. If a tape is degraded, it can be identified as follows: it makes squealing
noises, slows down or completely stops during forward and reverse transitions,
shows noticeable friction between the tape and any of the six stationary guides,
or shows considerable amount of tape shedding onto the player guides. If any of
these occur, playability testing would stop immediately without allowing any
further damage to the tape. If a tape plays smoothly while following the
procedure without any interruption, it would be categorized as a non-degraded
tape. This test is completely subjective, meaning two separate people can assign
two different playability statuses for the same tape.
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3.3 Infrared Analysis
ATR FT-IR spectra of the back-coat and the magnetic layer were collected
using a Nexus 670 FT-IR with Omnic® version 8.2 (Thermo-Nicolet, Madison,
WI). This was carried out using a deuterated triglycine sulfate (DTGS) detector.
The spectrometer was equipped with a Thunderdome ATR accessory (Thermo
Spectra Tech, Inc., Shelton, CT) with a germanium crystal and an incident angle
of 45o.
A successful spectral collection method was previously established, and
the same procedure was carried out to analyze the current samples.13, 14 The
required side (magnetic layer or carbon black back-coat layer) of the tape was
placed on the germanium crystal without any sample preparation. To protect the
tape surface from the pressure tower, as well as to avoid any dent marks, a ~1
mm thickness Mylar sheet was placed on the tape, followed by a metal plate of
~1 mm thickness to disperse the pressure from the pressure tower. First, 10
replicate spectral measurements were obtained at the 50 cm location and
another 10 were obtain from the 100 cm location from the beginning of each
tape, making for a total of 20 replicate measurements per side. Replicates were
collected by moving the tape 3 mm toward the hub. This method was used to
acquire spectra from both the back-coat and magnetic layers. All infrared spectra
were obtained over the range of 4000 cm-1 to 600 cm-1, with 32 scans at 4 cm-1
resolution.
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3.4 Data Analysis
3.4.1 Machine Learning
MATLAB version 9.7 R2019b (The MathWorks, Natick, MA) was used to
perform preprocessing and data analysis of collected back-coat and magnetic
side spectral data. To build Linear Discriminant Analysis (LDA), Quadratic
Discriminant Analysis (QDA), Support Vector Machine (SVM), Decision Tree
(DT), K-Nearest Neighbor (KNN), NN models, and Least absolute shrinkage and
selection operator (Lasso) models, Classification Learner App, neural networks
(NN) toolbox, and statistical toolbox in MATLAB were used.
3.4.2 Data Preprocessing
Replicate spectral measurements collected from the carbon black backcoat were first visually inspected. After the visual inspection, spectra from backcoat and magnetic side were truncated from 1750cm -1 to 950 cm-1,
corresponding to the spectral region which shows degradation products of
magnetic audio tapes.10, 13, 14 Truncated spectra were then smoothed using
Savitzky-Golay (SG) 13-point 4th polynomial order.15 Standard normal variate
(SNV) was performed next to remove multiplicative interference due to scatter
and particle size.16 Lastly, mean centering was performed by subtracting the
mean absorbance of the 980 training spectra from the training set and
subtracting from the 320 test set spectra.

98

3.4.3 Principal Component Analysis
Since the data set contains 416 variables (wavenumbers), dimension
reduction aids in the overall interpretation of the data. Therefore, principal
component analysis (PCA) was performed as a dimension reduction technique.
In this multivariate technique, several correlated variables are transformed to
form a set of uncorrelated variables. The first principal component (PC) shows
the most variation in a data set, and the second PC shows the second most
variation, and so on.17 In this study, except for Lasso, five PCs were used to
contain over 95% variability of the data sets.
3.4.4 Cross Validation
Five-fold cross validation was performed to evaluate the prediction
accuracy of the built training model. This was done by randomly splitting the
training data set into five subsets. Then, one of the five subsets was used as the
test set, while the other four subsets were combined to form a training set. This
was repeated until all five subsets were used as a test set. The average of the
recorded scores was taken as the final performance score of the model. 18
3.4.5 Classification Techniques
Supervised classifications techniques were used on the current study to
create training models. The training models were constructed using 49 randomly
selected tapes out of 65 audio magnetic tapes. With replicate ATR FT-IR
measurements, the training models had a total of 980 spectra. All models except
Lasso used five PCs, which explained over 95% variance in both training sets,
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where one training set was constructed with spectra collected from the back-coat
and the other training set was constructed with spectra collected from the
magnetic side of tapes. Once the models were created, the test set, which was
built using 16 tapes for a total of 320 spectra, was tested with each model
separately.
LDA and QDA were first used on the data set since both techniques are
fast and easy to interpret. These two techniques assume that the data is
collected from a normal distribution. LDA creates linear boundaries between
classes and assumes classes have an equal covariance matrix, while QDA
creates quadratic decision boundaries to establish the playability of tapes and
assumes each playability class has its own covariance matrix.19
The next classification technique applied to the data was SVM. In this
method, a decision boundary was created to separate non-playable and playable
classes. The optimal decision boundary, or hyperplane, which appears as a line
in two-dimensional space, was selected from a few possible choices. The chosen
plane was the one that had the maximum margin, the distance between the
hyperplane and the closest data point (support vectors).20 Data were introduced
to the MATLAB Classification Learner App and trained with default parameters.
To choose the model that yields the lowest classification error in the training data
set, an automatic hyperparameter optimization was carried out.
DT was also employed as one of the classification techniques. DT
provides a hierarchical type of representation of the data space that can be
readily used as a basis for classification by tracing down the appropriate
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branches of the tree. Gini impurity was set as the default split criterion, which
makes the decision when to split nodes. The MATLAB Classification Learner App
offered multiple DT classifying options, and for this study, three techniques were
tested. The first option, coarse tree, offered a maximum of four splits in the tree.
Medium and fine DT methods presented a maximum of 20 and 100 splits,
respectively. In DT classification, the higher the number of splits in the model, the
higher the chance of overfitting the training data set, which may lead to lower
prediction accuracy for the test set.21
The K nearest neighbor (KNN) was similarly used as another classifying
technique. The nearest neighbor rule allocates points based on a majority vote.
For equal prior probabilities, the K closest points to the data point to be allocated
are found, and the newly introduced data point is classified in the group to which
most of these neighbors belong.22 From the MATLAB Classification Learner App,
a few different KNN methods were employed to analyze data. In fine KNN, the
number of neighbors is set to one, while in medium and coarse KNN methods,
the number of neighbors are set to 10 and 100, respectively.21 By automatic
hyperparameter optimization, the distance metric “Euclidean” was selected for
all three KNN models.
The artificial neural networks (ANN) or NN was next employed to train
data. The NN consist of three units: the input unit, where the inputs get
introduced into the system; the output, where it generates a response from the
information learned; and the hidden unit, which exists between input and output.
The hidden unit creates the majority of the system.23, 24 For this study, the
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number of hidden layers and neurons required for each hidden layer to make the
NN system was determined by different combinations. To build a good NN
model, the number of hidden layers should be between the size of inputs and
outputs. In the same manner, each hidden layer can contain a different number
of neurons. Therefore, to choose the optimal model, 3905 different combinations
were tested for both training models.
The final classification method used was Lasso applied to logistic
regression. Lasso is a regression analysis technique that helps to reduce model
complexity and prevent overfitting. Lasso performs both variable selection and
regularization in order to enhance the prediction accuracy and interpretability of
statistical models. The number of features selected are reduced by placing a
penalty on the L1-norm of a vector, meaning Lasso finds important features by
shrinking unimportant variables to zero. This results in a sparse model with fewer
coefficients, making a rather simple model.25
4. Results and Discussion
4.1 Playability Testing
Playability testing was performed on all 65 magnetic audio tapes. The
training models contained 29 non-playable and 20 playable tapes, while the test
set contained seven non-playable and nine playable tapes.
4.2 Visual Analysis of Spectra
Collected ATR FT-IR spectra were first preprocessed. Figure 3.1 shows
the average spectra collected from the back side of non-playable and playable
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tapes after baseline correction, SG 4th order polynomial smoothing, and SNV
transformation. Visual inspection of Figure 3.1 helps to determine whether the
back coating is also made with PEU. If esters are present in a tape sample, it can
undergo hydrolysis producing carboxylic acids and alcohols degrading tapes via
SSS. Esters gives rise to three major distinct peaks. One peak arises due to the
C=O group and appears around 1700-1730 cm-1. The other two arise due to C-O
stretching vibrations.26 Esters have, two C-O bonds, hence these C-O bonds
have two different chemical environments. Therefore, it forms two distinct peaks
around ~1200 cm-1 and ~1000 cm-1.27 Analyzing Figure 3.1, it shows two
separate peaks in 1720 cm-1 and 1221 cm-1 region, which arise due to carbonyl
stretching and stretching of the C-O bond between the ester oxygen and the
carbonyl carbon. The carbonyl carbon is also attached to another carbon called
the alpha carbon. The alpha carbon exhibits stretching of the C-C bond.
Therefore, due to this asymmetric C-C-O stretching vibration, a strong peak at
1221 cm-1 appears. The other distinct C-O peak arises from the bond between
ester oxygen and the other carbon (not the carbonyl carbon). This vibration also
involves any other carbon attached to the formerly mentioned carbon forming OC-C, creating a peak ~1000 cm-1 region. In Figure 3.1, this peak appears in 1076
cm- 1. Therefore, presence of these peaks confirms that the tapes used in this
study probably have PEU in the back-coat, same as the magnetic layer.
Apart from the presence of esters, Figure 3.1 shows the N-H amide bend
around 1527 cm-1 and 1529 cm-1 and the C-N stretch at 1308 cm-1 for the
polyurethane segment of PEU.10, 28 The peak at 1705 cm-1 and 1105 cm-1 arise,
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respectively, from the H bonded C=O and C-O stretch of alcohols.10 Main peaks
around 1252 cm-1 and 1170 cm-1 appear due to the C-O stretching vibration of
carboxylic acids and alcohols in the magnetic side of the tape (Figure 3.2), helps
to differentiate non-playable tapes from playable tapes. These peaks are not
present in the average non-playable and playable spectra collected from the
back side.
4.3 Principal Component Analysis
To examine the variability of both training data sets, the PCA plots were
constructed using 980 spectral data points (49 tapes) and plotting PC scores one
and two against each other. The first PC in Figure 3.3, which was constructed
using spectra collected from the back-coat, accounts for 57.8% of the variance in
the data set, and the second PC accounts for 22.9% variance. Looking at this
PCA plot, non-playable spectra are not clearly separated from playable ones.
Rather, two small clusters with both playable and non-playable spectra appear,
while there is some playability separation for a few tapes. PC 1, PC 2, and PC 3
loadings for the back-coat PCA plot do not show definitive sources for the
variability (Figure 3.4). However, when the spectral data collected from the
magnetic side of the tape was projected into the PCA plot, the PC 2 loading
shows chemical differences between the playable and non-playable tapes. The
positive region contains peaks corresponding to degradation products, while the
negative region is consistent with peaks corresponding to esters in the tape
(Figure 3.5). In the PC plot, the magenta markers indicate non-playable spectral
data points, while blue markers indicate playable spectral data points.
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4.4 Classification Techniques
The 1300 collected back-coat spectral data (65 tapes) were first randomly
split into two groups, the training, and the test sets. The training group contained
75% of the original data, while the test set contained 25%. The training set was
made with 980 spectra (49 tapes). Among the 980 spectra, 580 were assigned
as non-playable, and 400 were assigned as playable. The test set was made with
320 spectral data (16 tapes). Of the 320, 140 were non-playable, while 180 were
considered playable. The spectral data collected from the magnetic side were
also split into training and test sets containing the exact the same tape identities
as the back-coat data set.
Except for NN and Lasso, all the other classification techniques were
performed in MATLAB Classification Learner App. Five PCs were introduced into
the training model where it showed over 95% of variability for both the back-coat
and magnetic side data set. The training set prediction accuracies were
determined using five-fold cross validation within the app. Since the app only
produces the prediction accuracies as a percentage, we were unable to see
where the misclassifications occurred in the training data set for each
classification method. Each model trained using different classification
techniques was transported back into the MATLAB workspace to make
predictions for the test set.
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4.4.1 Linear Discriminant Analysis (LDA)
With the LDA classification method, the training set built with back coat
spectral data was able to correctly classify 815 out of 980 spectra, yielding 83.2%
prediction accuracy (Table 3.2). Using this trained model, the test set responses
were predicted with only 52.8% accuracy (Table 3.3). Of the 140 non-playable
spectra, 42 were misclassified, and most of these misclassifications occurred in
the 100 cm location of the tape. Of the 180 playable spectra, 108 were
misclassified, and these misclassifications are spread in both spectral collection
locations.
Using the same classification technique on the data collected from the
magnetic side, the model was able to produce 93.7% prediction accuracy for the
training set. Of the 580 non-playable spectra, 555 were correctly classified, and
363 spectra out of 400 playable spectra were also classified correctly (Table 3.4).
The test set had perfect prediction accuracy when tested with the created model
(Table 3.5).
4.4.2 Quadratic Discriminant Analysis (QDA)
The back-coat training data set was able to obtain 73.7% prediction
accuracy using QDA. Of the 980 total spectra, 722 were correctly classified. Of
the training set, consisting of 580 non-playable spectra, 555 were correctly
classified. However, of the 400 playable spectra, only 167 were correctly
classified (Table 3.2). When the test set was introduced into the created model,
only 48.7% prediction accuracy was generated (Table 3.3). In the test set, all the
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non-playable spectra were correctly classified. However, only 18 spectra were
correctly classified from 180 playable spectra. There were nine playable tapes in
the test set, and all replicate measurements of five tapes were misclassified. The
remainder of the playable tapes also had the majority of their spectra
misclassified as non-playable.
The training set built using the magnetic side spectral data had an overall
prediction accuracy of 93.7% with QDA. Twenty-seven non-playable spectra
were misclassified out of 580, and 35 playable spectra were misclassified out of
400 (Table 3.4). When the test set was introduced, 100% prediction accuracy
was achieved (Table 3.5).
4.4.3 Support Vector Machine (SVM)
Using hyperparameter optimization, the best estimated feasible point was
selected by setting the box constraint to 0.001 and kernel scale to 0.005 with
linear kernel function. The training accuracy for this model was 73.8%, yielding
the same prediction accuracy in the test set as the model created using default
parameters in the app. Of the 580 non-playable spectra, only 10 were
misclassified, giving 98.2% accuracy for non-playable spectra. Conversely,
playable spectra had lower prediction accuracy. Of the 400 playable spectra, only
153 were correctly classified, yielding just 38.3% prediction accuracy (Table 3.2).
The introduced test set had a prediction accuracy of 43.8%. All non-playable
spectra in the test set were correctly classified, while all playable spectra were
classified as non-playable, giving 0% prediction accuracy (Table 3.3).
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The training set with the magnetic side spectral data was trained with the
optimized SVM model, and the model was able to produce 93.7% overall
prediction accuracy. Among 580 non-playable spectra, 553 were correctly
classified, while 365 playable spectra out of 400 were classified correctly (Table
3.4). The test set with SVM model had an overall accuracy of 95.3%. The only
misclassifications that occurred were in the non-playable tapes, and all of them
were present in the Ampex-406-030 tape (Table 3.5).
4.4.4. Decision Tree (DT)
Three DT techniques were used on the back-coat training model to find
the best model. Coarse DT had maximum splits of four, medium DT had a
maximum of 20 splits, and fine DT had a maximum 100 splits. Each produced,
respectively, 72.1%, 80.8%, and 83.16% total prediction accuracies. When the
test set was introduced into each model, the obtained prediction accuracies
were, respectively, 46.2%, 46.5%, and 52.8%. Since fine DT had a slightly higher
prediction accuracy, it was selected for further modeling.
Using the fine DT model, of the 580 non-playable spectra in the training
set, 505 were correctly classified, yielding 87.07% prediction accuracy for nonplayable tapes. Of the 400 playable spectra, 310 were correctly classified,
offering 77.5% prediction accuracy for playable tapes (Table 3.2). When the test
set was introduced into this model, 98 out of 140 non-playable tapes were
correctly classified, while only 71 playable tapes were correctly classified out of
180 (Table 3.3). Most misclassifications for non-playable tapes occurred at the
100 cm location, and misclassifications for playable tapes occurred in both
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locations, giving only 52.8% total prediction accuracy for both playable and nonplayable spectra.
When the same three DT techniques were applied on the spectra
collected from the magnetic side, the coarse DT generated 94.5% overall
prediction accuracy, while the other two DT techniques offered 98.1% (Table
3.4). When the test set was introduced into all three models, 86.3% accuracy
was achieved for coarse DT model, and 88.4% for both medium and fine DT
models was observed (Table 3.5). All misclassifications occurred in only nonplayable tapes, and those were limited to the Ampex-406-030 tape and the
Ampex-478-001 tape.
4.4.5 K Nearest Neighbor (KNN)
In this classification technique, three different types of KNN were used to
find the best option. The finely detailed KNN was able to produce 91.2% total
accuracy prediction for the back-coat training data, while medium KNN and
coarse KNN were able to produce total accuracies of 86.1% and 72.5%,
respectively. When the test set was introduced into each model, the following test
accuracies were obtained respectively for fine, medium, and coarse KNN
models: 59.4%,53.4%, and 43.7%. Fine KNN model was selected since it had
higher prediction accuracy for both the training and test sets.
Using the fine KNN model, of the 580 non-playable spectra, 537 were
correctly classified, showing 92.6% prediction accuracy. Of the playable 400
spectra, 357 were correctly classified, giving 89.2% of playable prediction
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accuracy (Table 3.2). The test set was presented into this KNN model, and out of
140 non-playable spectra, 105 were correctly classified (Table 3.3). There was
one Ampex 478 tape with no misclassifications, as well as a few other tapes with
no misclassifications in one of the locations. However, the rest of the nonplayable tapes had misclassifications spread across both spectral locations. Of
the 180 playable spectra, more than half were misclassified as non-playable
spectra. Misclassification occurred randomly at both 50 cm and 100 cm locations.
In a similar manner, all three classification techniques were used on
spectra collected from the magnetic side data. Fine KNN model offered 99.5%
total prediction accuracy, whereas the medium and coarse KNN models offered
98.9% and 94.5% accuracies, respectively (Table 3.4). In subjecting the test set
to all three models, they were able to predict playability responses for both nonplayable and playable tapes 100% accurately (Table 3.5).
4.4.6 Neural Networks (NN)
The NN model built to train the back-coat data was created introducing
five PCs as inputs and testing 3905 different combinations of hidden layers and
neurons. Overall prediction accuracies for all 3905 combinations were compared
and then narrowed down to the twenty combinations having the highest
prediction accuracies. These twenty combinations were again trained several
times to choose the best option. The chosen NN model consisted of five hidden
layers. The first three hidden layers have five neurons in each layer, while the
fourth and fifth hidden layers have one and two neurons, respectively (Figure
3.6).
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Using the created NN model on the back-coat training data, 80.3% overall
prediction accuracy was produced. Among 580 non-playable spectra, the model
was able to predict 508 correctly, while 279 playable spectra were correctly
classified out of 400 (Table 3.2). When the test set was introduced into this
model, the prediction accuracy was 63.1% (Table 3.3). Of the 140 non-playable
spectra, 105 were classified correctly, while close to half of the playable spectra
were misclassified. Non-playable spectral misclassifications mostly occurred in
the Ampex-406-013 tape, and playable misclassifications were widespread in
most playable tapes.
To train the data collected from the magnetic side of the tape, a new NN
model was built testing 3905 different combinations. The selected model had two
hidden layers with five neurons in the first hidden layer and four neurons in the
second hidden layer. The training model was able to produce perfect overall
prediction accuracy. When the test set was introduced, just one spectrum from
Ampex-478-001 was misclassified as playable, offering 99.7% overall prediction
accuracy.
To test how well the training and test set in NN performed, ROC plots,
which plotted the true positive (sensitivity) against the false positive (1-specificity)
as the threshold is varied, were employed. The more accurate the model
predicts, the closer the curves follow the left-hand boarder and the top boarder of
the plot. Looking at Figure 3.7, it shows how the curves do not follow the lefthand and top boarder of the plot, reflecting the poor results obtained. On the
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other hand, Figure 3.8 shows how well the model predicts on data collected from
the magnetic side.
4.4.7 Logistic Regression with Lasso
When the back-coat training data set was trained with logistic regression
with Lasso, 209 wavenumbers were identified as the most important out of the
416 wavenumbers (1750-950 cm-1). The intercept term and selected coefficient
values are shown in Table 3.6. Positive β values indicate that absorbance at a
given wavenumber increases the probability of a tape being degraded, whereas
a negative β value indicates a decrease in probability of tape degradation when a
tape absorbs at that wavenumber.
The back-coat test set was used on this model to determine test prediction
accuracies. Of the 140 non-playable spectra, 125 were correctly classified, giving
89.3% prediction accuracy for non-playable tape data (Table 3.3). Among 180
playable spectra, 134 were correctly classified, offering 74.4% prediction
accuracy for playable tapes. The overall prediction accuracy for the test set was
80.9%, the highest accuracy percentage obtained among all techniques used.
When Lasso was used on the training model created with the magnetic
side spectral data, only 12 critical wavenumbers were selected (Table 3.7). When
the test set was presented into this model, playability responses had a prediction
accuracy of 95.6% (Table 3.5). All misclassifications occurred in non-playable
spectra, and all 14 misclassifications were seen in the Ampex-406-030 tape.
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Several ensemble methods, such as bag, gentle-boost, and logit-boost,
were also used on the back-coat data. Since there were no significant
improvements on either the training model or the test set prediction accuracies,
the results were not discussed in this study.
5. Conclusions
This study focused on finding whether the optional carbon black back
layer present in some of the magnetic audio tapes contributes to SSS. Further,
this work illustrated whether we could use the back layer to differentiate nonplayable tapes from playable tapes. To determine the validity of this, ATR FT-IR
spectra collected from both the back-coat layer and the magnetic layer from the
same magnetic audio tapes were analyzed with several different classification
techniques to evaluate prediction accuracies.
By visual inspection of average non-playable and playable spectra
collected from the back-coat, peaks corresponding to esters indicate that the
back-coat binder is probably made with PEU and this indicates the back layer
also can degrade via SSS. However, it is difficult to clearly see peaks
corresponding to degradation products as in the magnetic layer spectra. Due to
the absence of these peaks, when different classification techniques were
applied on the back-coat data, they were unable to produce successful results.
All methods were able to yield better predictions for non-playable, while most
playable tapes were misclassified as non-playable. Only logistic regression with
Lasso was able to produce better results with 80.9% prediction accuracy on the
test data set, although it is worth mentioning that Lasso was only able to achieve
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better accuracy possibly due to the selection of 209 critical wavenumbers out of
416.
Spectra collected from the magnetic side were trained and tested using
the same classification techniques. This data was able to produce considerably
better results compared to the back-coat data. A few classification methods were
able to even predict perfect playability responses for all 320 spectra present in
the test set. The logistic regression with Lasso model used on this data set
selected only 12 wavenumbers, making a rather simple model when compared to
the back-coat model.
Comparing results obtained for both data sets, it is safe to say that spectra
collected from the carbon back layer might not be effective in predicting a tape’s
degradation status, even though it has mostly misclassified playable tapes as
non-playable tapes. Classifying a playable tape as non-playable is less harmful
than classifying a non-playable tape as playable. The worst that may happen to a
misclassified playable tape is sending out for baking, the current treatment for
degraded tapes, where tapes are placed in an oven at 54oC for 8 or more
hours13, while misclassifying a non-playable as playable can lead to the
destruction of important data permanently. Even though this scenario is less
damaging to a tape, it wastes energy, money, and time on fixing the tapes into
the right condition. Baking is a long process, and mis-categorizing a tape may
come with a lot of wasted time, especially when there are about 21 million tapes
in unknown condition. Therefore, according to the audio magnetic tapes that the
lab acquired, to determine the degradation status of audio magnetic tapes made
114

with PEU, the best spectral collection location could be the binder/magnetic layer
of tapes. Collecting spectra from the carbon black back layer might not be able to
accurately determine the playability status, which will ultimately guide the
decision to send out a good amount of playable tapes for the baking process.
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Table 3.1. Tape identities and number of spectra collected to build the training
and test sets.
Organization

Brand and Model

Quantity

Number of

Information

of Tapes

Spectra
Collected

Wisconsin Public

Ampex 406

30

600

Television (WPT)

Quantegy 406

5

100

Smithsonian

Ampex 406

5

100

Institution (SM)

Ampex 478

8

160

BASF

6

120

3M 996

6

120

EMTEC

5

100

118

Table 3.2. Prediction accuracies summary for the training set created obtaining spectra from the
back coat.
Classification
Technique

Non-Playable
Correctly

Misclassified

Classified

119

Playable
Correctly

Prediction

Misclassified

Accuracy

Classified

LDA

505

75

310

90

83.20%

QDA

555

25

167

233

73.70%

SVM

570

10

153

247

73.80%

Medium DT

510

70

282

118

80.80%

Fine DT

505

75

310

90

83.20%

Coarse DT

507

73

200

200

72.10%

Medium KNN

524

56

320

80

86.10%

Fine KNN

537

43

357

43

91.20%

Coarse KNN

555

25

155

245

77.4700%

NN

508

72

279

121

80.30%

Table 3.3. Prediction accuracies summary for the test set created obtaining spectra from the
back coat.
Classification
Technique

Non-Playable
Correctly

Playable

Misclassified

Classified

120

Correctly

Prediction

Misclassified

Accuracy

Classified

LDA

98

42

72

108

52.12%

QDA

140

0

18

162

48.37%

SVM

140

0

0

180

43.75%

Medium DT

115

25

34

146

46.56%

Fine DT

98

42

71

109

52.80%

Coarse DT

100

40

49

131

46.56%

Medium KNN

120

20

51

129

53.44%

Fine KNN

105

35

85

95

59.37%

Coarse KNN

133

7

7

173

43.75%

NN

105

35

95

85

62.50%

LASSO

125

15

134

46

80.949%

Table 3.4. Prediction accuracies summary for the training set created obtaining spectra from the
magnetic side.
Classification
Technique

Non-Playable
Correctly

Playable

Misclassified

Classified

121

Correctly

Prediction

Misclassified

Accuracy

Classified

LDA

555

25

363

37

93.67%

QDA

553

27

365

35

93.67%

SVM

553

27

365

35

93.67%

Medium DT

569

11

392

8

98.06%

Fine DT

569

11

392

8

98.06%

Coarse DT

555

25

371

29

94.49%

Medium KNN

573

7

395

5

98.78%

Fine KNN

577

3

398

2

99.49%

Coarse KNN

532

48

367

33

91.73%

NN

580

0

400

0

100%

Table 3.5. Prediction accuracies summary for the test set created obtaining spectra from the
magnetic side.
Classification
Technique

Non-Playable
Correctly

Playable

Misclassified

Classified

122

Correctly

Prediction

Misclassified

Accuracy

Classified

LDA

140

0

180

0

100%

QDA

140

0

180

0

100%

SVM

125

15

180

0

95.31%

Medium DT

103

37

180

0

88.44%

Fine DT

103

37

180

0

88.44%

96

44

180

0

86.25%

Medium KNN

140

0

180

0

100%

Fine KNN

140

0

180

0

100%

Coarse KNN

140

0

180

0

100%

NN

139

1

180

0

99.69%

LASS0

126

14

180

0

95.62%

Coarse DT

Table 3.6. Summary of Lasso selected wavenumbers with their respective coefficients for the back-coat data.
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Wavenumber
(cm-1)
β0
951
958
960
970
972
982
984
987
991
1001
1009
1011
1014
1016
1022
1024
1030
1038
1039
1041
1045
1047
1049
1053
1059

β value
6042.0
-232885.0
31112.1
70401.0
-4348.1
-5652.9
28419.7
60220.5
-16695.2
-33168.7
30543.3
23984.4
10858.4
63981.4
17671.5
-5288.1
-17491.5
-9767.3
26591.0
135223.1
-368747.4
107575.1
6648.7
56041.4
240642.5
-102200.8

Wavenumber
(cm-1)
1063
1065
1068
1070
1078
1093
1105
1117
1124
1126
1128
1130
1132
1136
1140
1142
1146
1147
1149
1151
1153
1155
1159
1169
1174
1176

β value
-170410
-121032
-102406
-33458.4
97745.45
77641.58
19461.03
66434.69
-217194
45827.45
106113.3
152578.8
6196.661
17534.66
-26270.1
212018.7
-91362
303987.6
106297.4
-116454
-398093
32891.53
-85942.3
168897.7
260835.6
189840.6

Wavenumber
(cm-1)
1178
1182
1184
1186
1190
1192
1194
1198
1201
1207
1209
1221
1223
1227
1228
1240
1242
1248
1250
1255
1257
1259
1267
1269
1273
1275

β value
5223.2
36350.3
-5554.4
-210006.8
-53094.7
-71905.1
39394.8
-93745.0
-36995.4
-173668.6
156.9
-38401.6
-105569.8
70507.5
15608.1
271000.1
8507.1
-99224.0
-64722.7
-38568.6
-51595.0
-163157.2
-2296.4
-477179.3
57376.2
56843.2

Wavenumber
(cm-1)
1277
1279
1284
1290
1296
1298
1306
1308
1311
1313
1317
1321
1323
1331
1333
1336
1346
1350
1354
1358
1361
1367
1369
1377
1379
1381

β value
78261.6
22285.3
-10640.4
77469.2
-173496.7
-11440.5
50247.0
47936.2
-47755.9
-20581.0
452484.9
-6530.1
-26141.0
-4448.5
-41775.3
299380.8
-127993.2
231933.7
-196526.0
345544.8
-17690.8
-97011.4
-14562.4
36837.7
11817.6
14446.4
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Table 3.6. Continuation
Wavenumber β value
(cm-1)
1383
275786.1
1385
-426638.2
1387
-32815.6
1388
-35700.9
1392
7871.4
1394
-57296.7
1396
314374.8
1398
105462.0
1404
125826.5
1408
-155886.1
1410
-180491.8
1414
122085.3
1415
85481.5
1421
84453.9
1427
219396.6
1429
14040.5
1431
-95069.2
1433
-165839.7
1437
177513.7
1442
-132432.4
1444
-86980.8
1450
-61797.8
1454
-108565.9
1456
-11445.3
1460
-159609.0
1464
505180.3
1466
-111885.7

Wavenumber
(cm-1)
1468
1469
1473
1475
1477
1479
1483
1487
1489
1493
1495
1496
1502
1504
1508
1510
1512
1520
1522
1535
1537
1543
1547
1549
1550
1552
1556

β value
-47263.2
49355.0
-821035.3
632796.0
-317912.3
-25198.1
434472.9
110928.7
43545.4
-168775.0
1259.8
58713.6
4811.4
8606.5
-1304.9
-10228.3
-166337.8
-25894.3
-19103.3
126490.7
157061.9
259834.4
27298.6
51383.0
-28521.6
-73432.3
166918.2

Wavenumber
(cm-1)
1560
1564
1566
1570
1572
1574
1576
1581
1583
1587
1589
1591
1595
1599
1601
1603
1606
1608
1612
1614
1616
1622
1624
1626
1628
1630
1631

β value
-21459.9
-211353.0
-44716.5
-301211.9
88686.5
-130926.9
-47438.6
-102503.7
-23944.7
255176.8
217486.0
379726.7
-234507.9
-40341.7
-137495.6
-122400.9
-106897.6
-87873.4
-161556.8
-282713.7
246407.1
-21507.7
-67807.9
-14275.8
-14451.7
315991.5
137857.7

Wavenumber
(cm-1)
1635
1641
1647
1655
1657
1660
1666
1668
1670
1674
1676
1680
1682
1684
1687
1689
1703
1705
1711
1734
1739
1743
1745
1749

β value
-647850.6
-214256.1
-64858.7
164016.4
71490.9
-282983.8
-18276.8
-31431.0
-20231.0
29765.9
393683.4
13353.7
13881.6
209459.3
169901.3
53312.2
-155561.8
-36013.4
-143756.4
17766.7
116189.2
-93223.5
-2415.9
368302.4

Table 3.7. Summary of Lasso
selected wavenumbers with their
respective coefficients for the
magnetic layer.
Wavenumber (cm-1)
β0

β value
-0.84565

1238.096
1265.095
1309.45
1388.519
1392.376
1396.233
1419.375
1434.803
1473.373
1510.014
1735.649
1747.22

-3.72875
9.777302
-32.2017
10.83949
7.75152
7.53052
10.56309
-12.3841
7.176043
-44.5242
6.750043
2.84547
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Figure 3.1. Average non-playable and playable spectra
acquired from the back-coat of the magnetic audio tapes after
baseline correction, SG 4th order polynomial smoothing, and
SNV transformation.
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Figure 3.2. Average non-playable and playable spectra
acquired from the magnetic side of the magnetic audio tapes
after baseline correction, SG 4th order polynomial smoothing,
and SNV transformation.
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Figure 3.3. Projection of 980 spectral data in the training
set collected from the back-coat into the PCA space.
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Loading 1
Loading 2
Loading 3

Wavenumber (cm-1)
Figure 3.4. First three PC loadings for the training set created by
collecting spectra from the back-coat layer of the audio magnetic
tapes.
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Loading 1
Loading 2

Wavenumber (cm-1)
Figure 3.5. First two PC loadings for the training set created by
collecting spectra from the magnetic side of the audio magnetic
tapes.
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Figure 3.6. Neural Network (NN) showing inputs, outputs, and five hidden layers with neurons.

131

Figure 3.7. ROC plots of training (top) and
test (bottom) set created obtaining spectra
from the back-coat.
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Figure 3.8. ROC plots of training (top) and
test (bottom) set created obtaining spectra
from the magnetic side.
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CHAPTER 4
FIBER DYE DISCRIMINATION USING MICROSPECTROPHOTOMETRY AND
MACHINE LEARNING TECHNIQUES FOR FORESIC ANALYSIS4

4

Ratnasena, N.H*, Rich, D.C*; Morgan, S.L. To be submitted to Forensic
Chemistry.
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1. Abstract
Forensic analysis of the dyes on fibers often includes absorbance and
fluorescence spectroscopy. Such data gives key information regarding the dye(s)
on the fiber, as well as aids in identifying the specific fiber in question. However,
spectral data can be quite complex, including hundreds or thousands of variables
(wavelengths) whose absorbance and emission values can be unique for each
compound. Visual comparison of spectra does not suffice in noticing the subtle,
yet important, differences among the spectra. Chemometric methods overcome
the limitations of visual comparison by objectively defining those differences. In
this research, various multivariate statistical analyses of absorbance and
fluorescence spectra of dyed fibers were explored with the goal of determining
the optimal technique to classify fibers. All classification methods employed were
able to achieve 100% accuracy for absorbance data. The highest prediction
accuracy achieved for the fluorescence data was 88.2%. Though all models
performed well, sparse modeling using Lasso-penalized logistic regression may
be optimal for the courtroom setting, as model complexity is low and
interpretability high.
2. Introduction
Due to the ubiquity of textiles, fiber evidence often plays a key role in
making associations between people, objects, and crime scenes.1-4 Forensic fiber
examinations involve both microscopic and spectroscopic analyses. 1, 2Among the
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physical and chemical properties of fibers that are analyzed, color plays a crucial
role in differentiating samples from one another.1-4
Perhaps the most common instrumental technique employed by forensic
scientists to analyze fiber color (dyes) is UV-visible microspectrophotometry
(MSP). MSP is a quick, non-destructive, and repeatable technique that allows for
the collection of absorbance and fluorescence data of a sample. Further, several
evidence types have fluorescent properties, including inks, dyes, drugs, and
paints, making the technique a powerful forensic tool. 1-5 Fluorescence
spectroscopy is highly sensitive, needing only a minute amount of sample to yield
characteristic information. Thus, characterizing a fiber via absorbance and
fluorescence spectroscopy can elucidate discriminating properties of the dyes
and finishes on the sample.2
When comparing spectra of dyed fibers of unknown origin to those of
known origin, examiners often look for patterns and predictable features in the
data. However, due to the complexity of UV-visible data (both absorbance and
fluorescence), comparisons by spectral overlay alone may not allow for the
detection of small, key differences among the data. Multivariate statistical
analyses are becoming increasingly popular and critical to forensic science and
the courtroom.2-4, 6 Particularly, statistical methods can aid the interpretation of
multivariate data by reducing the dimensions of the data or by introducing
sparsity into the final model.3, 4, 6-9 Stated simply, sparse models are those in
which only a few, important variables influence the model.9
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In statistical learning, dimension reduction involves projecting the data into a new
subspace in which the original variables are combined to form new predictive
features. The number of new variables is thus less than the original matrix of
data. In this work, principal component analysis (PCA) was performed as a
means of reducing the dimensions of the original data set. In PCA, linearly
correlated variables are combined to create a new set of uncorrelated variables
called principal components (PCs). The first PC accounts for the highest amount
of variability in the data, followed by the second PC, and so on.7, 8
On the other hand, sparse modeling aims to find only those variables most
influential in yielding the given response (i.e., determining to which class an
unknown sample belongs). With multivariate data sets, often only a few of the
hundreds or thousands of variables (i.e., wavelengths) are relevant in the final
prediction. Retaining irrelevant variables creates complex models and may lead
to overfitting of the data, where the model fits the noise of the data rather than
the signal or true response. Sparsity allows for the exclusion of such variables in
the final predictive model while retaining those most important in making
predictions.7-9 In building a predictive model, each variable in the original data set
is given a coefficient whose magnitude is indicative of importance in prediction.
Unlike other techniques, sparse modeling allows for the shrinkage of the
coefficients of irrelevant variables to zero, effectively removing these variables
from the final predictive model. This study achieved sparsity via the least
absolute shrinkage and selection operator (Lasso). This technique shrinks the
coefficients of irrelevant variables to zero by placing a penalty on the L1-norm of
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the coefficients. The L1-norm is the sum of absolute values of a given vector, in
this case the variable coefficients.9, 10 Penalizing the coefficients in such a way
leads to model simplicity and is computationally convenient in comparison to
other penalization terms.9 This method has proven useful in increasing prediction
accuracies when classifying data based on UV-visible data of fibers4 and infrared
absorbance data when detecting the degradation status of magnetic audio
tapes.11 The application of Lasso to UV-visible absorbance and fluorescence
data is explored here and compared to classical methods of statistical modeling
and dimension reduction.
3. Materials and Methods
3.1 Fiber samples
From the over 700 dyed textile fiber collection in the Morgan laboratory,
the subgroup blue nylon 6 was selected to conduct this experiment. Each fiber
sample was given a fiber identification (FID) number for naming purposes. This
subgroup consists of seven different FIDs (635, 640, 641, 647, 648, 649, and
654). Each FID is dyed with three different dyes as shown in Table 4.1. Single
fibers from fabrics were obtained using micro tweezers and razor blades for
analyses.
3.2 Instrumentation
3.2.1 UV-Visible Absorbance Data Collection
Ten replicate UV-Visible absorbance spectra were collected along the
length of a fiber using a Quantum Detection Instrument (QDI) 1000
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Microspectrophotometer (MSP) (CRAIC Technologies, Altadena, CA). MSP was
operated in transmission mode using a xenon lamp and an integration time of ~4
ms, using a charged coupled device (CCD) detector. Absorbance measurements
were collected by taking an average of 100 scans across a spectral region of
200-850 nm with a bandwidth of 10 nm.
3.2.2 Fluorescence Data Collection
For microspectrofluorimetry (MSF) analysis, fiber samples were positioned
on a quartz microscope slide followed by spectral grade glycerin and a quartz
coverslip. Ten replicate fluorescence measurements were acquired along the
length of the fiber using a Quantum Detection Instrument (QDI) 1000 MSP
(CRAIC Technologies, Altadena, CA) and using GRAMS/AI 7.00 software
(Thermo Galactic, Salem, NH). The MSP was operated in transmission and
fluorescence mode with a 15× collecting objective. Fluorescence measurements
were carried out using a mercury light source with a CCD and an integration time
of ~200 ms. Spectra were produced utilizing excitation wavelengths of 365, 405,
436, and 546 nm. All spectra were collected performing an average of 100 scans
over a range of 200-850 nm with a 10 nm bandwidth.
3.3 Statistical Analyses
MATLAB version 9.9 R2020b (The MathWorks, Natick, MA) was used to
perform preprocessing and data analysis for collected absorbance and
fluorescence spectral data. To build Linear Discriminant Analysis (LDA),
Quadratic Discriminant Analysis (QDA), Support Vector Machine (SVM),
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Decision Tree (DT), K-Nearest Neighbor (KNN), Ensemble and Lasso statistical
models, Classification Learner App and Statistical Toolbox in MATLAB were
used.
3.3.1 Preprocessing of Spectra
UV-Visible absorbance spectra were truncated to 400-700 nm to focus
only the visible region. Preprocessing of the absorbance data included
background subtraction and normalization to unit vector. Background subtraction
is performed by subtracting the minimum absorbance value of sample from all
absorbance values in that spectrum. Each spectrum is background subtracted
independently. Normalization to unit vector involves dividing each absorbance
value of a spectrum by the square root of the sum of squares of all absorbance
values across the spectrum.12 The data was then randomly split into training
(90%, 63 spectra) and test (10%, 7 spectra) sets.
Preprocessing of all fluorescence spectra began with truncating from 350850 nm. Next, spectra were smoothed using a linear algorithm with a window
length of 61 points. Further preprocessing was carried out, including background
subtraction and normalization to unit vector. The data set containing 70 spectra
were then randomly split into training and test sets. The training set contained
75% of the original data set (53 spectra), while the test set contained 25% (17
spectra).
As a dimension reduction technique principal component analysis (PCA)
was performed on preprocessed spectral data, reducing dimensions from p to d
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(d<p), while keeping as much of the variation in the original data set as
possible.13 In this study, 3 PCs were used to create classification models
explaining over 98% variability in the training data set.
3.3.2 Classification Techniques
To determine the performance of the built training data set using the first 3
PCs, five-fold cross validation was applied for each classification technique. The
training set was randomly split into five subgroups, where one subgroup was held
as a test set and used to validate the data. This process was carried out until all
subgroups were used as a test set once. The performance of the model was
determined by taking the average of the values computed in the validation
process.14, 15
The training data sets, consisting of absorbance spectral data (63 spectra)
and fluorescence spectral data (53 spectra), were trained on all classification
techniques previously mentioned. Except for Lasso, all models were trained
using 3 PCs, which explained over 98% variance of the data. Once the models
were created, test sets (7 spectra in absorbance data set and 17 spectra in the
fluorescence) were tested with each model separately. Further analysis was
performed by selecting the two best performing models, which were SVM and
KNN.
SVM is a supervised machining learning algorithm used for classification
based on the idea of finding an optimal decision boundary or hyperplane that
separates two groups.16 Primarily, SVM is a two-class classifier technique, where
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the perpendicular distance between the decision boundary and the closest of the
data points is maximum (maximum margin). With problems involving more than
two classes, methods like “one vs one” and “one vs all” have been proposed for
combining multiple two-class SVM to create a multiclass classifier.16 For linearly
separable data, a straight line/hyperplane can be used to separate classes.
However, actual problems might not be linearly separable with the available data.
Hence, data should be transformed into a high dimension feature space in order
to separate them linearly.17 Though, calculating this transformation can be
computationally expensive because there can be many new dimensions and
calculations to be performed for every vector in the dataset. 17, 18 Since SVM does
not need vectors to work and relies on the scalar product between transformed
vectors, we can avoid mapping features into a higher dimensional space and
replace the scalar product with a kernel function. By utilizing kernel functions,
such as polynomial, Gaussian, and sigmoid, new features can be created,
helping data to be transformed into a higher dimensional space. Once the data is
transformed into a higher dimensional space, a linear decision boundary can be
drawn to separate different classes. Then, data can be projected back into the
original data space, resulting in a nonlinear boundary.16, 18
KNN is one of the simplest classification techniques that can be used.
KNN classification is based on assuming that similar samples exist in proximity to
one another in a projected space. Using this classification method requires a
data set labelled with the known category to classify an unknown or test data
point. When the test data is projected into the same training data space, the new
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test data point gets assigned to the group having the largest number of
representatives near the test data point.19 When K=1, then only the nearest
neighbor is used to define the category, and the test data point is simply
assigned to the same class as the nearest point. Similarly, if K=7 and the test
data point is in between two or more classes, then the model simply picks the
class with the most votes. K values control the degree of smoothing, meaning
smaller K values generate many smaller regions for each class, while larger K
values generate fewer, larger regions. Larger K values can produce more robust
models. However, K must be much smaller than the minimum of the number of
samples in the class.17 To select the optimal K for the data set, the KNN
algorithm can be run several times with different K values. The model that has
the smallest error and the ability to predict with higher prediction accuracies can
be selected as the optimal model. Also, prediction improvements can be
achieved by using alternative distance metrics to measure the distances within
and between classes.20
Introducing sparsity in predictive models can aid in prediction accuracy
and model interpretability. In this work, sparsity is achieved by applying the least
absolute shrinkage and selection operator (Lasso) to logistic regression.
Classifiers, or base learners, for each FID can be trained with logistic regression
by first coding responses in the form y = [0,1], where 1 indicates a sample is of
an FID class and 0 indicates any FID class to which the sample does not belong.
Values of β (weights of variables) are then calculated. Lasso regularizes these β
values by penalizing the L1-norm of the vector of β values. The L1-norm of a

143

vector is the sum of the absolute values in the vector, in this case variable
coefficients.9, 10 Thus, by applying Lasso to logistic regression, only a few,
significant variables (wavelengths) remain in the final model. Multiple values of
the penalization term are applied to find the optimal classifier for a given FID
class. The model yielding the smallest deviance is chosen as the final classifier.
Deviance is a measure of goodness of fit for the model; the smaller the deviance,
the better the model fits the data. Once a classifier is built for each FID class,
these base learners are combined in an ensemble. A test sample is subjected to
each base learner. Logistic probabilities of all are considered in determining class
identification for the sample.4, 21, 22 Specific equations employed, and ensemble
modeling structure have been previously described.4, 11
4. Results and Discussion
4.1 Spectral Analysis
Preprocessed absorbance spectra (Figure 4.1) were used to perform all
classification methods. Fluorescence spectra produced using all four excitation
wavelengths were analyzed. Absorbance spectra (Figure 4.1) of the samples
suggest that 546 nm would be the optimal excitation wavelength, as the
strongest absorbance occurs in this region for all seven samples. However, two
classes (FIDs 635 and 654) do not fluoresce when excited at 546 nm. Further,
emission spectra produced from excitation at 436 nm appeared quite noisy.
Therefore, excitation at 365 nm (Figure 4.2) was chosen as the starting point for
further analysis.
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4.2 Principal Component Analysis
To analyze the variability of both training and test data sets, a PCA plot
was first constructed by projecting the preprocessed training data. Test spectral
data points were then projected into the derived space. PCA plots for absorbance
spectral data (Figure 4.3) and fluorescence spectral data (Figure 4.4) were
constructed by plotting the first three PC scores against each other.
The PCA plot shown in Figure 4.3 was plotted by projecting the
absorbance spectral data. The first PC shows the highest variability of 83.83% in
the data set. The second PC shows the next highest variability of 13.46%, and
PC 3 shows 1.87% of variance, making the overall variance 99.16% explained by
the first three PCs. The PCA plot uses different colors for different FIDs. Circle
and ‘X’ markers indicate training and test data points, respectively. By observing
the PCA plot, samples of the same FID class cluster close to one another. Blue
and yellow circles, markers for FIDs 640 and 649, respectively, are in proximity to
one another, likely due to both FIDs containing the same dyes: Lanasyn Navy SDNL, Intralan (Brilliant) Blue F2R and Lanaset Red 2B. When the test set was
introduced into the same PCA space, some of the test data points were assigned
to different FID clusters, possibly because of the presence of the same dyes on
many of the fiber samples. For example, the test sample 4, which should be FID
647, is placed near the FID 648 cluster. Both FIDs contain the same dyes.
Figure 4.4 was constructed by projecting the fluorescence spectral data.
The first PC in Figure 4.4 accounts for 67.14% variance in the data set, while the
second and third PCs account for 25.15% and 5.87% variance, respectively,
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making the overall variance explained 98.13%. In the PCA plot, different colors
again were assigned for different FIDs. Circle and ‘X’ markers indicate training
and test data points projection, respectively. Looking at the PCA plot, no clear
separation among FIDs is observed. The lack of clustering might be an indication
of similar dye combinations on the fibers.
4.3 Classification Using Support Vector Machine and K-Nearest Neighbor
SVM and KNN classification techniques were selected as the most
effective classification techniques in this study due to their higher prediction
accuracies for both absorbance and fluorescence spectral data. MATLAB
Classification Learner App was used to perform classifications and optimizations.
Training models constructed using absorbance spectral data and fluorescence
data were trained using three PCs, which explained 99.16% and 98.13%
variability in the data set, respectively. Five-fold cross validation was performed
to examine how well the training models behaved.
The SVM and KNN training models built using absorbance spectral data
were able to yield 100% prediction accuracies. In the SVM training model, the
optimizations were carried out starting with “one vs one” multi-class method,
followed by using linear kernel function, In the KNN classification, the
optimization was done by setting the number of neighbors to one and using the
Euclidean distance metric. With these parameters in the training models, the
models were able to produce 100% prediction accuracies for both test sets.
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The SVM training model built using fluorescence spectral data was
optimized to yield the highest prediction accuracy. The optimized model
performed multi-class classification with “one vs one” approach, the chosen
polynomial kernel function had an order of three, and the box constraint value
was selected as 38.98. The model trained with these parameters was able to
correctly identify 47 spectra out of 53, yielding 88.7% prediction accuracy (Table
4.2). When the test set was introduced into the created model, of the 17 spectra,
only 5 spectra were misclassified. Both spectra in FID 640 were misclassified as
FIDs 635 and 649. Another two spectra in FID 641 were misclassified as FIDs
635 and 654. The final misclassification occurred in FID 649, which was
misclassified as FID 640, yielding 70.6% prediction accuracy (Table 4.3).
Using the KNN classification technique on fluorescence data, the model
was primarily optimized by changing the number of neighbors and distance
metrics. The chosen model has one neighbor, and the distance metric used was
Mahalanobis. This optimized model was able to produce 88.7% prediction
accuracy for the validation set, identifying 47 spectra correctly out of 53 (Table
4.4). For the test set, the model was able to generate 88.2% prediction accuracy,
making only 2 misclassifications, one misclassification in FID 641 as 635, and
another spectrum in FID 649 was misclassified as 640 (Table 4.5).
4.4 Logistic regression with Lasso regularization
Selected wavelengths for each FID class based on absorbance data are
listed in Table 4.6, as well as the Lasso penalization term λ and deviance of each
classifier built with the absorbance data. Though spectra contained 882
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wavelengths (variables), each classifier chose 8 or fewer as being influential in
predicting the class of the samples. Each selected variable has an associated
weight, which is denoted β in Table 4.6. Positive β values indicate that strong
absorbance at that wavelength increases the logarithmic probability of a sample
belonging to that class. On the other hand, negative values of β indicate that
strong absorbance at the given wavelength decreases the logarithmic probability
of the sample belonging to that class. A summary of the logarithmic probabilities
of the test set when subjected to each classifier is found in Table 4.7. The
classifier yielding the highest logarithmic probability indicates that the ensemble
model classified the sample as that FID class. The ensemble of classifiers built
with logistic regression with Lasso penalization achieved a prediction accuracy of
100% for the absorbance test set.
Table 4.8 summarizes the parameters chosen for the ensemble approach
using logistic regression with Lasso regularization on the fluorescence data. Of
the 1468 variables (wavelengths) present in the pre-processed fluorescence
spectra of the fiber samples, each classifier selected 17 or fewer variables per
class as influential in predicting class assignment. Table 4.9 shows the
logarithmic probabilities of the test samples when subjected to each classifier in
the sparse ensemble model. Green shaded cells indicate correctly classified
samples, while orange shaded cells indicate samples incorrectly classified by the
logistic regression with Lasso ensemble model. As seen in Table 4.9, as well as
in the confusion matrix in Table 4.10, the logistic regression with Lasso ensemble
approach was able to achieve 88.2% accuracy for the test set Green boxes along
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the leading diagonal of Table 4.10 indicate samples that were correctly classified,
while any samples that were misclassified appear in red and off the leading
diagonal of the matrix. Misclassification occurred for 2 spectra when subjected to
the sparse model. Each of these two spectra belonged to FID class 641, but 1
was misclassified as FID 654 and the other as FID 635.
5. Conclusions
All models analyzed in this study were able to achieve 100% prediction
accuracy for the absorbance data test set. SVM and KNN also showed 100%
prediction accuracy for the validation set for absorbance data. With this
information, logistic regression with Lasso may be a more optimal technique for
this data. As seen in a previous study,4 logistic regression with Lasso
outperforms classic chemometric methods when a larger data set is analyzed.
Further, interpretability of this sparse model is higher, as the output in this case is
a logarithmic probability of an unknown sample belonging to a particular class.
Presenting such information to a jury makes classification easier to understand to
the lay person.
With the fluorescence data, both KNN and logistic regression with Lasso
achieved 88.2% prediction accuracy on the test set. As previously mentioned,
logistic regression with Lasso may still be a more optimal modeling technique in
comparison to KNN. Though lower prediction accuracies across all chemometric
analyses were observed for the fluorescence data set, more information about
the spectral data is still obtained. This adds to the investigative value of the data
when comparing unknown fiber samples to those of known origin. MSP and MSF
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analyses do not operate independently in a forensic laboratory setting; numerous
other techniques are performed on a single piece of evidence. The combination
of all information collected from various methods allow for conclusions to be
drawn about the evidence.
In the future, additional excitation wavelengths, other than the four
investigated in this work, can be explored to further optimize fluorescence across
all samples. Additionally, combining fluorescence data across all excitation
wavelengths may bolster classification accuracies, as more information would be
known about the various classes. Unknown samples could be introduced to each
model produced at the different excitation wavelengths and the results combined
to add to the potential investigative value of the evidence.
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Table 4.1. Summary of dyes on each FID.
FID
635

640

641

647

648

649

654

Dye Name
Lanaset Grey G
Lanaset Red 2B
Lanaset Yellow 2R
Lanasyn Navy S-DNL
Intralan (Brilliant) Blue F2R
Lanaset Red 2B
Intralan (Brilliant) Blue F2R
Lanaset Red 2B
Lanaset Yellow 2R
Intralan (Brilliant) Blue F2R
Lanaset Red 2B
Lanaset Yellow 2R
Intralan (Brilliant) Blue F2R
Lanaset Red 2B
Lanaset Yellow 2R
Lanasyn Navy S-DNL
Intralan (Brilliant) Blue F2R
Lanaset Red 2B
Lanaset Grey G
Lanaset Red 2B
Lanaset Yellow 2R
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Table 4.2. Confusion matrix of the cubic support vector
machine fluorescence training data set.

True Class

Predicted Class
635

640

641

647

648

649

654

635

9

0

0

0

0

0

0

640

0

7

0

0

0

1

0

641

0

0

6

0

1

0

0

647

0

0

0

7

0

0

0

648

0

0

1

0

5

0

0

649

0

2

0

0

0

5

0

654

1

0

0

0

0

0

8
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Table 4.3. Confusion matrix of the cubic support vector
machine fluorescence test data set.

True Class

Predicted Class
635

640

641

647

648

649

654

635

1

0

0

0

0

0

0

640

1

0

0

0

0

1

0

641

1

0

1

0

0

0

1

647

0

0

0

3

0

0

0

648

0

0

0

0

4

0

0

649

0

1

0

0

0

2

0

654

0

0

0

0

0

0

1
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Table 4.4. Confusion matrix of the K Nearest Neighbor
fluorescence training data set.

True Class

Predicted Class
635

640

641

647

648

649

654

635

9

0

0

0

0

0

0

640

0

5

0

0

0

3

0

641

0

0

6

0

1

0

0

647

0

0

0

7

0

0

0

648

0

0

2

0

4

0

0

649

0

0

0

0

0

7

0

654

0

0

0

0

0

0

9

156

Table 4.5. Confusion matrix of the K Nearest Neighbor
fluorescence test data set.

True Class

Predicted Class
635

640

641

647

648

649

654

635

1

0

0

0

0

0

0

640

0

2

0

0

0

0

0

641

1

0

2

0

0

0

0

647

0

0

0

3

0

0

0

648

0

0

0

0

4

0

0

649

0

1

0

0

0

2

0

654

0

0

0

0

0

0

1
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Table 4.6. Summary of classifier parameters chosen for the logistic regression with Lasso model using
absorbance data.
635
λ
Deviance
Wavelength
(nm)
β0
649.46
698.53
699.21

640
10-4

1.32 x
0.15
β

-118.1
2.55 x 103
1.84 x 104
3.09 x 104

648
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λ
Deviance
Wavelength
(nm)
β0
646.40
699.89

10-4

2.48 x
0.36
β

57.2
-1.82 x 103
-6.96 x 103

641

λ
1.10 x
Deviance
0.54
Wavelength
β
(nm)
β0
-346.4
499.20
-3.40 x 104
553.72
3.23 x 103
650.15
7.18 x 103
699.55
1.49 x 105
649
λ
4.34 x 10-5
Deviance
2.3
Wavelength
β
(nm)
β0
-706.9
509.76
6.41 x 103
510.11
5.49 x 103
513.85
1.20 x 103
573.14
520.93
577.91
9.40 x 103
645.72
-858.26
647.08
-2.60 x 103
699.55
-2.30 x 105
10-4

λ
Deviance
Wavelength
(nm)
β0
516.92
533.96
699.89

647
10-4

1.26 x
0.46
β

151.3
-2.00 x 103
-3.22 x 103
5.54 x 104

654
λ
Deviance
Wavelength
(nm)
β0
525.44
525.78
526.12
644.35

1.18 x 10-4
0.07
β
-190.1
3.66 x 103
2.15 x 103
588.40
-858.23

λ
Deviance
Wavelength
(nm)
β0
400.05
633.79
634.47
699.89

2.04 x 10-4
0.54
β
-20.9
-271.49
464.16
143.64
-7.96 x 104

Table 4.7. Logistic probabilities of the test set when subjected to the absorbance logistic regression with Lasso
ensemble model.
FID Class

Test Sample

635

640

641

647

648

649

654

1

0.9952

1.47 x 10-7

3.23 x 10-10

6.35 x 10-13

7.49 x 10-7

2.22 x 10-16

0.0034

2

5.17 x 10-6

0.8092

1.20 x 10-11

1.73 x 10-4

5.74 x 10-7

0.1602

1.62 x 10-5

3

4.75 x 10-6

0.7847

2.53 x 10-12

2.34 x 10-4

4.50 x 10-7

0.2033

9.48 x 10-5

4

3.61 x 10-11

9.79 x 10-10

4.61 x 10-4

0.9988

1.24 x 10-7

1.12 x 10-5

2.22 x 10-16

5

2.22 x 10-16

2.22 x 10-16

1.75 x 10-5

5.31 x 10-8

1.000

0.0098

8.74 x 10-8

6

8.08 x 10-8

1.83 x 10-4

4.77 x 10-11

0.0017

1.99 x 10-6

0.9999

1.79 x 10-6

7

4.12 x 10-4

2.22 x 10-16

1.40 x 10-13

4.27 x 10-12

4.46 x 10-4

7.85 x 10-15

0.9970
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Table 4.8. Summary of classifier parameters chosen for the logistic regression with Lasso approach using
fluorescence data.
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635
λ
0.0059
Deviance
9.30
Wavelength
β
(nm)
β0
-27.9
353.71
141.4
354.05
134.3
357.46
2.474 x 103
360.52
107.5
367.00
658.8
373.13
266.6
379.61
834.6
455.25
383.5
696.83
-29.3

640
λ
0.0047
Deviance
33.9
Wavelength
β
(nm)
β0
-43.5
355.41
-1.55 x 103
367.34
570.1
371.43
1.64 x 103
379.26
-1.18 x 103
385.40
-122.1
390.17
-425.0
469.56
779.5
480.12
74.0
620.50
-285.0
633.11
-226.1
671.61
181.3
806.20
-61.3
808.24
-493.6
820.17
1.17 x 103
828.69
846.6
839.25
-462.2
848.11
-20.5

648
λ

Deviance
Wavelength
(nm)
β0

364.27
457.29

641
λ
Deviance
Wavelength
(nm)
β0
379.26
501.59
620.84
624.25
629.70
631.75

649
0.015
22.3
β

-18.5
-1.3 x 103
101.6

λ

Deviance
Wavelength
(nm)
β0

359.50
367.34

647
0.040
42.3
β
-8.1
-219.1
63.7
39.8
261.2
21.6
16.5

654
0.0032
27.5
β

-65.9
1.86 x 103
-2.23 x 103

λ

Deviance
Wavelength
(nm)
β0

387.78
641.97

0.013
18.5
β

4.7
-303.0
-235.6

λ
Deviance
Wavelengt
h (nm)
β0
367.34
455.93
456.61
475.35
617.09
707.05
773.83

0.00025
6.3
β
79.2
-676.3
-613.1
-1.14 x 103
-179.8
-296.3
65.8
358.9

507.38
509.42
629.36
846.75

146.4
4.1
657.2
86.8

381.31
456.95
503.63
686.60
735.33
806.20
826.30
829.37
845.72
847.09

-1.14 x 103
1.35 x 103
-12.6
54.3
484.1
130.4
-920.4
-1.71 x 103
265.6
1.41 x 103

784.05
810.29
829.37
831.07
845.72
846.07
847.77

-171.5
-105.2
-128.2
-167.9
-1.54 x 103
-1.20 x 103
-114.7
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Table 4.9. Logistic probabilities of the test set when subjected to the fluorescence logistic regression
with Lasso ensemble model.
FID Class
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Test
Sample

635

640

641

647

648

649

654

1

0.9994

0.9983

0.2899

5.13 x 10-9

2.80 x 10-6

1.17 x 10-11

9.17 x 10-4

2

0.0130

0.7257

0.1192

2.22 x 10-7

0.0124

0.0065

0.1331

3

0.0367

0.6433

0.0577

4.02 x 10-5

0.0274

0.0090

0.0623

4

0.0012

0.0563

0.0552

3.69 x 10-7

0.0323

0.0428

0.6331

5

0.0313

0.0039

0.2294

4.19 x 10-5

0.0396

6.60 x 10-4

0.0024

6

0.5519

0.0121

0.1226

1.43 x 10-6

0.0225

9.01 x 10-4

0.1080

7

5.90 x 10-4

0.0078

0.0254

1.0000

1.56 x 10-4

2.57 x 10-4

3.58 x 10-7

8

1.55 x 10-4

0.0344

0.0368

1.0000

5.88 x 10-4

0.0038

2.96 x 10-6

9

1.60 x 10-5

0.0036

0.0541

0.9994

0.0433

4.24 x 10-4

0.0022

10

2.97 x 10-5

4.09 x 10-4

0.1948

1.94 x 10-4

0.3527

0.0423

0.2146

11

1.06 x 10-4

3.12 x 10-4

0.2029

3.80 x 10-4

0.3245

0.0046

0.2431

12

0.0015

0.0178

0.2338

1.50 x 10-4

0.6831

0.0222

0.0100

13

0.0053

0.0684

0.2532

8.58 x 10-5

0.4583

0.0045

0.0137

14

0.0020

0.2272

0.0438

3.87 x 10-6

0.0091

0.7434

0.1803

15

0.0016

1.87 x 10-4

0.1250

1.07 x 10-4

0.2313

0.7076

0.0071

16

0.0150

0.0021

0.1044

5.33 x 10-5

0.1195

0.9546

0.0033

17

0.0041

0.0280

0.0548

7.43 x 10-7

0.0090

0.0056

0.6302

Table 4.10. Confusion matrix for logistic regression with Lasso
regularization approach.

True Class

Predicted Class
635

640

641

647

648

649

654

635

1

0

0

0

0

0

0

640

0

2

0

0

0

0

0

641

1

0

1

0

0

0

1

647

0

0

0

3

0

0

0

648

0

0

0

0

4

0

0

649

0

0

0

0

0

3

0

654

0

0

0

0

0

0

1
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Figure 4.1. Averaged, preprocessed absorbance spectra of the seven FID classes of the blue nylon 6
fiber set.

165
Figure 4.2. Averaged, preprocessed fluorescence spectra (excitation 365
nm) of the seven FID classes of the blue nylon 6 fiber set.

166
Figure 4.3. Projection of training and test set absorbance spectral data into
the same PCA space. PC 1 shows the highest variability of 83.83%
whereas PC 2 and 3 show next highest variability of 13.46% and 1.87%
respectively.

167
Figure 4.4. Projection of training and test set fluorescence spectral data into
the same PCA space. PC 1 shows the highest variability of 67.14% whereas
PC 2 and 3 show next highest variability of 25.12% and 5.87% respectively.
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