A neural-network-based post-earthquake damage identification methodology for smart structures with the direct use of vibration measurements is developed. Two neural networks are constructed to facilitate the process of post-earthquake damage identification. The rationality of the proposed methodology is explained and the theory basis for the construction of an emulator neural network (ENN) and a parametric evaluation neural network (PENN) are described according to the discrete time solution of the structural state space equation. An evaluation index called the root mean square of the prediction difference vector (RMSPDV) is presented to evaluate the condition of different associated structures. Based on the trained ENN, which is a non-parametric model of the object structure in a healthy state, and the PENN that describes the relation between structural parameters and the components of the corresponding RMSPDVs, the inter-storey stiffness of the damaged object structure is identified. The accuracy, sensibility and efficacy of the proposed strategy for different ground excitations are also examined using a multi-storey shear building structure by numerical simulations. Since the methodology does not require the extraction of structural dynamic characteristics such as frequencies and mode shapes from measurements, it has the potential of being a practical tool for health monitoring of smart engineering structures.
Introduction
An ideal smart structure is usually required to have the abilities of self-monitoring, self-damage detection and diagnosis, self-rehabilitation and retrofit with the associated technology development and integration including advanced and innovative sensing, efficient identification, smart materials and vibration control, data communication and storage. Smart infrastructures equipped with an integrated monitoring system 4 Author to whom any correspondence should be addressed.
are able to detect structural deterioration and damage and provide early warning of structural failure and post-event or post-hazard performance evaluation. Effective damage detection techniques are critical for the performance, safety and reliability evaluation of existing structures and the development of smart materials and structures.
At the same time, damage detection is an important and challenging research topic, particularly with relation to the rapid increase of the number of damaged or deteriorated infrastructures, such as highway bridges and buildings, industrial facilities and aerospace structures.
Damage detection for the vulnerability and post-hazard safety evaluation of infrastructures that serve as lifelines or that are critical for recovery following a seismic event, accidents or man-made terrorism remain a pressing need. Several analytical and experimental techniques for damage detection have been vigorously investigated by researchers in diverse fields of engineering in the last two decades.
For example, non-destructive evaluation (NDE) methods have been receiving increasing attention in the recent past.
Most of the NDE methods, such as radiographic, electromagnetic, acoustic emission, x-ray, magnetic, piezoelectric actuators-sensors and ultrasonic methods, are local approaches that have been proposed to provide detailed information about specific elements or parts of a structure by the use of several specialized equipments. In recent years, it has been well known that efficient integration of local non-destructive evaluation methods and global identification algorithms, which are complementary to each other, is critical for the real-time measurement of environmental and natural loading effects and the corresponding structural and operational responses, evaluation of structural properties, performance and reliability for service and safety, and even the life-cycle cost for infrastructure management systems and risk and incident management. The effective selection and integration of different kinds of local and global identification techniques are dependent on the scope of the problem and the available information from the sensor network.
In general, structural damage detection, which can be treated as a system identification or classification problem, involves the comparison of the changes in structural properties or responses induced by deterioration or damages that are usually described as the reduction in material parameters, such as Young's modulus, or structural member stiffness. The developments in computer technology for data acquisition, signal processing and analysis in the last several decades make it possible to solve inverse problems for identification by several approximation search strategies. The analytical identification techniques use mathematical models to describe structural behavior in a parametric manner and establish mathematical models to approximate the relationship between the specific damage condition and changes in the structural response or structural characteristics. Mathematical-modelbased structural identification methods can be classified into time domain and frequency domain methods inherently involving comprehensive search processes (Agbabian et al 1991 , Koh et al 1991 , Mcverry 1980 , Yun and Lee 1997 , Wu et al 1996 .
On the other hand, because of the ability to approximate arbitrary continuous functions, and the suitability for pattern classification and natural information processing tasks, neural networks have drawn considerable attention in civil engineering for identification in a non-parametric manner instead of the comprehensive search processes and control instead of the traditional mathematical-model-based transfer function or state space control strategies (Ghaboussi and Joghatatie 1995 , Xu et al 2001 , 2000b , 2003b . Modeling dynamic systems using neural networks has been increasingly recognized as one of the identification paradigms for structures with high complexity (Rosenblatt 1962 , Xu et al 2000a , 2003a , 2004 , Zhao et al 1998 . Ni et al (1999) proposed a nonparametric identification method for a nonlinear hysteretic system. Masri et al (2000) proposed a nonparametric structural damage detection methodology based on nonlinear system identification approaches for health monitoring of structure-unknown systems. Because of the nonparametric characteristics, most of the proposed methods for structural health monitoring and damage detection with neural networks can just be used to give a qualitative indication or information that damage might be present in the structure; no quantitative identification can be determined (Nakamura et al 1998 , Worden 1997 . But some researchers have also employed neural networks for damage identification in civil structures. Yun and Bahng (2000) presented a method for estimating the stiffness parameters of a complex structural system by using back-propagation neural networks with the help of natural frequencies and mode shapes. Wu et al (2002) developed a decentralized stiffness identification method for a multi-degree-of-freedom (MODF) structure by neural networks with the relationship between the restoring force and inter-storey displacement determined by earthquake response measurements.
In this paper, based on the root mean square of the prediction difference vector (RMSPDV), a soft parametric post-earthquake damage detection methodology with two neural networks called the emulator neural network (ENN) and the parametric evaluation neural network (PENN) is proposed by the direct use of displacement and velocity responses and ground excitation measurement. Numerical simulations on a shear structure show the proposed strategy has the potential of being a practical tool for post-earthquake damage detection or the performance evaluation of a health monitoring system of smart structures.
Rationality of the post-earthquake damage identification methodology using vibration response time series with neural networks
Consider a structural system that can be modeled as an n degrees of freedom linear system. The dynamics of the system under excitation can be characterized by the following secondorder vector differential equation,
where the matrices M, C and K , all ∈ R n×n , are the mass, damping, and stiffness matrices of the structure, respectively; vectorsẍ 0 ,ẋ 0 and x 0 , all ∈ R n , are the acceleration, velocity, and displacement vectors of the structure, respectively; matrix I u ∈ R n×r indicates the input matrix with r denoting the dimension of the input vector u.
In case of earthquake excitation, the external force can be represented as the following equation,
whereẍ g is a scalar function of time representing the earthquake acceleration. The vector I is a unitary vector. A general neural-network-based post-earthquake damage detection strategy is utilized to identify the damage induced by a certain earthquake using the dynamic response time series S117 B Xu et al
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Step 3 under the ground excitation such as one of the aftershocks following the earthquake by neural networks. Equation (1) can also be rearranged into the state-space form, and the discrete time solution of the state equation can be written as
where x k is the state vector at time step k, T is the sampling period, and the matrices A and B are
Basing on discrete time solution of the state equation shown in equation (3), several time domain identification or model updating methods, such as the extended Kalman filter (EKF), auto-regressive moving average (ARMA), autoregressive moving average with exogenous inputs (ARMAX), eigensystem realization algorithm (ERA), and so on, have been proposed. Relevant reviews and discussions can be found in Ghanem and Shinozuka (1995) , Masri et al (1987a Masri et al ( , 1987b ) and Yun and Lee (1997) . Different from all these existing time domain identification methodologies, the unique parametric assessment approach for post-earthquake damage detection by the direct use of dynamic responses under a certain ground excitation with neural networks proposed in this study, in which two neural networks are constructed and trained, can be carried out in four steps as described in figure 1.
In step 1, an emulator neural network (ENN) is constructed and trained using the simulated dynamic responses of the object structure in a healthy state under the actual measured ground excitation that is known in the case of post-earthquake damage detection. The architecture and structure of the ENN including the decision and selection of the input and output variables and the number of neurons in the hidden layer is crucial. The mapping or function from the input to output should uniquely exist. From equation (3), it is clear that the state vector x k+1 at time step k + 1 is uniquely and fully determined by the state vector x k and excitation force u k at time step k. So, if the state vector x k+1 at time step k + 1 is treated as the output of the ENN, and the state vector x k and excitation force u k or earthquake acceleration at time step k are selected as its input, the mapping between the input and output uniquely exists.
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Using the vibration series of the healthy structure under the ground excitation from numerical integration, the ENN can be trained until the difference between the measured state vector x k+1 at time step k + 1 and the output reaches a very small value. The trained ENN represents the mapping between the state vector at time step k and k + 1 for the healthy structure with known mass, stiffness and damping matrices of M, K and C, respectively. The trained ENN is a non-parametric modeling for the healthy structure and can be used to forecast the structural state vector step by step as described in the following equation:
where x f,k+1 is the forecasted state vector at time step k + 1 by the trained ENN. In step 2, M associated structures with different structural parameters from those of the healthy structure are considered. The state variables x am,k+1 , for k = 1, 2, . . . , N , of the mth associated structure under the same ground excitation are determined by numerical integration. If the trained ENN is used to forecast the dynamic response of those associated structures, it is clear that the dynamic response of the mth associated structure does not match the output of the trained ENN. For the mth assumed structure, the difference vector e m,k+1 ∈ R n at time step k + 1 between the state vector, x fm,k+1 , for k = 1, . . . , N , forecast by ENN and the theoretical state vector, x am,k+1 , for k = 1, . . . , N , determined by equation (3) can be represented as the following equations,
where
Corresponding to the mth associated structure, an evaluation index E I m ∈ R n , which is a function of the difference e m,k+1 , is defined for damage detection. The evaluation index called the root mean square of the prediction difference vector (RMSPDV) is defined as
The difference e m,k+1 depends on the structural parameters of the mth associated structure. Therefore, the evaluation index E I m should be a function of structural matrices, M m , K m , C m , or in the form of material parameters: density, Young's modulus, section dimensions and damping coefficients of the mth associated structure:
The evaluation index provides a quantitative measure of the changes of parameters in the physical structure relative to its healthy condition. If the inverse of the function in equation (8) is known, the structural parameters can be determined according to the evaluation index E I m . For this purpose, in step 3, a parametric evaluation neural network (PENN) is constructed and trained to describe the relation between the evaluation index and the structural parameters as described in equation (9).
Data sets consisting of structural parameters of those associated damaged structures and the corresponding RMSPDVs are used to train the PENN. Here, structural stiffness parameters are to be determined while the mass matrix is assumed to be known, because it is easy to determine the mass of a structure correctly and the mass usually does not change with damage occurrence in the life cycle of the object structure. And the damping matrix is also assumed to be known and has no changes. So the PENN is utilized to describe the relation between the RMSPDV and the corresponding stiffness matrix. In this study, for the purpose of direct estimation of damage, each inter-storey stiffness of the whole object structure is identified instead of the stiffness matrix.
After finishing the training of the PENN, in step 4, corresponding to the damaged object structure, structural stiffness parameters can be forecast by inputting components of the RMSPDV to the PENN.
Description on the object structure under ground excitation
Without loss of generality, the performance of the proposed damage detection approach is studied by numerical simulations for a shear frame structure that is modeled as a mass-springdashpot system with n degrees of freedom. The dynamic equation is numerically integrated by the Newmark-β method to obtain the dynamic responses, which mimic the measured dynamic responses in practice under ground excitations.
A five-storey shear building structure shown in figure 2 (Yun and Lee 1997) is considered as the object structure in a healthy state. The structure is modeled as a mass-springdashpot system with five degrees of freedom. The structural parameters are shown in table 1. The first three natural frequencies are 2.17, 5.19 and 7.85 Hz, respectively.
Nonparametric identification for healthy structure with ENN

Architecture of the ENN
As described above, the dynamics of the healthy structure is identified by an ENN. In practice, for the purpose of post-S119 earthquake damage evaluation, several accelerometers placed at each storey of the structure and the basement are used to measure the structural acceleration responses and ground excitation acceleration. The measured acceleration data are converted into velocity and displacement by integration with respect to time. Even though structural displacement, velocity and acceleration responses are available, as shown in equation (3), the structural response at time step k + 1 can be determined by the displacement and velocity response and excitation force at time step k completely and uniquely. Therefore, considering the displacement, velocity responses on each degree of freedom of the healthy structure and the base excitation acceleration at time step k as input to the ENN is reasonable in order to forecast the responses at time step k +1. The architecture of the ENN is shown in figure 3 . Even though three-layer neural networks are widely used in engineering and have been verified to be effective in identifying complex linear and nonlinear functions, it is difficult to look for an existing determined, unique and efficient algorithm except by a trial and error method to determine the best and optimized size. Here, the number of neurons in the hidden layer is twice the number of input neurons by the trial and error method. The ENN outputs are the displacements of each of the degrees of freedom at the next time step k + 1. The input, hidden and output layers consist of 11, 22 and 5 neurons, respectively.
Generation of data sets for ENN training
Assuming the ground excitation (denoted as load case 1) to be the first 8 s of the Taft earthquake (July 21, 1952, Kern County) with an acceleration amplitude of 0.5 m s −2 as a representative of a far-fault earthquake, the dynamic responses of the healthy structure are calculated by numerical integration. The data sets for ENN training are constructed from the numerical integration analysis results at a sampling period of 0.04 s. The numerical integration analysis is carried out with integration time step of 0.002 s. The training data sets are the 200 patterns of input and output data taken from 8 s of the simulated dynamic response records of the healthy structure.
Training of the ENN and response prediction performance
The ENN is off-line trained by the traditional back-propagation algorithm and the whole off-line training process takes 30 000 cycles. At the beginning of training process, the weights are initialized with small random values selected from normal distributed random data with zero mean and a standard deviation of 1.0. Figure 4 shows the comparison between the displacements determined from the numerical integration and those calculated by the trained ENN in load case 1. The root mean square (RMS) values of the difference between the displacement responses determined from the numerical integration and the forecast displacements in load case 1 corresponding to each degree of freedom are summarized in table 2. It is clear that the RMS values of the difference are very small. This result indicates that nonparametric identification for the healthy structure by ENN can be carried out precisely.
If the structure is in a healthy condition, the trained ENN can predict the structural dynamic responses, which match with the real measurements. If the object structure is damaged, the forecast responses derived by the ENN from the measured dynamic responses cannot meet the real measurements. The discrepancy between the measured and predicted response provides a quantitative evaluation of the changes in structural parameters, such as stiffness in the physical system relative to the healthy condition. As an example, the components and the norm of the RMSPDVs for structures with 10%, 20%, 30% and 40% stiffness reduction are shown in table 3 and figure 5. It is clear that the RMSPDV is very sensitive to damage. A 10% reduction in stiffness increases the norm of the RMSPDV value by 25.1%, and 40% reduction in stiffness increases the value of the norm of the RMSPDV by 363.0%. This high sensitivity of the evaluation index of the RMSPDV makes it very attractive for structural damage detection.
Post-earthquake damage detection with PENN
PENN training and identification results
Because of their non-parametric nature, neural networks have been proved to be a very useful tool for non-parametric identification of linear or nonlinear dynamic system. For example, the post-earthquake damage detection approach proposed by Nakamura et al (1998) cannot ascertain the degree of stiffness reduction. The parametric evaluation by neural networks proposed in this paper can be used to quantitatively S120 A soft post-earthquake damage identification methodology using vibration time series identify the damage. For the purpose of parametric damage identification as described in steps 3 and 4 in figure 1 , the PENN that represents the relationship between the RMSPDV and structural stiffness is established. The inputs to the PENN are the components of the RMSPDV of the object structure determined with the ENN using dynamic response measurements and ground acceleration time history. The outputs of the PENN are the inter-storey stiffness parameters of the object structure. The architecture of the PENN is shown in figure 6 . For the five-storey shear building example structure, the numbers of neurons at input, hidden and output layers are 5, 40 and 5, respectively. As described in steps 3 and 4 in figure 1, data sets composed of the inter-storey stiffness parameters of a number of associated structures and the corresponding RMSPDV data in load case 1 are constructed and used to train the PENN. Let the inter-storey stiffness of the first storey equal 1.0, 0.9, 0.8, 0.7 and 0.6 times the value of the healthy state, the inter-storey stiffness of the second storey equal 1.0, 0.9, 0.8 and 0.7 times the value of the healthy state, the interstorey stiffness of the third, forth and fifth storey equal 1.0, and 0.9 times the value of the healthy state, respectively. Therefore, in total 160 associated structures are constructed. The corresponding RMSPDVs are then calculated by the method described in step 2 in figure 1. 160 pairs of data sets composed of RMSPDVs and the corresponding inter-storey stiffness parameters are employed to train the PENN with the back-propagation algorithm. The whole training process takes 50 000 cycles.
Without loss of generality, the damaged structure described by Yun and Lee (1997) is treated as the object structure. Dynamic responses of the object structure under load case 1 are inputted to the ENN, and then the RMSPDV between the output of the ENN and the dynamic response measurements is determined. Inputting the RMSPDV to the PENN, the inter-storey stiffness parameters of the object damaged structure are predicted. The results in load case 1 are shown in table 4. It is demonstrated that the PENN can predict the structural stiffness with an average of relative error S121 
Adaptability for other ground excitations
In the proposed post-earthquake damage identification methodology, the ENN and PENN are trained with the data sets from the dynamic response integration results of the healthy structure and the associated structures under a measured ground excitation; it is clear that the RMSPDV is dependent on the ground excitation. Therefore, the proposed strategy with the help of the trained ENN and PENN can only be used for the post-earthquake parametric damage evaluation of the object structure under the same ground excitation. An earthquake is usually followed by several different aftershocks.
The response of the damaged structure induced by the earthquake under several different ground excitations (aftershocks) can be used for post-earthquake damage detection by the proposed methodology. Because it is impossible for the structure to be excited by two same ground excitations, it is necessary to discuss the adaptability of the proposed methodology for post-earthquake damage detection under other different ground excitations. Here, the performance of the proposed methodology for other two different ground excitation time histories, one representing a far-fault excitation and the other a typical near-fault excitation, are discussed.
(1) Load case 2: the first 8 s of 20% of the El Centro earthquake (May 18, 1940, Imperial Valley) ; (2) Load case 3: the first 8 s of 50% of the Kobe earthquake (January 17, 1995, Hyogo-ken) .
With the same procedure as that described in figure 1 , an ENN and a PENN for each of the above two ground excitations are trained and employed independently for damage evaluation. The inter-storey stiffness identification results using responses and the corresponding ground acceleration time history under load case 2 and 3 are illustrated in table 6. The identification results under both load case 2 and 3 are very good. The relative error of the damage identification is about 5%. It is clear that the proposed damage S122 detection procedure can be utilized to identify damage under different kinds of earthquake excitations. In practice, for a certain damaged object structure, damage identification results are available with this proposed methodology for different aftershocks. Therefore, a dependable damage detection result can be obtained from the results under different aftershock excitations. This gives the proposed approach potential for practical application for post-earthquake damage detection by the direct use of ground excitation-induced vibration response time history.
Discussion on construction of the ENN and PENN
The construction of the ENN and PENN including the decision on the number of neurons in the hidden layer and input and output variables selection is a crucial issue that affects the performance of the non-parametric modeling for the healthy structure and the parametric identification (inter-storey stiffness prediction).
The selection of the input and output variables of a neural network need to be determined according to the mapping and function which the neural network is utilized to describe. The mapping and function from input to output should exist and the output of the neural network should be determined by its input completely and uniquely. For the non-parametric modeling of the healthy structure, the output of the proposed ENN, the displacement response at time step k + 1, is completely and uniquely determined by the input, the displacement and velocity response and excitation acceleration at time step k. On the other hand, the output of the PENN, the inter-storey stiffness of the object structure, is completely and uniquely determined by the input of the components of the RMSPDV as described in equation (9).
The decision on the number of neurons in the hidden layer is still an open problem. Even though a great number of studies show that neural networks with different numbers of neurons in the hidden layer can give satisfactory modeling results, further research to develop theoretically sound methods for constructing a structurally optimized neural network is expected. In this study, the numbers of neurons in the hidden layer of the ENN and PENN are determined by a trial and error method. For the displacement prediction by the ENN, a neural network with about twice the number of neurons in the input layer usually provides satisfactory results. But for parametric identification by a PENN, a large number of hidden neurons are necessary , 2003a , 2004 . The non-uniqueness of the neural networks architecture and the corresponding weighting matrices for successful solution of a dynamic system make the proposed neural networks based strategy soft.
Conclusions
In this paper, a soft post-earthquake damage evaluation methodology for smart structures utilizing dynamic response measurements under ground excitations and the corresponding excitation acceleration with neural networks is proposed. The performance of the proposed strategy is evaluated through numerical simulations for shear building object structures with different damage scenarios. The rationality of the methodology is explained and the theory basis for the construction of an emulator neural network (ENN) and a parametric evaluation neural network (PENN) are described according to the discrete time solution of the state space equation of structural vibration. The accuracy, sensibility and efficacy of the proposed strategy for different ground excitations are examined. Discussions on the construction of neural networks for damage detection are made. The following conclusions can be made.
(1) For non-parametric identification of the object structure in a healthy state in the format of forecasting displacement response, an ENN is constructed by treating velocity, displacement and ground excitation acceleration as inputs. The trained ENN is employed to forecast the displacement response time history with high accuracy. (2) An evaluation index called the root mean square of the prediction difference vector (RMSPDV) is defined for post-earthquake damage detection. Numerical simulation results show that the proposed evaluation index is very sensitive to structural parameter variation (damage). (3) With the help of the trained ENN and PENN, the proposed parametric assessment methodology can identify structural parameters with high accuracy. Compared with the results of the sequential prediction error method, the relative error of the inter-storey stiffness identification of the proposed is about 5%, which is an acceptable error level in civil engineering. (4) The proposed strategy is also employed to identify the damage of the object structure induced by two other ground excitations. Numerical simulation results show that the proposed parametric assessment approach is applicable for those two ground excitations. The adaptability and the non-uniqueness of the architecture of neural networks make the proposed methodology a soft procedure for structural damage detection.
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The strategy does not require the extraction of structural dynamic characteristics such as frequencies and mode shapes from measurement and has the potential of being a practical tool for post-earthquake damage identification for health monitoring of smart engineering structures.
