Abstract
Introductio
The nature of scripts the alphabet (letters or complexity. This is qui which we associate wit problem is to pick the when the prior pr not the same and ver ties are very skewed. are frequently Hidde *This work was carried out at IBM Almaden Research Center, California. I am much obliged to Drs. J Rissanen, R Arps, and A. Kornai for their help and good advice. Griffin[3] got excellent recognition results on handprinted capital letters using neural network classifiers where the features were computed on a low resolution bitmap of the original bitmap. The features were a mixture of the position of high curvature points and of frequency counts of 2 by 2 pel patterns belonging to regions of predetermined position and size. Only the 14 patterns of non-uniform color were considered and their frequency counts were collapsed into 4 counts to reduce the number of features.
The Raw Data
We considered preprocessed handprinted isolated characters from the NIST database. The preprocessing was done by Andras Kornai, IBM Almaden Research Center, and others, and is described in [2]. The preprocessing transforms bitmaps of uneven size to bitmaps of size M = 2 4 , N = 16. The transform is an uneven subsampling which distorts the original shape (reducing legibility) and removes the absolute size information, but also to a very high degree removes noise. As shown in Fig. 1 even simple letters have highly varying appearence. 
Types and Features
The basic idea of our recognition system is to part the set of bitmaps into a number of types defined as one or more sequences of inflexion points (IP) in the bitmap. An IP-sequence describes coarsely an inner or outer contour in the bitmap and is thus a rough curve description of the script. By grouping scripts by their IP-sequences we have roughly separated the bitmaps in what may be interpreted as similar looking letters and highly skewed their prior probabilities. Moreover, our IP definition allow us to further represent the bitmaps by a detailed, type dependent description that is both compact and accurate. A classifier is built for each type.
The contour between each pair of neighbouring IPS is represented as integers which note the frequency counts of 2 by 2 pel patterns along the contour [3]. We suspect that the very reason for their success is their implicit representation of the bitmap as pieces of curves. We define an IP as a local extremum point in horizontal or vertical direction (refer to Fig. 3 . IPS are marked in boldface).
To connect two IPS, A and B, and to get the description of the curve connecting them we trace the contour. The procedure depends on the identity of A. Assume that A is a Black-up. By Fig. 2 the identity of B may be only a Black-right or a Whitedown.
Stepping from a Black-up to a Black-right or a White-down can be done in a unique way if we define the primary direction as to-the-right and the secondary direction as down. Let the point P denote a point on the contour and let its initial position be that of the Black-up. Transversing from A to B we at each step register the local shape of the contour expressed as a 2 by 2tbit pattern. For a given A there are 4 different patterns (see Fig. 3 ). Pick the pattern that matches the bitmap when the boxed 1 covers P, update the count for this pattern. Try to move P one step in the primary direction. If P lands on a 0 then the step is illegal and we have to choose the secondary direction. Continue like this until the next IP is reached. This happens when a boxed 1 or a boxed 0 covers B. If point A is a White-* we first have to pick the one of the 4 patterns that matches the bitmap when the boxed 0 is placed on top of A, the boxed 1 is the initial position of P.
A bitmap may have more than one IP-sequence.
They are found by scanning the bitmap in raster scan order for non-visited Black-up's or White-up 's.
Modelling Bitmaps of Equal
At this point an unknown bitmap belonging to type c of dimension j is represented by the pattern count vector yc = yC,o ...yc,j-l. We may create a proba- Number these alp necessarily well-suited ing process, because the dimension should depend on j , n o , n1 e e n , , We shall consider auto feature space dimension ber (usually 20 to 200), s cautions so as not to ove
Here P = (PO,. + , pirical probability
where x = xi-' is a linear combination of the original features y, x = Zy.
Decision rule: Pick letter z if p(i1yi-l) =
The estimator for the prior probability of symbol
. . . ,P(4Yir1)).
i generated in type c is:
This estimator has unique properties[8] with respect t o convergence when the distribution of the prior is multi-nomial. The mean, pi, and the covariance matrix, xi, are estimated by their maximum likelihood estimates over the ni (training) bitmaps.
Choosing the Transform matrix
We considered two ways to pick the rows of the transform matrix. In one case (PC) we used the principal components of all the bitmaps of type c, i.e. bitmaps belonging to different letters. This method, although heavily used in classification tasks is not guaranteed to get any results and were merely used as a reference. In the other case (GG) we used a greedy search to pick out the components of the original feature vector y that would contribute the most information. In the pricipal components case the transform coefficients of a row are real valued, in the greedy case a row has a single 1, the rest of the coefficients are zeroes. The task is to pick the right position for the 1. We considered two greedy criteria. Assume in both cases that the k -1 first rows of the transform matrix have been picked already.
Predictive minimum description length (pmdl).
Choose the position of the 1 so as to minimize the code length of a string stating the correct classifications of the training data given the model. Does the new row help to reduce the code length? If not we stop at the k -1 rows.
Predictive errors (pe).
Choose the position of the 1 so that the number of errors classifying the training data is minimized. If there is more than 1 best position then choose the position that offers the lowest 
Empirical Results

Binary Alphabet
It is our observation that whenever human beings are in doubt as to the classification of an unknown character the choice stands between two candidates only -the rest of the alphabet symbols are (correctly) dismissed as possible candidates. Many man made OCR systems also have the property of being able to reduce the large number of possible alphabet symbols to 2 or 3 with a low error rate. Both cases prompt attention to the binary alphabet case. So as to better understand the properties and possible defects of our approach we first concentrated on a binary alphabet (uv). We considered U'S and v's because U-v confusions is a likely source of human errors, and because U'S and v's have usually only one contour, so that the recognition within a type becomes of significant importance. We considered a file of 4000 bitmaps, b:999, where bgg9 and bE:gg are bitmaps of U'S and the rest of v's. Table 2 sheds some light on the dangers of overfitting the models. The significant difference between the recognition results on the training data and the test data when applying the Gaussian models is an indication of overfitting. The steady performance of the Kullback-Leibler model indicates that we do not overfit that model. The Gaussian models are much more vulnerable to overfitting as they require estimates of the covariance matrices, EO and XI. Overfitting occurs when the estimated covariance matrices have one or more small eigenvalues: we know that the resolution of the data is 1 because they are counts, hence, all healthy variance estimates should be approximately 12, certainly not much less. Experiments not reported here showed that the impact of bad estimates of the e matrices totally ruins the performance ian models when applied to a larger alp atched the problem of bad covariance matrix estimates by forcing the eigenvalues to be at least A , , , .
To do that we decomposed into its e the diagonal matrix A. value of Am,, should greedy criterion (Table 3 ) . Another case of ting occurs when we allow the transform m be picked too freely. For method PC the transform coefficients constitute a large set of free parameters being estimated from very little data. The (severe) difficulty lies in determi roper model order t.
We found no solution t roblem. The greedy build-up of the trans ix is dangerous because it is an adaptiv . Experiments with the binary alphabet and a 16 letter alp low) established the the overall best choice els suffer from the more than one cluste letter. A mixture dens s particularly desirable in the freque 'clip' some letters and leave others in their original cycloidal form. (Many bitmaps of U'S suffer from this distortion.)
Bank Chequ
To make a rough evalu our system as compared we joined our system wit described in [2] overcome, making the field of optical character recognition open to methods that build combined models for similar looking alphabet symbols. The basic idea is to part the set of bitmaps into a number of types defined as set of sequences of connected inflexion points in the bitmap. The contour between each pair of neighbouring inflexion points is represented as 4 integers which note the frequency counts of 2 by 2 pel patterns along the contour. Bitmaps of different inflexion point sequences (types) are treated as independent. To classify bitmaps of a specific type a model for the frequent alphabet symbols of that type is built in a subspace of the space of pattern counters. A greedy algorithm may be used to pick the subspace using a predictive code length or a predictive error criterion. Different, simple model classes were investigated. Fitting Gaussians in the pattern counter subspace found by the greedy algorithm gave the overall best results both for a binary alphabet case (uv) and for the bank cheque alphabet. Our system was combined with a traditional HMMbased OCR-system so that our system would do the prediction when the type of the present bitmap had occurred frequently, and the HMM would do the prediction otherwise. The hybrid system was somewhat better than the pure HMM-system reducing the error rate by 16 per cent. Using the original NIST data instead of the preprocessed data would probably improve the results.
