Abstract-We propose a novel distortion-theoretic approach to a secure three-party computation problem. Alice and Bob have deterministic sequences, and Charlie wishes to compute a normalized sum-type function of those sequences. We construct three-party protocols that allow Charlie to compute the function with arbitrarily high accuracy, while maintaining unconditional privacy for Alice and Bob and achieving vanishing communication cost. This work leverages a striking dimensionality reduction that allows a high accuracy estimate to be produced from only a random subsampling of the sequences. The worstcase distortion of the estimate, across all arbitrary deterministic sequences of any length, is independent of the dimensionality (length) of the sequences and proportional to inverse square root of the number of samples that the estimate is based upon.
I. INTRODUCTION
We consider a secure three-party computation problem, where Alice and Bob have deterministic sequences x n and y n respectively, and Charlie wishes to compute a normalized sum-type function of the form f n (x n , y n ) := (1/n) n i=1 f 1 (x i , y i ). The objective is to construct a threeparty protocol that securely computes the function with high accuracy and low communication cost. We assume that the parties are semi-honest (passive), which means that they will correctly follow the steps of the protocol, but will attempt to infer the maximum possible information about each other's sequences from the data available to them. We require unconditional privacy, which means (in a strong statistical sense) that Alice and Bob are unable to infer any information about each other's sequences and that Charlie is unable to infer any information about both sequences (x n , y n ) other than what can be inferred from his function estimateF n (x n , y n ). Figure 1 roughly illustrates our problem setup.
Unlike many other secure multi-party computation formulations (such as [1] , [2] , [3] , [4] ), which aim to make the probability of error, Pr F n (x n , y n ) = f n (x n , y n ) , equal to zero or negligible, we consider a novel distortion-theoretic approach that aims to minimize the maximal expected absolute error max x n ,y n E F n (x n , y n ) − f n (x n , y n ) , where the expectation is with respect to any randomness inherent to the protocol in generating the estimateF n (x n , y n ). The distortion is the worst-case expected absolute error across the deterministic sequences (x n , y n ). The communication cost is given by the number of bits of transmission required by a protocol divided by the length of the sequences n. Our main result is the construction of unconditionally private protocols that allow Charlie to estimate any normalized sum-type function f n (x n , y n ) with both vanishing distortion and vanishing communication cost as n → ∞. While the (perfectly) secure multi-party computation techniques of [1] can be used to compute any normalized sumtype function without error (zero distortion), they require O(n) transmissions (see Section III-E) and hence have nonvanishing communication cost.
The key to our result is the realization that any normalized sum-type function can be evaluated accurately even after drastically reducing the dimensionality of its inputs (x n , y n ). Although there are elegant dimensionality reduction results which show that distances can be approximately preserved by mapping high-dimensional signals into a low-dimensional subspace [5] , [6] , they are within a centralized computation context and without privacy constraints. We consider a much more basic dimensionality reduction that is achieved by a simple random subsampling. It was shown in [7] that an accurate estimate of the joint type of (x n , y n ) can be produced from a randomized subsampling of the sequences (x n , y n ). We produce a simpler alternative analysis of the work in [7] , which allows us to analyze the expected distortion, and apply this result to create accurate estimates of normalized sum-type functions in a manner that is both secure and communication efficient. The randomization in the subsampling is crucial for overcoming the worst-case distortion criterion, and thereby achieving vanishing distortion. Subsampling by a factor much smaller than n allows us to use fewer invocations of the secure computation primitives of [1] while securely producing the function estimate with vanishing communication cost.
It is important to highlight the distinction between a vanishing error-probability criterion and a vanishing expecteddistortion criterion. Distributed computation of the joint type with a vanishing error-probability needs a strictly positive communication bitrate which does not vanish with increasing blocklength [7] , [8] , [9] , whereas the bitrate vanishes with blocklength for vanishing expected-distortion [7] . Our distortion-theoretic approach to secure multi-party computation thus trades exact computation for arbitrarily high accuracy in order to gain the advantage of vanishing communication cost. This makes our work particularly relevant to applications where data size is overwhelming and only a highly accurate, but not exact, computation is necessary.
A couple of examples of potential applications are secure computation of statistics in distributed databases and distributed biometric authentication. In the first example, the sequences of Alice and Bob are viewed as a distributed database from which Charlie wishes to extract a joint statistic, represented by the normalized sum-type function, without requiring Alice or Bob to reveal any additional information about their data. Our approach allows Charlie to securely compute the statistic with arbitrarily high accuracy while attaining vanishing communication cost.
In the biometric authentication problem, Charlie wishes to verify that Alice's biometric sequence x n is "close" to a reference biometric sequence y n held by the authentication authority Bob, without requiring Alice or Bob to directly reveal their sequences to any other party. By having Charlie compute a normalized sum-type function, where f 1 is an appropriately chosen metric, Charlie can accurately compute the "closeness" of Alice's biometric to the reference held by Bob in order to decide whether to accept or reject the identity assertion by Alice. Recent work [10] has taken a cryptographically secure approach in computing Hamming distance and sum of squared errors for fingerprint feature vectors. Our approach can compute a much broader set of metrics with arbitrarily high accuracy, unconditional privacy and vanishing communication cost.
II. PROBLEM FORMULATION AND MAIN RESULT
We study a secure function computation problem involving three parties named Alice, Bob, and Charlie. Alice and Bob each have a sequence of n symbols, denoted respectively by x n := (x 1 , . . . , x n ) ∈ X n and y n := (y 1 , . . . , y n ) ∈ Y n , where X and Y are finite alphabets. Charlie wishes to compute a function, f n (x n , y n ), of Alice and Bob's sequences. The objective is to design a three-party protocol that allows Charlie to securely compute f n (x n , y n ) with high accuracy and low communication cost. In the remainder of this section, we describe the class of functions of interest and make precise the notions of accuracy, security, and communication cost.
The class of functions that we consider are the normalized sum-type functions, f n : X n × Y n → Q, which are expandable in the form
A protocol is a sequence of instructions that the parties correctly follow. The execution of a protocol consists of a sequence of local computations and message transfers between the three parties via bi-directional, error-free channels that are available between each pair of parties. The messages sent at any stage of the execution of the protocol may depend on previously received messages, the sequences that are available to the parties sending the messages, and any independent local randomness that is generated. When the execution of the protocol terminates, an estimateF n (x n , y n ) is produced by Charlie. While the inputs (x n , y n ) and the function f n are deterministic, the estimateF n (x n , y n ) may be random due to inherent randomness in the protocol. We define the view of a party as the set of all messages sent or received, and any local randomness generated by that party during the execution of the protocol.
Accuracy: The distortion criterion to be minimized is the maximal expected absolute error, given by e n := max
where the expectation is with respect to the local randomness that is generated in the execution of the protocol. We emphasize that x n and y n are deterministic sequences and the distortion is the worst-case expected absolute error.
Security: We will consider protocols that achieve unconditional privacy for semi-honest parties. The semi-honest assumption means that the parties will correctly follow the protocol. Unconditional privacy against Alice and Bob means that after the execution of the protocol, the views of Alice and Bob do not reveal any information, in a strong statistical sense, about the other party's sequence. Unconditional privacy against Charlie means that after the execution of the protocol, the view of Charlie does not reveal any information, in a strong statistical sense, about (x n , y n ) other what can be inferred fromF n (x n , y n ). Let the random variables V A , V B , and V C respectively denote the views of Alice, Bob, and Charlie after the execution of the protocol.
A protocol is private against Alice if the distribution of the view of Alice is only parameterized by x n , that is, for
Similarly, a protocol is private against Bob, if the distribution of the view of Bob is only parameterized by y n , that is, for all (
A protocol is private against Charlie if the conditional distribution of the view of Charlie given the estimate is not parameterized by
A protocol is unconditionally private if it is private against Alice, Bob, and Charlie as defined above.
The security conditions are based on the strong notion of statistical indistinguishability. Note that for an unconditionally private protocol, if Alice and Bob's deterministic sequences (x n , y n ) were replaced with random variables (X n , Y n ) drawn from any distribution, then the views of each player would satisfy the following Markov chains,
from privacy against Alice,
from privacy against Bob, and
from privacy against Charlie. These Markov chains are analogous to the conditional mutual information conditions of [3] when appropriately adapted to our problem involving three semi-honest parties.
Communication Cost: For a given protocol, let k denote the number of bits necessary to send all of the messages required by the protocol. The communication cost of a protocol is given by the rate R := (k/n).
Our main result is that any normalized sum-type function can be computed with arbitrarily high accuracy, vanishing communication cost, and unconditional privacy.
Theorem 2.1: There exist unconditionally private, randomized, three-party protocols such that, for all m ∈ {1, . . . , n}, any normalized sum-type function can be computed with maximum expected absolute error bounded by
and total communication cost on the order of
By appropriately setting the parameter m we get the following corollary.
Corollary 2.1: By choosing a sequence of parameters m n such that as n goes to ∞,
any normalized sum-type function can be computed with unconditional privacy, and maximal expected absolute error e n → 0 and communication cost R → 0 as n → ∞.
III. PROOF OF THEOREM 2.1 ON VANISHING DISTORTION AND VANISHING RATE
We will prove the theorem by constructing protocols that attain the performance guarantees of Theorem 2.1. Our protocols produce a function estimate generated from only a random subsampling of the sequences (x n , y n ). This technique utilizes the striking dimensionality reduction result of [7] that an accurate estimate of the joint type of (x n , y n ) can be produced from only a random subsampling of the sequences (x n , y n ). Additionally, we use the fact that a normalized sum-type function can be computed from the joint type. We will first discuss the dimensionality reduction result in Section III-A in order to analyze the function estimate in Section III-B. We will then construct unconditionally private protocols in Section III-C that securely produce this function estimate with vanishing communication cost on account of the random subsampling.
A. Estimating the Joint Type
Outside of the context of secure function computation, we first discuss a dimensionality reduction result concerning the estimation of the joint type (empirical distribution) P x n ,y n (x, y) from only a random subsampling of the sequences (x n , y n ). This subsampling technique and related results were first presented in [7] . Here we present an alternative and much simpler analysis, which allows us to compute bounds on the expected distortion and extend these results to the estimation of general normalized sum-type functions.
For a given subsampling parameter m ∈ {1, . . . , n}, choose m locations from {1, . . . , n} uniformly without replacement. Let this index set of randomly chosen locations be denoted by the random variable I, and (x i , y i ) i∈I denote the sequence subsampled from (x n , y n ) according to the locations in I.
We define the full and partial frequency functions (histograms) N, L : X × Y → {0, . . . , n} according to
L(x, y) := {i ∈ I : (x i , y i ) = (x, y)} .
Note that N (x, y) is a deterministic quantity, while L(x, y) is a hypergeometric random variable, since m samples are chosen without replacement from a set of n, where N (x, y) of them can contribute to the value of L(x, y).
Let the estimate of the joint type be given bŷ
The mean and variance of this estimate are given by
Thus, the mean squared error summed across (x, y) is given by
Var P x n ,y n (x, y) ≤ 1 m .
Continuing with Jensen's inequality yields a bound on the expected L 2 norm of the error,
Thus, for any pair of sequences (x n , y n ) of any length n, an estimate of the joint type of the sequence-pair can be produced from only m random subsamples while achieving expected L 2 -error inversely proportional to √ m.
B. Obtaining the Function Estimate from the Joint Type
The random subsampling approach can be used to estimate any normalized sum-type function by expressing it as a function of the joint type as follows:
Let an estimate of f n (x n , y n ) based on only the subsampled sequence (x i , y i ) i∈I be given bŷ
The absolute error of the function estimate
by the Cauchy-Schwarz inequality, where
Thus, the expected absolute error is bounded by
C. Function Evaluation Protocols
We provide three protocols, all of which make use of unconditionally secure multiparty computation methods to produceF n (x n , y n ) as given by (1) . The common first step is for Alice to randomly choose the m subsampling locations I ⊂ {1, . . . , n}, uniformly without replacement, and communicate them to Bob with m log n bits. From here, the specifics of the protocols differ, but they all require Alice and Bob to work with only the subsampled sequences (x i , y i ) i∈I and result in Charlie computing i∈I f 1 (x i , y i ) = mF n (x n , y n ) via finite field arithmetic. Since the domain X × Y is finite, the range of f 1 is a finite subset of Q. Thus, with a sufficiently large finite field, F m , to prevent intergerarithmetic overflow, the computation of i∈I f 1 (x i , y i ) can be performed with finite field arithmetic in F m . The finite field representation of i∈I f 1 (x i , y i ) can then be converted back into a rational number and divided by m to producê F n (x n , y n ). All three protocols require O(m log |F m |) bits in addition to the m log n bits required to transmit I. Since the size of the finite field need only be on the order 2 of |F m | = O(m), the total number of bits needed is actually dominated by the transmission of I and is on the order of k = O(m log n). We will discuss and compare the specific communication cost of each protocol. All of the protocols are unconditionally private, however detailed proofs of privacy are omitted due to length restrictions.
D. One-Time Pad Protocol
Our first protocol leverages a type of homomorphism achievable with one-time pad encryption. Alice and Bob respectively send their subsampled sequences (x i ) i∈I and (y i ) i∈I , masked (encrypted) with one-time pads, to Charlie. From these encrypted sequences, Charlie computes and returns to Alice and Bob encrypted additive shares of the partial frequency function L. After exchanging their onetime pads, Alice and Bob decrypt their respective messages from Charlie to obtain the additive shares of L, from which (2) . The transmissions required by and the complexity of implementing this protocol are independent of the complexity of f 1 (except indirectly through the necessary size of F m ).
The detailed steps of this protocol are:
1) Alice generates a one-time pad (α i ) i∈I , by choosing α i ∼ iid Unif({0, . . . , |X | − 1}). The pad is applied to (x i ) i∈I , producing the encrypted sequence (x i ) i∈I , by setting
is a circular shift of the value of x i over an arbitrary ordering of X by α i positions. 2) Similarly, Bob generates a one-time pad (β i ) i∈I , with β i ∼ iid Unif({0, . . . , |Y| − 1}), and applies it to (y i ) i∈I to produce (y i ) i∈I by setting y i = ⊕ βi (y i ). 3) Alice and Bob respectively send (x i ) i∈I and (y i ) i∈I to Charlie, using a total of m(log |X | + log |Y|) bits. 4) For each i ∈ I, Charlie produces M i , an |X | × |Y| matrix indexed by (x, y) ∈ X × Y, where M i (x, y) = 1 {xi,y i } (x, y), which is the indicator function equal to one if (x i , y i ) = (x, y) and zero otherwise. 5) Charlie splits each M i into additive shares, by first independently choosing, across all (i, x, y)
Charlie sends the matrices (M A,i ) i∈I to Alice and (M B,i ) i∈I to Bob, using 2m|X ||Y| log |F m | bits (in total). 7) Alice and Bob exchange their one-time pads, (α i ) i∈I and (β i ) i∈I , using m(log |X | + log |Y|) bits. 8) Alice and Bob separately decrypt (M A,i ) i∈I and (M B,i ) i∈I to compute additive shares of L, via
9) Alice and Bob separately compute additive shares of the function computation, via
10) Alice independently generates random salt 3 Z uniformly over F m , which she sends to Bob using log |F m | bits. 11) Alice and Bob send F A + Z and F B − Z to Charlie using a total of 2 log |F m | bits. Note that
Thus, in addition to the m log n bits needed to convey the sampling set I from Alice to Bob, this protocol requires an additional 2m(log |X | + log |Y| + |X ||Y| log |F m |) + 3 log |F m | bits, which is on the order of O(m log |F m |).
E. Polynomial Secret-Sharing Protocols
Our next two protocols employ the secure multi-party computation methods of [1] , which exploit the homomorphic properties of polynomial-based secret sharing [11] .
Our second protocol takes an approach quite similar to the first but replaces the homomorphism achieved with onetime pad encryption with the secure multi-party computation methods of [1] . The three parties first compute homomorphic shares of the partial frequency function L, from which homorphic shares of the function computation can be obtained.
The detailed steps of this protocol are: 1) For each (i, x) ∈ I × X , Alice independently chooses α ix ∼ iid Unif(F m ) and constructs the polynomial
where 1 {xi} (x) is the indicator function equal to 1 if x i = x and 0 otherwise. For each (i, x) ∈ I ×X , Alice sends the sample g ix (2) to Bob and the sample g ix (3) to Charlie using 2m|X | log |F m | bits, while keeping the sample g ix (1) for herself. 2) For each (i, y) ∈ I × Y, Bob independently chooses β iy ∼ iid Unif(F m ) and constructs the polynomial
where 1 {yi} (y) is the indicator function equal to 1 if y i = y and 0 otherwise. For each (i, y) ∈ I × Y, Bob sends the sample h iy (1) to Alice and the sample h iy (3) to Charlie using 2m|Y| log |F m | bits, while keeping the sample h iy (2) for himself. 3) Each party can compute a sample of the polynomial given by
3 The random salt is used to maintain security by statistically decorrelating Alice and Bob's function estimate shares from information already held by Charlie.
Alice can compute F (1) from her samples of g ix (1) and h iy (1) . Likewise, Bob can compute F (2) and Charlie can compute F (3).
4) It follows that
and that F (p) is a degree-two polynomial of the variable p. The values of F (1) and F (2) are sent, using 2 log |F m | bits, to Charlie, who already has F (3). Via polynomial interpolation, Charlie produces F (0) = mF n (x n , y n ) and henceF n (x n , y n ).
Thus, in addition to the m log n bits needed to convey the sampling set I from Alice to Bob, this protocol requires an additional (2m(|X | + |Y|) + 2) log |F m | bits, which is on the order of O(m log |F m |).
Our final protocol takes a direct approach toward computing i∈I f 1 (x i , y i ), by first using the secure computation methods of [1] to compute homomorphic shares of f 1 (x i , y i ), which can then be summed across i ∈ I in order to produce shares of the function estimate. This approach directly reflects the expansion of the function estimate given by (1) .
The main steps of this protocol are as follows: 1) For each i ∈ I, Alice, Bob, and Charlie use the secure computation methods of [1] to respectively obtain shares f A (x i , y i ), f B (x i , y i ), and f C (x i , y i ), which are samples of a random polynomial with a zero-order coefficient equal to f 1 (x i , y i ). 2) Alice, Bob, and Charlie respectively compute shares F A , F B , and F C via
which are now samples of a random polynomial with a zero-order coefficient equal to mF n (x n , y n ).
3) The values F A and F B are sent, using 2 log |F m | bits, to Charlie who interpolates the polynomial in order to produce mF n (x n , y n ), and henceF n (x n , y n ).
Note that the complexity of this protocol is captured in the first step of computing shares of f 1 (x i , y i ). The actual details of this step depends on the structure of f 1 and how it can be represented by a multi-variate polynomial over a finite field, which, in principle, is always feasible by interpolation but could possibly result in a very complex polynomial. The first step will require at least 4m log |F m | bits of transmission for Alice and Bob to initially distribute shares of (x i , y i ) i∈I . However, additional transmissions could be necessary in order to perform the degree reduction and randomization steps needed after each multiplication in the polynomial expressing f 1 (see [1] for details). While the actual transmission cost would depend on the complexity of the polynomial realizing f 1 , the cost would be proportional to m log |F m | times the multiplicative depth of the polynomial representation of f 1 . This last protocol requires at best, an additional (4m+ 2) log |F m | bits, however even at worst, the additional bits required is still on the order O(m log |F m |).
F. Comparison of Protocols
All of our protocols are unconditionally private and produce the same estimateF n (x n , y n ) while requiring m log n+ O(m log |F m |) bits. Their subtle performance differences are in the constants of the O(m log |F m |) term. For functions where f 1 can be represented as a polynomial with a multiplicative depth of one, the third protocol is the simplest and most efficient, using only (4m + 2) log |F m | bits in addition to the m log n needed to trasnmit I. However, for functions where f 1 is more complicated (e.g., containing absolute values or thresholding), and needs a polynomial representation of multiplicative depth greater than one, the complexity and the bits needed for the third protocol increase. For such functions it is better to use the first and second protocols which compute, as an intermediate step, homomorphic shares of the partial frequency function L. The complexity and bits required by the first two protocols are not affected by the complexity of f 1 (except indirectly through the necessary size of F m ), and hence are more efficient than the third protocol for very complex functions f 1 . The first protocol is less efficient than the second, but is of interest since it demonstrates how the simple techniques of one-time pad encryption and additive shares are sufficient to construct a secure computation protocol for this problem. Table I summarizes the advantages and communication costs of the three protocols.
IV. FINAL REMARKS
We have introduced a distortion-theoretic approach for secure multi-party computation with unconditional privacy. By extending the dimensionality reduction result of [7] , we have constructed protocols that securely compute any normalized sum-type function with arbitrarily high accuracy and vanishing communication cost. The technique of randomized subsampling allowed us to overcome the worst-case distortion criterion, yielding the result that for any sequences (x n , y n ) of any arbitrary length n, the expected absolute error of the function estimate constructed from only m random subsamples is inversely proportional to √ m. For clarity of exposition, we only considered the scenario in which Charlie wished to compute a function of Alice and Bob's sequences. However, the protocols are easily modified to allow each party to securely compute a unique normalized sum-type function. The security conditions are also easily modified to reflect this scenario. The results can also be extended to more than three parties, by constructing protocols using the methods of [1] along with randomized subsampling to provide dimensionality reduction. To extend these results to a two-party scenario, the randomized subsampling technique could be paired with secure function computation techniques that utilize an oblivious transfer primitive [12] or a binary erasure channel [4] . A notion of communication cost similar to [4] could be defined by counting the number of erasure channel uses or oblivious transfer primitive uses and dividing by n. In these extensions, it would also be possible to prove similar results on achieving vanishing distortion and vanishing communication cost, while maintaining unconditional security.
