Spiral (incommensurate) structures in ferromagnets have long been studied and are well understood [1, 2] . They are formed due to the reconstruction of a Fermi surface as a result of the interaction of magnetic moments with conduction electrons. 1 Mathematically, they were used in the context of the inverse scattering problem, e.g., as boundary conditions when solving the nonlinear (2 + 0)-dimensional O (3)-sigma model (twodimensional stationary Heisenberg ferromagnet) [4] .
In this work, a special model is invoked to demonstrate theoretically that new magnetic structures can exist which may naturally be called spiral-logarithmic structures.
Let us consider cylindrically symmetric configurations in the model of a "modified" Heisenberg magnet [5]:
(1) where S ( x , t ) = ( S 1 , S 2 , S 3 ) is the magnetization vector ( S 2 = 1) and x = , where x 1 and x 2 are the Cartesian coordinates on a plane. The Cauchy problem for Eq. (1) was solved in [5] by the inverse scattering method on a trivial background, and it was shown that any perturbation localized at t = 0 spreads out.
However, one can readily verify by a direct calculation that the vector S = S (1) with components (2) where θ 0 ∈ ‫ޒ‬ is a constant and x > 0, is also a (stationary) solution of Eq. (1). Now, using the fact that this equation is quite solvable, let us construct its exact solutions on the background of structure (2). To this 1 The spiral structures in non-Abelian gauge theories are discussed in recent publication [3] .
end, let us represent Eq. (1) in the form of a condition for compatibility of the following linear matrix system:
where
and it is additionally assumed that the elements of the matrix ( S -S
) properly decrease at x ∞ . Equation (1) will be solved by the Darboux matrixtransformation method [6] . Let (5) where L 1 = Ψ 1 and Ψ 1 is a certain fixed solution of Eqs. (3) corresponding to the choice S = S
(1) and λ = λ 1 .
Checking for the covariance of system (3) about transformation (5) yields the dressing relations (
The equivalence of all these expressions can be proved by simple mathematics. The second relation in Eqs. (6) can be conveniently rewritten as From the property σ 2 Sσ 2 = of matrix S, one has σ 2 U 1 σ 2 = . The matrix Ψ 1 then takes the form (9) where ϕ 1 = ϕ 1 (x, t, λ 1 ) and χ 1 = χ 1 (x, t, λ 1 ) are complex functions to be determined.
The A matrix in Eq. (4) must satisfy the condition Tr(AS + SA) = g(t) for any S, where g(t) is an arbitrary function [in what follows, g(t) = 0]. Furthermore, considering that σ 2 SS x σ 2 = and using Eq. (4), one obtains = σ 2 Aσ 2 . It can easily be seen that Eq. (1) and the right-hand side of Eq. (4) are invariant about the substitution S S (f) = S + f(x)I, where f(x) is an arbitrary complex function and I is 2 × 2 unit matrix. By setting A(S) = (a ij (S)) and using condition (2), let us bring Eq. (4) to the form diag ((2i (S (f ) 
, where a 11 (S (f ) ) = i (S (f ) ), = , and the a 21 (S (f ) ) element is zero.
Hence it follows that f(x) = i/4x and = 1; one also has A(S (f ) )S (f ) + S (f ) A(S (f ) ) = A(S)S + SA(S)
, so that all properties of the matrix S are retained in the final formulas.
To construct the explicit solutions, note that on bare solution (2) the system of Eqs. (3) transforms, with regard to Eq. (4), into the following system of scalar equations (θ = lnx + θ 0 ): (10) It follows from Eq. (10) that (11) Therefore, ϕ 1 (x, t) = F(x + λ 1 t) and χ 1 (x, t) = G(x + λ 1 t), where functions F and G are constant on the characteristic x + λ 1 t = const. They can be found by solving the system of Eqs. (10), e.g., for t = 0. The corresponding equation for ϕ 1 (x, 0) is reduced to (12) The solution to this equation is [7] 
; I ν and Y ν are Bessel functions of the first and second kind, respectively; and C 1 and C 2 are arbitrary constants. The requirement that the solution be finite at
zero gives C 2 = 0. Then, the solution to the system of Eqs. (10) takes the form (13) where q = q(x, t) = x + λ 1 t -x 0 , θ(x, t) = lnq + θ 0 , and x 0 is the initial point.
One can now construct the simplest one-soliton solution. Nevertheless, it is still rather cumbersome, so that it is pertinent to use Eq. (8) and write the solution in the form 2 (S + = S 1 + iS 2 and S + [1] ≡ ): (14) where 3 This solution is nonsingular. It depends on four parameters λ 1R , λ 1I , x 0 , and θ 0 , where λ 1 = λ 1R + iλ 1I , and includes a single complex function ρ 1 (x, t). Note also that the spectrum of excitations in model (1) contains satellites of the "fundamental harmonic" with an incommensurate (and variable) "frequency." By using the asymptotic form of the Bessel function, one can show that solution (14) converges to Eq. (2) at x ∞.
Let now obtain the N-soliton solution. For this purpose, let us use Eq. (5). One can easily show that (15) with the matrix functions Q 1 , …, Q N being determined from the linear matrix system of equations (16) 2 It is more convenient to use the matrix Ψ 1 σ 3 instead of Ψ 1 [it is also a solution of system (3)]. 3 In this expression, as also in Eqs. (13) and (14), the logarithms are taken on their major branches and the appropriate cuts on the plane of parameter λ ∈ ‫ރ‬ are assumed to be made to provide solution uniqueness. 
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