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Abstract
In this paper, we consider a queueing network with N nodes, each of which has a
fixed number k of neighboring nodes, referred to as the N node network with local bal-
ancing. We assume that to each of the N nodes, an incoming job (or task) chooses the
shortest queue from this node and its neighboring nodes. We construct an appropriate
Markov process for this network and find a mean field approximation to this network
as N →∞, which turns out to be the standard join-the-shortest-queue model.
Keywords: Mean field limit, local choice, join-the-shortest queue, Markov process.
1 Introduction
Load balancing is a key concept in large-scaled stochastic service systems with multiple
parallel servers, which is often used to improve the efficiency and quality of the systems.
Load balancing has been studied by many researchers on various balancing policies in the
literature, including the well-known two-choice policy. This policy was first proposed by
Mitzenmacher [1] and Vvedenskaya, Dobrushin and Karpelevich[2]. According to this policy,
an incoming job joins the shorter one between the two randomly chosen queues. This policy
has been proved to enhance the efficiency of the system significantly in many applications.
Among other balancing policies, the power-of-d scheme was evolved from the two-choice
policy. Unlike the latter one, in the power-of-d scheme, an incoming job would join the
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shortest one from the d randomly selected queues. Mazumdar and his coauthors/students
investigated a series of heterogeneous networks under the power-of-d scheme (for exam-
ple, Karthik, Mukhopadhyay and Mazumdar [3], Mukhopadhyay [4] and references therein).
Ying, Srikant and Kang [5] proposed a batch-filling scheme in the queueing networks with
batch arrivals, and compared it with the batch power-of-d scheme. They showed that asymp-
totically, batch-filling scheme dramatically reduces the sample complexity compared to batch
power-of-d scheme. Li et al. [6] discussed a supermarket model under a doubly dynamic ran-
domized load balancing control, which not only changes the arrival rate, but also the service
rate of the longest queue. Many other generalizations/variants of the supermarket model
can be found in the literature, for example, Luczak and McDiarmid [7], Lu et al. [8], and
Bramson, Lu and Prabhakar [9].
However, the above mentioned global load balancing schemes might not be feasible or
possible to implement in many practical applications, since large-scaled stochastic service
systems are often constrained to a certain strict locality limit. In such systems, for an
incoming task, it is difficult and perhaps impossible to obtain instant information about
arbitrarily selected servers from the population. For example, in the case of executing tasks
with some relevant data, it would be costly to store all data for all possible tasks on all
servers. Thus, we always store the relevant data and several copies of data on some servers,
and when a task arrives, it chooses one from the servers with relevant data stored instead of
one from arbitrarily selected servers.
Motivated by strict locality constraints, recently scholars started to pay attentions to
balancing problems with local choices. Budhiraja, Mukherjee and Wu [10] introduced a
variant of the supermarket model, in which the servers can communicate with their neighbors.
Gast [11] studied a queueing network, in which each server has a few neighbors (typically
2 to 4) by pair approximation. They obtained numerical approximation results for the
stationary distribution looked accurate compared to simulation results. Readers may know
more information about local choice schemes by referring to [12, 13]. As indicated in both
[10] and [11], unlike for the supermarket model, or the power-of-d scheme, or other globally
balanced concepts, where the classical mean field technique applies naturally, a common
challenge in the analysis for systems with a local choice scheme is that it is not very clear if
the mean-field approximation is feasible.
This paper focuses on a queueing network with N nodes where each node has a fixed
number k of neighboring nodes. To each of the N nodes, an incoming job selects the shortest
one among this node and its neighboring nodes. New contributions made in this paper include
that:
1. For this queueing network, we construct an appropriate Markov process according to
the concept of hierarchical random walks (for example, see Dawson, Gorostiza and
Wakolbinger [14]) or a two-leveled process, where the first level consists of the N
network nodes and the second level consists of N super nodes, each consisting of the
corresponding network node and its d neighboring nodes (for example, see Wu [15]).
This is a different construction from that in [11].
2. For the process constructed in 1, we show how a mean field approximation can be
justified with rigorous detailed proofs.
3. We identify that the mean field limit is the standard join-the-shortest-queue among
the d queues, which is a well-known and well-studied model.
The remainder of this paper is organized as follows: In Section 2, we describe a queueing
network with neighboring nodes under a local choice load balancing scheme and construct a
proper Markov process for this network. At the end of the section, we state our main result.
In Section 3, we prove that the constructed infinite-dimensional Markov process converges
to a limit process by theorems of operator semigroups, and the limiting process is the one
for the standard join-the-shortest-queue model among the d queues. Finally, concluding
remarks are made in Section 4.
2 Model description and main result
We consider a queueing network with N nodes. Each node has k neighboring nodes. To
be specific, without loss of generality, we consider a ring network of N nodes, where nodes
i+1, i+2, . . . , i+ k are the neighboring nodes of node i (with the convention of N + j = j
for j = 1, 2, . . . , N − 1); at each node, there is a buffer of infinite waiting capacity; to each
node, there is a dedicated job arrival stream characterized by a Poisson process with the same
arrival rate λ, independent of all arrival streams to other nodes; and an incoming job to node
i (i = 1, 2, 3, . . .) is routed to the shortest one among node i and its k neighboring nodes,
served by a single server, according to the fist-come-first-served (FIFO) queueing discipline,
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with identical independent exponential services times (also independent of all arrivals) for
all jobs with the mean service time µ−1.
Let q(i0, t) and q(in, t) (n = 1, 2, . . . , k) be the number of jobs at node i and its neigh-
boring node n, including the possible one at the server, respectively at time t. Evidently,
{
(
(q(i0, t), q(i1, t), . . . , q(ik, t)), i = 1, 2, . . . , N
)
: t ≥ 0}, referred to as the queue length pro-
cess, is a continuous time Markov chain with state space (Ek+1)
⊗
N , where E = {0, 1, 2, 3, . . .}.
For a given N , the dimension of the queue length process is N(k + 1). It should be noted
that this queue length process is indeed a two leveled process, where the first level consists
of N network nodes, and the second level consists N super nodes, each consisting of k + 1
network nodes. Instead of directly studying the above defined queue length process, we in-
troduce another Markov process {(ZN,k
u
(t),u ∈ Ek+1) : t ≥ 0} containing the same amount
of information as the former one, where ZN,k
u
(t) is a fraction defined by
ZN,k
u
(t) =
♯{nodes i : {(q(i0, t), q(i1, t), . . . , q(ik, t))} = u}
N
,
and ♯{•} denotes the cardinality of the set {•}.
This is an infinite-dimensional process since each possible value of the vector u =
(u0, u1, . . . , uk) contributes to the number of dimensions. An index (u0, u1, . . . , uk) for the
dimension represents the queue length at a chosen index, together with the queue lengths
of its neighboring nodes. By the symmetry, the proportion process is independent of the
chosen node and therefore serves as a typical process for the network of N nodes.
The state space of {(ZN,k
u
(t),u ∈ Ek+1) : t ≥ 0} is
ΩN,k = {(zN,k
u
,u ∈ Ek+1) : 0 ≤ zN,k
u
≤ 1 such that NzN,k
u
∈ E}. (1)
ZN,k
u
(t) is referred to as the proportion process.
The main focus of this paper is to find an approximation to the two leveled queue length
process by studying the limit of the proportion process. In the following, we state our
main result, together with two special cases. Before formally introducing main theorems, we
introduce an auxiliary queueing model, which will be proved to be a mean field limit of the
proportion process.
This auxiliary queue model is the standard symmetric join-the-shortest-queue model.
Specifically, in this model, there are k+1 parallel queues, all of infinite waiting capacity, and
there is a single server serving customers at each queue according to FIFO discipline. Jobs
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arrive to this system according to a Poisson process with rate (k + 1)λ. An incoming job
joins the shortest one of the k + 1 queues, served by the server with independent identical
exponential service times (also independent of the arrivals) for all jobs with the service rate
µ. For the stability of this queueing model (and also for the proportion process), we assume
that λ < µ and the distribution of the stationary queue length of this auxiliary queueing
model is denoted by P k.
The following theorem gives an approximation to the stationary distribution ΠN,k of the
proportion process {(ZN,k
u
(t),u ∈ Ek+1) : t ≥ 0}, as N →∞, by the mean field limit.
Theorem 2.1.
lim
N−→∞
ΠN,k = δP k ,
where δP k is the Dirac function concentrated on P .
The following are two immediate special cases of theN node network with local balancing:
one is the degenerated case to N independent M/M/1 queues, and the other coincides with
the standard join-the-shortest-queue with N nodes.
Case 1 (k = 0): In this case, each node has no neighbors, which means that all arrivals to
node i will join node i only and there is no interaction between queues at all. Therefore,
the resulting queueing network consists of N independent identical M/M/1 queues. In
this case, the auxiliary queue model (or the join-the-shortest-queue model with only
one queue) is exactly the M/M/1 queue with arrival rate λ and service rate µ. This is
the degenerated trivial case.
Case 2 (k = N − 1): In this case, each node has N−1 neighbors, which mean that arrivals
to any node i will join the shortest queue among all N queues. Therefore, the resulting
network is the standard join-the-shortest-queue model with N nodes, which is also the
auxiliary queue model. This is the other trivial case.
3 Mean field approximation
As mentioned before, our focus is to study the proportion process {(ZN,k
u
(t),u ∈ Ek+1) :
t ≥ 0}, or
ZN,k
u
(t) =
1
N
∑
i
1(q(i,t)=u),
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where q(i, t) = {(q(i0, t), q(i1, t), . . . , q(ik, t)). The state space Ω
N,k of ZN,k
u
(t) is given in
(1). Our main purpose is to show the auxiliary queueing model (or the standard join-the-
shortest-queue model with k+1 nodes) is the mean filed limit of the proportion process. To
this end, on the set
Ωk = {(zk
u
,u ∈ Ek+1) : 0 ≤ zk
u
≤ 1},
which will be proved to be the state space of the mean field limiting process of the proportion
process, we adapt the following distance between zk = (zk
u
, ∀u ∈ Ek+1) = (zku0,u1,...,uk , ∀j =
0, 1, . . . , k, uj ∈ E) and z
′k = (z′k
u
, ∀u ∈ Ek+1) = (z′ku0,u1,...,uk , ∀j = 0, 1, . . . , k, uj ∈ E) on Ω
k,
ρ(zk, z′k) = sup
u1
sup
u2
. . . sup
uk
∣∣∣∣∣
zku0,u1,...,uk − z
′k
u0,u1,...,uk
uk + 1
∣∣∣∣∣ .
Remark 3.1. There exist multiple choices for defining a metric for our purpose. Our def-
inition is one of them. It is easy to verify that ρ defined above is indeed a metric on state
space Ωk.
For the rest of the section, we assume k = 1. All results obtained for k = 1 are also
valid for a general k since all proofs will prevail with more cumbersome equations. Please
see Remark 3.2 for more details. Specifically, all statements in Lemma 3.1, Theorem 3.1
and Theorem 3.2 remain the same for the general k case, except equation (5) needs to be
updated accordingly.
In order to prove Theorem 2.1, we first present the generator of {ZN,1
u
(t)} and a weak
convergent result for {ZN,1
u
(t)} to converges to a limiting process, which is the solution to
the system of the mean field limit equations, and then introduce a metric on the space Ωk,
which is compact.
Lemma 3.1. The space Ω1 is compact under the metric ρ.
Proof. For k = 1, the state space can be written as follows:
ΩN,1 = {(zN,1ij , i, j ∈ E) : 0 ≤ zij ≤ 1 and Nzij ∈ E},
and the state space, as N →∞, is
Ω1 = {(z1ij, i, j ∈ E) : 0 ≤ zij ≤ 1}.
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The metric ρ is
ρ({z1ij}, {z
′1
ij}) = sup
i∈E
{
sup
j∈E
∣∣∣∣z
1
ij − z
′1
ij
j + 1
∣∣∣∣
}
.
For simplicity, we will drop out the superscript 1 in the notation when there is no ambiguity.
For example, we will write Ω and z instead of Ω1 and z1, respectively.
Proving the compactness of the space Ω under the metric ρ is equivalent to prove that
any sequence {z(n), n ∈ Z+} ⊂ Ω has a convergent subsequence {z
(nm), nm ∈ Z+} with the
limit point z = (zij , i, j ∈ E) in Ω. Evidently, the nonnegative zij is upper bounded by 1.
Thus, {z(n), n ∈ Z+} must have a convergent subsequence {z
(nm), nm ∈ Z+}, z
(nm) → z and
z ∈ Ω in the sense of absolute value.
To show ρ(z(nm), z)→ 0 as m→∞. We choose an m large enough such that
∣∣∣∣∣
z
(nm)
ik − zik
k + 1
∣∣∣∣∣ ≤
1
l + 1
,
for 0 ≤ k ≤ l. When k > l, ∣∣∣∣∣
z
(nm)
ik − zik
k + 1
∣∣∣∣∣ ≤
1
l + 1
,
also holds, since |z
(nm)
ik − zik| ≤ 1 and k ≥ l. Therefore,
ρ(znm , z) ≤
1
l + 1
,
which implies that ρ(znm , z) → 0 as l → ∞. So, the space Ω is compact under the metric
ρ.
To prove the weak convergence theorem for the proportion process, we need details of
how the generator AN of the proportion process with N nodes acts on a bounded continuous
function f : Ω→ R, which is given by
ANf(z
N) =
∑
z
′N 6= zN
z
′N ∈ Ω
qz′N→zN (f(z
′N)− f(zN)),
where qz′N→zN is the transition rate from state z
N to z′N for the process {ZN
u
(t),u ∈ E2 :
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t ≥ 0}. In this case, the transition rates are given by
qzN→z′N =


2λNzij , if z
′N = zN −
eij
N
+
e(i+1)j
N
and i < j,
λNzij , if z
′N = zN −
eij
N
+
e(i+1)j
N
and i = j,
2λNzij , if z
′N = zN −
eij
N
+
ei(j+1)
N
and i > j,
λNzij , if z
′N = zN −
eij
N
+
ei(j+1)
N
and i = j,
µNzij , if z
′N = zN −
eij
N
+
e(i−1)j
N
and i > 0,
µNzij , if z
′N = zN −
eij
N
+
ei(j−1)
N
and j > 0.
(2)
We make some explanations about (2). There are two possible events, which can cause a
change of the state; one is the arrival of a job and the other is the service completion. For a
pair of servers with (i, j) jobs, each server has a dedicated arrival stream and an incoming
job from either stream joins the shorter one between the two servers. Thus, the transition
rate from zN to zN−
eij
N
+
e(i+1)j
N
(zN−
eij
N
+
ei(j+1)
N
) is 2λNzij , when i < j (j < i). If the queue
lengths of the two servers are equal, an incoming job joins one randomly. So, the transition
rate from zN to zN −
eij
N
+
e(i+1)j
N
(zN −
eij
N
+
ei(j+1)
N
) is λNzij . A service is completed on
each server with rate µ, and state zN becomes zN −
eij
N
+
e(i−1)j
N
(zN −
eij
N
+
ei(j−1)
N
) with rate
µNzij , when i > 0 (j > 0).
Then, we have the following generator AN of Markov process {Zu(t),u ∈ E
k+1}.
ANf(z
N) =
∑
i
∑
j
2λNzNij
{[
f
(
zN −
eij
N
+
e(i+1)j
N
)
− f(zN)
](
1{i<j} +
1
2
1{i=j}
)}
+
∑
i
∑
j
2λNzNij
{[
f
(
zN −
eij
N
+
ei(j+1)
N
)
− f(zN)
](
1{i>j} +
1
2
1{i=j}
)}
+
∑
i
∑
j
µNzNij 1{i>0}
{[
f
(
zN −
eij
N
+
e(i−1)j
N
)
− f(zN)
]}
+
∑
i
∑
j
µNzNij 1{j>0}
{[
f
(
zN −
eij
N
+
ei(j−1)
N
)
− f(zN)
]}
, (3)
where eij , is the vector, having the same size of z
N , of all zeros except the component at
(i, j) equal to one.
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In the following theorem, a system of mean field limit equations is constructed, whose
solution is an approximation to the stochastic process {Zu(t),u ∈ E
k+1}.
Theorem 3.1. If zN(0) converges in distribution to a certain constant vector c ∈ Ω as
N → ∞, then the proportion process {ZN
u
(t)} converges in distribution to a limiting pro-
cess {Zu(t)} as N → ∞ , which is the unique solution of the following system differential
equations:
z(0) = c, (4)
∂zij(t)
∂t
= 2λ(z(i−1)j(t)a(i− 1, j) + zi(j−1)(t)a(j − 1, i)− zij)
+ µ(z(i+1)j − zij1{i>0} + zi(j+1) − zij1{j>0}), (5)
where
a(i, j) =


1, i < j;
1
2
, i = j;
0 i > j.
Proof. Let TN(t) (T (t)) be the semigroup of operators of process {ZN(t)}({Z(t)}) and
AN(A) is the corresponding generator. We first prove AN → A, and then, by the equivalence,
TN(t)→ T (t), which implies that {ZN(t)} → {Z(t)}.
Suppose that L is the set of all real continuous functions defined on space Ω. D ⊂ L is
the set of functions that have the partial derivatives
∂f(z)
∂zij
and
∂2f(z)
∂zij∂zi′j′
, and there exists
a positive constant K <∞ such that
sup
i,j∈E,z∈Ω
{∣∣∣∣∂f(z)∂zij
∣∣∣∣
}
< K,
sup
i,j,i′,j′∈E,z∈Ω
{∣∣∣∣ ∂
2f(z)
∂zij∂zi′j′
∣∣∣∣
}
< K.
Equations (5) make sense with any function f ∈ D. For f ∈ D, we have
NzNij
[
f
(
zN −
eij
N
+
e(i+1)j
N
)
− f(zN)
]
→
∂f(z)
∂z(i+1)j
−
∂f(z)
∂zij
,
as N →∞. Then,
lim
N→∞
ANf(z
N) =
∑
i
∑
j
2λNzij
(
1{i<j} +
1
2
1{i=j}
){
∂f(z)
∂z(i+1)j
−
∂f(z)
∂zij
}
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+
∑
i
∑
j
2λNzij
(
1{i>j} +
1
2
1{i=j}
){
∂f(z)
∂zi(j+1)
−
∂f(z)
∂zij
}
+
∑
i
∑
j
µNzij1{i>0}
{
∂f(z)
∂z(i−1)j
−
∂f(z)
∂zij
}
+
∑
i
∑
j
µNzij1{j>0}
{
∂f(z)
∂zi(j−1)
−
∂f(z)
∂zij
}
=
∑
i
∑
j
∂f(z)
∂zij(t)
∂zij(t)
∂t
=
∂
∂t
f(z(t, c))
∣∣∣
t=0
. (6)
And, generator A satisfies the following equation,
Af(z) = lim
t→0
T (t)f(z)− f(z)
t
=
∂
∂t
f(z(t, c))|t=0,
which implies that ANf(z
N)→ Af(z) for f ∈ D.
According to Proposition 2 and Lemma 15 in [2], we know that D is a core of A by
constructing D0 ⊂ D , which depends on finitely many variables (zij). Then, according to
Theorem 6.1 (p.28) in [17], TNf → Tf for each f ∈ L. Finally, with the help of Theorem
2.11 (p.172) in [17], it follows that ZN
u
(t)→ Zu(t).
Remark 3.2. For a general k, we can still have the convergence in Theorem.3.1 by the
similar proof routine. We provide the transition rate of Markov process {Zu(t)
N,k}, using
which the generator of {Zu(t)
N,k} can be obtained easily, as well as the system of mean field
limit equations, whose solution is corresponding to the limit process, i.e. the auxiliary queue
model, to help readers to verify the convergence of {Zu(t)
N,k}.
Transition rates of process {Zu(t)
N,k} are as follows,
qzN,k→z′N,k =


kλNzN,k
u
♯{ui : ui = un}
, if un = min(u) and z
′N,k = zN,k −
eN,k
u
N
+
e
N,k
u(un+1)
N
,
µNzN,k
u
, if un > 0 and z
′N,k = zN,k −
eN,k
u
N
+
e
N,k
u(un−1)
N
,
where un is the n-th element of vector u and min(u) takes the minimum among all elements
of vector u. The n-th element of u(un + 1) is un + 1 and other elements are the same as u.
Then, the system of mean field limit equations are,
zN,k(0) = cN,k,
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∂zu(t)
∂t
= kλ
k+1∑
n=1
zu(un−1)a(un − 1;u(un − 1)) + µ
k+1∑
n=1
(zu(un+1) − zu1un>0),
where u(un − 1) is a set of all elements of u(un − 1) except un − 1 and
a(un−1;u(un − 1)) =


1
♯{u(un − 1)i : u(un − 1)i = un − 1}
if un − 1 = min(u(un − 1)),
0, otherwise.
Corollary 3.1. The limiting process is the same process for modelling the standard join-the-
shortest-queue system among k + 1 queues.
Proof. It is easy to verify that the mean field limit equations (5) are exactly the Kolmogorov’s
differential equations of the queueing network’s corresponding auxiliary queueing model,
which is just the standard join-the-shortest-queue system among k + 1 queues. Thus, the
limiting process exist and under the condition of λ < µ, the stationary distribution of limiting
process can be derived which is the fixed point of limit equations (5).
Here, we assume that the stationary distribution of corresponding auxiliary queueing
model is P . Then, we have the following theorem, which is a special version of Theorem 2.1
with k = 1, and this conclusion holds for a general k by the similar proof routine.
Theorem 3.2.
lim
N−→∞
ΠN = δP ,
where ΠN is the stationary distribution of {ZN
u
(t),u ∈ E2, t ≥ 0}, δP is a Dirac function
which is concentrated on P .
Proof. According to Lemma 3.1, we know that state space Ω is compact under metric ρ.
Therefore, the sequence of probability measures (Π(N))N is tight, which means (Π
(N))N is
relatively compact by Theorem 2.2(p.104) of [17]. And then, (Π(N))N has limiting points.
Now, proving the theorem is equivalent to show that all limit points are consistent with δP .
Suppose that (Π(Nk))k, an arbitrary subsequence of (Π
(N))N , converges to the limiting
distribution Π. Further, let {Z
(Nk)
u (t)}, the corresponding process of Π(Nk), and limiting
process start with distribution Π(Nk) and Π, respectively. By the convergence result in
Theorem 3.1, it follows that {ZNk
u
(t)} → {Zu(t)}. Since Π
(Nk) and δP are the stationary
distribution of {Z
(Nk)
u (t)} and {Zu(t)}, we have Π
(Nk) → δP and Π = δP . Thus, lim
N−→∞
Π′N =
δP ′.
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So far, we have finished the proof of Theorem 2.1 with k = 1. When k takes other values,
following the same routine, we can draw the conclusion in Theorem 2.1.
4 Conclusion
Motivated by strict locality constraints, this paper studied a large-scale queueing network
under the local choice of join-the-shortest-queue scheme. For this purpose, we constructed
an appropriate Markov process, which converges in distribution to a limiting process, which
provides an approximation for the network. An interesting fact is that this approximation
is in fact the tractable join-the-shortest-queue model.
In practice, sometimes, the number of neighboring nodes of a certain node is not nec-
essarily fixed. In this situation the relationship among nodes becomes more complicated.
Thus, a local choice of join-the-shortest-queue scheme with more complex mechanism seems
valuable for further studies.
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