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ON THE PAIR CORRELATION DENSITY FOR
HYPERBOLIC ANGLES
DUBI KELMER AND ALEX KONTOROVICH
Abstract. Let Γ < PSL2(R) be a lattice and ω ∈ H a point
in the upper half plane. We prove the existence and give an ex-
plicit formula for the pair correlation density function for the set
of angles between geodesic rays of the lattice Γω intersected with
increasingly large balls centered at ω, thus proving a conjecture of
Boca-Popa-Zaharescu.
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1. Introduction
Let Γ < G := PSL2(R) be a lattice (i.e., a co-finite Fuchsian group)
acting by isometries on the upper half plane H via fractional linear
transformations. Given a fixed base point ω ∈ H, consider the set of
directions of geodesic rays connecting ω to points γω lying in a growing
hyperbolic norm ball in H (see Figure 1 for an illustration).
It is classical that these angles become equidistributed in R/(2piZ);
see, e.g., [Boc07, Nic83, Goo83, RT10]. Going beyond equidistribu-
tion, the finer structure of a set of real numbers can be measured by
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Figure 1. Geodesic rays connecting ω = i to points
γω for the uniform lattice Γ corresponding to the spin
cover of the special orthogonal group preserving the (Q-
anisotropic, ternary, indefinite) form x2 + y2 − 3z2. A
fundamental domain for Γ is shaded.
(among other statistics) its pair correlation, measuring the distribu-
tion of spacings at distances of mean order. Such spacing statistics
have been studied by many authors for many naturally occurring se-
quences arising in mathematical physics, analysis, and number theory,
both experimentally and theoretically. In particular, for the Euclidian
analogue of this problem, the pair correlation, as well as other spacing
statistics, were studied in [BCZ00, BZ05, BZ06, MS10, EMV13]. It
is thus very surprising that the question of spacing statistics for the
well-studied set of geodesic ray angles in the hyperbolic plane was con-
sidered for the first time only recently in [BPPZ12, BPZ13]. To state
the results, we introduce some notation.
Fix a point (ω, ν) ∈ T 1H in the unit tangent bundle. For any g ∈ G
with gω 6= ω, let
θg = θg(ω, ν) ∈ R/(2piZ) (1.1)
be the signed angle between the vector ν and the tangent vector at ω of
the directed geodesic connecting ω → gω, see Figure 2. When gω = ω,
set θg = [0].
Define
‖g‖2 := 2 cosh d(ω, gω), (1.2)
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Figure 2. The angle θg is the directed angle between ν
and the tangent vector at ω of the geodesic connecting
ω to gω.
where d(·, ·) is the hyperbolic distance. Setting
BQ := {g ∈ G : ‖g‖ < Q} , (1.3)
and normalizing dg so that
vol(BQ) ∼ piQ2, (Q→∞) (1.4)
it is well-known that
#Γ ∩BQ ∼ vol(BQ)
VΓ
∼ piQ
2
VΓ
, (Q→∞) (1.5)
where
VΓ := vol(G/Γ). (1.6)
Hence for γ ∈ Γ ∩BQ, the average spacing of the angles θγ is
2pi · VΓ
piQ2
,
and we should consider, for fixed ξ > 0 and Q→∞, the correlation of
pairs of angles by defining
NQ(ξ) := 1
2
∣∣∣{(γ, γ′) ∈ Γ2 : γω 6= γ′ω, ‖γ‖, ‖γ′‖ < Q, |θγ − θγ′| < 2VΓQ2 ξ}∣∣∣ .
The constant 1
2
in front is to account for the symmetry in γ, γ′. Note
that while ν is needed to define θg, the difference |θγ − θγ′|, defined as
the distance to 2piZ, is independent of ν.
The pair correlation distribution function is then defined as
R2(ξ) := lim
Q→∞
VΓ
piQ2
· NQ(ξ), (1.7)
if the limit exists. If R2 is moreover differentiable, then its derivative
defines the pair correlation density,
g2(ξ) :=
d
dξ
R2(ξ). (1.8)
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Figure 3. The empirical pair correlation density g2(ξ)
for ω and Γ as in Figure 1 (with Q = 2 000), plotted
against the function given on the right side of (1.10). The
fundamental domain in Figure 1 is a hyperbolic octagon
with all right angles, hence VΓ = 2pi by Gauss-Bonnet.
The cardinality of Γ∩BQ is 2 000 914, which beautifully
matches (1.5).
The difficulty in this setting of determining the pair correlation den-
sity is illustrated in Figure 3. The main goal of this paper is to explain
this picture.
Theorem 1.9. Let Γ < G be any lattice and ω ∈ H be any fixed base
point. The limit defining the pair correlation function R2(ξ) in (1.7)
exists, and is moreover differentiable. The density function defined in
(1.8) is given by the formula
g2
(
ξ
VΓ
)
=
VΓ
2pi
∑
M∈Γ
fξ(`(M)). (1.10)
Here
`(M) := d(ω,Mω) = arccosh
(‖M‖2
2
)
, (1.11)
and, on writing
A = cosh `, B = sinh `, C = 2 sinh(`/2) =
√
2(A− 1), (1.12)
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(a) As a function of ` for ξ fixed.
Ξ
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(b) As a function of ξ with ` fixed.
Figure 4. Typical plots of the function fξ(`) in (1.13).
the function fξ is given by
fξ(`) :=
2
ξ2
×

`, if B ≤ ξ,
`+ log(1 + ξ2)− 2 log
(
A+
√
B2 − ξ2
)
, if B ≥ ξ ≥ C,
`− log
(
A+
√
B2 − ξ2
)
, if C ≥ ξ.
(1.13)
Furthermore, there exists some δ > 0, depending only on the spectral
gap for Γ, so that, for fixed ξ > 0 and Q→∞, we have
NQ(ξ) = piQ
2
VΓ
R2(ξ) +Oξ(Q
2−δ). (1.14)
Remark 1.15. This confirms a conjecture due to Boca, Popa, and Za-
harescu [BPZ13, Conjecture 1], who proved Theorem 1.9 for the special
case Γ = SL2(Z) and ω an elliptic point. (They did not give a rate,
though their proof is in principle effective.) It is remarkable that their
proof does not use any spectral theory (and is based instead on re-
pulsion arguments for Farey tessellations and Weil’s bound for Kloost-
erman sums), the downside being that it does not apply to general
lattices Γ, or base points ω other than i or eipi/3. It is not surprising,
then, that our approach is completely different from theirs.
Remark 1.16. Note that fξ(`) is continuous, see Figure 4 for a plot.
For given ξ0 > 0, we have uniformly over ξ ∈ (0, ξ0] the bound
fξ(`)ξ0
1
e2`
, `→∞, (1.17)
whence the sum defining (1.10) easily converges, since e2`(M)  ‖M‖4.
Remark 1.18. The sum on M ∈ Γ given in (1.10) can be reformulated
via the trace formula in terms of the spectral expansion of L2(Γ\H),
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but it does not seem to be expressible in a more intrinsic way that does
not depend so explicitly on either the norm or Laplace spectrum of Γ.
This explains the complicated function whose graph is illustrated in
Figure 3: each M ∈ Γ contributes a peak from fξ in Figure 4b to the
sum in (1.10).
Remark 1.19. While the limiting pair-correlation is highly non-universal,
depending critically on both Γ and ω, it does have (at least) one trait
of universality: the method of proof of Theorem 1.9 easily extends to
give the following more general statement. Let I ⊂ R/(2piZ) be any
fixed subinterval, and consider the pair-correlation restricted to I, that
is, define
N (I)Q (ξ) :=
1
2
∣∣∣∣{(γ, γ′) ∈ Γ2 : γω 6= γ′ω, θγ, θγ′ ∈ I,‖γ‖, ‖γ′‖ < Q, |θγ − θγ′ | < 2VΓQ2 ξ
}∣∣∣∣ .
Then, in analogy with (1.7), the limit as Q→∞ of 2pi|I| ·
VΓ
piQ2
· N (I)Q (ξ)
exists, and is also equal to the same function R2(ξ), independently of
the choice of I. This generalization, kindly suggested to us by both
Jens Marklof and a referee, has the following interpretation: the pair
correlation is the same regardless of which part of the “sky” we observe
from our “planet” ω.
Remark 1.20. In [BPPZ12], another expression for g2 is given, again
for the case Γ = SL2(Z) and ω = i, in terms of lengths of reciprocal
geodesics on the modular surface. More generally, keeping the base
point ω = i, if we assume that Γ is invariant under transpose and there
is another lattice Γ′ such that the matrices A = M tM with M ∈ Γ
are all the symmetric matrices in Γ′, then any sum over any function
f(`(M)) with M ∈ Γ can be written as a sum over f(`(C)/2), where
C runs over closed geodesics in Γ′\H passing through i. Explicitly:∑
M∈Γ
f(`(M)) = |Γω|
∑
C
f(`(C)/2).
Here Γω is the subgroup of Γ which stabilizes ω. Note that on the right
we divide ` by 2, which compensates for the fact that the sum is over
a much smaller set. For a different base point ω, the same is true but
the requirement that Γ be transpose-invariant is replaced by a different
involution corresponding to ω.
Remark 1.21. We make no attempt to optimize the rate in (1.14), as can
surely be done with some effort. Our point is simply that the method
is completely effective, with a power gain. The value of δ coming from
ON THE PAIR CORRELATION DENSITY FOR HYPERBOLIC ANGLES 7
our proof is given as follows. Let
Θ ∈ (0, 1
2
)
be a spectral gap for Γ, that is, a number so that the first non-zero
eigenvalue λ1 of the hyperbolic Laplacian on L
2(Γ\H) satisfies
λ1 >
1
4
−Θ2. (1.22)
(If Γ is arithmetic, then Θ = 7/64 is known [KS03].) Then (1.14) holds
with any
δ < (1− 2Θ)/26. (1.23)
Remark 1.24. It is interesting to compare our result to analogous re-
sults in the Euclidian setting. In this case one fixes a Euclidian lattice
Λ ⊆ R2 and studies the distribution of angles between line segments
connecting the origin (or a different point α ∈ R2/Λ) to lattice points
contained in increasing domains of R2. Here the angles become equidis-
tributed on the circle (independently on the choice of α) but the fine
scale statistics depend on the choice of α. In [EMV13], for α satisfy-
ing certain diophantine properties the pair correlation was shown to be
that of a Poisson process, in agreement with the average pair correla-
tion previously computed in [BZ06]. On the other hand, for α = 0, it
is natural to consider primitive vectors in Z2, in which case the pair
correlation density was explicitly computed in [BZ05] and is far from
Poisson.
Remark 1.25. Returning to hyperbolic space, one can formulate an al-
ternate version of the problem, similar to the Euclidean setting above
with α 6= 0. Fixing two base points ω1 and ω2, and g ∈ G, consider
the angle θg(ω1, ω2) between some fixed direction ν and the tangent
vector at ω1 of the geodesic ray connecting ω1 to gω2. The distribution
of the angles θγ(ω1, ω2) with γ ∈ Γ was studied in [Boc07] when the
angles are ordered by d(ω1, γω1), and again in [RT10] when ordered by
d(ω1, γω2). In the second ordering these angles become equidistributed
with respect to Lebesgue measure (in fact, by conjugating the lattice
this is reduced to the case of ω1 = ω2). However, in the first order-
ing they become equidistributed with respect to a different measure,
ρω1,ω2(θ)dθ, depending on the base points. It would thus be interesting
to study the pair correlation also for the first ordering. (Note that
when the angles themselves are not uniformly distributed, one must
“renormalize” the pair correlation function to have mean spacing one
everywhere.)
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It is interesting to examine the boundary behavior of the pair corre-
lation density function g2(ξ). For ξ → 0, it follows immediately from
(1.10) and l’Hopital’s rule that
g2(0) =
VΓ
pi
∑
M∈Γ
`(M)>0
1
e2`(M) − 1 ,
as observed in [BPZ13, (1.3)]. In particular, g2(0) > 0 which is in con-
trast to the result in the Euclidian setting studied in [BZ05], where the
pair correlation vanishes near zero. For the other extreme, ξ →∞, in
many natural settings, the pair correlation density function approaches
1; see Figure 3. We confirm the conjecture in [BPZ13, (1.4)] that this
case is no different.
Theorem 1.26. As ξ →∞,
g2 (ξ) = 1 +O
(
1
ξ(1−2Θ)/3
)
,
where Θ ∈ (0, 1
2
) is a spectral gap for Γ.
1.1. Outline.
The method of proof, and the rest of the paper, proceed as follows.
Following Boca-Pasol-Popa-Zaharescu [BPPZ12], we first replace γ′ in
NQ(ξ) by the variable M = γ−1γ′, to measure how far (γ, γ′) is “off-
diagonal”. Let the stabilizer of ω be denoted by
Kω = StabG(ω) ∼= PSO(2),
which is a maximal compact subgroup of G.
Then switching to the more convenient variable, ξ
VΓ
, we may write
NQ( ξVΓ ) =
1
2
∑
M∈Γ
M 6∈K
∣∣∣∣{γ ∈ Γ : ‖γ‖, ‖γM‖ < Q, |θγ − θγM | < 2ξQ2
}∣∣∣∣ .
After conjugating Γ, we may assume that (ω, ν) = (i, ↑), dropping all
subscript ω’s.
For each M , let
RM(Q, ξ) :=
{
g ∈ G : ‖g‖, ‖gM‖ < Q, |θg − θgM | < 2ξ
Q2
}
, (1.27)
be the region of interest, so that
NQ( ξVΓ ) =
1
2
∑
M∈Γ
M/∈K
#Γ ∩RM(Q, ξ).
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One can hope that
#Γ ∩RM(Q, ξ) ∼ vol(RM(Q, ξ))
VΓ
can be proved using automorphic tools (spectral theory and dynamics).
This is indeed the case for ‖M‖ small, but for larger M , this volume can
be of such small size that spectral methods are hopeless; the error term
dominates the volume (see Proposition 1.29 below). Instead, once we
are far enough off-diagonal, the entire contribution should be treated
as a remainder.
To this end, we introduce another parameter T = T (Q) → ∞, and
break NQ into “main” and “error” terms according to whether or not
‖M‖ < T , writing
NQ( ξVΓ ) =
1
2
∑
‖M‖<T
M/∈K
#Γ ∩RM(Q, ξ) + EQ,T (ξ),
say.
After a few preliminary computations in §2, we turn our attention
in §3 to individual M ’s with ‖M‖ < T , analyzing the volumes of
RM(Q, ξ). These are the two most technically challenging sections,
and we use §3 to prove the following
Proposition 1.28. As Q→∞, we have that
vol(RM(Q, ξ)) = Q2
∫ ξ
0
fζ(`(M))dζ +Oξ(‖M‖2Q2/3),
where `(M) is defined in (1.11), and fζ(`) is given in (1.13).
The proposition is proved by a direct and delicate analysis of the
region in G corresponding to RM . The estimate is evidently non-trivial
only when ‖M‖ = o(Q2/3).
In section §4, equipped with our understanding of these volumes, we
prove the following
Proposition 1.29. Recalling from (1.22) that Θ ∈ (0, 1
2
) is a spectral
gap for Γ, we have
#Γ ∩RM(Q, ξ) = vol(RM(Q, ξ))
VΓ
+Oξ(Q
(17+2Θ)/9‖M‖16/9),
as Q→∞.
We are quite crude here in the estimation of the error, but it more
than suffices for our applications, so we do not pursue the issue. The
idea of the proof is a more-or-less standard smoothing and un-smoothing
argument, though the execution of the method requires a bit of care.
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Next we spend §5 disposing of the error, by proving the following
Proposition 1.30. For fixed ξ > 0 and T < Q,
EQ,T (ξ)ξ Q2 · logQ
T 2
,
as T,Q→∞.
This is proved by returning to γ′ and the double sum, estimating
directly the number of (γ, γ′) ∈ Γ2 with
‖γ‖, ‖γ′‖ < Q, ‖γ−1γ′‖ ≥ T, and |θγ − θγ′| < 2ξ
Q2
.
Combining these ingredients, we prove Theorem 1.9 in §6. Theo-
rem 1.26 is proved in §7 by observing that g2( ξVΓ ) is a multiple of an
automorphic kernel ∑
M∈Γ
fξ(d(ω,Mω)),
and then using a standard argument to show that, in the limit ξ →∞,
this kernel is asymptotic to
1
VΓ
∫
G
fξ(d(ω, gω))dg.
1.2. Notation.
We use the following standard notation. The symbol f ∼ g means
f/g → 1, and the notations f  g and f = O(g) are synonymous;
moreover f  g means f  g  f . Unless otherwise specified, the
implied constants may depend at most on Γ, which is treated as fixed.
The letter c is a positive constant, not necessarily the same at each
occurrence. The symbol 1{·} is the indicator function of the event {·}.
The cardinality of a finite set S is denoted |S| or #S.
Acknowledgements.
We thank Alex Popa for help with the algorithm used to produce
Figure 3. Thanks also to Jens Marklof and the referees for many de-
tailed comments and suggestions on an earlier version.
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2. Preliminary Computations
In this section, we record a number of computations which will be
useful in the sequel. Recall that Γ is an arbitrary lattice in G =
PSL2(R), and we may assume (ω, ν) = (i, ↑).
Define the (semi)groups
K := PSO(2) =
{
kθ :=
(
cos θ
2
sin θ
2− sin θ
2
cos θ
2
)
: θ ∈ R/(2piZ)
}
,
A+ :=
{
at :=
(
et/2
e−t/2
)
: t ≥ 0
}
.
Taking a Cartan decomposition of G = KA+K and writing (uniquely
for g 6∈ K)
g = kθ(g)at(g)kϕ(g), (2.1)
we see that the angle in (1.1) is given simply by
θg(ω, ν) = θ(g). (2.2)
Next, for ξ > 0, Q→∞ and M ∈ Γ, we study the region RM(Q, ξ)
given in (1.27). It will be convenient to parametrize these conditions
with explicit coordinates.
Lemma 2.3. Fix M ∈ G, M 6∈ K, and write M in the Cartan decom-
position
M = kma`k∗, (2.4)
so that ` = `(M) in the notation of (1.11). For g ∈ G, g 6∈ K, take
the decomposition G = KA+Kk−m, writing
g = kθgatkϕk−m. (2.5)
Then recalling the notation (1.12), we have
‖g‖2 = 2 cosh t, (2.6)
‖gM‖2 = 2(A cosh t+B cos(ϕ) sinh t), (2.7)
and
tan(θgM − θg) = B sin(ϕ)
A sinh t+B cos(ϕ) cosh t
. (2.8)
Proof. The equation (2.6) is immediate from the definition (1.2). For
(2.7), we observe that
gM = (kθgatkϕk−m)(kma`k∗) = kθg(atkϕa`)k∗,
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and take norms:
‖gM‖2 = ‖atkϕa`‖2
= 2(cosh(`+ t) cos2 ϕ
2
+ cosh(`− t) sin2 ϕ
2
)
= 2(cosh ` cosh t+ cosϕ sinh ` sinh t),
as claimed.
To recover θgM = θgM(ω, ν), or rather θgM − θg, we need to compute
the left “K” in the KA+K decomposition of (kθg)
−1gM . To accomplish
this, we act on i, letting
z := (kθg)
−1gM · i = atkϕa` · i,
and send H→ D via z 7→ w = z−i
z+i
. Then the left hand side of (2.8) is
equal to Im(w)/Re(w), and a computation shows that
tan(θgM − θg) =
(
e2` − 1) et sin(ϕ)
(e2(`+t) − 1) cos2(ϕ
2
)− (e2` − e2t) sin2(ϕ
2
)
=
sinh ` sin(ϕ)
sinh t cosh `+ cos(ϕ) cosh t sinh `
,
whence the claim follows. 
Since tan is not injective on R/(2piZ), we need to be careful when
extracting from a small value of (2.8) the implication that θgM − θg is
near [0] rather than [pi]. We accomplish this by an elementary argument
in hyperbolic geometry (thanks to one of the referees for suggesting this
approach).
Lemma 2.9. Assume that ‖h‖ ≤ ‖g‖. Then |θg − θgh| ≤ pi/2.
Proof. Assume on the contrary that |θg − θgh| > pi/2; then the hyper-
bolic triangle with vertices i, g ·i, gh ·i has an obtuse angle at i, whence
the side opposite i is the longest. In particular, d(g · i, gh · i) > d(i, g · i),
which implies
‖h‖2 = 2 cosh d(i, h · i) = 2 cosh d(g · i, gh · i) > 2 cosh d(i, g · i) = ‖g‖2,
contradicting the assumption. 
Next we record an estimate of how much θ(g), ϕ(g), and ‖g‖ change
when g is multiplied by an element from KAδK, where
Aδ = {a` : |`| < δ}.
Recalling the notation (1.2)–(1.3), observe that this set is the same as
Bδ1 = KAδK, (2.10)
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where
δ21 = 2 cosh δ. (2.11)
Lemma 2.12. Let g ∈ G with ‖g‖ > 3 and h ∈ Bδ1. For small δ > 0,
when multiplying from the right we have
‖gh‖ = ‖g‖(1 +O(δ)), t(gh) = t(g) +O(δ), (2.13)
|θg − θgh| = O( δ‖g‖2 ), (2.14)
and when multiplying from the left,
‖hg‖ = ‖g‖(1 +O(δ)), t(hg) = t(g) +O(δ), (2.15)
|ϕ(g)− ϕ(hg)| = O( δ‖g‖2 ). (2.16)
Proof. First note that θ(g−1) = pi − ϕ(g), since to remain in A+ we
must write
(kθatkϕ)
−1 = k−ϕa−tk−θ = k−ϕkpiatk−pik−θ.
Then using this and ‖g‖ = ‖g−1‖, it is enough to prove the results
when h acts on the right.
Now, write g = kθatk∗ with t > 1 and h = k∗ask∗ with |s| < δ so
that, say, gh = kθatkϕask∗. Using (2.7) we have
‖gh‖2 = 2 cosh(t) cosh(s) + 2 cos(ϕ) sinh(t) sinh(s)
= ‖g‖2(1 +O(δ2)) +O(δ‖g‖2)
= ‖g‖2(1 +O(δ)),
which, after taking square roots, implies the first equality in (2.13).
For the second, we have from the above that
2 cosh t(gh) = 2 cosh t(g) +O(δ‖g‖2),
and hence
t(gh) = arccosh(cosh t(g)+O(δ‖g‖2)) = t(g)+O
 δ‖g‖2√
cosh2 t(g)− 1
 .
This implies (2.13) since t(g) > 1.
Finally, we see from (2.8) that
| tan(θg − θgh)| = | sinh(s) sin(ϕ)|| sinh t cosh s+ cos(ϕ) cosh t sinh s|
<
δ
2 sinh t− δ cosh(t)
=
δ
‖g‖2
1
tanh(t)− δ/2 
δ
‖g‖2 .
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This implies (2.14) by Lemma 2.9. 
Note that if we multiply g from the right by an element of Bδ1 we
clearly have no control over how much ϕ(g) changes. Instead, for δ > 0
small, we define a small δ-ball
Dδ := KδAδKδ, (2.17)
where
Kδ := {kθ ∈ K : |θ| < δ}.
The next lemma gives the desired control.
Lemma 2.18. Let g ∈ G with ‖g‖ > 3 and h ∈ Dδ. For small δ > 0,
when multiplying from the right we have
ϕ(gh) = ϕ(g) +O(δ). (2.19)
Proof. It is clearly enough to consider h = as ∈ Aδ. We will show
that θ(hg) = θ(g) +O(δ), from which (2.19) follows on taking inverses.
Writing g = kθatk∗, we again study the angle in the disk model D,
setting z = hg · i and w = (z − i)/(z + i). As before, a calculation
shows that
cos(θ(hg)) =
cos θ + tanh s coth t√
(cos θ + tanh s coth t)2 + sin2 θ
= cos θ +O(δ),
where we used that t > 1. A similar identity holds for sin(θ(hg)),
whence we are done. 
Next we estimate how equations (2.6)–(2.8) are affected under simul-
taneous left-Bδ1 and right-Dδ perturbations.
Lemma 2.20. Fix g,M ∈ G, M 6∈ K, with ‖g‖ ≥ 10‖M‖. Then, for
any g1 ∈ Bδ1 g Dδ, with sufficiently small δ > 0, we have
‖g1M‖2 = ‖gM‖2 +O
(
δ‖g‖2‖M‖2) , (2.21)
and
tan(θg1 − θg1M) = tan(θg − θgM) +O
(
δ‖M‖4
‖g‖2
)
. (2.22)
Proof. First we note that, on writing g1 = h1gh2 with h1 ∈ Bδ1 and
h2 ∈ Dδ, we have
ϕ(g1) = ϕ(h1gh2) = ϕ(gh2) +O(δ/‖gh2‖2) = ϕ(g) +O(δ), (2.23)
where we used (2.16), (2.13), (2.19), and ‖g‖  1.
Next to deal with the norm of gM , recall again the notation (1.12)
and, in light of (2.7), consider the function
F1(ϕ, t) = 2(A cosh t+B cos(ϕ) sinh t).
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Then writing gM = kθatkϕa`k∗ and g1M = kθ1at1kϕ1a`k∗, we have
‖gM‖2 = F1(ϕ, t), and ‖g1M‖2 = F1(ϕ1, t1).
The partial derivatives |∂F1
∂ϕ
(ϕ, t)| and |∂F1
∂t
(ϕ, t)| are easily seen to be
bounded by O(A cosh(t)). So using (2.13) and (2.15) that t1 = t+O(δ),
together with (2.23), we see that
|‖g1M‖2 − ‖gM‖2| = |F1(ϕ1, t1)− F1(ϕ, t)|  δ‖M‖2‖g‖2,
giving (2.21).
Similarly, to deal with tan(θgM − θg) we consider from (2.8) the
function
F2(ϕ, t) =
B sin(ϕ)
A sinh t+B cos(ϕ) cosh t
,
so that
tan(θgM − θg) = F2(ϕ, t).
We will show that both partial derivatives ∂F2
∂ϕ
(ϕ, t), ∂F2
∂t
(ϕ, t) are bounded
by O( e
2`
cosh(t)
) implying that
F2(ϕ1, t1) = F2(ϕ, t) +O(δ
‖M‖4
‖g‖2 ).
To bound the partial derivatives, a simple calculation gives∣∣∣∣∂F2∂ϕ (ϕ, t)
∣∣∣∣ = 1cosh(t) · tanh2 `tanh2 t · |1 +
tanh t
tanh `
cos(ϕ)|
|1 + tanh `
tanh t
cos(ϕ)|2 .
We have assumed that ‖g‖ > ‖M‖ > 1; hence we have t > ` > 0, and
0 < tanh `
tanh t
< 1. For X ∈ (0, 1), the function
|1 + 1
X
cos(ϕ)|
|1 +X cos(ϕ)|2
is maximized at cos(ϕ) = −1, with maximum value 1
X(1−X) . Hence∣∣∣∣∂F2∂ϕ (ϕ, t)
∣∣∣∣ ≤ 1cosh(t) · tanh `tanh t− tanh `.
Assuming further that ‖g‖ ≥ 10‖M‖ gives t > `+ 1, and
tanh t− tanh ` > tanh(`+ 1)− tanh ` > 1
2
e−2`, (2.24)
whence ∣∣∣∣∂F2∂ϕ (ϕ, t)
∣∣∣∣ < 2e2`cosh(t) ,
as desired.
16 DUBI KELMER AND ALEX KONTOROVICH
For the second partial derivative, we have∣∣∣∣∂F2∂t (ϕ, t)
∣∣∣∣ = | sin(ϕ)|sinh t · tanh `tanh t · |1 + tanh2 ` tanh ttanh ` cos(ϕ)||1 + tanh `
tanh t
cos(ϕ)|2 .
It is easy to see that if 0 < Y < X < 1 with
1 <
2X2
Y (1 +X)
, (2.25)
then the function
|1 + Y
X
cos(ϕ)|
|1 +X cos(ϕ)|2
attains its maximum value of
1− Y
X
(1−X)2
at cos(ϕ) = −1. Letting Y = tanh2 ` and X = tanh `
tanh t
, it is clear that
0 < Y < X < 1. We also have
1 <
2
tanh t (tanh t+ 1)
<
2
tanh t (tanh t+ tanh `)
=
2( tanh `
tanh t
)2
tanh2 ` (1 + tanh `
tanh t
)
,
whence (2.25) is satisfied. We can thus estimate∣∣∣∣∂F2∂t (ϕ, t)
∣∣∣∣ ≤ tanh `cosh t · 1− tanh ` tanh t(tanh t− tanh `)2 .
Now we use (2.24) and
1− tanh ` tanh t < 1− tanh ` tanh(`+ 1) < 3e−2`
to finish the proof of (2.22). 
We conclude this section with a few computations regarding the func-
tion fξ in (1.13); these are needed for the proof of Theorem 1.26.
Lemma 2.26. As ξ →∞ we have∫
G
fξ(`(g))dg = 2pi +O
(
1
ξ2
)
, (2.27)
and for any fixed α ∈ (0, 1),∫
G
fξ(`(g))‖g‖−αdg α 1
ξα
. (2.28)
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Proof. In the KA+K coordinates (2.1), we have `(g) = t(g) and a
computation shows that the assumption (1.4) forces the normalization
dg =
1
2pi
dθ sinh t dt dϕ. (2.29)
We thus have that∫
G
fξ(`(g))dg = 2pi
∫ ∞
0
fξ(t) sinh(t)dt
= −2pi
∫ ∞
0
f ′ξ(t) cosh(t)dt
The derivative, f ′ξ(`), is given by
f ′ξ(`) =
2
ξ2
×

1, if ` < `1(ξ),
1− 2 sinh(`)√
sinh2(`)−ξ2
, if `1(ξ) < ` < `2(ξ),
1− sinh(`)√
sinh2(`)−ξ2
, if ` > `2(ξ),
(2.30)
where the two points of discontinuity `1(ξ) and `2(ξ) satisfy
sinh(`1(ξ)) = 2 sinh(
`2(ξ)
2
) = ξ. (2.31)
Plugging this into the integral, and bounding f ′ξ(t) = O(
1
sinh2(t)
) for
t > `2(ξ), we obtain∫
G
fξ(`(g))dg = −4pi
ξ2
∫ `2(ξ)
0
cosh(t)dt
+
4pi
ξ2
∫ `2(ξ)
`1(ξ)
2 sinh(t) cosh(t)√
sinh2(t)− ξ2
dt+O
(
1
sinh(`2(ξ))
)
=
4pi
ξ2
(
2
√
sinh2(`2(ξ))− ξ2 − sinh(`2(ξ))
)
+O
(
1
sinh(`2(ξ))
)
=
4pi sinh(`2(ξ))
ξ2
+O
(
1
sinh(`2(ξ))
)
= 2pi +O
(
1
ξ2
)
.
For the second statement, similarly∫
G
fξ(`(g))‖g‖−αdg = 2pi
∫ ∞
0
fξ(t)
sinh(t)
coshα/2(t)
dt
α
∫ `2(ξ)
0
f ′ξ(t) cosh
1−α/2(t)dt+
1
ξ2
 e
(1−α
2
)`2(ξ)
ξ2
+
1
ξ2
 ξ−α
as claimed. 
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We will also require the following estimate, recording how much fξ
changes under a small perturbation in `.
Lemma 2.32. Let δ ∈ (0, 1] and let `, `′ > 0 satisfy |`− `′| < δ. Then
for ξ > 1, we have
|fξ(`)− fξ(`′)| 

δ
ξ2
, ` < `1(ξ)− δ,√
δ
ξ2
, `1(ξ)− δ ≤ ` ≤ `1(ξ) + 1,
δ
ξ2
, `1(ξ) + 1 ≤ ` ≤ `2(ξ) + 1,
δ
sinh2(`)
, ` ≥ `2(ξ) + 1.
(2.33)
Proof. The derivative f ′ξ(`) blows up at `1 = `1(ξ), but away from that
point, a simple estimate using (2.30) gives
|f ′ξ(`)| 

1
ξ2
, ` < `1,
1
ξ2
√
δ
, `1 + δ < ` < `1 + 1,
1
ξ2
, `1 + 1 < ` < `2,
1
sinh2(`)
, ` > `2.
(2.34)
When ` ∈ (`1 − 2δ, `1 + 2δ) is close to the singular point, we use the
crude bound
|fξ(`)− fξ(`′)| ≤ |fξ(`1)− fξ(`1 − 3δ)|+ |fξ(`1 + 3δ)− fξ(`1)|.
The first term is bounded by O( δ
ξ2
). For the second term, using (1.13)
together with the estimates
cosh(`1 + δ) =
√
ξ2 + 1 +O(δξ), sinh(`1 + δ) = ξ +O(δξ),
we get that
|fξ(`1 + 3δ)− fξ(`1)| 
√
δ
ξ2
.
For the remaining cases, |` − `1| > 2δ, hence |`′ − `1| > δ, and we
can bound |fξ(`)−fξ(`′)| ≤ δ|f ′ξ(t)| with t between ` and `′. The result
follows immediately from (2.34). 
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3. Computing Volumes
In this section we asymptotically compute the volume of the region
RM(Q, ξ) in (1.27) to prove Proposition 1.28. Recall the notation in
(1.12) that A = cosh(`), B = sinh(`), and C = 2 sinh(`/2), where
` = `(M) as in (1.11). We first prove the following asymptotic formula.
Proposition 3.1. For M ∈ Γ,M 6∈ K, we have
vol(RM(Q, ξ)) = Q2
∫ 1
−1
|Jξ(y)|√
1− y2dy+O
(
‖M‖2Q2/3
(
1 +
1
ξ
)
+
ξ2
Q2
)
,
(3.2)
as Q→∞, where Jξ(y) ⊆ [0, 1] is the interval defined by
Jξ(y) :=
{
x ∈ [0, 1] : B
√
1− y2
ξ(A+By)
≤ x ≤ 1
A+By
}
. (3.3)
Proof. We may assume that
‖M‖ < Q2/3, (3.4)
for otherwise the estimate is trivial. We introduce a large truncation
parameter X in the range
5‖M‖2 = 10A < X < Q2, (3.5)
to be chosen later in (3.17), and let
R˜M(Q, ξ) := RM(Q, ξ) ∩ {g ∈ G : ‖g‖2 > X},
where RM is the region in (1.27). We then clearly have
vol(RM(Q, ξ)) = vol(R˜M(Q, ξ)) +O(X). (3.6)
Observe that in the KA+K coordinates (2.1), R˜M is left K-invariant,
that is, poses no restriction on θ. In the other coordinates, we use
(2.6)–(2.8) and Lemma 2.9 to parametrize the region as
X < 2 cosh t < Q2, (3.7)
2(A cosh t+B cos(ϕ) sinh t) < Q2, (3.8)∣∣∣∣ B sin(ϕ)A sinh t+B cos(ϕ) cosh t
∣∣∣∣ < tan( 2ξQ2
)
. (3.9)
Thus, recalling our normalization (2.29), we have
vol(R˜M(Q, ξ)) = 1
2pi
∫ pi
−pi
∫ ∞
0
∫ pi
−pi
χQ,ξ(t, ϕ) dθ sinh(t)dt dϕ
= 2
∫ pi
0
∫ ∞
0
χQ,ξ(t, ϕ) sinh(t)dt dϕ
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where χQ,ξ denotes the indicator function of the set of
(t, ϕ) ∈ [0,∞)× [−pi, pi)
satisfying (3.7)–(3.9). (The condition in ϕ is invariant under ϕ 7→ −ϕ
so we may multiply by 2 and integrate over ϕ ∈ [0, pi).)
Define new coordinates given by
x =
2 cosh(t)
Q2
, y = cos(ϕ). (3.10)
In these coordinates, the conditions (3.7)–(3.9) are equivalent to
X
Q2
< x < 1,
x (A+ yBz) < 1, (3.11)
and
B
√
1− y2
x |Az + yB| <
Q2
2
tan
(
2ξ
Q2
)
, (3.12)
where
z :=
√
1− 4
Q4x2
∈ (0, 1).
For any y ∈ [−1, 1] let J˜Q,ξ(y) denote the set of all x ∈ [ XQ2 , 1]
satisfying (3.11) and (3.12); then
vol(R˜M(Q, ξ)) = Q2
∫ 1
−1
|J˜Q,ξ(y)| dy√
1− y2 . (3.13)
Now for x ∈ J˜Q,ξ(y), we estimate
1− z ≤ 4
X2
, (3.14)
whence (3.11) can be replaced by
x <
1
A+ yBz
=
1
A+ yB
+
yB(1− z)
(A+ yBz)(A+ yB)
=
1
A+ yB
+O
(‖M‖6
X2
)
, (3.15)
where we estimated
A+Byz ≥ A−B ≥ 1
2A
= ‖M‖−2.
Next to replace (3.12), we use (3.5) and (3.14) to estimate
Az +By ≥ A−B − A(1− z) ≥ 1
2A
− 4A
X2
 1
A
.
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In particular, Az + By > 0, so we do not need the absolute values in
(3.12). Now start with the estimate
Q2
2
tan
2ξ
Q2
= ξ +O
(
ξ3
Q4
)
,
for the right hand side of (3.12), multiply both sides by x, divide by ξ,
and use √
1− y2
A+By
≤ 1,
to arrive at
x >
B
√
1− y2
ξ (Az + yB)
+O
(
ξ2
Q4
)
=
B
√
1− y2
ξ (A+ yB)
+O
(
ξ2
Q4
+
‖M‖6
ξX2
)
. (3.16)
Finally, combining (3.15) and (3.16), we obtain
|J˜Q,ξ(y)| = |Jξ(y)|+O
(
X
Q2
+
ξ2
Q4
+
‖M‖6
ξX2
)
,
where Jξ(y) is as defined in (3.3). Now to balance the error terms, we
take
X = ‖M‖2Q2/3, (3.17)
whence (3.5) is satisfied by (3.4) and taking Q large. Inserting these
estimates into (3.13) and (3.6) gives (3.2), as claimed. 
To prove Proposition 1.28, it remains to analyze the integral in the
main term of (3.2). (Note that ‖M‖ = √2 cosh `(M) ≥ √2, so the
ξ2/Q2 error term in (3.2) may be dropped.)
The length |Jξ(y)| is given explicitly by
|Jξ(y)| =

1− B
√
1−y2
ξ(A+By)
, if y ∈ I1(ξ),
1
A+By
− B
√
1−y2
ξ(A+By)
, if y ∈ I2(ξ),
0, if y ∈ I3(ξ),
where
I1(ξ) =
{
y ∈ [−1, 1] : B
√
1− y2
ξ(A+By)
< 1 ≤ 1
A+By
}
,
I2(ξ) =
{
y ∈ [−1, 1] : B
√
1− y2
ξ(A+By)
<
1
A+By
≤ 1
}
,
and I3(ξ) = [−1, 1] \ (I1 ∪ I2).
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Solving these inequalities, we get an explicit description for the in-
tervals I1(ξ) and I2(ξ).
Lemma 3.18. Let y = λ±(ξ) denote the roots of the quadratic equation
B2(ξ2 + 1)y2 + 2ABξ2y + A2ξ2 −B2 = 0, (3.19)
and if ξ ≤ B, then set y = α(ξ) to be the non-negative solution to
B
√
1− y2 = ξ. We then have that
I1(ξ) =

[−1, 1−A
B
], if B < ξ,
[−1, λ−(ξ)) ∪ (λ+(ξ), 1−AB ], if C < ξ ≤ B,
[−1, λ−(ξ)), if ξ ≤ C,
(3.20)
and
I2(ξ) =

[1−A
B
, 1], if B < ξ,
[1−A
B
,−α(ξ)) ∪ (α(ξ), 1], if C < ξ ≤ B,
(α(ξ), 1], if ξ ≤ C.
(3.21)
Proof. We analyze I1(ξ), the analysis of I2(ξ) being similar. The equa-
tion (3.19) corresponds to the boundary condition
B
√
1−y2
ξ(A+By)
= 1. This
quadratic equation in y is asymptotically positive, and has discriminant
4B2(B2 − ξ2),
so the roots λ±(ξ) are only real if B ≥ ξ. Thus if B < ξ, we only have
the restriction y ≤ 1−A
B
, giving the top line of (3.20).
When λ+(ξ) <
1−A
B
, we obtain the middle line of (3.20), with the
boundary condition λ+(ξ) =
1−A
B
being equivalent to
ξ2 = 2A− 2 = C2.
The bottom line of (3.20) is then immediate. 
We may now complete the
Proof of Proposition 1.28. We define
FM(ξ) :=
∫ 1
−1
|Jξ(y)| dy√
1− y2 ,
so that the main term of (3.2) is Q2FM(ξ). It is easy to see that
FM(ξ)→ 0 as ξ → 0, so it remains now to prove that
d
dξ
FM(ξ) = fξ(`(M)).
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We write explicitly
F (ξ) =
∫
I1(ξ)
(
1− B
√
1− y2
ξ(A+By)
)
dy√
1− y2
+
∫
I2(ξ)
(
1
A+By
− B
√
1− y2
ξ(A+By)
)
dy√
1− y2 ,
and compute the derivative in the three cases separately.
Case I: ξ < C. Here we have
F (ξ) =
∫ λ−(ξ)
−1
(
1− B
√
1− y2
ξ(A+By)
)
dy√
1− y2
+
∫ 1
α(ξ)
(
1
A+By
− B
√
1− y2
ξ(A+By)
)
dy√
1− y2 ,
and hence
F ′(ξ) =
(
1− B
√
1− (λ−(ξ))2
ξ(A+Bλ−(ξ))
)
λ′−(ξ)√
1− (λ−(ξ))2
−
(
1
A+Bα(ξ)
− B
√
1− α(ξ)2
ξ(A+Bα(ξ))
)
α′(ξ)√
1− α(ξ)2
+
1
ξ2
(ln(A+Bλ−(ξ))− ln(A−B)− ln(A+Bα(ξ)) + ln(A+B)) .
Note that λ±(ξ) and α(ξ) are the precise points where
B
√
1−(λ±(ξ))2
ξ(A+Bλ±(ξ))
= 1
and 1
A+Bα(ξ)
=
B
√
1−α(ξ)2
ξ(A+Bα(ξ))
, respectively. Thus the first two terms vanish,
giving
F ′(ξ) =
2
ξ2
ln(
A+B
A+
√
B2 − ξ2 ),
as claimed.
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Case II: C < ξ < B. Here we have
F (ξ) =
∫ λ−(ξ)
−1
(
1− B
√
1− y2
ξ(A+By)
)
dy√
1− y2
+
∫ 1−A
B
λ+(ξ)
(
1− B
√
1− y2
ξ(A+By)
)
dy√
1− y2
+
∫ −α(ξ)
1−A
B
(
1
A+By
− B
√
1− y2
ξ(A+By)
)
dy√
1− y2
+
∫ 1
α(ξ)
(
1
A+By
− B
√
1− y2
ξ(A+By)
)
dy√
1− y2 .
When taking derivatives, the contribution of the end points cancel out
as before, and we obtain
F ′(ξ) =
1
ξ2
(ln(A+Bλ−(ξ))− ln(A−B)− ln(A+Bλ+(ξ))
+ ln(A−Bα(ξ))− ln(A+Bα(ξ)) + ln(A+B))
=
2
ξ2
ln(
(A+B)(1 + ξ2)
(A+
√
B2 − ξ2)2 ),
as desired.
Case III: B < ξ. Now we have
F (ξ) =
∫ 1−A
B
−1
(
1− B
√
1− y2
ξ(A+By)
)
dy√
1− y2
+
∫ 1
1−A
B
(
1
A+By
− B
√
1− y2
ξ(A+By)
)
dy√
1− y2 .
Here the only dependence on ξ is in the integral and we get
F ′(ξ) =
1
ξ2
(ln(A+B)− ln(A−B)) = 2`
ξ2
.
We have now verified that the derivative F ′ agrees with fξ(`) away
from the potential points of discontinuity, but fξ is continuous (cf.
Remark 1.16) so we are done. This completes the proof of Proposition
1.28. 
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4. Relating the Counts to Volumes
The purpose of this section is to prove Proposition 1.29. While
the idea of the proof is more-or-less standard, the region RM(Q, ξ) in
(1.27) is not exactly well-rounded, resulting in a number of technical
obstructions which must be overcome before the method works.
First some preliminaries. We may certainly assume that
‖M‖ < Q(1−2Θ)/16, (4.1)
or else Proposition 1.29 is trivial.
Next, to address the issue of well-roundedness, we introduce a trun-
cation parameter
1 < X <
Q
20‖M‖ , (4.2)
and define
RM(Q, ξ;X) :=
{
g ∈ RM(Q, ξ) : ‖g‖ > QX
}
. (4.3)
The volume of the complement is clearly O
(
Q2
X2
)
.
Let δ > 0 be some small parameter and let δ1 be related to δ by
(2.11). Recall that the regions Bδ1 and Dδ are defined in (2.10) and
(2.17), respectively. Let R+M be the Bδ1 × Dδ-thickening of RM , that
is,
R+M(Q, ξ;X) := Bδ1 · RM(Q, ξ;X) ·Dδ. (4.4)
Similarly, let R−M be the set whose thickening is in RM ,
R−M(Q, ξ;X) :=
⋂
(h1,h2)∈Bδ1×Dδ
h1 · RM(Q, ξ;X) · h2 (4.5)
With the region RM slightly truncated, we can now prove the following
well-roundedness statement.
Lemma 4.6. With ξ > 0 fixed, there are constants c, c′ > 0, depending
on ξ and Γ, such that for
δ < c′‖M‖−2, (4.7)
we have
R+M(Q, ξ;X) ⊆ RM(Q(1 + cδ‖M‖2), ξ(1 + cδX2‖M‖4); 2X), (4.8)
and
RM(Q, ξ;X) ⊆ R−M(Q(1 + cδ‖M‖2), ξ(1 + cδX2‖M‖4); 2X). (4.9)
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Proof. Let g1 ∈ R+M(Q, ξ;X); then g1 = h−11 gh2 with g ∈ RM(Q, ξ;X),
h1 ∈ Bδ1 and h2 ∈ Dδ ⊂ Bδ1 . The assumptions ‖g‖ > Q/X and (4.2)
ensure that ‖g‖ > 20‖M‖, so we are in position to use Lemmata 2.12
and 2.20. Recall that c  1 is a constant which can change from line
to line, or even in the same line. Applying (2.21) gives
‖g1M‖2 < ‖gM‖2 + cδ‖g‖2‖M‖2 < Q2(1 + cδ‖M‖2)2,
so the thickening replaces Q by Q(1 + cδ‖M‖2).
By (2.13) and (2.15), we have,
‖g1‖2 = ‖g‖2(1 +O(δ))2,
and hence (4.7) gives
Q2(1 + cδ‖M‖2)2
(2X)2
<
Q2(1− cδ)2
X2
< ‖g1‖2 < Q2(1+cδ)2 < Q2(1+cδ‖M‖2)2.
Thus in thickening we may replace X by 2X.
Lastly, (4.2) and (4.7) ensure that
δ‖M‖4
‖g‖2 < c.
Then by (2.22), together with Lemma 2.9 (note that ‖g‖ > 20‖M‖ by
(4.2)–(4.3)), we have
|θg1 − θg1M | ≤ |θg − θgM |+ cδ
‖M‖4X2
Q2
<
2ξ(1 + cξ δ‖M‖4X2)
Q2
<
2ξ
Q2(1 + cδ‖M‖2)2 (1 + c δ‖M‖
4X2).
This proves (4.8), and the proof of (4.9) is similar. 
Now we follow a standard procedure to compute the cardinality of
Γ ∩RM(Q, ξ;X).
Proposition 4.10. Let ξ > 0 be fixed. Recall from (1.22) that Θ ∈
(0, 1
2
) is a spectral gap for Γ, and from (1.6) that VΓ is the co-volume
of Γ. Then for any M ∈ Γ, M 6∈ K, assuming (4.2) we have∣∣∣∣#Γ ∩RM(Q, ξ;X)− vol(RM(Q, ξ))VΓ
∣∣∣∣ (4.11)
ξ Q
2
X2
+Q(9+2Θ)/5X8/5‖M‖16/5 + ‖M‖2Q2/3,
as Q→∞.
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Sketch of the proof. Let δ > 0 be small enough that (4.7) is satisfied.
Let ψ1 = ψ1,δ be a spherical δ-bump function about the origin in G,
that is, ψ1 is smooth, non-negative,
∫
G
ψ1 = 1, ψ1(kgk
′) = ψ1(g) and
suppψ1 ⊂ Bδ1 . Also let ψ2 = ψ2,δ denote a (non-spherical) δ-bump
function supported on Dδ.
For j = 1, 2, let
Ψj(g) :=
∑
γ∈Γ
ψj(gγ),
so that Ψ1 ∈ L2(K\G/Γ) and Ψ2 ∈ L2(G/Γ). We can choose the bump
functions so that
‖Ψ1‖  1
vol(Bδ1)
1/2
 1
δ
, and SΨ2  1
δ
· 1
vol(Dδ)1/2
 1
δ3
. (4.12)
Here S is a first-order Sobolev norm, defined as follows. Fix a basis
X1, X2, X3 for the Lie algebra g = sl2(R); then SΨ = max
j=1,2,3
‖Xj.Ψ‖.
Given c > 0 from Lemma 4.6 with c′ small enough, let
δ2 := 1 + cδ‖M‖2  1, and δ3 := 1 + cδX2‖M‖4  X2‖M‖2.
(4.13)
Let F = FQ,ξ,X,M ∈ L2(K\G/Γ×G/Γ) be defined by
F(g, h) :=
∑
γ∈Γ
1RM (Qδ2,ξδ3;2X)(gγh
−1).
We will prove an upper bound on the cardinality of Γ ∩ RM(Q, ξ;X),
the lower bound being similar.
Using (4.9), an easy calculation shows that
#Γ ∩RM(Q, ξ;X) ≤ #Γ ∩R−M(Qδ2, ξδ3; 2X) ≤ 〈F ,Ψ1 ⊗Ψ2〉 ,
(4.14)
and that
〈F ,Ψ1 ⊗Ψ2〉 =
∫
RM (Qδ2,ξδ3;2X)
〈pi(g).Ψ2,Ψ1〉 dg, (4.15)
where pi is the left-regular representation on G.
To estimate the last integral, decompose each function as
Ψj =
1
VΓ
+ Ψ⊥j ,
where Ψ⊥j is orthogonal to constants. Recall the well-known decay of
matrix coefficients (see, e.g., [War72, CHH88, Sha99], and in particular,
[Ven10, §9.1.2]): for mean-zero functions F1, F2 ∈ L20(G/Γ), we have
〈pi(g).F1, F2〉  ‖g‖−1+2Θ SF1 · SF2, (4.16)
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where Θ is a spectral gap for Γ. We are being a bit crude here with the
Fj dependence in the error; as we are not trying to optimize exponents,
we opt for a cleaner statement than best known. That said, when an
Fj is K-fixed, then its Sobolev norm can be replaced by its L
2-norm.
Applying (4.16), we have
〈pi(g).Ψ2,Ψ1〉 = 1
VΓ
+O(‖g‖−1+2Θ‖Ψ1‖SΨ2) = 1
VΓ
+O
(
‖g‖−1+2Θ 1
δ4
)
,
by (4.12). Inserting this into (4.15) and (4.14) gives
#Γ ∩RM(Q, ξ;X) ≤ vol(RM(Qδ2, ξδ3; 2X))
VΓ
+O
(
1
δ4
Q1+2Θ
)
=
vol(RM(Qδ2, ξδ3))
VΓ
+O
(
Q2
X2
+
1
δ4
Q1+2Θ
)
,
(4.17)
where we crudely estimated RM(Qδ2, ξδ3; 2X) ⊂ B2Q.
Using the estimate in Proposition 1.28 for the volumes, with the
uniform in ξ error terms given in (3.2), we see that
| vol(RM(Qδ2, ξδ3))− vol(RM(Q, ξ))|
= Q2δ22
∫ ξδ3
ξ
fζ(`(M))dζ +Q
2(δ22 − 1)
∫ ξ
0
fζ(`(M))dζ
+Oξ(‖M‖2Q2/3) +O(‖M‖2(Qδ2)2/3(1 + 1/(ξδ3)) + (ξδ3/Q)2)
ξ Q2(δ3 − 1) +Q2(δ2 − 1) + ‖M‖2Q2/3 + X
2‖M‖2
Q2
 Q2δX2‖M‖4 + ‖M‖2Q2/3, (4.18)
where we used (4.7), (4.13), and (4.2).
Combining (4.17) with (4.18), we choose the optimal value
δ =
1
Q(1−2Θ)/5X2/5‖M‖4/5 .
It is easy to see from (4.1) that (4.7) is satisfied.
We thus obtain
#Γ ∩RM(Q, ξ;X) ≤ vol(RM(Q, ξ))
VΓ
+Oξ
(
Q2
X2
+ ‖M‖2Q2/3 +Q(9+2Θ)/5X8/5‖M‖16/5
)
.
The lower bound is proved similarly, concluding the proof of (4.11). 
We are finally in position to give a
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Proof of Proposition 1.29. We easily see that
#Γ ∩RM(Q, ξ) = #Γ ∩RM(Q, ξ;X) +O
(
Q2
X2
)
.
Combined with (4.11), we choose the optimal value
X =
Q(1−2Θ)/18
‖M‖8/9 .
Then (4.2) is satisfied by (4.1). We can also use (4.1) to bound
‖M‖2Q2/3 ≤ ‖M‖16/9Q(17+2Θ)/9,
and the claim follows immediately. 
Remark 4.19. For the generalization described in Remark 1.19 we need
to replace the regions RM(Q, ξ) by
R(I)N (Q, ξ) = {g ∈ RM(Q, ξ)|θg ∈ I},
and similarly RM(Q, ξ,X) by R(I)M (Q, ξ,X); when doing this the vol-
umes change by a factor of |I|. These new regions are no longer left
K-invariant, which requires a few small modifications to the proofs. In
particular, in the smoothing process, (4.5) and (4.4), we need to replace
Bδ1 by Dδ, and in Lemma 4.6 we also need to enlarge the interval I on
the left hand side by O(δ). Next, in the proof of Proposition 4.10 we
need both δ-bump functions to be non-spherical, resulting in a slightly
worse power saving for the error term. After these modification the
rest of the proof follows without a change.
30 DUBI KELMER AND ALEX KONTOROVICH
5. Bounding the Error E
Recall the notation in §1. In this section, we prove Proposition
1.30, estimating the “error” term EQ,T (ξ). Recall that this is half the
cardinality of the set
S =
{
(γ,M) ∈ Γ2 : ‖γ‖, ‖γM‖ ≤ Q, ‖M‖ ≥ T, |θγ − θγM | < 2ξ
Q2
}
.
It will be more convenient to return to γ′ = γM , renaming
S =
{
(γ, γ′) ∈ Γ2 : ‖γ‖, ‖γ′‖ ≤ Q, |θγ − θγ′ | < 2ξ
Q2
, ‖γ−1γ′‖ ≥ T
}
.
We first prove the following
Lemma 5.1. For 10 < Q1 < Q, and θ
′ ∈ [−pi, pi) fixed,
#
{
γ ∈ Γ : Q1 ≤ ‖γ‖ < 2Q1, |θγ − θ′| < 2ξ
Q2
}
ξ 1. (5.2)
Recall that the implied constant above, as throughout, may depend
on Γ without further notice.
Proof. Fix δ = δ(Γ)  1 sufficiently small that
(KA2δK) ∩ Γ = {1}.
Letting δ1 be related to δ by (2.11), recall the region Bδ1 ⊂ G defined
in (2.10).
Writing L for the left hand side of (5.2), we thicken each γ on the
right by Bδ1 , giving
L = 1
vol(Bδ1)
∑
γ∈Γ
Q1≤‖γ‖<2Q1,|θγ−θ′|< 2ξQ2
vol(γBδ1)
≤ 1
vol(Bδ1)
vol
{
g ∈ G : ‖g‖ ≤ 3Q1, |θg − θ′| ≤ cδ + 2ξ
Q21
}
,
where we used (2.13) and (2.14). It is elementary to compute that this
volume is ξ 1, giving the claim (since δ  1). 
We can now give a
Proof of Proposition 1.30.
Let (γ, γ′) ∈ S and write γ = kθatk and γ′ = kθ′at′k′, so that, as in
(2.7), we have
‖γ−1γ′‖2 = ‖a−tkθ′−θat′‖2
= 2(cosh(t− t′) cos2
(
θ − θ′
2
)
+ cosh(t+ t′) sin2
(
θ − θ′
2
)
.
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Since (γ, γ′) ∈ S, we have |θ − θ′| ≤ 2ξ
Q2
and 2 cosh t, 2 cosh t′ ≤ Q2,
whence
‖γ−1γ′‖2 = 2 cosh(t− t′) +Oξ(1).
Then for T ξ 1, the condition ‖γ−1γ′‖ ≥ T implies
2 cosh(t− t′) > 1
2
T 2.
Assuming t′ ≤ t, we can relax this even further to t′ < 2 log(Q/T ) + c
and t < 2 logQ.
Hence EQ,T (ξ) = 12#S  #S ′, where
S ′ :=
{
(γ, γ′) ∈ Γ2 : ‖γ‖ ≤ Q, ‖γ′‖  Q
T
, |θγ − θγ′ | < 2ξ
Q2
}
.
We sum γ′ on the outside, and break the γ sum dyadically:
#S ′ 
∑
γ′∈Γ
‖γ′‖Q
T
1 + ∑
10<Q1<Q
dyadic
#
{
γ ∈ Γ : ‖γ‖  Q1, |θγ − θγ′ | < 2ξ
Q2
}
ξ logQ
(
Q
T
)2
,
where we used (5.2). This completes the proof. 
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6. Proof of Theorem 1.9
The purpose of this section is to combine the ingredients in §§3–5 to
prove Theorem 1.9. Recall that
NQ( ξVΓ ) =
1
2
∑
M∈Γ
M 6∈K
#Γ ∩RM(Q, ξ).
For a parameter T to be chosen later, we use Proposition 1.30 to write
NQ( ξVΓ ) =
1
2
∑
M∈Γ
M 6∈K,‖M‖<T
#Γ ∩RM(Q, ξ) +Oξ
(
Q2
logQ
T 2
)
.
Applying Proposition 1.29 gives
NQ( ξVΓ ) =
1
2
∑
M∈Γ
M 6∈K,‖M‖<T
vol(RM(Q, ξ))
VΓ
+Oξ
(
T 34/9Q(17+2Θ)/9 +Q2
logQ
T 2
)
.
Next apply Proposition 1.28 to obtain
NQ( ξVΓ ) =
Q2
2VΓ
∑
M∈Γ
M 6∈K,‖M‖<T
∫ ξ
0
fζ(`(M))dζ +Oξ
(
T 34/9Q(17+2Θ)/9 +Q2
logQ
T 2
)
=
Q2
2VΓ
∑
M∈Γ
‖M‖<T
∫ ξ
0
fζ(`(M))dζ +Oξ
(
T 34/9Q(17+2Θ)/9 +Q2
logQ
T 2
)
.
Here we have dropped the error term O(T 4Q2/3) from Proposition 1.28,
which will be of lower order. Finally, use (1.17) to estimate∑
M∈Γ
‖M‖<T
∫ ξ
0
fζ(`(M))dζ =
∑
M∈Γ
∫ ξ
0
fζ(`(M))dζ +Oξ
(
T 2
1
T 4
)
,
whence
NQ( ξVΓ ) =
Q2
2VΓ
∑
M∈Γ
∫ ξ
0
fζ(`(M))dζ+Oξ
(
T 34/9Q(17+2Θ)/9 +Q2
logQ
T 2
)
.
Setting optimally
T = Q(1−2Θ)/52,
we obtain
NQ( ξVΓ ) =
Q2
2VΓ
∑
M∈Γ
∫ ξ
0
fζ(`(M))dζ +Oξ
(
Q2−
(1−2Θ)
26
+ε
)
,
thereby confirming (1.14) with the rate claimed in (1.23). The rest of
Theorem 1.9 follows immediately.
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7. Proof of Theorem 1.26
The purpose of this section is to prove that the pair correlation den-
sity g2(ξ) approaches 1 in the limit as ξ → ∞. To do this we observe
that g2(
ξ
VΓ
) is a multiple of an automorphic kernel
g2(
ξ
VΓ
) =
VΓ
2pi
Kξ(1, 1),
where
Kξ(g, h) =
∑
M∈Γ
fξ(`(gMh
−1)). (7.1)
As the authors of [BPZ13] observed, had the function fξ been smooth,
the Selberg (pre) trace formula would imply that
Kξ(1, 1) ∼ 1
VΓ
∫
G
fξ(`(g))dg,
and the result would follow by (2.27). The only difficulty is that the
function fξ in (1.13) is not differentiable at two points, so one can-
not apply the trace formula directly. Nevertheless, using a standard
smoothing and unsmoothing argument (similar to the proof of Propo-
sition 4.10), we show the following
Proposition 7.2. As ξ →∞ we have
Kξ(1, 1) =
1
VΓ
∫
G
fξ(`(g))dg +O
(
1
ξ(1−2Θ)/3
)
.
Proof. As in the proof of Proposition 4.10, let δ > 0 be a small param-
eter to be chosen later, and let δ1 be related to δ by (2.11). Let ψ = ψδ
denote a spherical bump function supported on Bδ1 , and let
Ψ(g) =
∑
γ∈Γ
ψ(gγ),
where, as in (4.12), we choose the bump function so that
‖Ψ‖  1√
vol(Bδ1)
 1
δ
.
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Note that for g, h ∈ Bδ1 we have `(gMh−1) = `(M)+O(δ) and using
Lemma 2.32 we see that
|Kξ(g, h)−Kξ(1, 1)| ≤
∑
M∈Γ
|fξ(`(M))− fξ(`(gMh−1))|

∑
‖M‖√ξ
√
δ
ξ2
+
∑
‖M‖ξ
δ
ξ2
+
∑
‖M‖ξ
δ
‖M‖4

√
δ
ξ
+ δ +
δ
ξ2

√
δ
ξ
+ δ.
Since ψ is supported on Bδ1 and has integral one, we have that
Kξ(1, 1) = 〈Kξ,Ψ⊗Ψ〉+O
(√
δ
ξ
+ δ
)
. (7.3)
On the other hand, unfolding as in (4.15), we obtain
〈Kξ,Ψ⊗Ψ〉 =
∫
G
fξ(`(g)) 〈pi(g)Ψ,Ψ〉 dg.
Decomposing Ψ = 1
VΓ
+ Ψ⊥ together with (4.16), namely that〈
pi(g)Ψ⊥,Ψ⊥
〉 ‖Ψ‖2‖g‖−1+2Θ  δ−2‖g‖−1+2Θ,
gives
〈Kξ,Ψ⊗Ψ〉 = 1
VΓ
∫
G
fξ(`(g))dg +O
(
δ−2
∫
G
fξ(`(g))‖g‖−1+2Θdg
)
=
1
VΓ
∫
G
fξ(`(g))dg +O
(
1
δ2ξ1−2Θ
)
(7.4)
where we used (2.28).
Finally, combining (7.3) and (7.4), with an optimal choice of
δ =
1
ξ(1−2Θ)/3
,
gives
Kξ(1, 1) =
1
VΓ
∫
G
fξ(`(g))dg +O(ξ
(2Θ−1)/3),
as claimed. 
Theorem 1.26 now follows immediately from Proposition 7.2 together
with (2.27).
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