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ABSTRACT
PAC-Bayesian algorithms and Gibbs posteriors are gaining popularity due to their robustness
against model misspecification even when Bayesian inference is inconsistent. The PAC-Bayesian
α-posterior is a generalization of the standard Bayes posterior which can be tempered with a pa-
rameter α to handle inconsistency. Data driven methods for tuning α have been proposed but are
still few, and are often computationally heavy. Additionally, the adequacy of these methods in cases
where we use variational approximations instead of exact α-posteriors is not clear. This narrows
their usage to simple models and prevents their application to large-scale problems. We hence need
fast methods to tune α that work with both exact and variational α-posteriors.
First, we propose two data driven methods for tuning α, based on sample splitting and bootstrapping
respectively. Second, we formulate the (exact or variational) posteriors of three popular statistical
models, and modify them into α-posteriors. For each model, we test our strategies and compare
them with standard Bayes and Grünwald’s SafeBayes [Grü12]. While bootstrapping achieves mixed
results, sample splitting and SafeBayes perform well on the exact and variational α-posteriors we
describe, and achieve better results than standard Bayes in misspecified or complex models. Addi-
tionally, sample splitting outperforms SafeBayes in terms of speed.
Sample splitting offers a fast and easy solution to inconsistency and typically performs similarly or
better than Bayesian inference. Our results provide hints on the calibration of α in PAC-Bayesian
and Gibbs posteriors, and may facilitate using these methods in large and complex models.
1 Introduction
1.1 Definition of the problem
Statistics aim to predict the distribution of some observations, and to predict future values. A particular approach to this
goal, Bayesian statistics, uses the observations and a prior on the parameters of their distribution to build a posterior
distribution that represents the information on the parameters. Although performing well in general, it has been shown
that Bayesian estimation can be inconsistent in some frameworks, especially when the model is complex [BSW+99]
or misspecified [Grü12]. A model is here said complex when it has many parameters. A generalization of Bayes
estimations have shown to possibly perform better in these setups, by tempering the likelihood with a tunable parameter
α. Although the theory has been considerably reviewed, practical implementations still are few. We propose new and
review existing methods for calibrating α, and compare their performances with the Bayesian framework on three
statistical models.
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1.1.1 Non-convergence of the Bayesian posterior
Most problems in supervised learning and statistics can be seen as the estimation of a parameter θ, where the bold
notation represents vectors and matrices. In Bayesian statistics, and more generally in the PAC-Bayesian framework
[McA99, Cat04, Alq08, Zha06, JT08], the parameters are represented with random variables. The prior information
on the parameters is encoded by a probability distribution pi0, that we simply call the prior. For observations X =
{X1, ..., Xn} i.i.d. in X from some unknown distribution P , a parameter space Θ of dimension d, a temperature
parameter α, and a risk function rn(θ), the Gibbs posterior is written as
piP (dθ)︸ ︷︷ ︸
Gibbs posterior
∝ exp [−α · rn(θ)]︸ ︷︷ ︸
empirical error
·pi0(dθ)︸ ︷︷ ︸
prior
. (1)
Note that the risk function rn(θ) is empirical because it depends on the observations X , although the dependency is
here omitted for readability. Alternatively, the computation of the Gibbs posterior can be seen as a minimization of
the objective function, itself proportional to the negative evidence lower bound (negative ELBO), over all probability
distributions S(Θ) (see [Cat04, ARC15] for examples),
piP (dθ) ∝ arg min
ρ∈S(Θ)
{
KL(ρ||piP )︸ ︷︷ ︸
objective
}
(2)
= arg min
ρ∈S(Θ)
{
α · Eθ∼ρ [rn(θ)] +KL(ρ||pi0)︸ ︷︷ ︸
negative ELBO
}
, (3)
whereKL denotes the KL (Kullback-Leibler) divergence. The objective function in (2) can be replaced by the negative
ELBO in (3) since they only differ by a term proportional to the evidence and independent of ρ. When the Gibbs
posterior is intractable, many methods are available, and we here use the variational approximation
p˜iP (dθ) ∝ arg min
ρ∈F
{
α · Eθ∼ρ [rn(θ)] +KL(ρ||pi0)
}
where F is a family of probability distribution that we consider tractable [AR17].
The most common use of the formula (1) is a special case in which we define a loss function ` : θ×X 7→ R+ and the
generalized error function
R(θ) = EX∼P [`(θ, X)] .
Using the observed data only, the generalized error is estimated by the empirical error function as
rn(θ) =
1
n
n∑
i=1
`(θ, Xi), (4)
and can be plugged back into equation (1) to compute the prevision error. In the two equations above, X is one
observation vector from P , and Xi are columns vectors of the design matrix X . The vectors are here not written in
bold notation which is kept for the design matrixX only. A motivation for using the empirical error is that
EX∼P [rn(θ)] = R(θ).
Let (pθ)θ∈Θ be a parametric family of probability distribution functions. By choosing the risk as in (4) with `(θ, Xi) =
− log pθ(Xi) and subsequently fixing α = n, we get a special case of the Gibbs posterior that is the usual Bayesian
posterior, and obtain the memorable form of the Bayes’ theorem [GBLLJ16]
piP (dθ)︸ ︷︷ ︸
posterior
∝
n∏
i=1
pθ(Xi) · pi0(dθ) = L(θ,X)︸ ︷︷ ︸
likelihood
·pi0(dθ)︸ ︷︷ ︸
prior
. (5)
It is often taken for granted that the above Bayesian posterior converges in some sense to the delta function centered
on the optimal choice θ∗ := minθ R(θ) when n → ∞. However, [BSW+99] has shown that this is not true in
general. Some assumptions are necessary to be able to prove the consistency of Bayesian inference, these conditions
are stated in [vdV00]. More specifically, the Bayesian posterior sometimes leads to poor estimations when the model is
misspecified with the data, as Bayes does not generally tends to focus on posterior distributions whose KL-divergence
to P are minimal [GvO14, RSM15, Mas19]. Even when the usual Bayes approach is consistent, it might be that
changing the value of α might improve things. It is hence a focus to explore alternatives to the posterior (5).
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1.1.2 The α-posterior
In recent years, a different special case of the Gibbs posterior distribution has been discussed [Zha06, Grü07, Gue19],
in which the risk function is taken as in (4) and where the temperature parameter α is this time kept as a tunable
parameter. This corresponds to adding an exponent term α/n to the likelihood in (5). We call this new term the
tempered likelihood. This allows the computations to adjust the relative weight given to the prior and the likelihood.
The Gibbs posterior from (1) and (3) can be rewritten as
piα(dθ)︸ ︷︷ ︸
α-posterior
∝ L(θ,X)α/n︸ ︷︷ ︸
tempered likelihood
·pi0(dθ)︸ ︷︷ ︸
prior
. (6)
The value piα(dθ) is often denominated as the α-generalized posterior or simply α-posterior [GvO14, JT08], and
the parameters of the α-posterior are denoted ΩP (α) and are themselves functions of α. In that sense, the Bayesian
posterior (5) is a special case of the α-posterior (6) where α = n, and the α-posterior is itself a special case of the
Gibbs posterior (1) where rn(θ) is as in (4). [GvO14, Grü16] show that there exists a scalar βmax > 0 such that
∀β ∈ (0, βmax), we have pinβ(dθ)→n→∞δ(θ∗). In other words, when the Bayesian posterior does not converge,
taking α = nβ for some β small enough will fix things.
Additionally, even when the Bayesian posterior does converge to the delta function (when βmax > 1), it might still
be that taking α 6= n will improve performance. Values of α 6= n may produce an α-posterior that converges faster
to P than the Bayesian posterior. In this work, we analyse existing and propose new methods that we call strategies,
aiming to find values of α achieving this goal.
Figure 1: Variation of the α-posterior as α/n grows larger, where pi0 ∼ N (0, 1), d = 1 and n = 50 of observations is available.
The Bayesian posterior is the one shown on line α/n = 1.
A comprehensive visualization of the influence of α on the α-posterior is shown in figure 1. Bell curves representing
Gaussian distributions are plotted for increasing values of α/n on the vertical axis, in a so called joyplot fashion
[Tac17]. When α is small, the α-posterior is mostly computed from the prior, and hence resembles a flat, poorly
informative standard Gaussian distribution. As α gets larger, the observations gain more influence on the α-posterior,
which starts to concentrate around the maximum likelihood estimate (MLE) of the parameter θ. When α→∞, the α-
posterior becomes a zero variance delta function centered on the MLE. More details can be found for each model in the
appendices. For a given modelM and observationsX , one can write the bias-variance tradeoff minimization [GBD92]
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as
arg min
α
R(θ) = arg min
α
{
BiasX [M(α)]2 + VarX [M(α)]
}
.
The bias of an α-posterior is here the absolute difference between the true θ and the mean of the α-posterior. One
remarks that when n is small, the MLE may be a poor estimate of the true θ, and have a large bias. Small values of α,
such as in this case α/n ≈ 0.8, can achieve a zero bias, but instead display a larger variance. The optimal bias-variance
tradeoff hence lies between these two values, but is not necessarily equal to the Bayesian choice.
1.2 Methodology
In some models, the α-posterior is available explicitly. When this is not the case, several sampling techniques
have been proposed [Gue19], including MCMC methods [TZGZ13]. Other methods include stochastic optimiza-
tion [CAAK19, Lon17], or variational approximation [ARC15]. In this work, we consider models where the α-
posterior is available explicitly and other models where it is not, in which case we use a variational approximation.
We then apply our algorithms on each model regardless of if a variational approximation was used in the α-posterior
or not.
1.2.1 Optimizing over α
Before describing the strategies for choosing α, we need a measure of the quality of a given α for one model. We
hence define the expected generalization error, or just generalization error, as
R(α) := Eθ∼piα [R(θ)] (7)
and our objective is
α∗ = min
α
R(α). (8)
This value is typically non available in practice, as the generalized error R requires to know the distribution P . This
value is a lower bound to what strategies can achieve in the best case, as it computes the risk of the unknown optimal
α∗s. The generalization error is lower bounded by the minimal prediction error
min
θ
R(θ)
which corresponds to the risk computed with smallest possible prediction risk achievable.
A naive proposal to compute α∗ would have been to alternatively maximize (3) over piα and α as
arg max
α
max
piα
Eθ∼piα [−αrn(θ)]−KL(piα(θ)||pi0(θ))︸ ︷︷ ︸
ELBO
.
However, such a method would lead to choosing α = 0 and piα = pi0 as the optimal solution each time. Instead, to
find the theoretical optimal value of α, we run a two-step procedure{
maxpiα ELBO with fixed α
use a strategy to choose α.
(9)
Some strategies to choose α discussed below.
1.2.2 The overfitting problem
When approximating the generalization error with the empirical error, the size n of the observations dataset is typically
small, we must hence be careful with overfitting. Computing the empirical error and the α-posterior over the same data
will likely lead to overfitting. In that situation, minimizing the empirical error will boil down to choosing α as large as
possible, since the empirical error is computed on the same dataset as the α-posterior. To illustrate that phenomenon,
we plot the curves of the generalization error and the empirical error for all αs between 0 and some maximum value.
In simple models where overfitting hardly occurs, both curves will typically look similar and decreases as α increases.
But as the model becomes more complex, the optimal α will rather lay close to the value chosen by the Bayesian
posterior, and the curve will increase on both directions around the minimum. One can observe that effect in figure
2. Alternatively, by "training" the α-posterior over some data and "testing" the empirical error over some different
data, a good strategy can avoid overfitting and find a non-trivial minimal α. More details on overfitting can be found
in [MNPR06].
In summary, we define a good strategy as being able to
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Figure 2: Generalization error (in green), and empirical error (in red). Overfitting here occurs with a model trained on a small
dataset of size n = 40. The Bayesian choice of α/n = 1 is close yet not equal to the minimum of the generalization error.
• find a value of α associated to a risk as close as possible to the generalization error’s minimumR(α∗),
• perform well on exact and variational posteriors.
We now summarize existing and new strategies for computing such an α.
1.2.3 Existing strategies
We use three existing strategies in our comparison: standard Bayes, the naive strategy minimizing the empirical error,
as well as the recent SafeBayes strategy which is robust against misspecification.
Bayes As described above, the standard Bayesian "strategy" chooses α = n, regardless of the model nor the data. It
gives the same weight to the likelihood and to the prior.
Naive The naive strategy uses all the observed data for computing both the α-posterior (6) and the empirical error
(4). We minimize
Eθ∼piα [rn(θ)] .
This corresponds to minimizing the red curve in figure 2. Since the posterior exactly matches the data, this strategy is
very confident and always chooses the maximum authorized value for α, giving the maximum weight to the likelihood.
In simple models, this results are accurate, as typically no overfitting occurs. However, in more complex models, the
generalization error may show a clear minimum over α and taking the larger authorized value is no longer viable.
SafeBayes This strategy was proposed in [Grü12] as a possible solution to learning from a misspecified model, with
which the traditional Bayes strategy typically behaves poorly.
1.3 Our contribution
We propose two strategies to compute α and compare them with the existing strategies presented above. In models
where the generalization error and its estimates are tractable, they can be minimized explicitly. When it is not tractable,
a gradient descent algorithm is used, in which case we use the closed-form gradient
∂
∂α
E
θ∼pi(λ)α
[
r(ν)n (θ)
]
= −Cov
θ∼pi(λ)α
[
r(λ)n (θ), r
(ν)
n (θ)
]
, (10)
where the α-posterior is computed with a dataset (λ) and the empirical error with a dataset (ν). A proof can be found
in the second chapter of this work, along with more details about all strategies.
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1.3.1 Proposed strategies
Sample splitting The sample splitting is a two-fold strategy that tries to tackle the overfitting issue by training the
α-posterior (6) over the first half (1) of the observations only, and to compute the empirical error (4) over the second
half (2). We hence minimize the generalization error estimate
E
θ∼pi(1)α
[
r(2)n (θ)
]
.
The strategy is hence expected not to overfit in general and to choose a smaller α than the naive strategy.
Bootstrapping The second strategy proposed uses the bootstrap theory, whereby a new dataset X˜ is created by
uniformly drawing n values fromX with replacement. We then first compute the α-posterior with X˜ , and second the
empirical error simply with the dataX:
Eθ∼piα˜ [rn(θ)] , where piα˜(dθ) ∝ L(θ, X˜)α/n · pi0(dθ).
This generalization error estimate is computed many times with different random draws from the observations, that
we average together in order to reduce the noise before minimizing.
As said before, all strategies we analyze in this paper estimate the generalization error R(α) from the observed data,
and minimize the estimates.
1.3.2 Evaluating the strategies on statistical models
We test the strategies over three statistical models: the linear regression with known and unknown variance, and
the logistic regression. For each model, we derive and specify a closed-form formula for the α-posterior (exact or
variational) and of its parameters, as functions of α. We subsequently compute a formula for the generalization error
(closed-form or approximated) that we adapt into the strategies in order to obtain formulae for the estimates of the
generalization error, as described in the next chapter. We then run the strategies on the models using the computed
α-posterior and generalization error estimate, and compare their risks.
In the linear regression with known and unknown variance, we aim to compare the behaviour of the strategies when
different types of misspecification exist between the data and the model. In the logistic regression, we do not have
an explicit α-posterior available, so we use variational approximations. In this case, there is no reason for (10) to
hold. However, we still use our strategies relying on (10) and check how they perform. We compare two variational
approximations of the α-posterior.
1.3.3 Summary of the results
Most of the work done in this thesis was to practically implement the strategies and the statistical models. A general
optimization scheme was written in Python to find the best α with each strategy for an arbitrary model. Many
simulations were then run on each of the three models with different datasets. Then, box-plots and error curves were
created to compare the performances of each strategy. We observe the following main results:
In complex or misspecified models, the sample splitting and SafeBayes strategies perform the best. Both strate-
gies usually are similarly successful at estimating α∗. The sample splitting is faster to compute than SafeBayes. The
bootstrap strategy gives mixed results, performing better when a large number of observations are available. Bayes
typically performs worse than sample splitting and SafeBayes. In such models, either βmax < 1 and Bayes will
not converge, either sample splitting and SafeBayes are faster in convergence than Bayes for the given n. The naive
strategy always chooses the maximal α and performs worse than all other strategies.
In simple well-specified models, all strategies perform similarly. Since overfitting hardly occurs, all strategies
choose an α/n close to the maximum allowed value, expect Bayes which takes α/n = 1. Bayes hence scores almost
imperceptibly worse than the other strategies, as the generalization error is very flat and decreases slowly as α/n
increases. The naive strategy is here performing well.
The strategies are empirically successful on sufficiently accurate logistic regression variational α-posteriors.
Although the proposed closed-form gradient formula briefly described above has been proven to work on exact
α-posteriors only, the strategies perform similarly well on sufficiently accurate variational α-posteriors. More
generally, the structure of the likelihood does not seem to affect the performance of the strategies, and mostly the
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Figure 3: Sample splitting’s (left) and Bayes’ (right) predictive polynomial curves of a function f .
Figure 4: Comparison of the achieved risks for each strategy in the linear regression model.
number of parameters and the nature of the dataset have an influence.
To illustrate our results, in figure 3, we compare the prediction curves returned by the sample splitting and Bayes in a
polynomial regression model. They are computed from a set of noisy observations whose variance is misspecified and
assumed to be too small. The sample splitting is better at estimating the function and shows reasonable smoothness
and uncertainty, while Bayes is too confident and overfits the data. In figure 4, we compare the risks achieved by
the strategies in a linear regression model on 30 repetitions of the experiment. The sample splitting and SafeBayes
achieve the lowest risk and fall close to the minimum of the generalization error.
The second chapter of this work lists and describes each strategy in more detail, the third chapter describes the ex-
perimental statistical models and the results obtained, while the fourth chapter concludes the work. The detailed
computations of each formula are explicitly detailed in the appendices of this work. Finally, all the code used to
compute the experiments is available at https://github.com/lucieperrotta/temperature_calibration.
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2 Strategies
In this chapter, we give a more in-depth explanation of each strategy with both a mathematical description and a
pseudo-code implementation. A strategy is a function of the form
Strategy(X,M) 7→ α
where X is the dataset generated from an unknown distribution P , and M the model to be fitted on the data
(containing the hyperparameters). Note that the value of α/n is bounded in the interval B, typically [0, 3], as
larger values of α follow a similar behaviour and do not represent an interest to us. In the following, the clipping
of the returned α value within the bounds is omitted for readability. Note that each strategy may have a different
implementation depending on the complexity of the model, and different approximations may be used accordingly.
We analyze the performance of the strategies by computing the generalization error R(αˆ) using the value αˆ returned
by the strategy. The lower the error the better the performance of the strategy. As mentioned before, all strategies will
perform at best as good as the lower bound (7), and the closer they are to that lower bound, to more accurate their
generalization error estimator is.
2.1 Bayes
The Bayesian strategy is the simplest, as it does not depend on the model nor the values of the data, and bases its
choice uniquely on the size of the data. The mathematical function can be simply written as
Bayes(X,M) = |X|
where the value |X| = n is the size of the observations’ dataset.
The pseudo-code implementation is as follows:
Algorithm 1: Bayes strategy
function Bayes(X,M):
α = |X|
return α
This strategy is prone to overfitting by taking too large values of α when the model is misspecified.
2.2 Sample splitting
In the sample splitting strategy, we first split the dataset X into two halves, named X(1) and X(2) respectively. We
then compute the empirical risk of each half as
r(1)n (θ) =
1
(n/2)
n/2∑
i=1
`(θ, Xi),
r(2)n (θ) =
1
(n/2)
n∑
i=1+n/2
`(θ, Xi),
where ` is the loss function specific to the modelM, typically the negative log likelihood. Then, an α-posterior pi(1)α
is computed using the first batch uniquely. When pi(1)α is computable in closed-form for a given modelM, we use
pi(1)α (dθ) = exp
[
−αr(1)n (θ)
]
︸ ︷︷ ︸
tempered likelihood
·pi0(dθ)︸ ︷︷ ︸
prior
where the superscript ·(1) has been kept to emphasize the use of the first half only, and where the prior pi0 has tunable
hyperparameters. When no closed-form is available, we use a variational approximation.
Next, we define the following estimate of the generalization error
Rˆ(α) := E
θ∼pi(1)α
[
r(2)n (θ)
]
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which we have to minimize. Rˆ is available in closed-form when the empirical risk computed for the model M is
simple enough to explicitly compute the expectation of all the occurrences of θ in it. In this case, Rˆ becomes a
function of the parameters Ω(α) of the α-posterior and we can simply run an automatic minimization algorithm over
Rˆ to find its minimum (where no gradient function is needed). When no closed-form is available, we approximate Rˆ
using Monte-Carlo (MC) as
Rˆ MC≈ RˆMC(α) := 1
mc
mc∑
i=1
r(2)n (θi), θi ∼ pi(1)α ∀i
where mc is the number of MC samples and is chosen large, and where a new value of θ is sampled for each index
of the sum. In this case, directly optimizing over RˆMC is hard, as the function is now noisy because of the MC
approximation. Having a closed-form of the gradient of Rˆ instead allows us to run a gradient descent algorithm to
optimize the function. We hence propose
Proposition 1. For the exact α-posterior pi(1)α , we have
∂
∂α
E
θ∼pi(1)α
[
r(2)n (θ)
]
= −Cov
θ∼pi(1)α
[
r(1)n (θ), r
(2)
n (θ)
]
.
The proof of this proposition can be found in the appendix (A.1). We can again approximate this value using MC,
∂Rˆ
∂α
MC≈
(
∂Rˆ
∂α
)
MC
= − 1
mc
mc∑
i=1
[r(2)n (θi) · r(1)n (θi)]
+
1
(mc)2
mc∑
i=1
[r(2)n (θi)] ·
mc∑
i=1
[r(1)n (θi)],θi ∼ pi(1)α ∀i.
We then run a SGD algorithm using
(
∂Rˆ
∂α
)
MC
as the gradient.
Thus, we obtain the following mathematical function
SampleSplit(X,M) =

arg minα Rˆ(α)
when Rˆ is available in closed-form for modelM,
α∗, the output of the SGD with α := α− η ·
(
∂Rˆ
∂α
)
MC
when Rˆ is not available in closed-form for modelM.
where η is an adaptive learning rate parameter. This translates the to pseudocode
Algorithm 2: Sample splitting strategy
function SampleSplit(X,M):
r
(1)
n (θ) =
1
(n/2)
∑n/2
i=1 `(θ, Xi); r
(2)
n (θ) =
1
(n/2)
∑n
i=n/2+1 `(θ, Xi)
compute the parameters ΩP (α) of the posterior
compute pi(1)α = exp
[
−αr(1)n (θ)
]
· pi0(dθ) using ΩP (α)
ifM has an available closed-form function Rˆ then
compute Rˆ(α) = E
θ∼pi(1)α
[
r
(2)
n (θ)
]
using ΩP (α)
return minα Rˆ using any optimizer
else
while SGD has not converged do
sample mc values of θ from pi(1)α
update α := α− η ·
(
∂Rˆ
∂α
)
MC
return α
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2.3 Naive
The pipeline of the computation is essentially the same, with the only difference being that the whole dataset X is
used two times instead ofX(1) andX(2) respectively, in all the computations. The estimate Rˆ(α) hence becomes
Rˆ(α) := Eθ∼piα [rn(θ)]
and its derivative
∂Rˆ
∂α
(α) = −Covθ∼piα [rn(θ), rn(θ)] = −Varθ∼piα [rn(θ)] (11)
which is obviously negative. This means that the naive strategy will take α as large as possible. The formulation of
the mathematical function and the pseudocode are simply computed by applying the same replacement and are hence
omitted here. As mentioned in the introduction, the value of Rˆ is both computed and sampled from X , which can
be seen as training and testing the modelM on the same data. Hence, the data is a perfect predictor of itself and the
model tends to overfit. The naive strategy gives importance to the data through the likelihood rather than to the prior,
and returned values of α will always be equal to the upper bound B.
2.4 Bootstrapping
The bootstrapping strategy uses the bootstrap theory presented in [Efr79]. Assuming that we have no information
about P , we use the MC-bootstrap algorithm for case resampling to generate a new bootstrap dataset as
X˜ := (X˜1, . . . , X˜n)
where each X˜i is drawn uniformly from X with replacement. The pipeline is similar to the sample splitting, except
that each computation is done boot different times, using iteratively boot different X˜(b) datasets where b ∈ (1, boot),
with datasetX , and are averaged together in a MC fashion. We typically set boot ∼ 1000.
The pipeline is as follows. First, the empirical risk rn is computed for the datasetX , as well as the empirical risks r˜(b)n
for each of the boot datasets X˜(b).
rn(θ) =
1
n
n∑
i=1
`(θ, Xi),
r˜(b)n (θ) =
1
n
n∑
i=1
`(θ, X˜
(b)
i ).
Then, the α-posterior
p˜i(b)α (dθ) = exp
[
−αr˜(b)n (θ)
]
︸ ︷︷ ︸
tempered likelihood
·pi0(dθ)︸ ︷︷ ︸
prior
is computed for each bootstrap dataset X˜(b). The generalization error estimate Rˆ is then computed boot times with
the datasetX as
Rˆ(b)(α) := E
θ∼p˜i(b)α [rn(θ)]
as well as its derivative, either in explicit form when available, or using the MC approximation otherwise. The values
obtained from the derivative (there is a number boot of them) are then averaged together, and this new value Ψ is used
in an SGD algorithm,
Ψ =
1
boot
boot∑
b=1
∂
∂α
Rˆ(b)(α)
ΨMC =
1
boot ·mc
boot∑
b=1
mc∑
i=1
∂
∂α
rn(θi), θi ∼ p˜i(b)α .
Indeed, due to the noisy nature of the MC-bootstrap averaging, a direct optimization over one noisy computation of
Rˆ(b)(α) would be biased, and hence the SGD alternative is always preferred, unlike the sample splitting strategy.
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The mathematical function therefore reads
Bootstrap(X,M) =

α∗, output of the SGD with α := α− η ·Ψ
when ∂Rˆ
(b)
∂α is available in closed-form for modelM,
α∗, output of the SGD with α := α− η ·ΨMC
when ∂Rˆ
(b)
∂α is not available in closed-form for modelM.
The equivalent pseudocode is
Algorithm 3: Bootstrapping strategy
function Bootstrap(X,M):
rn(θ) =
1
n
∑n
i=1 `(θ, Xi)
while SGD has not converged do
for b = 1 to boot do
draw a new X˜(b) = (X˜1, . . . , X˜n) uniformly fromX
r˜
(b)
n (θ) =
1
n
∑n
i=1 `(θ, X˜
(b)
i )
compute p˜i(b)α = exp
[
−αr˜(b)n (θ)
]
· pi0(dθ)
ifM has an available closed-form function ∂Rˆ(b)∂α then
compute ∂Rˆ
(b)
∂α
else
sample mc values of θ from p˜i(b)α
compute numerically
(
∂Rˆ(b)
∂α
)
MC
compute the average Ψ or ΨMC
update α := α− η ·Ψ or α := α− η ·ΨMC
return α
2.5 SafeBayes
The SafeBayes strategy is implemented as it was proposed by Peter Grünwald in [Grü12, GvO14] as a robust strategy
against misspecification in models where an exact posterior is available. The approach of this strategy is to compare
the score of many subsets of the datasetX . We first consider the empirical risk function up to observation t
r(t)n (θ) =
1
t
t∑
i=1
`(θ, Xi)
where the dataset X is only evaluated from its first up to its t-th observation. Note that the superscript ·(t) is here a
scalar parameter of the risk function. Similarly, we compute the α-posterior up to observation t as
pi(t)α (dθ) = exp
[
−αr(t)n (θ)
]
pi(dθ).
We now define the expected loss up to observation t, where the observation t+ 1 is predicted by a posterior trained on
observations 1 to t as
E(α, t) := E
θ∼pi(t)α [`(θ, Xt+1)] .
All expected losses for values of t ∈ {1, ..., n− 1} are finally summed up together to obtain a function of α only:
S(α) :=
n−1∑
t=1
E(α, t).
Grünwald denotes this function as the posterior-expected posterior-randomized loss (PEPRL) of predicting the next
observation. He observes that this strategy tends to select small values of α, and we may expect it to underestimate α∗
rather than the contrary.
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While Grünwald proposes this strategy for models where all computations are available in closed-form, we extend the
strategy to more complex models where E may not be available in explicit form and hence approximated with MC,
as well as the α-posterior which we can estimate using variational inference. As stated before, complex models lead
to noisy functions which are hard to optimize, and we instead compute the derivative of the expected loss in a very
similar fashion to the sample splitting strategy by slightly modifying proposition (1) into the proposition
Proposition 2. For the exact α-posterior pi(t)α , we have
∂E
∂α
(α, t) = −Cov
θ∼pi(t)α
[
`(θ, Xt+1), r
(t)
n (θ)
]
.
The proof is very similar to that of proposition (1) and is hence omitted. This following formula follows by linearity
of the derivation
∂S
∂α
(α) :=
n−1∑
t=1
∂E
∂α
(α, t).
Finally, a MC approximation
(
∂S
∂α
)
MC is used inside an SGD optimizer.
The strategy can be summarized as
SafeBayes(X,M) =

arg minα S(α)
when E is available in closed-form for modelM,
α∗, output of the SGD with α := α− η · (∂S∂α)MC
when E is not available in closed-form for modelM.
Algorithm 4: SafeBayes strategy
function SafeBayes(X,M):
for t = 1 to n− 1 do
r
(t)
n (θ) =
1
t
∑t
i=1 `(θ, Xi)
compute the parameters ΩP (α) of the posterior
compute pi(t)α = exp
[
−αr(t)n (θ)
]
· pi0(dθ) using ΩP (α)
compute E(α, t) = E
θ∼pi(t)α [`(θ, Xt+1)] exactly or using MC
ifM has an available closed-form function E then
compute S(α, t) = ∑n−1t=1 E(α, t)
return arg minα S(α) using any minimizer
else
while SGD has not converged do
sample mc values of θ from pi(t)α
update α := α− η · (∂S∂α)MC
return α
3 Experimental results
In this chapter, we compare the performance of the strategies over three statistical models: the linear regression with
known and unknown variance, and the logistic regression. For each model, we first explicitly compute the different
functions needed to run each of the strategies. We then run the strategies over the models with different data settings,
noise distributions, and number of parameters, in order to analyze the effects of misspecification and model size
on each strategy. We draw boxplots summarizing the results of 30 repetitions of the experiment. Next to the five
strategies boxplots, we also create a sixth boxplot for the minimal value of the optimal generalization error R(α∗) on
the right, used as a lower bound to what strategies can perform.
As explained in the previous chapter, each strategy is implemented differently according to the statistical model. In the
linear regression with known and unknown variance, the posterior is available in closed-form. For naive, sample split-
ting and SafeBayes strategies, the estimate of the generalization error is computed exactly and is a smooth function of
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α that can be optimized efficiently using a automatic minimization algorithm such as scipy.optimize [VGO+20],
which does not require to explicitly compute the gradients of the function. The bootstrapping strategy, in contrast,
needs to average many computations of the generalization error in a MC fashion, giving a noisy estimate of the
generalization error. Automatic minimization algorithms typically perform poorly on noisy functions, so we instead
use the proposition (1) to compute an explicit gradient that we use in a SGD algorithm. In the logistic regression,
the α-posterior is approximated with variational inference, and the generalization error has no closed-form. It is
hence approximated with MC and becomes noisy for all strategies, and the SGD algorithm is always used. The
implementation choices are summarized in table 1.
Exact α-posterior Variational α-posterior
Exact Rˆ
scipy.optimize
Linear regression:
Naive,
sample splitting,
SafeBayes
MC approximated Rˆ
SGD with (1)
Linear regression:
Bootstrapping
Logistic regression:
Naive,
sample splitting,
bootstrapping,
SafeBayes
Table 1: Backbone implementation of the strategies depending on the model.
3.1 Linear regression with known variance
3.1.1 Model setup
The first model we analyze is the Bayesian linear regression with known fixed variance. In this model, the dataset X
is composed of input-output tuples Xi = (Zi, Yi) generated as follows:
Yi = Z
>
i θ + εi, εi ∼ N (0, σ2)
where Yi is a scalar, Zi is a vector of size d×1, and θ is a parameter vector of dimension d×1. εi is a scalar Gaussian
additive noise with a known fixed variance σ2. This can be rewritten in vector notation as
Y = θZ + ε
where Z is a matrix of dimension n × d whose lines are transposed versions of Zi of size d × 1, and Y and ε are
vectors of dimension n× 1.
The likelihood of this model is
L(θ,X) =
(
1√
2piσ2
)|X|
exp
{
− 1
2σ2
(Y −Zθ)>(Y −Zθ)
}
∝ exp
{
− 1
2σ2
(Y −Zθ)>(Y −Zθ)
}
and we define the loss function to be the negative log likelihood
`(θ, Xi) =
(Yi − Z>i θ)2
2σ2
.
Additionally, we choose the prior to be Gaussian,
pi(dθ) ∼ N (µ0,S0)
where Ω0 = (µ0,S0) are tunable hyperparameters, the mean vector and the full covariance matrix of the Gaussian
distribution. We typically set them to
µ0 = 0
S0 = Id.
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Using this as well as the closed-form formula for the linear regression’s Bayesian posterior [Bis06,AA18,Ban19], we
can find an explicit conjugate Gaussian α-posterior
piα(dθ) ∼ N (µP ,SP ) , (12)
where the parameters ΩP (α) are
SP =
(
α
σ2|X|Z
>Z + S−10
)−1
µP = SP
(
α
σ2|X|Z
>Y + S−10 µ0
)
.
All the complete derivations of the results can be found in the appendix B. Note that the other strategies’ posteriors
pi
(1)
α and pi
(t)
α are computed similarly, using their respective datasetsX(1) andX(t) in the calculations.
3.1.2 Datasets generation
We analyze the performance of the strategies of the linear regression model with three different settings:
1. Well specified linear regression
Yi = θZi + εi, εi ∼ N (θ, σ2)
2. Gaussian mean estimation
Yi = θ + εi, εi ∼ N (θ, 1)
where θ is scalar
3. Polynomial regression
Yi = f(ζi) + εi, εi ∼ N (θ, σ2)
where f is a smooth function, ζ is a n× 1 vector, and σ2 is misspecified.
The Gaussian mean estimation case is described in more details in appendix B.4, and the polynomial regression in
appendix B.6.
3.1.3 Strategies performances
Well specified linear regression In the well specified linear regression case, the proposed strategies perform
the better when the number of observations is sufficiently large relatively to the dimension, and when the noise is
small compared to the number of observations. We call these values the observations-to-dimension (Otd) ratio, and
the observations-to-noise (Otn) ratio. When both ratios are not extreme, the model shows a behaviour where the
generalization error is minimized for a value of α slightly smaller or larger than n. Example boxplots are shown in
figure 5. The sample splitting and SafeBayes strategies are good at estimating the generalization error and give lower
risks than Bayes, almost as good as R(α). Bootstrap generally performs a little bit worse than sample splitting and
SafeBayes but still better than Bayes. The naive strategy, performs the worst as it selects the maximum value of α that
lays up the "overfitting hill". One also remarks that due to the limited number of observations, the minimal prediction
error (plotted on dashed) minθ(θ) is significantly smaller than the optimal results of any strategy.
As a comparison, we also analyze four extreme cases of the well-specified linear regression, where the Otd and Otn
ratios are alternatively very small, or large.
• Otd large, Otn large. This is the ideal case of the linear regression. When both ratios are large, the problem
becomes very easy as the observations are both accurate and redundant. Overfitting hardly occurs and most
strategies will take the maximum value of α. The SafeBayes strategy tends to choose small values of α/n,
being initially designed for finding values of α/n ∈ [0, 1], and may not converge to a large value of α
[GvO14]. The associated risk is, however, very similar to the risk obtained by the other strategies, while all
strategies perform very similarly well by achieving a low risk. The generalization and empirical error curves
are similar. An example is shown in figure 6.
• Otd large, Otn small. This case is the most similar to the non-extreme case presented in figure 5. When both
ratios are high, most strategies perform well as the number of observations achieves compensating the high
noise. Overfitting occurs for α/n in the region of 1, and the achieved risk is relatively high, but close to the
minimal prediction error. Both sample splitting and SafeBayes lie close to α∗. The large number of obser-
vations allows the bootstrapping strategy to perform well by having many observations to draw from. By the
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Figure 5: Boxplots of the linear regression with known variance when n = d = 40, and σ2 = 8. The sample splitting and
SafeBayes strategies perform the best.
law of large numbers, the empirical error does not underestimate the risk and gets close to the generalization
error when α increases. One can observe this in figure 7.
• Otd small, Otn small. When the noise is large and the observations are few, the data carries very little
information about the process. The generalization error will typically be minimized in values of α/n tending
to 0 as the ratios become smaller. Hence, choosing values close to ΩP = Ω0 are considered a safe choice
by the sample splitting and SafeBayes strategies. Bootstrapping on the other hand performs poorly with the
limited number of observations and has a limited set of bootstrap draws to choose from. It hence behaves
similarly to the naive strategy. The strategies’ risks are overall large, as the minimal prediction error is
itself large. The generalization error is similar as in the previous case, however, due to the small number of
observations, the empirical error is this time too confident as it underestimates the generalization error. This
can be observed in figure 8.
• Otd small, Otn large. In this last case, the observations are accurate but very limited. The number of
observations on which the α-posterior is trained is crucial. One can observe that the sample splitting strategy,
using only the first half of the observations, performs worse than all the other strategies using the whole
batch. However, in such an extreme setup, all strategies perform poorly and entail large risks. Contrarily
to the second case, the empirical error is quite low compared to the generalization error and is hence too
confident, as the law of large numbers applies to a smaller extent in this case. This is shown in figure 9.
Gaussian mean estimation The Gaussian mean setting has a small fixed dimensionality of only d = 1, and hence
hardly overfits. Most of the time, all the strategies take the maximum allowed value of α on the right and give the
same result. A typical behaviour is displayed in figure 10. Sometimes, a small overfitting may occur after a slightly
lower value of α than the maximum, explaining why all the boxplots do not look exactly the same. However, there is
not one strategy that achieves significantly lower risk than the others. The minimal prediction error is also closer to
the boxplots, indicating a good quality of results in this very simple setup. By dramatically increasing the noise, one
would be able to reproduce results similar to figure 7.
Polynomial regression The third setting we are testing for the linear regression model is the polynomial regression,
where the model tries to fit a degree d polynomial curve to n noisy observations from a function f(·). More details
about the general polynomial setup are found in appendix B.6. We here choose to focus on a particular case of this
setup, where the noise variance is misspecified in the model, which assumes the variance to be too small compared
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Figure 6: Low noise and many observations, when n = 100, d = 20, σ2 = 4.
Figure 7: High noise and many observations, when n = 100, d = 20, σ2 = 20.
Figure 8: High noise and few observations, n = 40, d = 40, σ2 = 16.
Figure 9: Low noise and few observations, when n = 16, d = 40, σ2 = .2.
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Figure 10: Comparison of the strategies for the Gaussian mean estimation when n = 40 and σ2 = 4. In this simple model, no
overfitting occurs and and all strategies, except Bayes, choose a value of α close to the maximum allowed on the right.
to the actual one. Typically, the actual variance is 10 to 100 times larger than the model’s assumed known variance.
The model hence tends to believe that the fluctuations in the observed data may be part of the shape of the function f
and not due to the noise. This may lead to overfitting. To counteract this phenomenon, we have chosen a prior where
the diagonal elements of covariance matrix are decreasing powers of 2. Thus, the higher the index of the diagonal
element, the higher the associated power of the polynomial and the smaller its weight. The choice of α/n hence boils
down to tuning the dampening of the high powers of the fitting polynomial.
The polynomial regression has nice visualization properties since it allows plotting a regression curve with any
number of parameters d on two axes only, contrarily to the general linear regression which is limited to d = 2. As a
visualization, we compute the α-posterior predictive for a set of n = 30 observations, that we fit with a degree d = 12
polynomial curve. The predictive is a Gaussian distribution: its mean represents the average polynomial curve that is
fitting to the data and its double standard deviation, the 95% credibility interval, describes the range of uncertainty
about the behaviour of the function. We ideally would like the α-posterior predictive to be smooth and accurate where
observations are available, and uncertain where no observation is available. We compare three values of α/n: the
sample splitting’s choice α/n = 0.1, the Bayesian choice α/n = 1, and the MLE value α/n → ∞. The boxplots
of the strategies, as well as the three cited predictive distributions, are plotted in figure 11. The observations are
generated in the interval ζi ∈ [−1, 1] but the predictive distributions are shown for a larger interval ζi ∈ [−2.5, 2.5] in
order to observe their behaviour both in the central area where observations are available, and in the side areas where
no observations are available.
First, the sample splitting strategy chooses a value of α/n = 0.1 which is close to 0, the prior, leading to a smooth
function that does not overfit. The predictive mean is close to the actual function f and resembles a parabola. Addi-
tionally, the 95% credibility interval shows confidence in the central area where observations are available and shows
an accurate uncertainty in the regions on the right and left where no observations are available. The risks achieved by
the sample splitting strategy are close to the generalization error’s minimum. Second, Bayes chooses a larger α/n = 1
and slightly overfits the data. Indeed, it gives less importance to the prior and hence more weight to high powers of
the polynomial, allowing more detail in the fitted curve. The predictive mean is yet not such a bad estimate of the
function f . In contrast, Bayes’ predictive is too confident about the function’s behaviour in the left area, and displays
a small credibility interval. Third, the MLE chooses the maximum value of α/n and totally overfits the data, giving a
bad estimate of the function f . It is also very confident in its predictions in all areas, as the posterior’s variance goes
to 0, and the noise variance σ2 is believed to be 0.01. It is hence a poor predictor of the function f .
3.2 Linear regression with unknown variance
3.2.1 Model setup
We now generalize the linear regression to the case where the variance is assumed unknown. The likelihood is written
as
L(θ, σ2,X) =
(
1√
2piσ2
)|X|
exp
{
− 1
2σ2
(Y −Zθ)>(Y −Zθ)
}
,
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(a) Boxplots of the strategies. (b) Sample splitting predictive where α/n ≈ 0.1.
(c) Bayes predictive where α/n = 1. (d) MLE predictive where α/n→∞.
Figure 11: Boxplots and posterior predictive for the polynomial regression over the function f(ζ) = ζ2 + 5, with n = 30 and
d = 12, for different values of α/n. The model assumes σ2 = 0.01 yet the actual variance of the noise is σ2 = 0.5.
and the loss function as
`(θ, σ2, Xi) =
(Yi − Z>i θ)2
2σ2
+
|X|
2
log 2piσ2.
The variance of the noise is now itself treated as a random variable, typically chosen to follow an inverse Gamma
distribution, while the data is modelized by a Gaussian distribution with this very variance [GCS+13, AL15, Mur07].
We choose a prior of the form
pi(dθ, dσ2) ∼ NIG(µ0,S0, a0, b0) = N (θ|µ0,S0 · σ2) · Γ−1(σ2|a0, b0)
where NIG denotes the Normal-Inverse-Gamma distribution, the combination of an inverse Gamma variance with a
Gaussian distribution. Note that this distribution outputs 2 values. We typically choose the following prior values
µ0 = 0
S0 = Id
a0 = 2
b0 = 2.
Finally, we can compute a closed-form α-posterior by modifying the NIG Bayesian posterior [Dru13, DHMS02] and
obtain
piα(dθ, dσ
2) ∼ NIG(µP ,SP , aP , bP ) (13)
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where the parameters ΩP are
µP = SP
(
S−10 µ0 +
α
|X|Z
>Y
)
SP =
(
α
|X|Z
>Z + S−10
)−1
aP = a0 +
α
2
bP = b0 +
1
2
(
µ>0 S
−1
0 µ0 − µ>PS−1P µP +
α
|X|Y
>Y
)
.
Again, when using the sample splitting or SafeBayes strategies, one should use the according data batchX(1) orX(t)
instead ofX . All the derivations can be found in the appendix C.
3.2.2 Datasets generation
We generate the data using several settings which are more or less misspecified with the linear regression model:
1. Well specified case of the linear regression
Yi = Z
>
i θ + εi, εi ∼ N (0, σ2)
2. Heteroscedatic Gaussian mixture model (GMM) noise
Yi = Z
>
i θ + εi, εi ∼ p · N (0, δ2) + (1− p) · N (0, σ2), δ << σ
3. Uniform noise
Yi = Z
>
i θ + εi, εi ∼ U(−1, 1)
3.2.3 Strategies performances
Overall, the linear regression with unknown variance displays a similar behaviour than the linear regression with
known variance, which steeper results when the misspecification becomes more important. Boxplots for the three
settings are displayed in figure 12.
Well specified variance The first case is the well specified case, where the model makes correct assumptions about
how the data is generated. The variance is here σ2 = 3.5 but is not communicated to the model. In this case, the
strategies have a similar behaviour as in the general linear regression with known variance. When enough observations
are available compared to the noise of the variance and the number of dimensions, all strategies perform similarly well.
When the noise or the number of dimensions increase, Bayes performs worse and the sample splitting and SafeBayes
strategies should be preferred.
GMM noise variance The second case, GMM noise variance, is misspecified in the sense that the model assumes a
homoscedastic noise variance whereas it is heteroscedastic with σ2 = 12, δ2 = 0.1, and p = 0.5. The distribution of
the data however, is correctly assumed to be Gaussian. The model makes no assumption about the size of the variance,
being hence flexible against the changing variance size, and the performances of the strategies are hence not really
worse than the well specified case when using σ
2+δ2
2 as the variance. We observe a better performance of the sample
splitting, bootstrapping and SafeBayes strategies over standard Bayes.
Uniform noise The third case, uniform noise, is this time misspecified about the distribution of the variance itself.
Indeed, the model assumes the noise to be Gaussian, while it is uniform in [−4.5, 4.5]. The variance of the uni-
form distribution is 6.75, and hence the boxplots are located in the region of this value. The misspecification being
more important in this setting, the performances of the strategies are also more contrasted, with sample splitting and
SafeBayes performing almost as good as R(α∗) and sensibly better than Bayes. The naive strategy instead performs
notably worse than the other strategies.
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(a) Well specified noise. (b) GMM noise.
(c) Uniform noise.
Figure 12: Boxplots for different settings, where n = 60 and d = 40.
3.3 Logistic regression
So far, most related works on α-posterior have focused on models where the posterior is known exactly. Recent
publications like [AR17, YPB17] extended the research to models where an exact α-posterior is not available, and
a variational approximation is used instead. The logistic regression is such a model, as neither the posterior nor the
generalization error are available in closed-form. We now aim to verify if our strategies, and more specifically, the
proposition (1) still give sensible results. We compute α˜ which minimizes the estimate of the generalization error in
each strategy, using the proposition as if an exact α-posterior was used. Mathematically, we have no guarantee that
α˜
?
= α∗ = arg min
α
R(α).
However, we suggest that a good enough variational approximation of the α-posterior may work with the proposition.
Hence, rather than exploring different settings as we did for the previous models, we rather compare two variational
Gaussian models on similar well-defined settings with a limited number of observations, and verify how well the
strategies perform when using the proposition.
First, the logistic likelihood with outputs Yi ∈ {0, 1} is written as
L(θ,X) = P (Yi = y|Zi,θ) = σ(θ>Zi)y · {1− σ(θ>Zi)}(1−y)
= eθ
>Ziyσ(−θ>Zi)
where σ(a) = 11+e−a is the logistic sigmoid function. The loss function becomes
`(θ, Xi) = −Yi log
(
σ
(
θ>Zi
))− (1− Yi) log (1− σ (θ>Zi))
= −θ>ZiYi − log
(
σ
(−θ>Zi)) .
We now describe the two models independently, and then compare them on logistic datasets.
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3.3.1 Jaakkola model setup
This model was proposed in 1996 and was better described in 2001 by Jaakkola and Jordan in [JJ01] as a closed-
form variational Gaussian posterior, whose parameters can be optimized using an expectation-maximization (EM)
algorithm. We choose the prior to be Gaussian
pi(dθ) ∼ N (µ0,S0),
with typical hyperparameters values being µ0 = 0 and S0 = Id. We modify the closed-form Jaakkola variational
approximation of the posterior into an α-variational posterior as
piα(dθ) ∼ N (θ|µP ,SP ) (14)
where the parameters ΩP are
µP = SP
(
S−10 µ0 +
α
|X|
n∑
i=1
(
Yi − 1
2
)
Zi
)
SP =
(
S−10 + 2
α
|X|
n∑
i=1
λ(vi)ZiZ
>
i
)−1
and
λ(vi) =
1
2vi
[
σ(vi)− 1
2
]
vi =
(
Z>i (SP + µPµ
>
P )Zi
)1/2
.
We then alternatively compute the value of λ(vi), and update the values of the parameters ΩP , where initial values
of λ(vi) are set randomly. This optimization can alternatively be seen as a variational coordinate descent of the
parameters. All the detailed computations can be found in appendix D.1. As usual, one should replace the data
batches according to the strategy used.
3.3.2 Bayes by Backprop model setup
This second model is based on Black-box variational inference and was more recently introduced in [BCKW15]. This
model is called Bayes by Backprop. It proposes a reparametrization of the parameter θ as well as a closed-form ex-
pression for the gradient of the ELBO. As a result, we obtain stochastic update rules for the posterior’s parameters ΩP .
The prior is chosen to be a normalized Gaussian
pi0(dθ) ∼ N (0, Id),
since this model becomes a lot more complex for general values of the prior’s hyperparameters. Using the proposition
described in their method, we obtain a closed-form expression proportional to the negative ELBO and then use Auto-
grad [MDA15] to compute its gradients with respect to the posterior’s parameters. The gradients are finally used in a
SGD algorithm to optimize the parameters ΩP in turn. Hence, we obtain a Gaussian α-posterior
piα(dθ) ∼ N (θ|µP ,SP ) (15)
where no closed-form is available for the parameters ΩP , that are updated with SGD. The detailed computations can
be found in appendix D.2.
3.3.3 Strategies performances comparison on the models
We compare the two models using the same well specified dataset, where n = 50 and d = 30. The Bayes by Backprop
model gives a more accurate Gaussian α-posterior than the Jaakkola model. Indeed, [MKM11] show that the Jaakkola
model is a biased estimate and performs worse than unbiased models when a formula for the gradient is available.
Bayes by Backprop is an unbiased estimate, which uses a reparametrization trick to improve the performance of the
gradient estimate. In our case, we use the proposition (1) as the gradient formula, even though it is not exact with
variational posteriors. The risks are lower for the Bayes by Backprop model than the Jaakkola model, confirming
what has been shown in the above paper. The computations however are much slower as they require at least 200
iterations for the SGD to converge whereas the Jaakkola model only typically needs 5 iterations.
21
Figure 13 compares the empirical and generalization errors of the two models using the same dataset. One can observe
that the Jaakkola α-posterior obtains a lower empirical error than the Bayes by Backprop α-posterior, which is more
conscious about its uncertainty. However, the Jaakkola α-posterior shows a higher generalization error than the
Bayes by Backprop α-posterior, making the Bayes by Backprop a more accurate α-posterior. Additionally, Bayes by
Backprop shows a distinct minimum for the generalization error, whereas Jaakkola’s is very flat and less informative.
Note however that both the Jaakkola’s and Bayes by Backprop generalization errors are minimized by a similar value
of α∗/n ≈ 1.7, and are hence consistent with each other. In summary, although the two models have a similar α∗,
Bayes by Backprop is preferred as it achieves a lower generalization error.
Figure 13: Comparison of the empirical (left) and generalization (right) error curves, between the Jaakkola and the Bayes by
Backprop models, when given the same dataset with n = 50 and d = 30. One can notice noise in the curves due to MC
approximation (2000 samples were used).
We now use (1) as our gradient formula and compute α˜, as well as each strategy’s α on both models. In the Jaakkola
model, the proposition does not achieve minimizing the generalization error and produces an α˜ that is not a good
estimate of α∗. One can observe this in the left plot of figure 14, where the value R(α˜) is higher than the strategies’
returned αs. This would be a contradiction if α˜ was a good estimate of α∗. Similarly, the strategies’ α are not good
estimates of α∗. Alternative optimizers such as grid search can be applied to minimize the strategy risks, but run very
slowly and still are lower bounded by the minimal prediction error, which is higher than Bayes by Backprop. It is
hence not interesting to dig into this model, and we instead focus on the Bayes by Backprop model.
The Bayes by Backprop model empirically shows sensible results when the proposition is used as the gradient. The
sample splitting and SafeBayes strategies achieve the lowest risks, meanwhile the bootstrapping, Bayes, and naive
strategies are less effective. Unlike the Jaakkola model, the strategies’ risks are close to the minimal prediction error.
One additionally remarks that the minimal prediction error is the same in both plots, as it depends on the data only and
not the model. The strategies can hence be effective on the Bayes by Backprop approximation in the logistic regression
model.
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Figure 14: Example boxplots for the Jaakkola (left) and the Bayes by Backprop (right) models, when n = 50, d = 30. In the
Jaakkola model, the strategies perform better thanR(α˜), which makes α˜ a bad estimator of α∗. Contrarily, the Bayes by Backprop
model shows sensible results.
4 Conclusion
As presented in this work, we have explored a solution to handle model inconsistency and to make better predictions
about future observations of a process than the standard Bayesian posterior. To that end, we have proposed two
new strategies, sample splitting and bootstrapping, for tempering the PAC-Bayesian α-posterior. We analyzed three
statistical models, where for each model, we derived a closed-form distribution for the α-posterior, adapted from the
Bayesian posterior. We also proposed a closed-form formula for the gradient of the estimate of the generalization
error which we used to optimize the strategies with SGD. We then tested our strategies on each model and compared
their performance with standard Bayes, naive, and SafeBayes.
Our first strategy, the sample splitting, runs fast, achieves good results on both the exact and variational α-posteriors
we tested and outperforms standard Bayes in complex and misspecified models. Our second strategy, bootstrapping,
runs slower and achieves more mixed results and works well only when a large number of observations is available.
When the model is simple or well specified, all the strategies are quite equivalent, although Bayes is faster to
compute. It is worth using the sample splitting and SafeBayes strategies when the model is known to be complex or
misspecified, and to use regular Bayes in other cases. The bootstrapping strategy is not worth using.
We should finally say a word on comparison between SafeBayes and sample splitting. On all our experiments, these
two strategies perform relatively similarly, and sample splitting is much faster to compute. Still, SafeBayes comes
with theoretical guarantees [Grü16] that are not yet established for sample splitting. We believe that the investigations
on theoretical guarantees for sample splitting and further comparison of these two strategies is a very important topic.
Further work on the subject includes analyzing the performance of the strategies on larger real datasets, as well as on
more complex variational models, such as Bayesian Neural Networks as in [OSK+19], or classification models.
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A Proofs
A.1 Proof of proposition (1)
Define
Rˆ(α) := E
θ∼pi(1)α
[
r(2)n (θ)
]
,
then for the exact α-posterior pi(1)α , we have
∂
∂α
E
θ∼pi(1)α
[
r(2)n (θ)
]
= −Cov
θ∼pi(1)α [r
(1)
n (θ), r
(2)
n (θ)].
Proof. Let us first remind that the α-posterior can be written as
pi(1)α (dθ) =
exp
[
−αr(1)n (θ)
]
pi0(θ)∫
exp
[
−αr(1)n (τ )
]
pi0(τ )dτ
. (16)
Note that the variables θ and τ can be used interchangeably and are only meant to help with the readability. We have
Rˆ(α) := E
θ∼pi(1)α [r
(2)
n (θ)]
=
∫
r(2)n (θ)pi
(1)
α dθ
(16)
=
∫
r(2)n (θ)
exp
[
−αr(1)n (θ)
]
pi0(θ)∫
exp
[
−αr(1)n (τ )
]
pi0(τ )dτ
dθ
=
∫
r
(2)
n (θ) exp
[
−αr(1)n (θ)
]
pi0(θ)dθ∫
exp
[
−αr(1)n (τ )
]
pi0(τ )dτ
:=
F (α)
G(α)
. (17)
We then use Leibniz’s integral rule to compute the derivatives wrt. α of both terms in the fraction, giving
G′(α) =
∂
∂α
∫
exp
[
−αr(1)n (τ )
]
pi0(τ )dτ
=
∫
−r(1)n (τ ) exp
[
−αr(1)n (τ )
]
pi0(τ )dτ (18)
and
F ′(α) =
∂
∂α
∫
r(2)n (θ) exp
[
−αr(1)n (θ)
]
pi0(θ)dθ
=
∫
−r(1)n (θ)r(2)n (θ) exp
[
−αr(1)n (θ)
]
pi0(θ)dθ. (19)
We can then compute the derivative of (17) by substituting in the results of (18) and (19) to obtain
∂
∂α
Rˆ(α) = F
′(α)G(α)− F (α)G′(α)
G2(α)
=
∫ −r(1)n (θ)r(2)n (θ) exp [−αr(1)n (θ)]pi0(θ)dθ · ∫ exp [−αr(1)n (τ )]pi0(τ )dτ(∫
exp
[
−αr(1)n (τ )
]
pi0(τ )dτ
)2
+
∫
r
(2)
n (θ) exp
[
−αr(1)n (θ)
]
pi0(θ)dθ ·
∫
r
(1)
n (τ ) exp
[
−αr(1)n (τ )
]
pi0(τ )dτ(∫
exp
[
−αr(1)n (τ )
]
pi0(τ )dτ
)2
(16)
= −
∫
r(1)n (θ)r
(2)
n (θ)pi
(1)
α (θ)dθ +
∫
r(2)n (θ)pi
(1)
α (θ)dθ ·
∫
r(1)n (τ )pi
(1)
α (τ )dτ
= −E
θ∼pi(1)α [r
(1)
n (θ)r
(2)
n (θ)] + Eθ∼pi(1)α [r
(1)
n (θ)] · Eθ∼pi(1)α [r
(2)
n (θ)]
= −Cov
θ∼pi(1)α [r
(1)
n (θ), r
(2)
n (θ)] (20)
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where again, we have used the rewriting of the posterior from (16).
B Derivations for the linear regression with known variance
Here, the computations pertain to the sample splitting strategy. When using another strategy, one should replace the
data batches accordingly.
B.1 Derivation of the α-posterior (12)
We first compute the empirical error as
r(1)n (θ) =
1
|X(1)|
n/2∑
i=1
`(θ, Xi)
=
1
2σ2|X(1)|
n/2∑
i=1
(Yi − Z>i θ)2
r(2)n (θ) =
1
2σ2|X(2)|
n∑
i=1+n/2
(Yi − Z>i θ)2,
and using the conjugate property of the prior, the α-posterior becomes
pi(1)α (dθ) ∝ exp
[
−αr(1)n (θ)
]
pi(dθ)
∝ exp
[
− α|X(1)|
1
2σ2
(Y (1) −Z(1)θ)>(Y (1) −Z(1)θ)
]
︸ ︷︷ ︸
tempered-likelihood
exp
[
− (θ − µ0)
>S−10 (θ − µ0)
2
]
︸ ︷︷ ︸
prior
∝ exp
[
−1
2
(θ − µP )> S−1P (θ − µP )
]
where we have completed the squares.
The α-posterior can be rewritten as a Gaussian distribution as follows,
pi(1)α (dθ) ∼ N
(
µ
(1)
P ,S
(1)
P
)
,
where
S
(1)
P =
(
α
σ2|X(1)|Z
(1)>Z(1) + S−10
)−1
µ
(1)
P = S
(1)
P
(
α
σ2|X(1)|Z
(1)>Y (1) + S−10 µ0
)
.
Note that µ(1)P has dimension d× 1 and S(1)P has dimension d× d.
It is interesting to check the values of the α-posterior for limit values of α.
µ
(1)
P →0 µ0 µ(1)P →∞ (Z(1)>Z(1))−1Z(1)>Y (1)
S
(1)
P →0 S0 S(1)P →∞ 0
We see that when α → 0, the α-posterior simply becomes the prior. When α → ∞, the α-posterior becomes the
solution of the least squares.
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B.2 Derivation of the generalization error
The generalization error for datasetsX(λ) andX(ν) is computed as
E
θ∼pi(λ)α [r
(ν)
n (θ)] =
1
2σ2|X(ν)|Eθ∼pi(λ)α
[
(Y (ν) −Z(ν)θ)>(Y (ν) −Z(ν)θ)
]
=
1
2σ2|X(ν)|
{
Y (ν)>Y (ν) − Y (ν)>Z(ν)E
θ∼pi(λ)α [θ]
− E
θ∼pi(λ)α
[
θ>
]
Z(ν)>Y (ν) + E
θ∼pi(λ)α
[
θ>Z(ν)>Z(ν)θ
]}
(a)
=
1
2σ2|X(ν)|
{
Y (ν)>Y (ν) − 2Y (ν)>Z(ν)ν(λ)P
+ Tr
(
Z(ν)>Z(ν)S(λ)P
)
+ ν
(λ)>
P Z
(ν)>Z(ν)ν(λ)P
}
where in (a) we have used the moment rules for Gaussian expectations [PP12], using the mean and the variance of
pi
(λ)
α found in equation (12).
For the bootstrap strategy, we cannot minimize the noisy generalization error, hence we nust compute its gradient and
run a SGD over it. To that end, we first compute the derivatives of the posterior parameters,
∂SP
∂α
(b)
= −SP ∂S
−1
P
∂α
SP = − 1
σ2|X|SPZ
>ZSP
∂µP
∂α
=
1
σ2|X|SPZ
> (Y −ZµP )
where in (b), the derivative of an inverse matrix has been used (see [PP12] eq. 59), and we finally obtain the derivative
of the generalization error estimate
∂
∂α
Rˆ(α) = 1
2σ2|X(µ)|
{
−2 ∂
∂α
Y (µ)>Z(µ)µ(λ)P +
∂
∂α
Tr
(
Z(µ)>Z(µ)S(λ)P
)
+
∂
∂α
µ
(λ)>
P Z
(µ)>Z(µ)µ(λ)P
}
=
1
2σ2|X(µ)|
{
−2Y (µ)>Z(µ) ∂µ
(λ)
P
∂α
+ Tr
(
Z(µ)>Z(µ)
∂S
(λ)
P
∂α
)
(c)
+ 2µ
(λ)>
P Z
(µ)>Z(µ)
∂µ
(λ)
P
∂α
}
.
In (c), we have used the property ∂g(U)∂x = Tr
((
∂g(U)
∂U
)>
∂U
∂x
)
where x is a scalar, U is a matrix whose entries
depend on x, and g in a function taking a matrix and returning a scalar. Note that the trace operator can be removed
as its inside is a scalar already.
Finally, we average together the above derivative for many bootstrap datasets, to be used as the gradient in a SGD
algorithm. ReplacingX(λ) with each of the bootstrap datasetX(b) in turn, andX(µ) withX , we obtain
Ψ =
1
boot
boot∑
b=1
1
2σ2|X(b)|
{
− 2Y (b)>Z(b) ∂µP
∂α
+ Tr
(
Z(b)>Z(b)
∂SP
∂α
)
+ 2µ>PZ
(b)>Z(b)
∂µP
∂α
}
.
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B.3 Derivation of the SafeBayes error term
We first compute the expected loss
E(α, t) = E
θ∼pi(t)α [`(θ, Xt+1)]
= E
θ∼pi(t)α
[
(Yt+1 − Z>t+1θ)2
2σ2
]
=
1
2σ2
(
Y 2t+1 + Tr(Zt+1Z
>
t+1S
(t)
P ) + µ
(t)>
P Zt+1Z
>
t+1µ
(t)
P − 2Yt+1Z>t+1µ(t)P
)
and second the PEPRL term
S(α) =
n−1∑
t=1
E(α, t)
=
1
2σ2
n−1∑
t=1
(
Y 2t+1 + Tr(Zt+1Z
>
t+1S
(t)
P ) + µ
(t)>
P Zt+1Z
>
t+1µ
(t)
P − 2Yt+1Z>t+1µ(t)P
)
.
A simple minimization algorithm is then applied over this function.
B.4 Gaussian mean estimation model setup
The Gaussian mean estimation model is a special case of the linear regression with known variance. In this model,
one wants to estimate the scalar mean θ of a one-dimensional Gaussian distribution with known variance. The model
is written as
Xi ∼ N (θ, 1).
The likelihood is written as the mean-squares formula
L(θ,X) ∝ exp
(
(X − θ)>(X − θ)
2
)
and the loss function is defined as the negative log likelihood
`(θ,Xi) = −1
2
(Xi − θ)2.
One can rewrite this model as the linear regression with known variance
Yi = Ziθ + εi, εi ∼ N (0, σ2)
by setting
Yi = Xi,∀i
Zi = 1,∀i
d = 1
σ2 = 1. (21)
The prior is again chosen Gaussian pi(dθ) ∼ N (µ0, s0), where both µ0 and s0 are scalars. By modifying the linear
regression with known variance’s α-posterior (12) with the edits proposed in (21), we rewrite the Gaussian α-posterior
pi(1)α (dθ) ∼ N
(
µ
(1)
P , s
(1)
P
)
(22)
where the parameters ΩP are
s
(1)
P =
s0
1 + αs0
µ
(1)
P = s
(1)
P
µ0
s0
+
α
|X(1)|
n/2∑
i=1
Xi
 .
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B.5 Generalization error for the Gaussian mean estimation
We replace (21) in the generalization error term of the linear regression with known variance, and obtain
E
θ∼pi(λ)α
[
r(ν)n (θ)
]
=
‖X(ν)‖22
2|X(ν)| −
∑
i∈(ν)
Xiµ
(λ)
P
|X(ν)| +
1
2
s
(λ)
P +
1
2
(µ
(λ)
P )
2
where ‖ · ‖ denotes the L2 norm. All the following computations can be trivially obtained by applying the same
replacements and are hence omitted.
B.6 Polynomial regression model setup
Polynomial regression is also a special case of linear regression where a non-linear function is to be estimated with a
polynomial of fixed degree. The data is generated from the non-linear function f as
Yi = f(ζi) + εi
where εi ∼ N (0, σ2), σ2 is a constant, and f is a non-linear function, for instance f(·) := exp(·). The model then
tries to fit the data using a design matrix Z of size n× d which is not arbitrary, but actually generated from a vector ζ
of size n× 1, that we expand into a Vandermonde design matrix, using a polynomial basis
ζ = [ζ1 ζ2 . . . ζn]
> −→ Z =

1 ζ1 ζ
2
1 . . . ζ
d−1
1
1 ζ2 ζ
2
2 . . . ζ
d−1
2
1 ζ3 ζ
2
3 . . . ζ
d−1
3
...
...
...
. . .
...
1 ζn ζ
2
n . . . ζ
d−1
n
 ,
hence reducing the input data size to only n × 1 observations instead of n × d in the general linear regression. The
linear regression model can be rewritten as
Yi = Z
>
i θ + εi =
d−1∑
k=0
θkζ
k
i + εi.
The prior is chosen to be
pi(dθk) ∼ N
(
0, 1/2k
)
, k ∈ (0, . . . , d− 1),
so that the low powers of the polynomial are given larger weights and high powers small weights and hence overfitting
is limited. The likelihood is computed the same way as in the linear regression with known variance model.
In order to predict a new observation y of the noisy function f(·), we compute the α-posterior predictive [Bis06] as
p(y|Z,Y , σ2) = N (ZµP , σ2 +ZSPZ>) .
We remark that when α approaches infinity, then σ2 + ZSPZ> →∞ σ2, the variance of the predictions tends to the
variance of the noise of the observations as the posterior’s variance goes to 0. The same phenomenon occurs when n
grows to infinity [QWB97].
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C Derivations for the linear regression with unknown variance
These computations are done for the sample splitting strategy, using the according data batches. When using the other
strategies, one should replace the batches accordingly.
C.1 Derivation of the α-posterior (13)
The empirical error is computed as
r(1)n (θ, σ
2) =
1
|X(1)|
n/2∑
i=1
`(θ, σ2, Xi)
=
1
2σ2|X(1)|
n/2∑
i=1
(Yi − Z>i θ)2 +
1
2
log 2piσ2
r(2)n (θ, σ
2) =
1
2σ2|X(2)|
n∑
i=1+n/2
(Yi − Z>i θ)2 +
1
2
log 2piσ2.
The empirical error formulae are very similar to those in the known variance case, except that now σ2 is a parameter
as well, and not a constant anymore.
The α-posterior is now a joint distribution of 2 random variables and can be computed in closed-form using a similar
derivation as for the known variance case, except that now the joint conjugate posterior is a Normal-Inverse-Gamma
distribution as well.
pi(1)α (dθ, dσ
2) ∝ exp
[
−αr(1)n (θ, σ2)
]
× pi(dθ)
∝
(
1
σ2
)α/2
exp
{
− α
2σ2|X(1)| (Y −Zθ)
>(Y −Zθ)
}
︸ ︷︷ ︸
tempered likelihood
×
(
1
σ2
)a0+d/2+1
exp
{
− 1
σ2
[
b0 +
1
2
(θ − µ0)>S−10 (θ − µ0)
]}
︸ ︷︷ ︸
NIG prior
∝
(
1
σ2
)a0+α/2+d/2+1
× exp
{
− 1
σ2
[
b0 +
1
2
(θ − µ0)>S−10 (θ − µ0)
+
1
2
α
|X(1)| (Y −Zθ)
>(Y −Zθ)
]}
∝
(
1
σ2
)aP+d/2+1
× exp
{
− 1
σ2
[
bP +
1
2
(θ − µP )>S−1P (θ − µP )
]}
∼ NIG(µ(1)P ,S(1)P , a(1)P , b(1)P )
where
µ
(1)
P = SP
(
S−10 µ0 +
α
|X(1)|Z
(1)>Y (1)
)
S
(1)
P =
(
α
|X(1)|Z
(1)>Z(1) + S−10
)−1
a
(1)
P = a0 +
α
2
b
(1)
P = b0 +
1
2
(
µ>0 S
−1
0 µ0 − µ(1)>P S(1)−1P µ(1)P +
α
|X(1)|Y
(1)>Y (1)
)
.
The mean vector µ(1)P has dimensions d × 1, covariance matrix S(1)P has dimensions d × d, and Gamma parameters
a
(1)
P and b
(1)
P both are scalars.
We can compute the limit values of the α-posterior parameters. When α → 0, only the prior influences the joint
posterior, hence the posterior hyperparameters should tend towards the prior hyperparameters. Conversely, when
α → ∞, only the likelihood influences the posterior, and the posterior should be a least-squares MLE. We can verify
this by observing that
µ
(1)
P →0 µ0 µ(1)P →∞ (Z(1)>Z(1))−1Z(1)>Y (1)
S
(1)
P →0 S0 S(1)P →∞ 0
a
(1)
P →0 a0 a(1)P →∞ (∞)
b
(1)
P →0 b0 b(1)P →∞ (∞).
Note that the two last infinite terms on the right are not an issue as they do no contribute to the distribution since SP
becomes 0 and cancels the influence of the Gamma distribution.
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C.2 Derivation of the generalization error
The generalization error is here described when trained on a batchX(λ) and tested on a batchX(ν). For the following,
it is going to be useful to list the following values:
E
σ2∼pi(λ)α
[
1
σ2
]
=
a
(λ)
P
b
(λ)
P
E
σ2∼pi(λ)α
[
log σ2
]
= log(b
(λ)
P )− ψ(a(λ)P )
E
(θ,σ2)∼pi(λ)α
[
θ
σ2
]
(a)
=
∫
1
|S(λ)P |1/2(2pi)d/2
(b
(λ)
P )
a
(λ)
P
Γ(a
(λ)
P )
(
1
σ2
)a(λ)
P
+d/2+1
· exp
{
− b
(λ)
P
σ2
∫
u exp
{
− 1
2
(
u− µ
(λ)
P
σ
)>
(S
(λ)
P )
−1
(
u− µ
(λ)
P
σ
)}
du
}
dσ2
= µ
(λ)
P
(b
(λ)
P )
a
(λ)
P
Γ(a
(λ)
P )
Γ
(
a
(λ)
P + (d− 1)/2
)
(b
(λ)
P )
a
(λ)
P
+(d−1)/2
=
µ
(λ)
P
Γ(a
(λ)
P )
Γ
(
a
(λ)
P + (d− 1)/2
)
(b
(λ)
P )
(d−1)/2
E
(θ,σ2)∼pi(λ)α
[
1
σ2
θ>Z(ν)>Z(ν)θ
]
(a)
=
∫
1
|S(λ)P |1/2(2pi)d/2
(b
(λ)
P )
a
(λ)
P
Γ(a
(λ)
P )
(
1
σ2
)a(λ)
P
+d/2+1/2
· exp
{
− b
(λ)
P
σ2
·
∫
u>Z(ν)Z(ν)>u exp
{
− 1
2
(
u− µ
(λ)
P
σ
)>
(S
(λ)
P )
−1
(
u− µ
(λ)
P
σ
)}
du
}
dσ2
=
∫
1
|S(λ)P |1/2(2pi)d/2
(b
(λ)
P )
a
(λ)
P
Γ(a
(λ)
P )
(
1
σ2
)a(λ)
P
+d/2+1/2
· exp
{
− b
(λ)
P
σ2
|S(λ)P |1/2(2pi)d/2
·
(
Tr
(
Z(ν)S
(λ)
P Z
(ν)> +
1
σ2
µ
(λ)>
P Z
(ν)>
)
Z(ν)µ
(λ)
P
)}
dσ2
=
(b
(λ)
P )
a
(λ)
P
Γ(a
(λ)
P )
(
Γ(a
(λ)
P + d/2− 1/2)
(b
(λ)
P )
a
(λ)
P
+d/2−1/2
Tr(Z(ν)S
(λ)
P Z
(ν)>)
+
Γ(a
(λ)
P + d/2− 3/2)
(b
(λ)
P )
a
(λ)
P
+d/2−3/2
µ
(λ)>
P Z
(ν)>Z(ν)µ(λ)P
)
where ψ(·) is the digamma function, and where in (a), the change of variable u = θσ2 was applied.
We now compute
Rˆ(α) = E
(θ,σ2)∼pi(λ)α [rn(θ, σ
2)]
∝ E
(θ,σ2)∼pi(λ)α
[
1
2σ2|X(ν)| (Y
(ν) −Z(ν)θ)>(Y (ν) −Z(ν)θ) + 1
2
log σ2
]
=
1
2|X(ν)|
{
E
σ2∼pi(λ)α
[
1
σ2
]
Y (ν)>Y (ν) − Y (ν)>Z(ν) · E
(θ,σ2)∼pi(λ)α
[
θ
σ2
]
− E
(θ,σ2)∼pi(λ)α
[
θ>
σ2
]
Z(ν)>Y (ν) + E
(θ,σ2)∼pi(λ)α
[
1
σ2
θ>Z(ν)>Z(ν)θ
]}
+
1
2
E
σ2∼pi(λ)α
[
log σ2
]
and subsequently plug in the previously computed values.
For the bootstrap strategy, the derivative of Rˆ is needed for optimization. Although the derivative is theoretically
tractable, the computation becomes very heavy and costly. Furthermore, popular gradient computers such as Autograd
do not include complex distributions like NIG. It hence becomes easier and computationally faster to simply estimated
it with MC and to run an SGD algorithm using it.
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C.3 Derivation of the SafeBayes error term
First, the local error term is
E(α, t) = E
(θ,σ2)∼pi(t)α
[
`(θ, σ2, Xt+1)
]
∝ E
(θ,σ2)∼pi(t)α
[
(Yt+1 − Z>t+1θ)2
2σ2
+
|Xt+1|
2
log σ2
]
=
a
(1)
P
2b
(1)
P
(
Y 2t+1 + Tr(Zt+1Z
>
t+1S
(t)
P ) + µ
(t)>
P Zt+1Z
>
t+1µ
(t)
P − 2Yt+1Z>t+1µ(t)P
)
+
1
2
(
log(b
(t)
P )− ψ(a(t)P )
)
and second, the global error term is
S(α) =
n−1∑
t=1
E(α, t).
D Derivations for the logistic regression
D.1 Derivation of the Jaakkola variational α-posterior (14)
In the Jaakkola setup, we want to obtain closed-form expressions for the α-posterior parameters, as well as a variational
lower bound v. Both the parameters and v depend on each other, and can be updated in turn. The computations are
here done for the sample splitting strategy, and the data batches must be replaced accordingly when another strategy
is used. We compute the the empirical error functions
r(1)n (θ) =
1
|X(1)|
n/2∑
i=1
−θ>ZiYi − log
(
σ
(−θ>Zi)) ,
r(2)n (θ) =
1
|X(2)|
n∑
i=1+n/2
−θ>ZiYi − log
(
σ
(−θ>Zi)) .
In the following, we rewrite α′ := α/|X(1)| for clarity of notation. The α-posterior is then written as
pi(1)α (dθ) = exp
[
−αr(1)n (θ)
]
pi(dθ)
=
n/2∏
i=1
(
eθ
>ZiYiσ(−θ>Zi)
)α′
︸ ︷︷ ︸
tempered likelihood
·pi(dθ)︸ ︷︷ ︸
prior
=
n/2∏
i=1
eα
′θ>ZiYi · σ(−θ>Zi)α′ · pi(dθ) (23)
The exact posterior of logistic regression is intractable, as the marginal likelihood is too complex to be computed.
Instead, using the variational Bayes method from [JJ01], the posterior can be estimated as a Gaussian (see [Bis06]
p.514). We first remind the variational lower bound for the sigmoid function: for scalars u and v,
σ(u) ≥ σ(v) exp{(u− v)/2− λ(v)(u2 − v2)}
where
λ(v) =
1
2v
[
σ(v)− 1
2
]
.
We next remark that as the sigmoid function and the exponential function are non-negative, and the exponentiation
function f(w) = wα is increasing for non-negative values of α, we can rewrite
σ(u)α ≥ σ(v)α exp{α(u− v)/2− αλ(v)(u2 − v2)} . (24)
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Replacing the sigmoid function in the formula (23) with its lower bound from (24) then leads to
pi(1)α ≥
n/2∏
i=1
σ(vi)
α′ exp
{
α′θ>ZiYi − α′(θ>Zi + vi)/2− α′λ(vi)([θ>Zi]2 − v2i )
} · pi(dθ).
One can then take the log of this expression while keeping only the terms depending on θ, giving
log pi(1)α ≥ −
1
2
(θ − µ0)>S−10 (θ − µ0) + α′
n/2∑
i=1
{
θ>Zi(Yi − 1/2)− λ(vi)θ>(ZiZ>i )θ
}
+ cst,
and subsequently complete the squares to obtain a Gaussian variational posterior:
pi(1)α (dθ) ∼ N (θ|µ(1)P ,S(1)P )
where
µ
(1)
P = S
(1)
P
S−10 µ0 + α′ n/2∑
i=1
(
Yi − 1
2
)
Zi

S
(1)
P =
S−10 + 2α′ n/2∑
i=1
λ(vi)ZiZ
>
i
−1
and the vector v is still to be computed.
A closed-form solution exists for v, and it depends on the Gaussian posterior’s parameters:
vi =
(
Z>i (S
(1)
P + µ
(1)
P µ
(1)>
P )Zi
)1/2
,
or in vector form
v =
(
diag
(
Z(1)(S
(1)
P + µ
(1)
P µ
(1)>)
P Z
(1)>
))1/2
.
We now want to maximize the variational posterior. As the parameter v and the posterior’s parameters all
depend on each other, an expectation-maximization (EM) algorithm can be used as follows to compute v and
µP ,SP iteratively. We first choose some arbitrary values for v (initialization step), then compute the posterior
distribution using this v (expectation step), then compute a new value for v using the new values of the parameters
(maximization step), and so on. Usually, several (< 10) iterations are sufficient to reach a good enough approximation.
One can try to check limit values for α:
µ
(1)
P →0 µ0 µ(1)P →∞
2 n/2∑
i=1
λ(vi)ZiZ
>
i
−1 n/2∑
i=1
(Yi − 1/2)Zi
S
(1)
P →0 S0 S(1)P →∞ 0.
The loss and empirical error contain the sigmoid function and it is intractable to compute the expected value terms.
Thus, all strategies are approximated with MC and minimized with a SGD algorithm.
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D.2 Derivation of the Bayes by Backprop variational α-posterior (15)
In the Bayes by Backprop setup, we need to derive update equations for the α-posterior parameters. We start from the
minimization view of the α-posterior from (3) and rewrite it as
piα(dθ) ∝ arg min
ρ∈S(Θ)
{
α · Eθ∼ρ [rn(θ)] +KL(ρ||pi0)
}
= arg min
ρ∈S(Θ)
{
Eθ∼ρ [αrn(θ)] + Eθ∼ρ
[
log
ρ
pi0
]}
= arg min
ρ∈S(Θ)
Eθ∼ρ [log ρ− log pi0 + αrn(θ)]︸ ︷︷ ︸
negative ELBO

:= arg min
ρ∈S(Θ)
Eθ∼ρ [f(θ,ΩP )] .
We define the function f as the term inside the expectation in the negative ELBO. We now want to minimize the neg-
ative ELBO using a gradient descent algorithm. To that end, we need to compute the derivative of the negative ELBO
with respect to the posterior’s parameters. We use a mean-field variational approximation, where only the diagonal
elements of the covariance matrix are used. For parameters µP , the vector of means of the posterior, and σP , the
vector of standard deviations of the diagonal of the covariance matrix SP , [BCKW15] propose the reparametrization
θˆ := µP + log(1 + exp(ρP )) · ε
where ρP = log(exp(σP )− 1) and ε ∼ N (0, Id). Note that the product is done elementwise. One can then compute
the function f in explicit form
f(θ,ΩP ) = log ρ− log pi0 + αrn(θ)
∝ −1
2
log |SP | − 1
2
(θ − µP )>S−1P (θ − µP )−
1
2
θ>θ + αrn(θ).
We then use the following gradient derivative trick to compute the gradient of the negative ELBO
−∇ΩP ELBO = ∇ΩPEθˆ∼ρ
[
f(θˆ,ΩP )
]
= Eε∼N (0,1)
[
∇θˆf(θˆ,ΩP ) · ∇ΩP θˆ +∇ΩP f(θˆ,ΩP )
]
MC≈ 1
mc
mc∑
i=1
[
∇θˆif(θˆi,ΩP ) · ∇ΩP θˆi +∇ΩP f(θˆi,ΩP )
]
, εi ∼ N (0, 1)
where mc can be chosen to be equal to 1. In that case, the gradients with respect to each parameter translate to first
sampling ε ∼ N (0, 1) and then computing
∇µP f(θ,ΩP ) = ∇θˆf(θˆ,ΩP ) +∇µP f(θˆ,ΩP )
∇ρP f(θ,ΩP ) = ∇θˆf(θˆ,ΩP ) ·
ε
1 + exp(−ρP ) +∇ρP f(θˆ,ΩP )
using Autograd [MDA15]. We finally update the posterior values using a SGD with learning rate λ by alternatively
computing the gradients and updating the parameters
µP ← λ · ∇µP
ρP ← λ · ∇ρP ,
and last reparametrize ρP back into σP . We plug the parameters into a Gaussian distribution to obtain
piα(dθ) ∼ N (θ|µP , diag(σ2P )).
In practice, the number of SGD iterations is typically set to 200 with inverse square root learning rate. One can
observe the difference in the convergence of the α-posterior’s mean parameter µP for different values of α in figure
15. Although no general closed-form expression of the parameters is available for limit values of α, we can numerically
remark the same phenomenon as for the other models. The value of α/n = 0 corresponds to giving all the weight to
the prior pi0 ∼ N (0, Id) and hence the mean parameter converges to an all-zero vector. As α increases, the values of
the mean vector spread more evenly. Similarly, the values of the covariance matrix should converge to zero for a very
large value of α.
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Figure 15: Bayes by Backprop convergence of the mean parameter µP ’s values for fixed α/n = 0 on the left, and α/n = 1 on the
right, when n = 100 and d = 20.
