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Resumo
O modelo com retardamento da respiração humana é revisitado segundo as re-
ferências [5, 13, 14] com o objetivo de rever resultados sobre estabilidade, a fim de obter
parâmetros para certos problemas, como a Respiração de Cheyne-Stokes.
Após uma análise qualitativa retirada de [5], são apresentadas simulações numéri-
cas em que esses parâmetros são escolhidos de modo a obter, através de uma análise gráfica,
algumas informações importantes para a conclusão sobre certos problemas respiratórios.
Palavras-chave: equações com retardamento, respiração, estabilidade assintó-
tica.
Abstract
The human breathing model with delay is revisited according to the references [5,
13, 14] in order to review results on stability and to obtain parameters for certain problems,
such as Cheyne-Stokes Respiration.
After a qualitative analysis taken from [5], numerical simulations are presented in
which these parameters are chosen to make it possible, through a graphical analysis, to obtain
some important information for the conclusion on certain respiratory problems.
Keywords: delay differential equations, respiration, asymptotic stability.
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Introdução
CAPÍTULO 1
Diversos modelos matemáticos consideram hipóteses de que o problema estudado,
em cada momento, depende de acontecimentos passados. Sendo assim, para estes estudos,
fazemos uso das equações diferenciais com retardamento.
Em termos práticos, esse tipo de equação está contemplada nas equações diferen-
ciais funcionais e representa processos de evolução em que o princípio de causalidade não é
imediato, mas existe um lapso de tempo entre causa e efeito. Assim, são inúmeros os fenôme-
nos naturais, farmacológicos, econômicos, entre outros, que podem ser tratados através das
equações diferenciais com retardamento.
No fenômeno da respiração humana, a função de ventilação, que representa a
quantidade de ar movido no sistema respiratório, depende da quantidade de dióxido de carbono
(𝐶𝑂2) e gás oxigênio (𝑂2) no sistema circulatório, e os quimiorreceptores (parte do sistema
nervoso) detectam os níveis destes gases. Porém, o tempo entre a oxigenação do sangue
nos pulmões e o monitoramento pelos quimiorreceptores não é imediato. Desse modo, o
intervalo de tempo entre esses dois acontecimentos será dado pelo retardamento no sistema
que modelará o fenômeno estudado.
No desenvolvimento deste trabalho, além da análise de estabilidade do modelo
retirada de [5], são apresentados o método numérico utilizado e as simulações computacionais.
Também, no capítulo 4, é exposta uma ideia de um sistema com quatro equações, seguida de
ensaios numéricos.
O exposto no Apêndice A é o básico da teoria utilizada na aplicação, mas também
apresenta resultados que contemplam o estudo qualitativo realizado. O Apêndice B apresenta
os códigos feitos no Octave e utilizados para realizar as simulações.
1.1 Respiração Humana
A respiração é um processo fisiológico no qual o organismo vivo realiza a troca de
gás oxigênio (𝑂2) e dióxido de carbono (𝐶𝑂2) com o ar externo. Através deste fenômeno,
as células do organismo recebem o oxigênio necessário para realizar a queima de nutrientes
para a produção de energia (respiração celular). Essas reações liberam 𝐶𝑂2 que, no sangue,
CAPÍTULO 1. INTRODUÇÃO 14
reage com a água para formar ácido carbônico (𝐻2𝐶𝑂3) e depois separa-se em 𝐻+ e 𝐻𝐶𝑂−3 ,
sendo 𝐻+ responsável por aumentar a acidez do sangue. Assim, os sistemas respiratório e
circulatório (cardiovascular) são responsáveis por suprir o oxigênio necessário e eliminar o gás
carbônico.
O fenômeno da troca de gases entre o ar externo (atmosfera) e os pulmões se
chama ventilação pulmonar. O ar flui entre a atmosfera e os pulmões devido a alterações na
diferença das pressões interna e externa criadas pelos músculos respiratórios ao se contraírem
e relaxarem. O ar entra quando a pressão interna é menor (aumento do volume dos pulmões)
e sai quando é maior (diminuição do volume dos pulmões). A diferença de pressão também é
responsável pela troca de ar entre os alvéolos (nos pulmões) e o sangue.
A contração dos músculos é resultado de impulsos do sistema nervoso e o re-
laxamento se deve à ausência desses impulsos. Os neurônios sensoriais sensíveis a produtos
químicos são os quimiorreceptores, os quais, no controle da respiração, têm papel fundamental
no monitoramento dos níveis de 𝐶𝑂2, 𝑂2 e 𝐻+, sendo 𝐻+ relacionado ao ph do sangue.
Os quimiorreceptores estão localizados em duas regiões. Os quimiorreceptores cen-
trais estão localizados no bulbo raquidiano (medula oblongata), no sistema nervoso central,
e respondem a variações nos níveis de 𝐻+ e 𝐶𝑂2 no fluido cerebrospinal (líquido cefalorra-
quidiano – LCR). Os quimiorreceptores periféricos são parte do sistema nervoso periférico e
estão localizados nos corpos aórticos, nos corpos carótidos e há conglomerados destes quimi-
orreceptores na parede do arco da aorta. São sensíveis a mudanças nos níveis de 𝑂2, 𝐶𝑂2 e
𝐻+ no sangue.
Os níveis dos gases nas vias respiratórias e no sangue são medidos através da
pressão que exercem. A pressão de um gás específico numa mistura se chama pressão parcial,
denotada por 𝑃𝑋 , onde 𝑋 é a fórmula química do gás. Segundo a Lei de Dalton (ou Lei das
pressões parciais), cada componente em uma mistura gasosa exerce sua própria pressão como
se outros gases não estivessem presentes. Sendo assim, a pressão da mistura é a soma das
pressões parciais dos gases que a compõem.
Aplicando a Lei de Dalton para a pressão do ar atmosférico (760 mmHg ao nível
do mar) e levando em consideração que 0, 041% do ar é composto por 𝐶𝑂2 e 20, 95% por 𝑂2
(conforme [19]), obtemos as pressões parciais de 𝐶𝑂2 e 𝑂2 inspirados dadas, respectivamente,
por 𝑃𝐼𝐶𝑂2 = 0, 00041 · 760 = 0, 3116 mmHg e 𝑃𝐼𝑂2 = 0, 2095 · 760 = 159, 22 mmHg.
No sangue arterial, as pressões parciais de 𝐶𝑂2 e 𝑂2 na homeostase (ou homeosta-
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sia – estado estável do organismo para realizar suas funções adequadamente e obter equilíbrio
do corpo) é de 𝑃𝑎𝐶𝑂2 = 40 mmHg e 𝑃𝑎𝑂2 = 100 mmHg, respectivamente [pag. 944, 17].
Figura 1.1: Diagrama da Respiração.
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Fonte: elaborado pelo autor.
A Figura 1.1 mostra o ciclo do ar nos sistemas respiratório e circulatório e o moni-
toramento pelos quimiorreceptores, e a Figura 1.2 ilustra como acontece esse monitoramento
quando as pressões parciais saem do estado de equilíbrio.
Figura 1.2: Controle Respiratório.
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Fonte: elaborado pelo autor.
Entretanto, há um intervalo de tempo entre a oxigenação do sangue nos pulmões
e o monitoramento pelos quimiorreceptores, ou seja, há um retardo do transporte dos gases
até passarem pelos quimiorreceptores. Sendo assim, os níveis de 𝐶𝑂2 e 𝑂2 detectados não
estão relacionados à ventilação do momento atual, mas a de um instante anterior. O estudo
apresentado em [13] conclui que as oscilações ventilatórias são predominantemente determi-
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nadas pelos quimiorreceptores periféricos. Logo, segue-se a ideia de [5], de um modelo de
equação com retardo único, fazendo análise de estabilidade e simulação numérica.
Em [17, 18], o fenômeno da respiração humana é apresentado mais detalhada-
mente.
1.2 Equações com retardamento
As Equações Diferenciais com Retardamento (EDR) são um caso particular
das Equações Diferenciais Funcionais (EDF) e serão a principal ferramenta utilizada na
modelagem da respiração humana. Deste modo, é dada a seguir uma breve introdução do
conceito, deixando para o Apêndice A a devida formalização da teoria, que pode ser encontrada
também em [6, 12, 16].
Em muitas aplicações, assume-se que o fenômeno depende do estado apenas no
presente. Mas, sob uma análise mais aprofundada, parece mais realista, em algumas situações,
considerar estados passados do problema. Na teoria de EDR, a taxa de variação da função
incógnita num instante 𝑡 depende da função incógnita em um instante 𝑡 − 𝜏 , com 𝜏 > 0,
denominado retardamento. Por exemplo, a equação ?˙?(𝑡) = 𝑥(𝑡− 𝜏) é uma EDR.
Se 𝑥 : [𝑡0− 𝜏, 𝑡0 +𝐴] → R𝑛 é uma função contínua com 0 < 𝜏 <∞, 0 < 𝐴 ≤ ∞
e 𝑡0 ≥ 0, então definimos, para cada 𝑡 ∈ [𝑡0, 𝑡0 + 𝐴], uma função 𝑥𝑡 : [−𝜏, 0] → R𝑛 dada por
𝑥𝑡(𝜃) = 𝑥(𝑡 + 𝜃) , 𝜃 ∈ [−𝜏, 0] .
Figura 1.3: Ilustração de 𝑥(𝑡) e 𝑥𝑡.
0
0
Fonte: elaborado pelo autor.
Assim, de modo mais geral, as EDR são dadas por
?˙?(𝑡) = 𝑓(𝑡, 𝑥𝑡) ,
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onde 𝑓 é uma função definida em Ω ⊂ R × 𝒞, em que 𝒞 = 𝒞([−𝜏, 0];R𝑛) é o espaço de
Banach das funções contínuas de [−𝜏, 0] no R𝑛 munido da norma do supremo.
Uma diferença importante entre as EDOs e as EDRs, além do retardamento, é o
PVI. No caso ordinário, a condição inicial é assumida num único instante 𝑡0, ou seja, assume
um valor inicial 𝑦(𝑡0) = 𝑦0, onde 𝑦 é a função incógnita da EDO. Porém, isto não é suficiente
para as equações com retardamento. Por exemplo, considere a equação
?˙?(𝑡) = 𝑔(𝑡, 𝑥(𝑡− 𝜏)) , 𝜏 > 0 . (1.1)
Assim, se 𝑔 é uma função contínua e 𝑡0 um instante inicial, pelo Teorema Fundamental do
Cálculo, temos
𝑥(𝑡) = 𝑥(𝑡0) +
∫︁ 𝑡
𝑡0
𝑔(𝑠, 𝑥(𝑠− 𝜏)) 𝑑𝑠 , 𝑡 > 𝑡0 .
Então, quando 𝑡0 < 𝑡 ≤ 𝑡0 + 𝜏 , 𝑥(𝑡) depende de valores tomados no intervalo [𝑡0 − 𝜏, 𝑡0].
Portanto, a condição inicial é uma função contínua 𝜙 definida no intervalo [−𝜏, 0], ou seja,
𝑥(𝑡) = 𝜙(𝑡− 𝑡0) para 𝑡 ∈ [𝑡0 − 𝜏, 𝑡0]. A função 𝜙 é chamada função inicial.
Seguem alguns exemplos de equações com retardamento:
1) A equação ?˙?(𝑡) = 𝑔(𝑡, 𝑥(𝑡 − 1)) é uma equação com retardamento, vista da seguinte
forma:
?˙?(𝑡) = 𝑓(𝑡, 𝑥𝑡),
onde 𝑓(𝑡, 𝜙) = 𝑔(𝑡, 𝜙(−1)) com 𝜙 ∈ 𝒞([−1, 0];R).
2) Generalizando, o sistema
?˙?(𝑡) = 𝑔(𝑡, 𝑥(𝑡), 𝑥(𝑡− ℎ1(𝑡)), ..., 𝑥(𝑡− ℎ𝑚(𝑡))),
com 0 ≤ ℎ𝑗(𝑡) ≤ ℎ < ∞, 𝑗 = 1, ...,𝑚, é uma equação com retardamento discreto,
vista como segue
?˙?(𝑡) = 𝑓(𝑡, 𝑥𝑡),
onde 𝑓(𝑡, 𝜙) = 𝑔(𝑡, 𝜙(0), 𝜙(−ℎ1(𝑡)), ..., 𝜙(−ℎ𝑚(𝑡))), com 𝜙 ∈ 𝒞([−ℎ, 0];R𝑛).
3) A equação
?˙?(𝑡) =
∫︁ 0
−ℎ
𝑔(𝑡, 𝜃, 𝑥(𝑡 + 𝜃)) 𝑑𝜃 (1.2)
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é uma equação com retardamento distribuído. Podemos reescrevê-la como ?˙?(𝑡) =
𝑓(𝑡, 𝑥𝑡), onde
𝑓(𝑡, 𝜙) =
∫︁ 0
−ℎ
𝑔(𝑡, 𝜃, 𝜙(𝜃)) 𝑑𝜃 , 𝜙 ∈ 𝒞([−ℎ, 0];R).
As noções de estabilidade para EDR são semelhantes às de EDO. A diferença é que
a estabilidade pode depender do instante inicial 𝑡0 (veja o exemplo na página 64), diferente do
que acontece com as equações ordinárias. Quando a estabilidade não depende de 𝑡0, dizemos
que é uniforme. Isto ocorre, por exemplo, nas equações autônomas, que é o caso do nosso
sistema.
Assim como no caso ordinário, a solução nula de um sistema linear autônomo é
assintoticamente estável quando todos os autovalores têm parte real negativa. A dificuldade
nas equações com retardamento é que o conjunto dos autovalores é infinito, mas o conjunto
das partes reais dos autovalores é limitado superiormente.
Um resultado importante em comum com as equações ordinárias é que, ao lineari-
zar um sistema, se a solução nula do sistema linearizado é assintoticamente estável (instável),
então a solução estacionária do sistema original em torno da qual o sistema foi linearizado
também é assintoticamente estável (instável). Assim, a análise de estabilidade realizada en-
contra condições sobre os parâmetros do sistema (principalmente o retardo) para os quais a
solução é assintoticamente estável ou instável.
Essa introdução sobre as equações com retardamento é importante para o estudo
do modelo estudado e apresentado a seguir.
1.3 Modelo matemático da Respiração Humana
O sistema utilizado para o modelo da respiração humana, proposto por [5], é dado
por ⎧⎪⎨⎪⎩
𝑑𝑢
𝑑𝑡
(𝑡) = 𝑝− 𝛼𝑊 (𝑢(𝑡− 𝜏), 𝑣(𝑡− 𝜏)) (𝑢(𝑡)− 𝑥𝐼) ,
𝑑𝑣
𝑑𝑡
(𝑡) = −𝜎 + 𝛽 𝑊 (𝑢(𝑡− 𝜏), 𝑣(𝑡− 𝜏)) (𝑦𝐼 − 𝑣(𝑡)) ,
(1.3)
onde 𝑢 e 𝑣 denotam as pressões parciais arteriais de 𝐶𝑂2 e 𝑂2, respectivamente;
𝜏 > 0 é o retardo no transporte de ar; 𝑥𝐼 e 𝑦𝐼 são as pressões parciais de 𝐶𝑂2 e 𝑂2 inspirados,
respectivamente; 𝑝 é a taxa de produção de 𝐶𝑂2 e 𝜎 é a taxa de consumo de 𝑂2; 𝛼 e 𝛽 são
CAPÍTULO 1. INTRODUÇÃO 19
constantes positivas referentes à difusibilidade de 𝐶𝑂2 e 𝑂2, respectivamente; 𝑊 é a função
de ventilação, a qual representa a quantidade de ar movido pela ventilação pulmonar e é dada
pela grandeza volume-minuto (volume total de ar inalado e exalado por minuto), que é obtida
pelo produto do volume corrente (volume de uma respiração – VC) pela frequência respiratória
(respirações por minuto – FR).
É biologicamente realista assumir que 𝑊 (𝑢, 𝑣) é crescente em relação a 𝑢 e de-
crescente em relação a 𝑣, para 𝑢 > 𝑥𝐼 e 𝑣 < 𝑦𝐼 . Isto acontece porque o volume de ar respirado
aumenta quando o nível de 𝐶𝑂2 aumenta e quando o nível de 𝑂2 diminui.
A análise de estabilidade de (1.3) feita em [5] é apresentada no próximo capítulo.
Foram realizados em nosso trabalho os ensaios numéricos do modelo, os quais ajudam a
visualizar o comportamento das soluções e o fenômeno.
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Análise de Estabilidade
CAPÍTULO 2
Neste capítulo, após garantida a existência e a unicidade de uma solução esta-
cionária (?¯?, 𝑦) de (1.3) no primeiro quadrante, é apresentado o estudo da estabilidade de
(?¯?, 𝑦).
Para facilitar este estudo, tomamos
𝑥(𝑡) = 𝑎(𝑢(𝑡)− 𝑥𝐼) e 𝑦(𝑡) = 𝑏(𝑦𝐼 − 𝑣(𝑡)),
onde 𝑎 e 𝑏 são constantes a serem determinadas. Veja que⎧⎪⎪⎪⎨⎪⎪⎪⎩
𝑑𝑥
𝑑𝑡
= 𝑎
𝑑𝑢
𝑑𝑡
= 𝑎𝑝− 𝑎𝛼𝑊
(︂
𝑥𝐼 +
𝑥(𝑡− 𝜏)
𝑎
, 𝑦𝐼 − 𝑦(𝑡− 𝜏)
𝑏
)︂(︂
𝑥(𝑡)
𝑎
)︂
,
𝑑𝑦
𝑑𝑡
= −𝑏𝑑𝑣
𝑑𝑡
= 𝑏𝜎 − 𝑏𝛽 𝑊
(︂
𝑥𝐼 +
𝑥(𝑡− 𝜏)
𝑎
, 𝑦𝐼 − 𝑦(𝑡− 𝜏)
𝑏
)︂(︂
𝑦(𝑡)
𝑏
)︂
.
Assim, tomando 𝑎 = 1/𝑝 e 𝑏 = 1/𝜎, obtemos
⎧⎪⎨⎪⎩
𝑑𝑥
𝑑𝑡
= 1− 𝛼𝑊 (𝑥𝐼 + 𝑝 𝑥(𝑡− 𝜏), 𝑦𝐼 − 𝜎 𝑦(𝑡− 𝜏))𝑥(𝑡) ,
𝑑𝑦
𝑑𝑡
= 1− 𝛽 𝑊 (𝑥𝐼 + 𝑝 𝑥(𝑡− 𝜏), 𝑦𝐼 − 𝜎 𝑦(𝑡− 𝜏)) 𝑦(𝑡) .
Denotando por 𝑉 (𝑥, 𝑦) = 𝑊 (𝑥𝐼 + 𝑝𝑥, 𝑦𝐼 − 𝜎𝑦), temos o sistema
⎧⎪⎨⎪⎩
𝑑𝑥
𝑑𝑡
(𝑡) = 1− 𝛼𝑉 (𝑥(𝑡− 𝜏), 𝑦(𝑡− 𝜏))𝑥(𝑡) ,
𝑑𝑦
𝑑𝑡
(𝑡) = 1− 𝛽 𝑉 (𝑥(𝑡− 𝜏), 𝑦(𝑡− 𝜏))𝑦(𝑡) .
(2.1)
Consideraremos o sistema (2.1) e investigaremos as questões de existência, unici-
dade e estabilidade de soluções de equilíbrio.
Como 𝑊 (𝑢, 𝑣) é crescente em 𝑢 e decrescente em 𝑣, para 𝑢 > 𝑥𝐼 e 𝑣 < 𝑦𝐼 ,
consideramos a hipótese:
H) 𝑉 (𝑥, 𝑦) é diferenciável, 𝑉 (0, 0) = 0 e
𝜕𝑉
𝜕𝑥
(𝑥, 𝑦),
𝜕𝑉
𝜕𝑦
(𝑥, 𝑦) > 0, 𝑥, 𝑦 > 0 .
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Observa-se que a região 𝑥, 𝑦 > 0 corresponde à região 𝑢 > 𝑥𝐼 , 𝑣 < 𝑦𝐼 nas variáveis
originais.
Teorema 2.1. Seja a hipótese (H) verdadeira. Então existe um único ponto de equilíbrio
positivo (?¯?, 𝑦) do sistema (2.1).
Demonstração. Se existe um ponto de equilíbrio (?¯?, 𝑦) de (2.1), temos que, ?¯?, 𝑦 ̸= 0 e⎧⎪⎪⎨⎪⎪⎩
𝑉 (?¯?, 𝑦) =
1
?¯?𝛼
𝑉 (?¯?, 𝑦) =
1
𝑦𝛽
⇒ ?¯? = 𝛽
𝛼
𝑦 ,
de onde obtemos a equação
𝛽 𝑉
(︂
𝛽
𝛼
𝑦, 𝑦
)︂
=
1
𝑦
.
Seja 𝐻(𝑦) = 𝛽 𝑉 (𝛽𝑦/𝛼, 𝑦)−1/𝑦, temos que 𝐻 é estritamente crescente e lim
𝑦→0+
𝐻(𝑦) = −∞.
Agora, seja lim
𝑦→∞
𝑉 (𝛽𝑦/𝛼, 𝑦) = 𝐾, com 0 < 𝐾 ≤ ∞, segue que lim
𝑦→∞
𝐻(𝑦) = 𝛽𝐾. Logo,
pelo Teorema do Valor Intermediário, existe 𝑦 > 0 tal que 𝐻(𝑦) = 0. Como 𝐻 é estritamente
crescente, segue que tal 𝑦 é único.
Como 𝑦 é único, obtemos ?¯? = 𝛽𝑦/𝛼 > 0 único, concluindo o desejado. 
Agora, investigaremos a estabilidade assintótica do ponto de equilíbrio do sistema
(2.1) sob a hipótese (H). Tomando 𝜉(𝑡) = 𝑥(𝑡)− ?¯? e 𝜂(𝑡) = 𝑦(𝑡)− 𝑦 em (2.1), consideremos
o sistema linearizado⎧⎪⎨⎪⎩
𝑑𝜉
𝑑𝑡
= −𝛼𝑉 𝜉(𝑡)− 𝛼?¯?𝑉𝑥 𝜉(𝑡− 𝜏)− 𝛼?¯?𝑉𝑦 𝜂(𝑡− 𝜏) ,
𝑑𝜂
𝑑𝑡
= −𝛽𝑉 𝜂(𝑡)− 𝛽𝑦𝑉𝑥 𝜉(𝑡− 𝜏)− 𝛽𝑦𝑉𝑦 𝜂(𝑡− 𝜏) ,
onde 𝑉 = 𝑉 (?¯?, 𝑦), 𝑉𝑥 = 𝑉𝑥(?¯?, 𝑦) e 𝑉𝑦 = 𝑉𝑦(?¯?, 𝑦). Reescrevendo este sistema sob a forma
matricial, temos ⎛⎝ 𝜉(𝑡)
?˙?(𝑡)
⎞⎠+ 𝐴
⎛⎝ 𝜉(𝑡)
𝜂(𝑡)
⎞⎠+ 𝐵
⎛⎝ 𝜉(𝑡− 𝜏)
𝜂(𝑡− 𝜏)
⎞⎠ =
⎛⎝ 0
0
⎞⎠ ,
onde
𝐴 =
⎛⎝ 𝛼𝑉 0
0 𝛽𝑉
⎞⎠ e 𝐵 =
⎛⎝ 𝛼?¯?𝑉𝑥 𝛼?¯?𝑉𝑦
𝛽𝑦𝑉𝑥 𝛽𝑦𝑉𝑦
⎞⎠ .
CAPÍTULO 2. ANÁLISE DE ESTABILIDADE 22
Assim, a equação característica associada é
∆(𝜆, 𝜏) = det(𝜆 𝐼 + 𝐴 + 𝐵𝑒−𝜆𝜏 ) = 𝑃 (𝜆) + 𝑄(𝜆)𝑒−𝜆𝜏 = 0, (2.2)
onde 𝑃 (𝜆) = 𝜆2 + (𝛼 + 𝛽)𝑉 𝜆 + 𝛼𝛽𝑉 2 e 𝑄(𝜆) = (𝛼?¯?𝑉𝑥 + 𝛽𝑦𝑉𝑦)𝜆 + 𝛼𝛽𝑉 (?¯?𝑉𝑥 + 𝑦𝑉𝑦).
Primeiramente, consideraremos o caso em que 𝜏 = 0, para o qual a equação (2.2)
se reduz a
(2.3)∆(𝜆, 0) = 𝑃 (𝜆) + 𝑄(𝜆)
= 𝜆2 + (𝛼𝑉 + 𝛼?¯?𝑉𝑥 + 𝛽𝑉 + 𝛽𝑦𝑉𝑦)𝜆 + 𝛼𝛽(𝑉
2 + ?¯?𝑉 𝑉𝑥 + 𝑦𝑉 𝑉𝑦) = 0 .
Devido à hipótese (H), os coeficientes nesta equação são positivos e, portanto, as raízes têm
parte real negativa. Lembrando que consideraremos a hipótese (H) sempre válida, obtendo,
então, o seguinte resultado.
Lema 2.2. Se 𝑉 ≥ ?¯?𝑉𝑥 + 𝑦𝑉𝑦, então ∆(𝑖𝜔, 𝜏) ̸= 0 para todo 𝜔 ∈ R e todo 𝜏 ≥ 0. Se
𝑉 < ?¯?𝑉𝑥+𝑦𝑉𝑦, então existe um único par 𝜔0, 𝜏0 ≥ 0, com 𝜔0𝜏0 < 2𝜋, tal que ∆(𝑖𝜔0, 𝜏0) = 0.
Demonstração. Primeiramente, segue que
∆(0, 𝜏) = 𝛼𝛽(𝑉 2 + ?¯?𝑉 𝑉𝑥 + 𝑦𝑉 𝑉𝑦) ̸= 0.
Além disso, para 𝜔 ∈ R, temos
|𝑃 (𝑖𝜔)|2−|𝑄(𝑖𝜔)|2 = (−𝜔2 + 𝛼𝛽𝑉 2)2 + ((𝛼 + 𝛽)𝑉 𝜔)2
− [︀(𝛼𝛽𝑉 (?¯?𝑉𝑥 + 𝑦𝑉𝑦))2 + 𝜔2(𝛼?¯?𝑉𝑥 + 𝛽𝑦𝑉𝑦)2]︀
= 𝜔4 + 𝑘1𝜔
2 + 𝑘2
onde 𝑘1 = (𝛼2 + 𝛽2)𝑉 2 − (𝛼?¯?𝑉𝑥 + 𝛽𝑦𝑉𝑦)2 e 𝑘2 = 𝛼2𝛽2𝑉 2
[︁
𝑉 2 − (︀?¯?𝑉𝑥 + 𝑦𝑉𝑦)︀2]︁. Assim, se
𝑉 ≥ ?¯?𝑉𝑥 + 𝑦𝑉𝑦, então 𝑘2 ≥ 0. Também temos
(𝛼2 + 𝛽2)𝑉 2 ≥ (𝛼2 + 𝛽2)(?¯?2𝑉 2𝑥 + 2?¯?𝑦𝑉𝑥𝑉𝑦 + 𝑦2𝑉 2𝑦 )
= 𝛼2?¯?2𝑉 2𝑥 + 𝛽
2?¯?2𝑉 2𝑥 + 2(𝛼
2 + 𝛽2)?¯?𝑦𝑉𝑥𝑉𝑦 + 𝛼
2𝑦𝑉 2𝑦 + 𝛽
2𝑦𝑉 2𝑦
> 𝛼2?¯?2𝑉 2𝑥 + 2(𝛼
2 + 𝛽2)?¯?𝑦𝑉𝑥𝑉𝑦 + 𝛽
2𝑦𝑉 2𝑦
> 𝛼2?¯?2𝑉 2𝑥 + 2𝛼𝛽?¯?𝑦𝑉𝑥𝑉𝑦 + 𝛽
2𝑦𝑉 2𝑦 ,
CAPÍTULO 2. ANÁLISE DE ESTABILIDADE 23
o que implica que 𝑘1 > 0. Portanto,
|𝑃 (𝑖𝜔)|2−|𝑄(𝑖𝜔)|2> 0,
para todo 𝜔 ∈ R*. Consequentemente,
∆(𝑖𝜔, 𝜏) = 𝑃 (𝑖𝜔) + 𝑄(𝑖𝜔)𝑒−𝑖𝜔𝜏 ̸= 0,
para 𝜔 ∈ R* e 𝜏 ≥ 0.
Agora, se 𝑉 < ?¯?𝑉𝑥 + 𝑦𝑉𝑦, então 𝑘2 < 0. Seja 𝑣 = 𝜔2, temos
|𝑃 (𝑖𝜔)|−|𝑄(𝑖𝜔)|= 𝑣2 + 𝑘1𝑣 + 𝑘2 := 𝐺(𝑣).
Como 𝑘2 < 0, 𝐺(𝑣) = 0 possui uma única raiz não negativa
𝑣0 =
1
2
(︂
−𝑘1 +
√︁
𝑘21 − 4𝑘2
)︂
> 0 .
Consequentemente, |𝑃 (𝑖𝜔)|2−|𝑄(𝑖𝜔)|2= 0 se, e somente se, 𝜔 = ±𝜔0, com 𝜔0 = √𝑣0 > 0.
E |𝑃 (𝑖𝜔0)|2−|𝑄(𝑖𝜔0)|2= 0 implica que |𝑃 (𝑖𝜔0)|= |𝑄(𝑖𝜔0)|. Logo, existe um único 𝜃 ∈ [0, 2𝜋)
tal que 𝑄(𝑖𝜔0)𝑒−𝑖𝜃 = −𝑃 (𝑖𝜔0). Portanto, existe um único 𝜏0 ≥ 0 tal que 𝜃 = 𝜔0𝜏0 < 2𝜋 e
∆(𝑖𝜔0, 𝜏0) = 𝑃 (𝑖𝜔0) + 𝑄(𝑖𝜔0)𝑒
−𝑖𝜔0𝜏0 = 0. 
O próximo resultado é apresentado em [4] e é de extrema importância para a
demonstração dos dois principais resultados desta seção. Antes, precisamos de uma definição
também apresentada em [4].
Definição 2.3. Dizemos que (2.2) é estável se todas as raízes possuem parte real negativa.
Dessa forma, a solução nula do sistema linear é assintoticamente estável. Também, dizemos
que (2.2) é instável se houver, pelo menos, uma raiz com parte real positiva.
Se considerarmos 𝜏 variando, há a possibilidade de as raízes cruzarem o eixo
imaginário e a equação trocar de estável para instável, podendo ocorrer, também, o contrário.
Quando isto acontece, dizemos que há uma troca de estabilidade.
Teorema 2.4. Considere a equação (2.2), onde 𝑃 e𝑄 são funções analíticas em um semiplano
direito Re(𝜆) > −𝛿, com 𝛿 > 0, o qual satisfaz as seguintes condições:
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𝑖) 𝑃 (𝜆) e 𝑄(𝜆) não possuem raiz imaginária pura em comum;
𝑖𝑖) 𝑃 (−𝑖𝜔) = 𝑃 (𝑖𝜔) e 𝑄(−𝑖𝜔) = 𝑄(𝑖𝜔), para 𝜔 ∈ R;
𝑖𝑖𝑖) 𝑃 (0) + 𝑄(0) ̸= 0;
𝑖𝑣) Existe, no máximo, um número finito de raízes de (2.2) com parte real positiva para
𝜏 = 0;
𝑣) 𝐹 (𝜔) := |𝑃 (𝑖𝜔)|2−|𝑄(𝑖𝜔)|2, para 𝜔 ∈ R, possui, no máximo, um número finito de
raízes reais.
Sob essas condições, as seguintes afirmações são verdadeiras.
𝐼) Suponhamos que a equação 𝐹 (𝜔) = 0 não possua raiz positiva. Então, se (2.2) é estável
(instável) em 𝜏 = 0, permanece estável (instável) para todo 𝜏 > 0;
𝐼𝐼) Suponhamos que a equação 𝐹 (𝜔) = 0 possua pelo menos uma raiz positiva e que cada
raiz positiva seja simples. Conforme 𝜏 cresce, trocas de estabilidade podem acontecer.
Existe um número positivo 𝜏 * tal que a equação (2.2) é instável para 𝜏 > 𝜏 *. Conforme
𝜏 varia de 0 a 𝜏 *, pode ocorrer, no máximo, um número finito de trocas de estabilidade.
A demonstração deste teorema está bem desenvolvida em [pag. 8-45, 8], onde
mais detalhes podem ser encontrados sobre as equações características de equações com
retardamento discreto.
Observe que, para o modelo estudado, os polinômios 𝑃 e𝑄 satisfazem as condições
do Teorema 2.4. De fato, como 𝑃 e 𝑄 não possuem raiz imaginária pura, pois 𝑃 (𝑖𝜔) =
−𝜔2 + 𝛼𝛽𝑉 2 + 𝑖𝜔(𝛼+ 𝛽)𝑉 e 𝑄(𝑖𝜔) = 𝛼𝛽𝑉 (?¯?𝑉𝑥 + 𝑦𝑉𝑦) + 𝑖𝜔(𝛼?¯?𝑉𝑥 + 𝛽𝑦𝑉𝑦), a condição (i)
é satisfeita. A condição (ii) também é satisfeita, pois
𝑃 (−𝑖𝜔) = −𝜔2 + 𝛼𝛽𝑉 2 − 𝑖𝜔(𝛼 + 𝛽)𝑉 = 𝑃 (𝑖𝜔) ,
𝑄(−𝑖𝜔) = 𝛼𝛽𝑉 (?¯?𝑉𝑥 + 𝑦𝑉𝑦)− 𝑖𝜔(𝛼?¯?𝑉𝑥 + 𝛽𝑦𝑉𝑦) = 𝑄(𝑖𝜔) .
Além disso, 𝑃 (0) = 𝛼𝛽𝑉 2 e 𝑄(0) = 𝛼𝛽𝑉 (?¯?𝑉𝑥 + 𝑦𝑉𝑦), ou seja, 𝑃 (0) + 𝑄(0) ̸= 0. Logo, a
condição (iii) também é satisfeita. Como ∆(𝜆, 0) possui apenas raízes com parte real negativa,
segue que a condição (iv) está garantida. E pela demonstração do Lema 2.2, segue que a
condição (v) é satisfeita.
Agora, a partir do Lema 2.2 e do Teorema 2.4, obtemos o seguinte resultado.
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Teorema 2.5. Se 𝑉 ≥ ?¯?𝑉𝑥 + 𝑦𝑉𝑦, então o equilíbrio (?¯?, 𝑦) é assintoticamente estável para
qualquer retardo 𝜏 ≥ 0.
Demonstração. Pelo Lema 2.2, a equação 𝐹 (𝜔) = 0 não possui raiz (se 𝑘2 > 0) ou possui
apenas a raiz nula (se 𝑘2 = 0). Como ∆(𝜆, 0) possui apenas raízes com parte real negativa,
segue que ∆(𝜆, 𝜏) é estável para 𝜏 = 0 e, pelo item (I) do Teorema 2.4, procede que ∆(𝜆, 𝜏)
é estável para todo 𝜏 > 0. 
Considerando o caso 𝑉 < ?¯?𝑉𝑥 + 𝑦𝑉𝑦, segue do Lema 2.2 que,
∆(𝑖𝜔, 𝜏) = 0, 𝜔 ∈ R, 𝜏 ≥ 0,
se, e somente se,
𝜔 = ±𝜔0 e 𝜏 = 𝜏𝑛 := 𝜏0 + 2𝑛𝜋
𝜔0
, 𝑛 ∈ N ∪ {0}, (2.4)
onde 𝜔0 > 0 e 𝜏0 ≥ 0 são definidos como no Lema 2.2.
Para os próximos resultados, temos o seguinte resultado auxiliar.
Lema 2.6.
Re
[︂
𝑖𝜔0
𝜕∆
𝜕𝜆
(𝑖𝜔0, 𝜏𝑛)𝑄(𝑖𝜔0)𝑒
−𝑖𝜔0𝜏𝑛
]︂
> 0, ∀𝑛 ∈ N ∪ {0}.
Demonstração. Sejam 𝑎1 = (𝛼+𝛽)𝑉 , 𝑎2 = 𝛼𝛽𝑉 2, 𝑏1 = 𝛼?¯?𝑉𝑥+𝛽𝑦𝑉𝑦 e 𝑏2 = 𝛼𝛽𝑉 (?¯?𝑉𝑥+𝑦𝑉𝑦),
então
∆(𝜆, 𝜏) = 𝜆2 + 𝑎1 𝜆 + 𝑎2 + (𝑏1 𝜆 + 𝑏2)𝑒
−𝑖𝜆𝜏 ,
e também
(2.5)
𝜕∆
𝜕𝜆
(𝜆, 𝜏) = 2𝜆 + 𝑎1 + 𝑏1𝑒
−𝑖𝜆𝜏 − 𝜏(𝑏1𝜆 + 𝑏2)𝑒−𝑖𝜆𝜏
= 2𝜆 + 𝑎1 + 𝑏1𝑒
−𝑖𝜆𝜏 − 𝜏 𝑄(𝜆)𝑒−𝑖𝜆𝜏 .
Assim,
𝜕∆
𝜕𝜆
(𝑖𝜔0, 𝜏𝑛) = [2𝑖𝜔0 + 𝑎1 + 𝑏1𝑒−𝑖𝜔0𝜏𝑛 − 𝜏𝑛𝑄(𝑖𝜔0)𝑒−𝑖𝜔0𝜏𝑛 ]
= −2𝑖𝜔0 + 𝑎1 + 𝑏1𝑒𝑖𝜔0𝜏𝑛 − 𝜏𝑛𝑄(𝑖𝜔0)𝑒𝑖𝜔0𝜏𝑛 .
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Logo,
𝑖𝜔0
𝜕∆
𝜕𝜆
(𝑖𝜔0, 𝜏𝑛)𝑄(𝑖𝜔0)𝑒
−𝑖𝜔0𝜏𝑛
= 𝑖𝜔0
(︁
−2𝑖𝜔0 + 𝑎1 + 𝑏1𝑒𝑖𝜔0𝜏𝑛 − 𝜏𝑛𝑄(𝑖𝜔0)𝑒𝑖𝜔0𝜏𝑛
)︁
𝑄(𝑖𝜔0)𝑒
−𝑖𝜔0𝜏𝑛
= 𝑖𝜔0(−2𝑖𝜔0 + 𝑎1)𝑄(𝑖𝜔0)𝑒−𝑖𝜔0𝜏𝑛 + 𝑖𝜔0𝑏1𝑄(𝑖𝜔0)− 𝑖𝜔0𝜏𝑛 |𝑄(𝑖𝜔0)|2
= −𝑖𝜔0(−2𝑖𝜔0 + 𝑎1)𝑃 (𝑖𝜔0) + 𝑖𝜔0𝑏1𝑄(𝑖𝜔0)− 𝑖𝜔0𝜏𝑛 |𝑄(𝑖𝜔0)|2
= −𝑖𝜔0(−2𝑖𝜔0 + 𝑎1)(−𝜔20 + 𝑖𝑎1𝜔0 + 𝑎2) + 𝑖𝜔0𝑏1(𝑖𝜔0𝑏1 + 𝑏2)− 𝑖𝜔0𝜏𝑛 |𝑄(𝑖𝜔0)|2
= 2𝜔40 − 𝑖𝑎1𝜔30 + (𝑎21 − 𝑏21 − 2𝑎2)𝜔20 + 𝑖(𝑏1𝑏2 − 𝑎1𝑎2)𝜔0 − 𝑖𝜔0𝜏𝑛 |𝑄(𝑖𝜔0)|2 .
Portanto,
Re
[︂
𝑖𝜔0
𝜕∆
𝜕𝜆
(𝑖𝜔0, 𝜏𝑛)𝑄(𝑖𝜔0)𝑒
−𝑖𝜔0𝜏𝑛
]︂
= 2𝜔40 + (𝑎
2
1 − 𝑏21 − 2𝑎2)𝜔20
= 2𝜔20
(︂
𝜔20 +
1
2
(𝑎21 − 𝑏21 − 2𝑎2)
)︂
.
Mas, observe que
𝑎21 − 𝑏21 − 2𝑎2 = (𝛼 + 𝛽)2𝑉 2 − (𝛼?¯?𝑉𝑥 + 𝛽𝑦𝑉𝑦)2 − 2𝛼𝛽𝑉 2
= (𝛼2 + 𝛽2)𝑉 2 − (𝛼?¯?𝑉𝑥 + 𝛽𝑦𝑉𝑦) = 𝑘1 .
Consequentemente,
Re
[︂
𝑖𝜔0
𝜕∆
𝜕𝜆
(𝑖𝜔0, 𝜏𝑛)𝑄(𝑖𝜔0)𝑒
−𝑖𝜔0𝜏𝑛
]︂
= 2𝜔20
(︂
𝜔20 +
𝑘1
2
)︂
= 2𝑣0
(︂
𝑣0 +
𝑘1
2
)︂
= 𝑣0(2𝑣0 + 𝑘1) = 𝑣0
√︁
𝑘21 − 4𝑘2 > 0 ,
pois 2𝑣0 = −𝑘1 +
√︀
𝑘21 − 4𝑘2, com 𝑘2 < 0. 
Como consequência do Lema 2.6, obtemos o seguinte corolário.
Corolário 2.7. Suponha que 𝑉 < ?¯?𝑉𝑥 + 𝑦𝑉𝑦. Sejam 𝜔0 e 𝜏𝑛, para 𝑛 = 0, 1, 2, ..., definidos
como no Lema 2.2 e em (2.4). Então, para cada 𝜏𝑛, existe uma vizinhança 𝐼𝑛 ⊂ R de 𝜏𝑛 e
uma função continuamente diferenciável 𝜆𝑛 : 𝐼𝑛 → C tal que
i) 𝜆𝑛(𝜏𝑛) = 𝑖𝜔0;
ii) ∆(𝜆𝑛(𝜏), 𝜏) = 0, para todo 𝜏 ∈ 𝐼𝑛;
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iii) Re
[︂
𝑑𝜆𝑛
𝑑𝜏
(𝜏𝑛)
]︂
> 0.
Demonstração. Do Lema (2.6), segue que
𝜕∆
𝜕𝜆
(𝑖𝜔0, 𝜏𝑛) ̸= 0, ∀𝑛 ∈ N ∪ {0}.
Assim, pelo Teorema da Função Implícita, existe uma vizinhança 𝐼𝑛 ⊂ R de 𝜏𝑛 e uma função
continuamente diferenciável 𝜆𝑛 : 𝐼𝑛 → C, satisfazendo (i) e (ii).
Deste modo, por (ii) obtemos
0 =
𝜕∆
𝜕𝜏
((𝑖𝜔0, 𝜏𝑛)) =
𝜕∆
𝜕𝜆
(𝑖𝜔0, 𝜏𝑛) · 𝑑𝜆𝑛
𝑑𝜏
(𝜏𝑛) +
𝜕∆
𝜕𝜏
(𝑖𝜔0, 𝜏𝑛)
=
𝜕∆
𝜕𝜆
(𝑖𝜔0, 𝜏𝑛) · 𝑑𝜆𝑛
𝑑𝜏
(𝜏𝑛)− 𝑖𝜔0𝑄(𝑖𝜔0)𝑒−𝑖𝜔0𝜏𝑛
⇒ 𝑑𝜆𝑛
𝑑𝜏
(𝜏𝑛) = 𝑖𝜔0𝑄(𝑖𝜔0)𝑒
−𝑖𝜔0𝜏𝑛
⎛⎜⎜⎜⎝
𝜕∆
𝜕𝜆
(𝑖𝜔0, 𝜏𝑛)⃒⃒⃒⃒
𝜕∆
𝜕𝜆
(𝑖𝜔0, 𝜏𝑛)
⃒⃒⃒⃒2
⎞⎟⎟⎟⎠ .
Consequentemente, pelo Lema 2.6,
Re
[︂
𝑑𝜆𝑛
𝑑𝜏
(𝜏𝑛)
]︂
=
1⃒⃒⃒⃒
𝜕∆
𝜕𝜆
(𝑖𝜔0, 𝜏𝑛)
⃒⃒⃒⃒2 · Re(︂𝑖𝜔0𝜕∆𝜕𝜆 (𝑖𝜔0, 𝜏𝑛)𝑄(𝑖𝜔0)𝑒−𝑖𝜔0𝜏𝑛
)︂
> 0 .

Por fim, aplicando o Lema 2.2, o Corolário 2.7 e o Teorema 2.4, obtemos o teorema
abaixo.
Teorema 2.8. Suponha que 𝑉 < ?¯?𝑉𝑥 + 𝑦𝑉𝑦. Seja 𝜏0 definido como no Lema 2.2. Então, a
solução de equilíbrio (?¯?, 𝑦) é assintoticamente estável se 0 ≤ 𝜏 < 𝜏0, e instável se 𝜏 > 𝜏0.
Demonstração. Pelo Lema 2.2, a equação 𝐹 (𝑦) = 0 tem apenas uma raiz positiva. Logo,
pelo item (II) do Teorema 2.4, existe um ponto 𝜏 * > 0 tal que (?¯?, 𝑦) é instável para 𝜏 > 𝜏 * e,
conforme 𝜏 varia de 0 a 𝜏 *, ocorre, no máximo, um número finito de trocas de estabilidade.
Mas, pelo Lema 2.2 e pelo Corolário 2.7, haverá troca de estabilidade somente nos
pontos
𝜏𝑛 = 𝜏0 +
2𝑛𝜋
𝜔0
≥ 𝜏0, 𝑛 = 0, 1, 2, ...
e, como é estável para 𝜏 = 0, é estável para 0 < 𝜏 < 𝜏0. 
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No caso do Teorema 2.8, se considerarmos 𝜏 variando, então, conforme passa por
𝜏0, a solução de equilíbrio (?¯?, 𝑦) perde a estabilidade.
Por fim, para auxiliar nas simulações, o valor crítico 𝜏0 pode ser computado com
o que foi obtido anteriormente. Primeiro, determinamos o valor de 𝑣0 como na demonstração
do Lema 2.2 e o valor de 𝜔0 =
√
𝑣0. Então, 𝜏0 pode ser determinado pela equação
𝑒−𝑖𝜔0𝜏0 = −𝑃 (𝑖𝜔0)
𝑄(𝑖𝜔0)
, 𝜔0𝜏0 < 2𝜋 .
Aplicando o logaritmo complexo, obtemos
−𝑖𝜔0𝜏0 = ln
(︂
−𝑃 (𝑖𝜔0)
𝑄(𝑖𝜔0)
)︂
= ln(−𝑃 (𝑖𝜔0))− ln(𝑄(𝑖𝜔0))
= ln|𝑃 (𝑖𝜔0)|+𝑖 arcsen
(︂−(𝛼 + 𝛽)𝑉 𝜔0
|𝑃 (𝑖𝜔0)|
)︂
− ln|𝑄(𝑖𝜔0)|−𝑖 arcsen
(︂
(𝛼?¯?𝑉𝑥 + 𝛽𝑦𝑉𝑦)𝜔0
|𝑄(𝑖𝜔0)|
)︂
= 𝑖
(︂
arcsen
(︂−(𝛼 + 𝛽)𝑉 𝜔0
|𝑃 (𝑖𝜔0)|
)︂
− arcsen
(︂
(𝛼?¯?𝑉𝑥 + 𝛽𝑦𝑉𝑦)𝜔0
|𝑄(𝑖𝜔0)|
)︂)︂
,
pois |𝑃 (𝑖𝜔0)|= |𝑄(𝑖𝜔0)|. Portanto,
𝜏0 =
1
𝜔0
(︂
arcsen
(︂
(𝛼?¯?𝑉𝑥 + 𝛽𝑦𝑉𝑦)𝜔0
|𝑄(𝑖𝜔0)|
)︂
− arcsen
(︂−(𝛼 + 𝛽)𝑉 𝜔0
|𝑃 (𝑖𝜔0)|
)︂)︂
. (2.6)
Estudada a estabilidade do problema, no próximo capítulo será apresentado o
método numérico utilizado para as simulações do capítulo 3.
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Simulações Numéricas
CAPÍTULO 3
As simulações feitas neste capítulo têm como objetivo ilustrar o comportamento
das soluções do problema com retardamento, conforme a variação dos parâmetros, para
associá-las às situações consideradas do modelo. As soluções numéricas foram obtidas através
do método de Runge-Kutta, introduzido a seguir.
3.1 Método Numérico
Nesta seção, são apresentados o método utilizado nos ensaios numéricos e um
resultado teórico sobre a convergência do método conforme [2], onde uma teoria mais apro-
fundada dos métodos numéricos pode ser encontrada.
3.1.1 Método natural de Runge-Kutta
Considere a equação
?˙?(𝑡) = 𝑓(𝑡, 𝑥𝑡) = 𝑔(𝑡, 𝑥(𝑡), 𝑥(𝑡− 𝜏))
com 𝑥(𝑡) = 𝜙(𝑡− 𝑡0), 𝑡0 − 𝜏 ≤ 𝑡 ≤ 𝑡0 e 0 < 𝜏 .
Com o intuito de obter uma aproximação numérica da solução num intervalo [𝑡0−
𝜏, 𝑡𝐹 ], 𝑡𝐹 > 𝑡0, é tomado um passo constante ℎ de modo que os instantes 𝑡0+𝑗𝜏 ∈ [𝑡0−𝜏, 𝑡𝑓 ],
𝑗 ∈ Z, pertençam à partição {𝑡0 − 𝜏 = 𝑡1 < ... < 𝑡𝑁+1 = 𝑡𝐹} com 𝑡𝑖+1 − 𝑡𝑖 = ℎ para
todo 𝑖 = 1, ..., 𝑁 e 𝑁 = (𝑡𝐹 − 𝑡0 + 𝜏)/ℎ. Para tanto, devemos tomar ℎ de modo que
𝜏/ℎ ∈ Z+. Assim, sendo 𝑥𝑖 ≈ 𝑥(𝑡𝑖) a aproximação da solução, temos 𝑡𝑖+1 = 𝑡1 + 𝑖 · ℎ para
todo 𝑖 = 1, ..., 𝑁+1, 𝑥𝑖 = 𝑥(𝑡𝑖) = 𝜙(𝑡𝑖−𝑡0) para 𝑖 = 1, ..., 1+𝜏/ℎ e, para 𝑖 = 1+𝜏/ℎ, ..., 𝑁 ,
𝑥𝑖+1 = 𝑥𝑖 + ℎ
𝑝∑︁
𝑗=1
𝑏𝑗𝐾
𝑗
𝑖+1, (3.1)
onde
𝐾𝑗𝑖+1 = 𝑔
(︃
𝑡𝑗𝑖+1 , 𝑥𝑖 + ℎ
𝑝∑︁
𝑙=1
𝑎𝑗𝑙𝐾
𝑙
𝑖+1 , 𝑥𝑖−𝜏/ℎ + ℎ
𝑝∑︁
𝑙=1
𝑎𝑗𝑙𝐾
𝑙
𝑖+1
)︃
, (3.2)
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com 𝑡𝑗𝑖+1 = 𝑡𝑖 + 𝑐𝑗ℎ, 𝑐𝑗 =
𝑝∑︀
𝑙=1
𝑎𝑗𝑙, 0 ≤ 𝑐𝑗 ≤ 1, para 𝑗 = 1, ..., 𝑝, sendo 𝑝 a ordem do método.
Teorema 3.1. Se a função 𝑔(𝑡, 𝑥, 𝑦) é de classe 𝒞𝑝 em [𝑡0, 𝑡𝑓 ] × R𝑛 × R𝑛, então o método
natural de Runge-Kutta para EDRs (3.1)-(3.2) de ordem discreta 𝑝 é convergente com ordem
discreta 𝑝, isto é
max
1≤𝑖≤𝑁
‖𝑥(𝑡𝑖)− 𝑥𝑖‖= 𝒪(ℎ𝑝) ,
para qualquer função inicial 𝜙(𝜃) de classe 𝒞𝑝 em [−𝜏, 0] e qualquer passo constante ℎ tal que
𝜏/ℎ ∈ Z+.
3.1.2 Runge-Kutta de quarta ordem clássico
Para as simulações computacionais realizadas neste trabalho, por ser relativamente
simples e apresentar um erro pequeno, foi utilizado o método de Runge-Kutta clássico de quarta
ordem adaptado para EDRs. Neste método, temos 𝑏1 = 𝑏4 = 1/6, 𝑏2 = 𝑏3 = 1/3, 𝑎𝑗𝑙 = 0
exceto para 𝑎21 = 𝑎32 = 1/2 e 𝑎43 = 1 e, então, 𝑐1 = 0, 𝑐2 = 𝑐3 = 1/2 e 𝑐4 = 1. Deste
modo,
𝑥𝑖+1 = 𝑥𝑖 +
ℎ
6
(𝐾1𝑖+1 + 2(𝐾
2
𝑖+1 + 𝐾
3
𝑖+1) + 𝐾
4
𝑖+1) ,
onde
𝐾1𝑖+1 =𝑔
(︀
𝑡𝑖, 𝑥𝑖, 𝑥𝑖−𝜏/ℎ
)︀
,
𝐾2𝑖+1 =𝑔
(︂
𝑡𝑖 +
ℎ
2
, 𝑥𝑖 +
ℎ
2
𝐾1𝑖+1, 𝑥𝑖−𝜏/ℎ +
ℎ
2
𝐾1𝑖+1
)︂
,
𝐾3𝑖+1 =𝑔
(︂
𝑡𝑖 +
ℎ
2
, 𝑥𝑖 +
ℎ
2
𝐾2𝑖+1, 𝑥𝑖−𝜏/ℎ +
ℎ
2
𝐾2𝑖+1
)︂
,
𝐾4𝑖+1 =𝑔
(︀
𝑡𝑖 + ℎ, 𝑥𝑖 + ℎ𝐾
3
𝑖+1, 𝑥𝑖−𝜏/ℎ + ℎ𝐾
3
𝑖+1
)︀
.
Além dos métodos numéricos, existem métodos iterativos que auxiliam na resolução
de equações com retardamento. Estes podem ser encontrados no Apêndice A, seção A.2.
3.2 Função de ventilação e parâmetros
Em [9, 15], o modelo de respiração humana considera apenas os efeitos do gás
carbônico na respiração. A função de ventilação proposta é a função de Hill
𝐻(𝑥) = 𝐻*
𝑥𝑛
𝐾𝑛 + 𝑥𝑛
,
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onde 𝐾 > 0, 𝑛 ∈ Z+ e 𝐻* = sup
𝑥>0
𝐻(𝑥) = lim
𝑥→∞
𝐻(𝑥) > 0 é a ventilação máxima. Essa função
foi escolhida por ser de fácil manipulação e por apresentar uma resposta realista às variações
do nível de 𝐶𝑂2.
Figura 3.1: Gráfico da Função de Hill.
x
H
H*
K
Fonte: elaborado pelo autor.
Dessa forma, é proposto em [5] tomarmos a função radialmente simétrica
𝑉 (𝑥, 𝑦) = 𝑊 *
(𝑥2 + 𝑦2)𝑛/2
𝐾𝑛 + (𝑥2 + 𝑦2)𝑛/2
, 𝑥, 𝑦 > 0 ,
a qual satisfaz a hipótese (H) do capítulo 2. Consequentemente, a função de ventilação 𝑊 é
dada por
𝑊 (𝑢, 𝑣) = 𝑉
(︂
𝑢− 𝑥𝐼
𝑝
,
𝑦𝐼 − 𝑣
𝜎
)︂
= 𝑊 *
(︃(︂
𝑢− 𝑥𝐼
𝑝
)︂2
+
(︂
𝑦𝐼 − 𝑣
𝜎
)︂2)︃𝑛/2
𝐾𝑛 +
(︃(︂
𝑢− 𝑥𝐼
𝑝
)︂2
+
(︂
𝑦𝐼 − 𝑣
𝜎
)︂2)︃𝑛/2 .
Como apresentado na introdução, as pressões parciais de 𝐶𝑂2 e 𝑂2 ao nível do
mar são, respectivamente, 𝑥𝐼 = 0, 3116 mmHg e 𝑦𝐼 = 159, 22 mmHg. Também é dado
o estado estacionário (?¯?, 𝑣) = (40, 100) na homeostase. Em [9], a produção de 𝐶𝑂2 (𝑝)
nas células é de 6 mmHg/min. Para obter a taxa de consumo de 𝑂2 (𝜎), usa-se a relação
𝑄𝑅 = 𝑝/𝜎, onde 𝑄𝑅 é o quociente respiratório. De [pag. 457, 18], 𝑄𝑅 = 0, 8, e obtendo-se
𝜎 = 7, 5 mmHg/min. Seguindo [15], tomamos 𝑊 * = 80 L/min.
Como em [17], tomaremos, para um adulto de 70 kg em repouso, 𝑉 𝐶 = 0, 5 L por
respiração e 𝐹𝑅 = 12 respirações por minuto. Portanto, consideramos ?¯? = 𝑉 = 𝑉 (?¯?, 𝑦) =
6 L/min. Logo, podemos obter 𝛼 = 1/?¯?𝑉 e 𝛽 = 1/𝑦𝑉 .
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Para o cálculo de 𝑛, temos que
𝑉𝑥(𝑥, 𝑦) =
𝑊 *𝑥𝐾𝑛𝑛(𝑥2 + 𝑦2)(𝑛−2)/2
(𝐾𝑛 + (𝑥2 + 𝑦2)𝑛/2)2
, ∀𝑥, 𝑦 > 0 .
Assim, denotando 𝑟 =
√︀
?¯?2 + 𝑦2,
𝑉𝑥 = 𝑉𝑥(?¯?, 𝑦) =
𝑊 *?¯?𝐾𝑛𝑛𝑟𝑛−2
(𝐾𝑛 + 𝑟𝑛)2
=
𝑉 ?¯?𝐾𝑛𝑛
(𝐾𝑛 + 𝑟𝑛)𝑟2
=
𝑉 ?¯?(𝑊 * − 𝑉 )𝑛
𝑊 *𝑟2
.
Além disso, ?¯?𝑢(𝑢, 𝑣) = 𝑉𝑥(𝑥, 𝑦)/𝑝. Logo,
𝑛 =
?¯?𝑢 𝑝𝑊
* 𝑟2
?¯? 𝑉 (𝑊 * − 𝑉 ) .
onde, conforme [15], tomaremos ?¯?𝑢 = 𝑊𝑢(?¯?, 𝑣) = 4L/min mmHg. ?¯?𝑢 representa a sensibi-
lidade do controle respiratório aos níveis de 𝐶𝑂2.
Para obter 𝐾, segue que
𝑉 =
𝑊 *𝑟𝑛
𝑟𝑛 + 𝐾𝑛
⇒ 𝐾𝑛 + 𝑟𝑛 = 𝑊
*𝑟𝑛
𝑉
⇒ 𝐾𝑛 =
(︂
𝑊 * − 𝑉
𝑉
)︂
𝑟𝑛 .
Por último, são apresentados em [13] valores entre 6 e 7 segundos para o retardo
do transporte dos gases até os quimiorreceptores. Assim, tomamos 𝜏 = 0, 11 min.
3.3 Gráficos das soluções
As simulações numéricas foram feitas no software Octave, com os códigos do
Apêndice B. Nas simulações, para uma melhor construção dos gráficos, consideramos 𝑡0 = 𝜏 ,
o que não influencia o problema, já que nosso sistema é autônomo.
A seguir, ilustramos uma situação em que há estabilidade e outra na qual há
instabilidade. Depois, apresentamos algumas situações de instabilidade associadas a padrões
respiratórios cíclicos.
Considerando uma perturbação nas pressões parciais, tomamos como condição
inicial (𝑢(𝑡), 𝑣(𝑡)) = (50, 90) para 𝑡 ∈ [−𝜏, 0] e obtemos a solução dada na figura 3.2.
CAPÍTULO 3. SIMULAÇÕES NUMÉRICAS 33
Figura 3.2: Solução aproximada com condição inicial (50, 90) e 𝜏 = 0, 11.
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Fonte: elaborado pelo autor.
Observa-se que a solução começa com uma variação bem grande tanto em 𝑢
quanto em 𝑣, e isto se deve à resposta do controle respiratório à falta de oxigênio e excesso
de gás carbônico. No modelo, essa resposta se dá exatamente pela função de ventilação,
pois 𝑊 (50, 90) = 79, 997 L/min, enquanto ?¯? = 𝑊 (40, 100) = 6 L/min (temos também
𝑊 (40, 90) = 78, 832 e 𝑊 (50, 100) = 79, 308). Em seguida, a respiração volta ao normal e
as pressões tendem ao equilíbrio.
Com o código B.3, obtemos ?¯?𝑉𝑥+𝑦𝑉𝑦 = 382, 95 > 6 = 𝑉 e 𝜏0 = 0, 18179. Assim,
conforme a análise feita na seção 2, para 𝜏 > 𝜏0, o ponto estacionário é instável. Considerando
a mesma condição inicial e 𝜏 = 0, 19, obtemos o seguinte gráfico para a solução.
Figura 3.3: Solução numérica com condição inicial (50, 90) e 𝜏 = 0, 19.
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Fonte: elaborado pelo autor.
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3.3.1 Respiração de Cheyne-Stokes
Identificada pelos médicos “Cheyne” e “Stokes” em pacientes com problemas car-
díacos e neurológicos, respectivamente, a Respiração de Cheyne-Stokes (RCS) faz parte de
um conjunto de padrões respiratórios regulares e cíclicos denominados Respiração Periódica
(PB, sigla do inglês).
Figura 3.4: Respiração de Cheyne-Stokes.
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Fonte: elaborado pelo autor.
O padrão respiratório de Cheyne-Stokes (Figura 3.4) é dado por intervalos de hiper-
ventilação (aumento no volume-minuto) intercalados com intervalos de apneia (interrupção
da respiração). A hiperventilação é resultado do crescimento (hiperpneia) e decrescimento
(hipopneia) da frequência e da intensidade dos movimentos respiratórios. A hiperventilação
diminui a 𝑃𝑎𝐶𝑂2 , diminuindo a ventilação e acarretando em apneia. A apneia aumenta a 𝑃𝑎𝐶𝑂2 ,
reiniciando a hiperventilação e, assim, sucessivamente. A instabilidade presente na RCS se
deve a baixos níveis de 𝑂2, ao aumento de 𝐶𝑂2 no sangue arterial, aumento no retardo entre
o pulmão e os quimiorreceptores e aumento da sensibilidade dos quimiorreceptores.
No modelo, a função de ventilação controla os níveis dos gases no sangue arterial,
respondendo a perturbações nos níveis de 𝐶𝑂2 e 𝑂2. Assim, quando o retardo é muito grande,
a resposta demora a acontecer, fazendo com que os níveis dos gases se alterem novamente
devido a um grande intervalo de apneia. Surgem, assim, os padrões oscilatórios.
Indivíduos normais após hiperventilação
Considerando, devido à hiperventilação, uma redução de 𝑃𝑎𝐶𝑂2 de 40 mmHg para
14 mmHg, segue-se um intervalo de apneia (𝑊 = 0) e, então, aparece um padrão cíclico. Na
simulação, foi considerado ?¯?𝑢 = 6 L/min mmHg e a condição inicial (𝑢(𝑡), 𝑣(𝑡)) = (14, 100),
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𝑡0 − 𝜏 ≤ 𝑡 ≤ 𝑡0, 𝜏 = 0, 11 min. Observe, na Figura 3.5, que as oscilações vão desaparecendo
conforme as pressões parciais de 𝐶𝑂2 e 𝑂2 vão se estabilizando.
Figura 3.5: PB em sujeito normal após hiperventilação.
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Fonte: elaborado pelo autor.
Numa outra situação, após a hiperventilação, além de considerar um decaimento de
𝑃𝑎𝐶𝑂2 de 40 mmHg para 14 mmHg, vamos considerar um aumento no retardo do transporte,
tomando 𝜏 = 0, 4 min. Pela Figura 3.6, vemos que, após a apneia, aparece um padrão
oscilatório intercalando hiperventilação e apneia, caracterizando, assim, o padrão de Cheyne-
Stokes. Esse padrão ocorre enquanto 𝜏 for maior que 𝜏0 = 0, 18179 min.
Figura 3.6: RCS em sujeito normal após hiperventilação e maior retardo no transporte dos
gases.
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Fonte: elaborado pelo autor.
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Na simulação da figura 3.7, após um intervalo de asfixia (apneia forçada), há um
salto na ventilação pulmonar em resposta às alterações nos níveis de 𝐶𝑂2 e 𝑂2. Após essa
resposta, há um intervalo de apneia e, em seguida, há uma pequena oscilação até que as
pressões se estabilizem. A condição inicial tomada é a mesma da solução na Figura 3.2 e,
neste caso, geramos a função de ventilação para entender o fenômeno.
Figura 3.7: Padrão oscilatório resultado de asfixia.
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Fonte: elaborado pelo autor.
Pacientes com Insuficiência Cardíaca
Na Insuficiência Cardíaca (IC), há uma diminuição no débito cardíaco (sangue
bombeado pelo coração por minuto), aumentando o tempo de transporte dos gases no sangue
arterial e diminuindo o consumo de gás oxigênio (𝜎). Há, também, um aumento na atividade
quimiorreceptora periférica, resultando em maior ventilação do que em indivíduos saudáveis
para uma mesma carga de exercício.
Na simulação, os valores alterados foram 𝜎 = 4, 2 mmHg/min, 𝑝 = 0, 8 · 4, 2 =
3, 36 mmHg/min, ?¯?𝑢 = 8 L/min·mmHg, 𝜏 = 0, 4 min e 𝑊 * = 40 L/min, e a condição inicial
é dada por (𝑢(𝑡), 𝑣(𝑡)) = (25, 100) para −𝜏 ≤ 𝑡 ≤ 0. Note que, na Figura 3.8, a solução
parece aproximar-se de uma solução periódica, dando a ideia de existir um ciclo-limite atrator
para o problema.
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Figura 3.8: RCS em paciente com IC.
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Fonte: elaborado pelo autor.
Paciente com desordem neurológica
Figura 3.9: RCS em paciente com alguma desordem neurológica.
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Fonte: elaborado pelo autor.
Na Figura 3.9, é mostrada a solução para um caso hipotético de problema neuro-
lógico, no qual, segundo [3, 14], há um aumento na sensibilidade aos níveis de 𝐶𝑂2. Assim,
consideramos ?¯?𝑢 = 10 L/min mmHg e 𝑊 * = 40 L/min. Inicialmente, foi considerada uma
hiperventilação reduzindo 𝑃𝑎𝐶𝑂2 para 18 mmHg.
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Altitude
A respiração de Cheyne-Stokes também aparece em pessoas que viajam para
grandes altitudes, pois o corpo demora para se adequar à baixa pressão do ar. A Figura
3.10 ilustra o padrão de Cheyne-Stokes nesta situação em uma altitude de aproximadamente
14000 pés (4267 metros) com 𝑃𝑎𝐶𝑂2 inicial de 18 mmHg devido a hiperventilação. Con-
forme dados apresentados em [7], a pressão do ar é de aproximadamente 450 mmHg, de onde
𝑥𝐼 = 0, 1845 mmHg e 𝑦𝐼 = 94, 275 mmHg. Também, as pressões parciais de 𝐶𝑂2 e 𝑂2
na homeostase são 30 mmHg e 50 mmHg, respectivamente. Além disso, consideramos um
aumento em ?¯? , ?¯?𝑢, 𝑝 e 𝜎.
Figura 3.10: RCS em recém-chegado em local de grande altitude.
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Fonte: elabordo pelo autor.
Mais informações e modelagens envolvendo a RCS, além do apresentado, podem
ser encontradas em [1, 7, 10, 13, 14] e em outros textos.
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Modelo com quatro equações
CAPÍTULO 4
No modelo estudado anteriormente, as pressões parciais de 𝐶𝑂2 e 𝑂2 no sangue
venoso não são consideradas. Assim, com base nos modelos apresentados em [13, 14], é
interessante construir um sistema para analisar a influência e o comportamento dos gases
𝐶𝑂2 e 𝑂2 no sangue venoso. Desse modo, propomos o sistema
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
𝑑𝑢1
𝑑𝑡
(𝑡) = −𝛼𝑊 (𝑢1(𝑡− 𝜏), 𝑣1(𝑡− 𝜏)) (𝑢1(𝑡)− 𝑥𝐼)− 𝛾1(𝑢1(𝑡)− 𝑢2(𝑡)),
𝑑𝑣1
𝑑𝑡
(𝑡) = 𝛽 𝑊 (𝑢1(𝑡− 𝜏), 𝑣1(𝑡− 𝜏)) (𝑦𝐼 − 𝑣1(𝑡))− 𝛾2(𝑣1(𝑡)− 𝑣2(𝑡)),
𝑑𝑢2
𝑑𝑡
(𝑡) = 𝑝 + 𝛾1(𝑢1(𝑡)− 𝑢2(𝑡)),
𝑑𝑣2
𝑑𝑡
(𝑡) = −𝜎 + 𝛾2(𝑣1(𝑡)− 𝑣2(𝑡)),
onde 𝑢1, 𝑣1, 𝑢2, 𝑣2 são as pressões parciais de 𝐶𝑂2 no sangue arterial (𝑃𝑎𝐶𝑂2), 𝑂2 no sangue
arterial (𝑃𝑎𝑂2), 𝐶𝑂2 no sangue venoso (𝑃𝑉 𝐶𝑂2) e 𝑂2 no sangue venoso (𝑃𝑉 𝑂2), respectiva-
mente. Os parâmetros 𝛾1 e 𝛾2 representam as taxas de troca dos gases entre o sangue arterial
e o venoso, realizado através dos capilares. Assim como em [13, 14], consideramos a função
de ventilação 𝑊 dependendo apenas dos níveis arteriais de 𝐶𝑂2 e 𝑂2.
4.1 Estabilidade
Realizar uma análise de estabilidade para este problema demanda mais trabalho do
que o modelo considerado anteriormente. Isto se deve por obtermos uma função característica
mais complexa para ser estudada, dada por
∆(𝜆, 𝜏) = 𝑃 (𝜆) + 𝑄1(𝜆)𝑒
−𝜆𝜏 + 𝑄2(𝜆)𝑒−2𝜆𝜏 , (4.1)
onde 𝑃 , 𝑄1 e 𝑄2 são polinômios com coeficientes reais, sendo 𝑃 de grau 4. A ideia é utilizar
uma adaptação do Teorema 2.4, apresentado em [pag. 47, 8], que diz que (com adaptações):
Teorema 4.1. Sejam 𝑃 , 𝑄1 e𝑄2 polinômios independentes de 𝜏 e que satisfaçam as seguintes
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condições:
𝑖) 𝑃 , 𝑄1 e 𝑄2 não possuem raiz imaginária em comum;
𝑖𝑖) 𝑃 , 𝑄1 e 𝑄2 são polinômios com coeficientes reais;
𝑖𝑖𝑖) 𝑃 (0) + 𝑄1(0) + 𝑄2(0) ̸= 0;
𝑖𝑣) o grau de 𝑃 é maior do que os de 𝑄1 e 𝑄2.
Então, as conclusões do Teorema 2.4 são válidas para 4.1.
Tendo em vista a dificuldade do estudo de estabilidade do sistema, as simulações
numéricas são uma ferramenta útil para entender o comportamento das soluções.
4.2 Simulações Numéricas
Assim como no sistema anterior, 𝛼 e 𝛽 são dados por
𝛼 =
𝑝
?¯? (?¯?1 − 𝑥𝐼) , 𝛽 =
𝜎
?¯? (𝑦𝐼 − 𝑣1) ,
e os novos parâmetros 𝛾1 e 𝛾2 são obtidos como
𝛾1 =
−𝑝
?¯?1 − ?¯?2 , 𝛾2 =
𝜎
𝑣1 − 𝑣2 .
Além disso,
?¯?1 = 40 , 𝑣1 = 100 , ?¯?2 = 45 , 𝑣2 = 40
na homeostase.
Através do código B.4, os parâmetros são calculados e as simulações realizadas. Os
resultados são dados nos gráficos das próximas páginas com algumas das situações modeladas
no caso anterior.
Assim como anteriormente, a ideia da duração do padrão periódico é menor do
que na simulação, ou seja, a simulação serve para intervalos mais curtos de tempo. Porém,
os intervalos considerados vêm do interesse de entender o comportamento assintótico das
soluções. Com isso, percebe-se que, no caso de instabilidade, as soluções parecem assumir
uma periodicidade, dando a ideia de existir um ciclo-limite para o problema.
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No gráfico da Figura 4.1, comparando com as Figuras 3.2 e 3.7, podemos ver uma
oscilação menos acentuada em 𝑊 e quase inexistente em 𝑢1 e 𝑣1. Percebe-se, também, a
resposta brusca dada pela função de ventilação, como no modelo anterior, às variações arteriais
de 𝐶𝑂2 e 𝑂2.
Não sendo conhecido o valor de 𝜏0 neste modelo, foi considerado, na solução
numérica da Figura 4.2, um retardamento 𝜏 = 0, 2 min. Com este valor para o retardamento,
surgiram padrões oscilatórios, concluindo que os valores de 𝜏0 dos dois modelos devem ser
próximos, o que faz sentido considerando-se que devem representar o mesmo fenômeno.
Na Figura 4.3, note que o comportamento da solução é semelhante ao da Figura
3.5, apenas apresentando, como anteriormente, oscilações menos acentuadas. Já nas Figuras
4.4, 4.5 e 4.6, em relação ao obtido respectivamente em 3.6, 3.8 e 3.9, observa-se que, além
das oscilações serem menos acentuadas, a frequência em que ocorrem é maior, fazendo com
que os intervalos de apneia na ventilação (𝑊 ) sejam menores.
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Figura 4.1: Solução numérica com condição inicial (50, 90, 45, 40) e 𝜏 = 0, 11.
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Fonte: elaborado pelo autor.
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Figura 4.2: Solução numérica com condição inicial (50, 90, 45, 40) e 𝜏 = 0, 2.
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Fonte: elaborado pelo autor.
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Figura 4.3: PB em sujeito normal após hiperventilação.
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Fonte: elaborado pelo autor.
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Figura 4.4: RCS em sujeito normal após hiperventilação e maior retardo no transporte dos
gases.
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Figura 4.5: Paciente com Insuficiência Cardíaca.
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Figura 4.6: Paciente com Desordem Neurológica.
0 5 10 15 20 25 30 35 40
15
20
25
30
35
40
45
minutos
0 5 10 15 20 25 30 35 40
92
94
96
98
100
102
104
minutos
0 20 40 60 80
36
38
40
42
44
46
minutos
0 20 40 60 80
37
38
39
40
41
minutos
0 2 4 6 8 10
0
5
10
15
20
25
30
minutos
Volume
minuto
(W)
Fonte: elaborado pelo autor.
48
Considerações Finais
CAPÍTULO 5
Há uma evidente vantagem analítica de se poder realizar simulações com modelos
mais simples, de manipulação teórica e numérica mais acessíveis, desde que a modelagem se
preste a conclusões válidas e úteis.
Na modelagem realizada, a função de ventilação utilizada é relativamente simples
de manipular, facilitando o estudo qualitativo e os ensaios numéricos. Além disso, junto
com as variações no tamanho do retardamento, proporcionou resultados satisfatórios para
o comportamento das soluções do problema. Em ambos os modelos e em concordância
com os resultados de estabilidade apresentados, tanto o aumento no retardamento quanto o
aumento na sensibilidade dos quimiorreceptores aos níveis arteriais de 𝐶𝑂2 e 𝑂2 (relacionado
às derivadas de 𝑊 ) provocaram padrões oscilatórios característicos da Respiração de Cheyne-
Stokes, mostrando que a escolha de 𝑊 apresentou resultados realistas ao modelo.
Com base na modelagem desenvolvida e nos ensaios numéricos realizados, este
trabalho abre desafiadoras situações para sua continuação. Como pôde ser visto, muito pode
ser feito ainda em relação ao modelo da respiração. Quanto a um estudo qualitativo, é
interessante fazer a devida análise de estabilidade do modelo com quatro equações, além de
analisar a existência de ciclos-limite atratores em ambos os modelos. Quanto às simulações
computacionais, é interessante estudar diferentes situações do fênomeno com o objetivo de
ajustar os parâmetros para adequar o modelo de forma que se torne cada vez mais realista.
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Equações Diferenciais com Retardamento
APÊNDICE A
Será apresentada a seguir a teoria básica de equações com retardamento, tendo
[16] como base e destacando resultados complementares de [6, 12].
A.1 Definições
Sejam 0 ≤ 𝜏 <∞, 0 < 𝐻 ≤ ∞ e
𝒞𝐻 = {𝜙 ∈ 𝒞([−𝜏, 0];R𝑛) | ‖𝜙‖< 𝐻 } ,
onde 𝒞 = 𝒞([−𝜏, 0];R𝑛) é o espaço de Banach das aplicações contínuas de [−𝜏, 0] no R𝑛 com
a norma
‖𝜙‖= sup{|𝜙(𝜃)| ; 𝜃 ∈ [−𝜏, 0]} ,
sendo que |·| denota a norma usual do R𝑛. No caso 𝐻 = ∞, temos 𝒞𝐻 = 𝒞∞ = 𝒞.
Sejam 𝐴 ∈ (0,∞], 𝑡0 ≥ 0 e 𝑥(𝑡) contínua em [𝑡0− 𝜏, 𝑡0 +𝐴) com valores em R𝑛.
Para 𝑡 ∈ [𝑡0, 𝑡0 + 𝐴), por definição, 𝑥𝑡 é o elemento de 𝒞 dado por
𝑥𝑡(𝜃) = 𝑥(𝑡 + 𝜃), 𝜃 ∈ [−𝜏, 0]. (A.1)
A aplicação 𝑡 ∈ [𝑡0, 𝑡0 +𝐴) ↦→ 𝑥𝑡 ∈ 𝒞 é contínua. De fato, como 𝑥 é contínua em
[𝑡0 − 𝜏, 𝑡0 + 𝐴), segue que, para todo 𝑠 ∈ [𝑡0 − 𝜏, 𝑡0 + 𝐴) e para todo 𝜀 > 0, existe 𝛿 > 0
tal que, se 𝑡 ∈ [𝑡0 − 𝜏, 𝑡0 + 𝐴) e |𝑡− 𝑠|< 𝛿, |𝑥(𝑡)− 𝑥(𝑠)|< 𝜀. Para qualquer 𝑡 ∈ [𝑡0, 𝑡0 + 𝐴)
e qualquer 𝜃 ∈ [−𝜏, 0], 𝑡 + 𝜃 ∈ [𝑡0 − 𝜏, 𝑡0 + 𝐴). Assim, sucede que, dado 𝑠 ∈ [𝑡0, 𝑡0 + 𝐴) e
𝜀 > 0 quaisquer, existe 𝛿 > 0 tal que
|𝑥(𝑡 + 𝜃)− 𝑥(𝑠 + 𝜃)|= |𝑥𝑡(𝜃)− 𝑥𝑠(𝜃)|< 𝜀⇒ ‖𝑥𝑡 − 𝑥𝑠‖< 𝜀 ,
para qualquer 𝑡 ∈ [𝑡0, 𝑡0+𝐴) e qualquer 𝜃 ∈ [−𝜏, 0], quando |𝑡−𝑠|< 𝛿. Utilizando a definição
dada em (A.1), podemos formalizar os conceitos como segue.
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Definição A.1. Seja 𝑓(𝑡, 𝜙) uma aplicação de [0,∞)× 𝒞𝐻 em R𝑛. A equação
?˙?(𝑡) = 𝑓(𝑡, 𝑥𝑡) (A.2)
é chamada de Equação Diferencial com Retardamento.
Definição A.2. Uma função 𝑥(𝑡), contínua em [𝑡0 − 𝜏, 𝑡0 + 𝐴), 0 < 𝐴 ≤ ∞, 𝑡0 ≥ 0, é dita
ser uma solução de (A.2) se existir a derivada de 𝑥(𝑡) em [𝑡0, 𝑡0 + 𝐴) e ?˙?(𝑡) = 𝑓(𝑡, 𝑥𝑡) para
𝑡0 ≤ 𝑡 < 𝑡0 + 𝐴.
Observe que não é exigido que 𝑥(𝑡), definida em [𝑡0− 𝜏, 𝑡0 +𝐴), seja diferenciável
em 𝑡0. No instante 𝑡0, consideraremos apenas a derivada à direita.
Quando 𝜏 = 0, uma equação diferencial com retardamento se reduz a uma equação
diferencial ordinária.
A.2 Métodos Iterativos
Nesta seção, apresentamos dois métodos para obter a solução analítica de deter-
minadas equações. Pode-se notar que os métodos consistem em dividir o intervalo da solução
em subintervalos do tamanho do retardamento.
A.2.1 Método passo a passo
Dada 𝑔 : Ω → R𝑛 contínua, Ω aberto em R × R𝑛, para o cálculo da solução da
equação
?˙?(𝑡) = 𝑔(𝑡, 𝑥(𝑡− 𝜏)) , (A.3)
com 𝑥(𝑡) = 𝜙(𝑡 − 𝑡0) = 𝑥0(𝑡) para 𝑡0 − 𝜏 ≤ 𝑡 ≤ 𝑡0, podemos utilizar o método conhecido
como passo a passo. Queremos encontrar, então, 𝑥(𝑡) para 𝑡 em algum intervalo 𝐽 . Assim,
para 𝑡0 ≤ 𝑡 ≤ 𝑡0 + 𝜏 , denotamos 𝑥(𝑡) = 𝑥1(𝑡) e, segue que
?˙?1(𝑡) = 𝑔(𝑡, 𝑥0(𝑡− 𝜏)) , 𝑥1(𝑡0) = 𝑥0(𝑡0) .
Portanto,
𝑥1(𝑡) = 𝑥0(𝑡0) +
∫︁ 𝑡
𝑡0
𝑔(𝑠, 𝑥0(𝑠− 𝜏)) 𝑑𝑠 .
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De forma geral, para todo 𝑁 ∈ N e para 𝑡0 + (𝑁 − 1)𝜏 ≤ 𝑡 ≤ 𝑡0 + 𝑁𝜏 , temos
𝑥(𝑡) = 𝑥𝑁(𝑡) e
?˙?𝑁(𝑡) = 𝑔(𝑡, 𝑥𝑁−1(𝑡− 𝜏)) , 𝑥𝑁(𝑡0 + (𝑁 − 1)𝜏) = 𝑥𝑁−1(𝑡0 + (𝑁 − 1)𝜏) ,
e, consequentemente,
𝑥𝑁(𝑡) = 𝑥𝑁−1(𝑡0 + (𝑁 − 1)𝜏) +
𝑡∫︁
𝑡0+(𝑁−1)𝜏
𝑔(𝑠, 𝑥𝑁−1(𝑠− 𝜏)) 𝑑𝑠 . (A.4)
Por exemplo, considerando o PVI
?˙?(𝑡) = 𝑥(𝑡− 1) , 𝑡 ≥ 0 , 𝑥(𝑡) = 1 , −1 ≤ 𝑡 ≤ 0 , (A.5)
e aplicando o método, segue que,
𝑥1(𝑡) = 𝑥0(0) +
∫︁ 𝑡
0
𝑥0(𝑠− 1) 𝑑𝑠 = 1 +
∫︁ 𝑡
0
1 𝑑𝑠 = 1 + 𝑡 , 𝑡 ∈ [0, 1] ;
𝑥2(𝑡) = 𝑥1(1) +
∫︁ 𝑡
1
𝑥1(𝑠− 1) 𝑑𝑠 = 2 +
∫︁ 𝑡
0
𝑠 𝑑𝑠 =
𝑡2 + 3
2
= 1 + 𝑡 +
(𝑡− 1)2
2
, 𝑡 ∈ [1, 2] ;
𝑥3(𝑡) = 𝑥2(2) +
∫︁ 𝑡
2
𝑥2(𝑠− 1) 𝑑𝑠 = 7
2
+
1
2
∫︁ 𝑡
2
(𝑠2 − 2𝑠 + 4) 𝑑𝑠
=
𝑡3 − 3𝑡2 + 12𝑡 + 1
6
= 1 + 𝑡 +
(𝑡− 1)2
2
+
(𝑡− 2)3
6
, 𝑡 ∈ [2, 3] ;
e, assim, de maneira geral,
𝑥(𝑡) = 𝑥𝑁(𝑡) =
𝑁∑︁
𝑗=0
(𝑡 + 1− 𝑗)𝑗
𝑗!
, 𝑡 ∈ [𝑁 − 1, 𝑁 ] ,
para todo 𝑁 ∈ {0} ∪ N.
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Figura A.1: Solução de (A.5)
x1
x0
x2
x3
0
Fonte: elaborado pelo autor.
Note que, nos pontos 𝑁 = 1, 2, 3, ..., 𝑥 é diferenciável, mas não é em 𝑡0 = 0. De
fato, ?˙?(𝑁) = 𝑥(𝑁 − 1) (satisfazendo (A.5)), mas
?˙?(𝑡−0 ) = lim
𝑡→𝑡−0
𝑥(𝑡)− 𝑥(𝑡0)
𝑡− 𝑡0 = 0 ̸= ?˙?(𝑡
+
0 ) = lim
𝑡→𝑡+0
𝑥(𝑡)− 𝑥(𝑡0)
𝑡− 𝑡0 = 1 .
Este método pode ser utilizado no caso em que a derivada depende apenas da
variável 𝑡 e da função no estado passado, ou seja, ?˙?(𝑡) = 𝑔(𝑡, 𝑥(𝑡− 𝜏)). Caso a equação fosse
?˙?(𝑡) = 𝑔(𝑡, 𝑥(𝑡), 𝑥(𝑡− 𝜏)), o método iterativo utilizado acima não poderia ser aplicado. Além
disso, como queremos obter uma solução explícita, é necessário que as integrais em (A.4)
possam ser obtidas analiticamente.
A.2.2 Método para equações separáveis
Neste caso, consideraremos equações escalares sob a forma separável
𝑓(𝑥(𝑡)) ?˙?(𝑡) = 𝑔(𝑡, 𝑥(𝑡− 𝜏))
e uma condição inicial 𝑥(𝑡) = 𝜙(𝑡− 𝑡0) = 𝑥0(𝑡) para 𝑡0− 𝜏 ≤ 𝑡 ≤ 𝑡0. Assim, para todo 𝑛 ∈ N
e para 𝑡0 + (𝑛− 1)𝜏 ≤ 𝑡 ≤ 𝑡0 + 𝑛𝜏 , temos 𝑥(𝑡) = 𝑥𝑛(𝑡) e
𝑓(𝑥𝑛(𝑡)) ?˙?𝑛(𝑡) = 𝑔(𝑡, 𝑥𝑛−1(𝑡− 𝜏)) , 𝑥𝑛(𝑡0 + (𝑛− 1)𝜏) = 𝑥𝑛−1(𝑡0 + (𝑛− 1)𝜏) .
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Sendo 𝑓(𝑥) integrável com primitiva 𝐹 conhecida, então
𝑡∫︁
𝑡0+(𝑛−1)𝜏
𝑓(𝑥𝑛(𝑠))?˙?𝑛(𝑠) 𝑑𝑠 =
𝑥𝑛(𝑡)∫︁
𝑥𝑛(𝑡0+(𝑛−1)𝜏)
𝑓(𝑦) 𝑑𝑦 = 𝐹 (𝑥(𝑡))− 𝐹 (𝑥(𝑡0 + (𝑛− 1)𝜏)) .
Logo,
𝐹 (𝑥𝑛(𝑡)) = 𝐹 (𝑥𝑛(𝑡0)) +
𝑡∫︁
𝑡0+(𝑛−1)𝜏
𝑔(𝑠, 𝑥(𝑠− 𝜏)) 𝑑𝑠
e, supondo 𝐹 invertível,
𝑥𝑛(𝑡) = 𝐹
−1
⎛⎜⎝𝐹 (𝑥𝑛(𝑡0 + (𝑛− 1)𝜏)) + 𝑡∫︁
𝑡0+(𝑛−1)𝜏
𝑔(𝑠, 𝑥𝑛−1(𝑠− 𝜏)) 𝑑𝑠
⎞⎟⎠ .
Por exemplo, tomando a equação logística
?˙?(𝑡) =
𝑟
𝐾
𝑥(𝑡)(𝐾 − 𝑥(𝑡− 𝜏)) ,
podemos reescrevê-la sob a forma
?˙?(𝑡)
𝑥(𝑡)
=
𝑟
𝐾
(𝐾 − 𝑥(𝑡− 𝜏)) ,
e temos 𝑓(𝑥) = 𝑥−1, 𝑔(𝑥) = 𝑟(𝐾 − 𝑥)/𝐾 e 𝐹 (𝑥) = ln(𝑥). Observe que 𝐹 é invertível com
inversa 𝐹−1(𝑥) = 𝑒𝑥, o que nos permite obter
𝑥(𝑡) = 𝑥𝑛(𝑡) = 𝑥𝑛−1(𝑡0 + (𝑛− 1)𝜏) exp
⎡⎢⎣ 𝑟
𝐾
⎛⎜⎝𝐾𝑡− 𝑡∫︁
𝑡0+(𝑛−1)𝜏
𝑥𝑛−1(𝑠− 𝜏) 𝑑𝑠
⎞⎟⎠
⎤⎥⎦
para 𝑡0 + (𝑛− 1)𝜏 ≤ 𝑡 ≤ 𝑡0 + 𝑛𝜏 e para todo 𝑛 ∈ N.
A.3 Existência e Unicidade de Soluções
Vamos apresentar um resultado que garante a existência e a unicidade da solução,
com condição inicial, da equação
?˙?(𝑡) = 𝑓(𝑡, 𝑥𝑡), (A.6)
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onde 𝑓(𝑡, 𝜙) está definida em [0,∞)× 𝒞𝐻 , com 0 < 𝐻 ≤ ∞, e 𝑥𝑡0 = 𝜓 ∈ 𝒞𝐻 .
Definição A.3. Sejam 𝑡0 ≥ 0 e 𝜓 ∈ 𝒞𝐻 . A função 𝑥(𝑡), contínua em [𝑡0−ℎ, 𝑡0 +𝐴), 𝐴 > 0,
diferenciável em [𝑡0, 𝑡0 + 𝐴), é dita uma solução de (A.6) com função inicial 𝜓 em 𝑡0 se
𝑖) 𝑥𝑡 ∈ 𝒞𝐻 para 𝑡0 ≤ 𝑡 < 𝑡0 + 𝐴;
𝑖𝑖) 𝑥𝑡0 = 𝜓;
𝑖𝑖𝑖) ?˙?(𝑡) = 𝑓(𝑡, 𝑥𝑡) para 𝑡0 ≤ 𝑡 < 𝑡0 + 𝐴, sendo em 𝑡0 a derivada lateral à direita.
Indicamos por 𝑥(𝑡; 𝑡0, 𝜓) a solução da equação (A.6), cuja função inicial em 𝑡0 é
𝜓. Usamos a notação 𝑥𝑡(𝑡0, 𝜓) para indicar o elemento de 𝒞 dado por
𝑥𝑡(𝑡0, 𝜓)(𝜃) = 𝑥𝑡(𝜃; 𝑡0, 𝜓) = 𝑥(𝑡 + 𝜃; 𝑡0, 𝜓) .
Definição A.4. Dizemos que 𝑓(𝑡, 𝜙) é lipschitziana relativamente a 𝜙 em [0, 𝑟] × 𝒞𝐻1 , 0 <
𝐻1 < 𝐻, se existir 𝐿 = 𝐿(𝑟,𝐻1) tal que
|𝑓(𝑡, 𝜙2)− 𝑓(𝑡, 𝜙1)|≤ 𝐿‖𝜙2 − 𝜙1‖ ,
para 0 ≤ 𝑡 ≤ 𝑟 e 𝜙1, 𝜙2 ∈ 𝒞𝐻1 quaisquer.
Dizemos que 𝑓(𝑡, 𝜙) é localmente lipschitziana relativamente a 𝜙 em [0,∞)×𝒞𝐻
se 𝑓(𝑡, 𝜙) for lipschitziana relativamente a 𝜙 em [0, 𝑟] × 𝒞𝐻1 para todo 𝑟 ∈ (0,∞) e todo
𝐻1 ∈ (0, 𝐻).
Definição A.5. Seja M um espaço métrico com uma métrica 𝑑. Uma aplicação 𝑔 : M→M
é uma contração uniforme se
𝑑(𝑔(𝑥), 𝑔(𝑦)) ≤ 𝛽 𝑑(𝑥, 𝑦),
para todo 𝑥, 𝑦 ∈M, para algum 𝛽 ∈ [0, 1).
Teorema A.6 (Teorema do Ponto Fixo de Banach). Seja M um espaço métrico completo
não vazio, com uma métrica 𝑑. Seja 𝑔 : M → M uma contração uniforme, então existe um
único 𝑥 ∈M tal que 𝑔(𝑥) = 𝑥.
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Teorema de Existência e Unicidade
Teorema A.7. Seja 𝑓(𝑡, 𝜙) contínua e localmente lischitziana relativamente a 𝜙 em [0,∞)×
𝒞𝐻 . Então, para qualquer 𝑡0 ≥ 0 e qualquer 𝜓 ∈ 𝒞𝐻 , existem 𝐴 > 0 e uma única função 𝑥(𝑡),
definida em [𝑡0 − ℎ, 𝑡0 + 𝐴), que é solução de (A.6), com função inicial 𝜓 em 𝑡0.
Demonstração. Seja 𝐹 = {𝑥 ∈ 𝒞([𝑡0 − ℎ, 𝑡0 + 𝐴];R𝑛) | ‖𝑥‖≤ 𝐻1 e 𝑥(𝑡0 + 𝜃) = 𝜓(𝜃), 𝜃 ∈
[−ℎ, 0]}, onde 𝐻1 é escolhido de modo que ‖𝜓‖< 𝐻1 < 𝐻, 𝐴 > 0 a ser fixado conveniente-
mente e, como dito anteriormente, 𝒞([𝑡0−ℎ, 𝑡0+𝐴];R𝑛) é o espaço de Banach das aplicações
contínuas de [𝑡0 − ℎ, 𝑡0 + 𝐴] no R𝑛 com a norma
‖𝑥‖= sup{|𝑥(𝑡)| ; 𝑡 ∈ [𝑡0 − ℎ, 𝑡0 + 𝐴]} . (A.7)
Mostraremos agora que 𝐹 é um espaço métrico completo. Com efeito, como 𝐹 ⊂
𝒞([𝑡0−ℎ, 𝑡0+𝐴];R𝑛), tomando a métrica em 𝐹 induzida pela métrica em 𝒞([𝑡0−ℎ, 𝑡0+𝐴];R𝑛),
proveniente da norma (A.7), segue que 𝐹 é subespaço métrico de 𝒞([𝑡0−ℎ, 𝑡0+𝐴];R𝑛). Agora,
mostremos que 𝐹 é fechado. De fato, seja {𝑥𝑛} ⊂ 𝐹 uma sequência convergente, digamos
que lim
𝑛→∞
𝑥𝑛 = 𝑥. Então,
∀ 𝜀 > 0, ∃𝑛0 ∈ N |𝑛 > 𝑛0 ⇒ ‖𝑥− 𝑥𝑛‖< 𝜀 .
Assim, escolhendo 𝑛 > 𝑛0, temos
‖𝑥‖≤ ‖𝑥− 𝑥𝑛‖+‖𝑥𝑛‖≤ 𝜀 + 𝐻1 ⇒ ‖𝑥‖≤ 𝐻1 .
Além disso, como 𝑥𝑛(𝑡0 + 𝜃) = 𝜓(𝜃), para todo 𝜃 ∈ [−ℎ, 0] e todo 𝑛 ∈ N, segue que
𝑥(𝑡0 + 𝜃) = 𝜓(𝜃) para todo 𝜃 ∈ [−ℎ, 0]. Portanto, 𝑥 ∈ 𝐹 . Consequentemente, 𝐹 é fechado.
Como 𝒞([𝑡0 − ℎ, 𝑡0 + 𝐴];R𝑛) é completo, segue que 𝐹 é um espaço métrico completo.
Consideremos a aplicação
𝑇 : 𝐹 → 𝒞([𝑡0 − ℎ, 𝑡0 + 𝐴];R𝑛)
𝑥 ↦→ 𝑇𝑥 ,
dada por
(𝑇𝑥)(𝑡0 + 𝜃) = 𝜓(𝜃), 𝜃 ∈ [−ℎ, 0]
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e
(𝑇𝑥)(𝑡) = 𝜓(0) +
∫︁ 𝑡
𝑡0
𝑓(𝑠, 𝑥𝑠) 𝑑𝑠, 𝑡 ∈ [𝑡0, 𝑡0 + 𝐴].
Mostraremos agora que 𝑇 , para 𝐴 tomado convenientemente, é uma aplicação de
𝐹 em 𝐹 . De fato, temos que
|(𝑇𝑥)(𝑡)|≤ |𝜓(0)|+
∫︁ 𝑡
𝑡0
|𝑓(𝑠, 𝑥𝑠)| 𝑑𝑠, 𝑡 ∈ [𝑡0, 𝑡0 + 𝐴].
Fazendo a restrição 𝐴 ≤ 1 e observando que ‖𝑥𝑠‖≤ 𝐻1 para 𝑠 ∈ [𝑡0, 𝑡0 + 𝐴], decorre que,
para todo 𝑠 ∈ [𝑡0, 𝑡0 + 𝐴],
|𝑓(𝑠, 𝑥𝑠)|≤ |𝑓(𝑠, 𝑥𝑠)− 𝑓(𝑠, 0)|+|𝑓(𝑠, 0)|≤ 𝐿 ‖𝑥𝑠‖+𝐾 ≤ 𝐿𝐻1 + 𝐾,
onde 𝐾 = sup{|𝑓(𝑠, 0)| ; 𝑠 ∈ [𝑡0, 𝑡0 + 1]} e 𝐿 = 𝐿(𝑡0 + 1, 𝐻1). Então,
|(𝑇𝑥)(𝑡)|≤ |𝜓(0)|+𝐴(𝐻1𝐿 + 𝐾),
para 𝑡 ∈ [𝑡0, 𝑡0 + 𝐴]. Mas, como ‖𝜓‖< 𝐻1, resulta que existe 𝐻2 tal que ‖𝜓‖< 𝐻2 <
𝐻1. Logo, |𝑇 (𝑥)(𝑡)|< 𝐻2 + 𝐴[𝐻1𝐿 + 𝐾] < 𝐻1, tomando 0 < 𝐴 < (𝐻1 − 𝐻2)/(𝐿𝐻1 +
𝐾). Portanto, com tal escolha de 𝐴, sucede que ‖𝑇𝑥‖≤ 𝐻1. Consequentemente, 𝑇 é uma
aplicação de 𝐹 em 𝐹 .
Escolhendo 𝐴 não só com a indicação anterior, mas também com a exigência
𝐴 < 1/𝐿, vamos mostrar que 𝑇 é uma contração uniforme de 𝐹 em 𝐹 . Dados 𝑥, 𝑦 ∈ 𝐹 ,
sejam (𝑇𝑥)(𝑡0 + 𝜃) = 𝜓(𝜃) = (𝑇𝑦)(𝑡0 + 𝜃), para 𝜃 ∈ [−ℎ, 0], e
(𝑇𝑥)(𝑡) = 𝜓(0) +
∫︁ 𝑡
𝑡0
𝑓(𝑠, 𝑥𝑠) 𝑑𝑠 e (𝑇𝑦)(𝑡) = 𝜓(0) +
∫︁ 𝑡
𝑡0
𝑓(𝑠, 𝑦𝑠) 𝑑𝑠,
para 𝑡 ∈ [𝑡0, 𝑡0 + 𝐴]. Então, |(𝑇𝑥)(𝑡)− (𝑇𝑦)(𝑡)|= 0, para 𝑡 ∈ [𝑡0 − ℎ, 𝑡0], e
|(𝑇𝑥)(𝑡)− (𝑇𝑦)(𝑡)|≤
∫︁ 𝑡
𝑡0
|𝑓(𝑠, 𝑥𝑠)− 𝑓(𝑠, 𝑦𝑠)| 𝑑𝑠 ≤
∫︁ 𝑡0+𝐴
𝑡0
𝐿 ‖𝑥𝑠 − 𝑦𝑠‖ 𝑑𝑠,
para 𝑡 ∈ [𝑡0, 𝑡0 + 𝐴]. Como ‖𝑥𝑠 − 𝑦𝑠‖≤ ‖𝑥− 𝑦‖ para 𝑠 ∈ [𝑡0, 𝑡0 + 𝐴], segue que
|(𝑇𝑥)(𝑡)− (𝑇𝑦)(𝑡)|≤ 𝐴𝐿‖𝑥− 𝑦‖,
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para 𝑡 ∈ [𝑡0 − ℎ, 𝑡0 + 𝐴], e, portanto, ‖𝑇𝑥 − 𝑇𝑦‖≤ 𝐴𝐿‖𝑥 − 𝑦‖. Logo, 𝑇 é uma contração
uniforme, pois 𝐴𝐿 < 1. Então, pelo Teorema do Ponto Fixo de Banach A.6, existe uma única
função 𝑥 ∈ 𝐹 tal que 𝑇𝑥 = 𝑥. Em outras palavras, existe uma única função 𝑥 ∈ 𝐹 tal que
𝑥(𝑡0 + 𝜃) = 𝜓(𝜃), 𝜃 ∈ [−ℎ, 0],
𝑥(𝑡) = 𝜓(0) +
∫︁ 𝑡
𝑡0
𝑓(𝑠, 𝑥𝑠) 𝑑𝑠, 𝑡 ∈ [𝑡0, 𝑡0 + 𝐴].
Concluímos, assim, a demonstração do teorema. 
A.4 Extensão de Soluções
No Teorema A.7, tomamos 𝐴 de forma conveniente para garantir o resultado.
Então, esta seção tem como objetivo apresentar condições com as quais uma solução pode
ser estendida. Com relação à equação (A.6), consideraremos as seguintes hipóteses:
H1) o segundo membro da equação é uma função contínua que leva conjuntos [0, 𝑟] × 𝒞𝐻1
em conjuntos limitados do R𝑛 para todo 𝑟 ∈ (0,∞) e todo 𝐻1 ∈ (0, 𝐻);
H2) vale alguma condição de unicidade relativamente ao problema de função inicial, isto é,
se 𝑥(𝑡) e 𝑦(𝑡) são duas soluções definidas em algum intervalo comum [𝑡0 − 𝜏, 𝑡0 + 𝐴),
0 < 𝐴 ≤ ∞, com 𝑥𝑡0 = 𝑦𝑡0 , então 𝑥(𝑡) = 𝑦(𝑡) para todo 𝑡 ∈ [𝑡0 − 𝜏, 𝑡0 + 𝐴).
Como consequência do Teorema A.7, segue que (H1) e (H2) são satisfeitas no
caso em que o segundo membro da equação é uma função contínua, localmente lipschitziana
relativamente a 𝜙 ∈ 𝒞𝐻 .
As seguintes propriedades são relativas ao problema de extensão de soluções de
(A.6), considerando satisfeitas as condições (H1) e (H2).
Proposição A.8. Sejam válidas as hipóteses (H1,H2). Se 𝑥(𝑡), definida em [𝑡0 − 𝜏, 𝑡0 + 𝐴],
é solução de (A.6) e se |𝑥(𝑡)|< 𝐻 neste intervalo, então 𝑥(𝑡) pode ser estendida à direita de
𝑡0 + 𝐴, como solução de (A.6).
Demonstração. Como |𝑥(𝑡)|< 𝐻, para todo 𝑡 ∈ [𝑡0 − 𝜏, 𝑡0 + 𝐴], então, tomando 𝜓(𝜃) =
𝑥(𝜃 + 𝑡0 + 𝐴), 𝜃 ∈ [−𝜏, 0], segue do Teorema A.7 que existem 𝐴′ > 0 e uma única função
𝑦(𝑡) definida em [𝑡0 + 𝐴− 𝜏, 𝑡0 + 𝐴 + 𝐴′), que é solução de (A.6), com função inicial 𝜓 em
𝑡0 + 𝐴. 
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Proposição A.9. Sejam válidas as hipóteses (H1,H2). Se 𝑥(𝑡), definida em [𝑡0 − 𝜏, 𝑡0 +𝐴),
0 < 𝐴 < ∞, é solução de (A.6) e se, neste intervalo, |𝑥(𝑡)|≤ ?˜? < 𝐻, então podemos
estender 𝑥(𝑡), como solução de (A.6), à [𝑡0−𝜏, 𝑡0 +𝐴) e, por conseguinte, à direita de 𝑡0 +𝐴.
Demonstração. Considerando que
𝑥(𝑡) = 𝑥(𝑡0) +
∫︁ 𝑡
𝑡0
𝑓(𝑠, 𝑥𝑠) 𝑑𝑠,
para 𝑡 ∈ [𝑡0, 𝑡0+𝐴), mostraremos que podemos definir 𝑥(𝑡) em 𝑡0+𝐴 como solução de (A.6).
Para quaisquer 𝑡1, 𝑡2 ∈ [𝑡0, 𝑡0 + 𝐴], segue que
(A.8)
|𝑥(𝑡1)− 𝑥(𝑡2)|=
⃒⃒⃒⃒
𝑥(𝑡0) +
∫︁ 𝑡1
𝑡0
𝑓(𝑠, 𝑥𝑠) 𝑑𝑠− 𝑥(𝑡0)−
∫︁ 𝑡2
𝑡0
𝑓(𝑠, 𝑥𝑠) 𝑑𝑠
⃒⃒⃒⃒
=
⃒⃒⃒⃒∫︁ 𝑡2
𝑡1
𝑓(𝑠, 𝑥𝑠) 𝑑𝑠
⃒⃒⃒⃒
≤
∫︁ 𝑡2
𝑡1
|𝑓(𝑠, 𝑥𝑠)| 𝑑𝑠 .
Pela hipótese (H1), como [𝑡1, 𝑡2] ⊂ [0, 𝑡0 + 𝐴] e ‖𝑥𝑠‖≤ ?˜? < 𝐻 para todo 𝑠 ∈ [𝑡0, 𝑡0 + 𝐴],
decorre que
{𝑓(𝑠, 𝑥𝑠) | 𝑠 ∈ [𝑡1, 𝑡2], 𝑥𝑠 ∈ 𝒞?˜?}
é um subconjunto limitado do R𝑛. Logo, existe 𝑀 > 0 tal que |𝑓(𝑠, 𝑥𝑠)|≤ 𝑀 , para todo
𝑠 ∈ [𝑡1, 𝑡2]. Assim,
|𝑥(𝑡1)− 𝑥(𝑡2)|≤
∫︁ 𝑡2
𝑡1
𝑀 𝑑𝑠 = 𝑀 |𝑡1 − 𝑡2| .
Sendo assim, dado 𝜀 > 0, se |𝑡0 + 𝐴− 𝑡𝑖|< 𝜀/𝑀 , 𝑖 = 1, 2, então
|𝑥(𝑡1)− 𝑥(𝑡2)|< 𝑀 |𝑡1 − 𝑡2|< 𝑀 𝜀
𝑀
= 𝜀 .
Portanto, pelo Critério de Cauchy para limite de funções, existe ?¯? = lim
𝑡→𝑡0+𝐴
𝑥(𝑡), tomando
𝑥(𝑡0 + 𝐴) = ?¯?, pois 𝑥 é contínua.
Agora, considere uma sequência {𝑡𝑛} ⊂ (𝑡0−𝜏, 𝑡0+𝐴) convergente com lim
𝑛→∞
𝑡𝑛 =
𝑡0 + 𝐴. Como a função 𝐹 (𝑡) =
𝑡∫︀
𝑡0
𝑓(𝑠, 𝑥𝑠) 𝑑𝑠, 𝑡 ∈ [𝑡0, 𝑡0 + 𝐴], é contínua, segue que
lim
𝑛→∞
𝐹 (𝑡𝑛) = 𝐹 (𝑡0 + 𝐴). Portanto,
𝑥(𝑡0+𝐴) = lim
𝑛→∞
𝑥(𝑡𝑛) = lim
𝑛→∞
𝑥(𝑡0)+𝐹 (𝑡𝑛) = 𝑥(𝑡0)+𝐹 (𝑡0+𝐴) = 𝑥(𝑡0)+
∫︁ 𝑡0+𝐴
𝑡0
𝑓(𝑠, 𝑥𝑠) 𝑑𝑠 .
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Logo, podemos definir 𝑥(𝑡0 +𝐴) de modo a estender a solução para 𝑡0 +𝐴. Por último, pela
Proposição A.8, podemos estender à direita de 𝑡0 + 𝐴. 
Vamos denotar por [𝑡0−𝜏, 𝜔+), 𝑡0 < 𝜔+ ≤ ∞, o máximo intervalo aberto à direita
ao qual podemos estender 𝑥(𝑡) como solução. Quando 𝜔+ = ∞, dizemos que 𝑥(𝑡) é definida
no futuro. Se 𝑥(𝑡) é limitada em [𝑡0 − 𝜏,∞), dizemos que é limitada no futuro.
Proposição A.10. Sejam válidas as hipóteses (H1,H2). Seja 𝑥(𝑡) solução de (A.6) tal que
|𝑥(𝑡)|≤ ?˜? < 𝐻 para 𝑡 ∈ [𝑡0 − 𝜏, 𝜔+). Então 𝜔+ = ∞ e, portanto, 𝑥(𝑡) é limitada no futuro.
Em particular, se 𝐻 = ∞ e 𝑥(𝑡) é limitada em seu máximo intervalo aberto à direita, então
𝜔+ = ∞.
Demonstração. Suponha que 𝜔+ <∞. Assim, como |𝑥(𝑡)|≤ ?˜? < 𝐻 em [𝑡0 − 𝜏, 𝜔+), segue
da Proposição A.9 que 𝑥(𝑡) pode ser extendidada à direita de 𝜔+, contradizendo o fato de
[𝑡0 − 𝜏, 𝜔+) ser o máximo intervalo à direita. Logo, 𝜔+ = ∞. 
Em geral, não podemos estender 𝑥(𝑡; 𝑡0, 𝜙) como solução à esquerda de [𝑡0−𝜏, 𝜔+),
isto é, não podemos garantir a existência de 𝜌 > 0 e de uma função 𝑦(𝑡), definida em
[𝑡0 − 𝜏 − 𝜌, 𝜔+), coincidindo com 𝑥(𝑡; 𝑡0, 𝜙) em [𝑡0 − 𝜏, 𝜔+) tal que ?˙?(𝑡) = 𝑓(𝑡, 𝑦𝑡), para
𝑡 ∈ [𝑡0−𝜌, 𝜔+). Por exemplo, se tomarmos 𝜙 ∈ 𝒞 tal que 𝜙(𝜃) não tenha derivada à esquerda
para 𝜃 = 0, então 𝑥(𝑡; 𝑡0, 𝜙) não admite prolongamento à esquerda, qualquer que seja 𝑡0 ≥ 0.
Mas um prolongamento à esquerda não ocorre, em geral, mesmo que 𝜙(𝜃) seja diferenciável.
A.5 Desigualdade Fundamental
A desigualdade no teorema a seguir estabelece a continuidade de 𝑥(𝑡; 𝑡0, 𝜙) em
relação a 𝜙.
Teorema A.11. Seja 𝑓(𝑡, 𝜙) contínua e localmente lipschitziana relativamente a 𝜙. Dados
𝑡0 ≥ 0, 𝜙1, 𝜙2 ∈ 𝒞𝐻 , sejam 𝑥(𝑡; 𝑡0, 𝜙1) e 𝑥(𝑡; 𝑡0, 𝜙2) definidas num intervalo comum [𝑡0−𝜏, 𝑟],
𝑡0 ≤ 𝑟 <∞, com ‖𝑥𝑡(𝑡0, 𝜙𝑗)‖≤ 𝐻1 < 𝐻, 𝑡0 ≤ 𝑡 ≤ 𝑟, 𝑗 = 1, 2. Então,
‖𝑥𝑡(𝑡0, 𝜙2)− 𝑥𝑡(𝑡0, 𝜙1)‖≤ 𝑒𝐿(𝑡−𝑡0)‖𝜙2 − 𝜙1‖ ,
para 𝑡 ∈ [𝑡0, 𝑟], onde 𝐿 = 𝐿(𝑟,𝐻1).
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Demonstração. Suponhamos, sem perda de generalidade, que
|𝑓(𝑡, 𝜙2)− 𝑓(𝑡, 𝜙1)|< 𝐿‖𝜙2 − 𝜙1‖, 𝜙2 ̸= 𝜙1,
e mostremos que
|𝑥(𝑡; 𝑡0, 𝜙2)− 𝑥(𝑡; 𝑡0, 𝜙1)|≤ 𝑒𝐿(𝑡−𝑡0)‖𝜙2 − 𝜙1‖ , (A.9)
para 𝑡 ∈ [𝑡0, 𝑟]. Sendo esta desigualdade óbvia para 𝜙1 = 𝜙2, tomaremos 𝜙1 ̸= 𝜙2.
A desigualdade (A.9) é verdadeira para 𝑡0, pois 𝑥(𝑡0; 𝑡0, 𝜙1) = 𝜙1(0) e 𝑥(𝑡0; 𝑡0, 𝜙2) =
𝜙2(0). Suponhamos, então, que (A.9) não seja válida para todo 𝑡 ∈ [𝑡0, 𝑟]. Sendo assim, exis-
tem 𝑡 ∈ [𝑡0, 𝑟] e uma sequência {𝑡𝑛} ⊂ (𝑡, 𝜏 ] convergente com lim
𝑛→∞
𝑡𝑛 = 𝑡 tais que
‖𝑥𝑡(𝑡0, 𝜙2)− 𝑥𝑡(𝑡0, 𝜙1)‖= |𝑥(𝑡; 𝑡0, 𝜙2)− 𝑥(𝑡; 𝑡0, 𝜙1)|= 𝑒𝐿(𝑡−𝑡0)‖𝜙2 − 𝜙1‖
e
‖𝑥𝑡𝑛(𝑡0, 𝜙2)− 𝑥𝑡𝑛(𝑡0, 𝜙1)‖= |𝑥(𝑡𝑛; 𝑡0, 𝜙2)− 𝑥(𝑡𝑛; 𝑡0, 𝜙1)|> 𝑒𝐿(𝑡𝑛−𝑡0)‖𝜙2 − 𝜙1‖ .
Assim,
1
𝑡𝑛 − 𝑡
[︀|𝑥(𝑡𝑛; 𝑡0, 𝜙2)− 𝑥(𝑡𝑛; 𝑡0, 𝜙1)|−|𝑥(𝑡; 𝑡0, 𝜙2)− 𝑥(𝑡; 𝑡0, 𝜙1)|]︀
>
𝑒𝐿(𝑡𝑛−𝑡0) − 𝑒𝐿(𝑡−𝑡0)
𝑡𝑛 − 𝑡
‖𝜙2 − 𝜙1‖= 𝑒
𝐿(𝑡𝑛−𝑡0) − 𝑒𝐿(𝑡−𝑡0)
(𝑡𝑛 − 𝑡0)− (𝑡− 𝑡0)
‖𝜙2 − 𝜙1‖ .
Então,
lim sup
𝑠→0+
1
𝑠
[︀|𝑥(𝑡 + 𝑠; 𝑡0, 𝜙2)− 𝑥(𝑡 + 𝑠; 𝑡0, 𝜙1)|−|𝑥(𝑡; 𝑡0, 𝜙2)− 𝑥(𝑡; 𝑡0, 𝜙1)|]︀
≥ lim
𝑛→∞
𝑒𝐿(𝑡𝑛−𝑡0) − 𝑒𝐿(𝑡−𝑡0)
(𝑡𝑛 − 𝑡0)− (𝑡− 𝑡0)
‖𝜙2 − 𝜙1‖= 𝐿𝑒𝐿(𝑡−𝑡0)‖𝜙2 − 𝜙1‖ .
(A.10)
Agora, sejam 𝐾 > 0 e 𝜀0 > 0 tais que
|?˙?(𝑡; 𝑡0, 𝜙2)− ?˙?(𝑡; 𝑡0, 𝜙1)|< 𝐾 < 𝐾 + 𝜀0
< 𝐿‖𝑥𝑡(𝑡0, 𝜙2)− 𝑥𝑡(𝑡0, 𝜙1)‖= 𝐿𝑒𝐿(𝑡−𝑡0)‖𝜙2 − 𝜙1‖ ,
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e 𝛿0 > 0 tal que
1
𝑠
⃒⃒
[𝑥(𝑡 + 𝑠; 𝑡0, 𝜙2)− 𝑥(𝑡 + 𝑠; 𝑡0, 𝜙1)]− [𝑥(𝑡; 𝑡0, 𝜙2)− 𝑥(𝑡; 𝑡0, 𝜙1)]
⃒⃒
≤ |?˙?(𝑡; 𝑡0, 𝜙2)− ?˙?(𝑡; 𝑡0, 𝜙1)|+𝜀0 ,
para 0 < 𝑠 ≤ 𝛿0, segue que
1
𝑠
[︀|𝑥(𝑡 + 𝑠; 𝑡0, 𝜙2)− 𝑥(𝑡 + 𝑠; 𝑡0, 𝜙1)|−|𝑥(𝑡; 𝑡0, 𝜙2)− 𝑥(𝑡; 𝑡0, 𝜙1)|]︀
≤ 1
𝑠
⃒⃒
[𝑥(𝑡 + 𝑠; 𝑡0, 𝜙2)− 𝑥(𝑡 + 𝑠; 𝑡0, 𝜙1)]− [𝑥(𝑡; 𝑡0, 𝜙2)− 𝑥(𝑡; 𝑡0, 𝜙1)]
⃒⃒
≤ |?˙?(𝑡; 𝑡0, 𝜙2)− ?˙?(𝑡; 𝑡0, 𝜙1)|+𝜀0 < 𝐾 + 𝜀0 < 𝐿𝑒𝐿(𝑡−𝑡0)‖𝜙2 − 𝜙1‖,
para 0 < 𝑠 ≤ 𝛿0.
Portanto,
lim sup
𝑠→0+
1
𝑠
[︀|𝑥(𝑡 + 𝑠; 𝑡0, 𝜙2)− 𝑥(𝑡 + 𝑠; 𝑡0, 𝜙1)|−|𝑥(𝑡; 𝑡0, 𝜙2)− 𝑥(𝑡; 𝑡0, 𝜙1)|]︀
< 𝐿𝑒𝐿(𝑡−𝑡0)‖𝜙2 − 𝜙1‖,
o que nos leva a uma contradição com (A.10). Conclui-se, então, a demonstração deste
resultado. 
A.6 Estabilidade
No modelo apresentado, faz-se uso da teoria de estabilidade para analisar o com-
portamento da solução do problema. Sendo assim, nesta seção, introduzimos esta teoria e
apresentamos alguns resultados a fim de contemplar as ferramentas necessárias para estudar
o problema.
A.6.1 Definições
Suponhamos que as condições (H1) e (H2) (pag. 59) ainda sejam válidas para a
equação
?˙?(𝑡) = 𝑓(𝑡, 𝑥𝑡) (A.11)
em [0,∞)× 𝒞𝐻 . Vamos supor, também, que 𝑓(𝑡, 0) = 0 para todo 𝑡 ≥ 0, ou seja, a origem
é um ponto de equilíbrio.
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Definição A.12. O ponto de equilíbrio ?¯? = 0 é
𝑖) Estável se, para quaisquer 𝜀 > 0 e 𝑡0 ≥ 0, existir 𝛿 = 𝛿(𝜀, 𝑡0) > 0 tal que ‖𝜙‖< 𝛿 e
𝑡 ≥ 𝑡0 implicam ‖𝑥𝑡(𝑡0, 𝜙)‖< 𝜀;
𝑖𝑖) Uniformemente Estável se, dados 𝜀 > 0 e 𝑡0 ≥ 0, existe 𝛿 = 𝛿(𝜀) > 0 tal que ‖𝜙‖< 𝛿
e 𝑡 ≥ 𝑡0 implicam ‖𝑥𝑡(𝑡0, 𝜙)‖< 𝜀;
𝑖𝑖𝑖) Assintoticamente Estável quando é estável e, para 𝑡0 ≥ 0 qualquer, existe 𝛿0 = 𝛿0(𝑡0)
tal que ‖𝜙‖< 𝛿 implica em lim
𝑡→∞
𝑥(𝑡; 𝑡0, 𝜙) = 0;
𝑖𝑣) Equiassintoticamente Estável se, tomados 𝜀 > 0 e 𝑡0 quaisquer, existem 𝛿0 = 𝛿0(𝑡0) > 0
e 𝑇 = 𝑇 (𝜀) > 0 tais que ‖𝜙‖< 𝛿0 e 𝑡 ≥ 𝑡0 + 𝑇 implicam em ‖𝑥𝑡(𝑡0, 𝜙)‖< 𝜀;
𝑣) Uniformemente Assintoticamente Estável quando é uniformemente estável e existe 𝛿0 >
0 de modo que, para qualquer 𝜀 > 0, existe 𝑇 = 𝑇 (𝜀) ≥ 0 tal que ‖𝜙‖< 𝛿0 e 𝑡 ≥ 𝑡0 +𝑇
implicam em ‖𝑥𝑡(𝑡0, 𝜙)‖< 𝜀;
𝑣𝑖) Exponencialmente Estável se existem constantes positivas 𝛿0, 𝛼, 𝛽 para as quais ‖𝜙‖< 𝛿0
implica em
‖𝑥𝑡(𝑡0, 𝜙)‖≤ 𝐵𝑒−𝛼(𝑡−𝑡0)‖𝜙‖
para todo 𝑡 ≥ 𝑡0 ≥ 0;
𝑣𝑖𝑖) Globalmente Assintoticamente Estável quando 𝐻 = ∞ e é assintoticamente estável
com 𝛿0 = ∞;
Observação A.13. Pode-se verificar que
𝑣𝑖⇒ 𝑣 ⇒ 𝑖𝑖⇒ 𝑖 , 𝑣𝑖⇒ 𝑣 ⇒ 𝑖𝑣 ⇒ 𝑖𝑖𝑖⇒ 𝑖 .
Além disso, quando 𝑓(𝑡, 𝜙) é linear em 𝜙, temos 𝑣 ⇒ 𝑣𝑖 ([Teorema 4.5, pag. 346, 11]).
Observação A.14. Em uma EDO, se 𝛿, de acordo com a definição (𝑖), pode ser determinado
para algum 𝑡0, então pode ser determinado para qualquer 𝑡0 ≥ 0. O mesmo não acontece com
algumas EDR, isto é, a condição de estabilidade pode ser satisfeita para um instante inicial,
mas para outro, não.
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Por exemplo, considere a equação com retardamento
?˙?(𝑡) = 𝑏(𝑡)𝑥
(︂
𝑡− 3𝜋
2
)︂
,
onde
𝑏(𝑡) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
0, 0 ≤ 𝑡 ≤ 3𝜋
2
,
− cos(𝑡), 3𝜋
2
≤ 𝑡 ≤ 3𝜋,
1, 𝑡 > 3𝜋 .
Tomando uma condição inicial 𝑡0 = 0 com 𝜙 ∈ 𝒞 qualquer, para 0 ≤ 𝑡 ≤
3𝜋
2
, ?˙?(𝑡; 0, 𝜙) = 0 e, então, 𝑥(𝑡; 0, 𝜙) = 𝜙(0). Por indução, mostraremos que 𝑥(𝑡; 0, 𝜙) =
−𝜙(0) sen(𝑡), 𝑡 ∈ [𝑘 3𝜋
2
, (𝑘 + 1)3𝜋
2
] para todo 𝑘 ∈ N. Para 3𝜋
2
≤ 𝑡 ≤ 3𝜋,
?˙?(𝑡; 0, 𝜙) = − cos(𝑡)𝑥
(︂
𝑡− 3𝜋
2
; 0, 𝜙
)︂
,
de onde
𝑥(𝑡; 0, 𝜙) = 𝑥
(︂
3𝜋
2
; 0, 𝜙
)︂
+
∫︁ 𝑡
3𝜋
2
− cos(𝑠)𝑥
(︂
𝑠− 3𝜋
2
; 0, 𝜙
)︂
𝑑𝑠 = 𝜙(0) +
∫︁ 𝑡
3𝜋
2
− cos(𝑠)𝜙(0) 𝑑𝑠
= 𝜙(0)−
(︂
sen(𝑡)− sen
(︂
3𝜋
2
)︂)︂
𝜙(0) = − sen(𝑡)𝜙(0) .
Agora, se 𝑥(𝑡; 0, 𝜙) = −𝜙(0) sen(𝑡) para 𝑘 3𝜋
2
≤ 𝑡 ≤ (𝑘 + 1)3𝜋
2
, para um 𝑘 ∈ N qualquer,
então, para (𝑘 + 1)3𝜋
2
≤ 𝑡 ≤ (𝑘 + 2)3𝜋
2
,
?˙?(𝑡; 0, 𝜙) = 𝑥
(︂
𝑡− 3𝜋
2
; 0, 𝜙
)︂
e
𝑥(𝑡; 0, 𝜙) = 𝑥
(︂
(𝑘 + 1)
3𝜋
2
; 0, 𝜙
)︂
+
∫︁ 𝑡
(𝑘+1) 3𝜋
2
𝑥
(︂
𝑠− 3𝜋
2
; 0, 𝜙
)︂
𝑑𝑠
= −𝜙(0) sen
(︂
(𝑘 + 1)
3𝜋
2
)︂
− 𝜙(0)
∫︁ 𝑡
(𝑘+1) 3𝜋
2
sen
(︂
𝑠− 3𝜋
2
)︂
𝑑𝑠
= −𝜙(0) sen
(︂
(𝑘 + 1)
3𝜋
2
)︂
− 𝜙(0)
∫︁ 𝑡
(𝑘+1) 3𝜋
2
cos(𝑠) 𝑑𝑠
= −𝜙(0) sen
(︂
(𝑘 + 1)
3𝜋
2
)︂
− 𝜙(0)
(︂
sen(𝑠)− sen
(︂
3𝜋
2
)︂)︂
𝑑𝑠 = −𝜙(0) sen(𝑡) .
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Portanto, a solução é dada por
𝑥(𝑡; 0, 𝜙) =
⎧⎨⎩ 𝜙(0), 0 ≤ 𝑡 ≤ 3𝜋2 ,−𝜙(0) sen(𝑡), 𝑡 > 3𝜋
2
Pode-se ver, então, que a condição de estabilidade é satisfeita para 𝑡0 = 0.
Porém, se tomarmos 𝑡0 = 3𝜋, a equação é ?˙?(𝑡) = 𝑥(𝑡 − 3𝜋2 ), de onde temos que
existe 𝜆 real positivo tal que 𝑥(𝑡) = 𝑐 𝑒𝜆𝑡 é solução da equação para todo 𝑐, destacando,
então, que lim
𝑡→∞
|𝑐𝑒𝜆𝑡|= ∞. Ou seja, em qualquer vizinhança da função inicial zero existe uma
infinidade de funções iniciais 𝜙 de modo que lim
𝑡→∞
𝑥(𝑡; 3𝜋, 𝜙) = ∞. Assim, a condição de
estabilidade não está satisfeita para 𝑡0 = 3𝜋.
Observação A.15. Seja 𝑦(𝑡; 𝑡0, 𝜙) uma solução de ?˙?(𝑡) = 𝑔(𝑡, 𝑦𝑡) definida no futuro. Fazendo
a mudança de variáveis 𝑥 = 𝑦 − 𝑦(𝑡; 𝑡0, 𝜙), obtemos
?˙?(𝑡) = ?˙?(𝑡)− ?˙?(𝑡; 𝑡0, 𝜙) = 𝑔(𝑡, 𝑦𝑡)− 𝑔(𝑡, 𝑦𝑡(𝑡0, 𝜙)) .
Mas, 𝑦𝑡(𝜃) = 𝑦(𝑡 + 𝜃) = 𝑥(𝑡 + 𝜃) + 𝑦(𝑡 + 𝜃; 𝑡0, 𝜙) = 𝑥𝑡(𝜃) + 𝑦𝑡(𝜃; 𝑡0, 𝜙) para qualquer 𝜃 no
intervalo [−𝜏, 0]. Ou seja, 𝑦𝑡 = 𝑥𝑡 + 𝑦𝑡(𝑡0, 𝜙). Logo,
?˙?(𝑡) = 𝑔(𝑡, 𝑥𝑡 + 𝑦𝑡(𝑡0, 𝜙))− 𝑔(𝑡, 𝑦𝑡(𝑡0, 𝜙)) = 𝑓(𝑡, 𝑥𝑡) ,
onde 𝑓(𝑡, 0) = 0. Assim, dizemos que a solução 𝑦(𝑡; 𝑡0, 𝜙) é estável em um dos sentidos da
definição A.12 se a solução ?¯? = 0 de ?˙? = 𝑓(𝑡, 𝑥𝑡) for estável no correspondente sentido.
A.6.2 Equação Linear Autônoma
Este trecho do trabalho é baseado no Capítulo 7 de [12].
Uma EDR linear autônoma tem a forma
?˙?(𝑡) = 𝐿𝑥𝑡 (A.12)
onde 𝐿 : 𝒞 → R𝑛 é um operador linear contínuo. Seja 𝐿 dado por
𝐿𝜙 = [𝐿1𝜙 · · · 𝐿𝑛𝜙]𝑇 ,
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onde 𝐿𝑖, 𝑖 = 1, ..., 𝑛 são funcionais lineares. Então, pelo Teorema de Riesz, existem funções
𝛼1, ..., 𝛼𝑛 : [−𝜏, 0] → R𝑛 de variação limitada, tais que os funcionais 𝐿𝑖 podem ser dados
pelas integrais de Riemann-Stieltjes
𝐿𝑖𝜙 =
∫︁ 0
−𝜏
𝑑[𝛼𝑖(𝜃)
𝑇 ]𝜙(𝜃) , ∀𝜙 ∈ 𝒞, 𝑖 = 1, ..., 𝑛.
Sendo assim, tomando a matriz
𝜂(𝜃) =
⎡⎢⎢⎢⎣
𝛼1(𝜃)
𝑇
...
𝛼𝑛(𝜃)
𝑇
⎤⎥⎥⎥⎦ ,
obtemos
𝐿𝜙 =
∫︁ 0
−𝜏
𝑑[𝜂(𝜃)]𝜙(𝜃) , 𝜙 ∈ 𝒞. (A.13)
Como estamos considerando um sistema linear, é interessante investigarmos solu-
ções do tipo 𝑥(𝑡) = 𝑒𝜆𝑡𝑣, com 𝜆 ∈ C e 𝑣 ∈ R𝑛, 𝑣 ̸= 0. Assim, temos 𝑥𝑡(𝜃) = 𝑥(𝑡 + 𝜃) =
𝑒𝜆(𝑡+𝜃)𝑣. Logo,
?˙?(𝑡) = 𝐿𝑥𝑡 =
∫︁ 0
−𝜏
𝑑[𝜂(𝜃)]𝑥𝑡(𝜃) ⇔ 𝜆𝑒𝜆𝑡𝑣 =
∫︁ 0
−𝜏
𝑒𝜆(𝑡+𝜃)𝑑[𝜂(𝜃)]𝑣
⇔
(︂
𝜆𝐼 −
∫︁ 0
−ℎ
𝑒𝜆𝜃 𝑑[𝜂(𝜃)]
)︂
𝑣 = 0 .
Sendo assim, 𝑥(𝑡) = 𝑒𝜆𝑡𝑣 é solução de (A.12) se, e só se, 𝜆 satisfizer a equação característica
det
(︂
𝜆𝐼 −
∫︁ 0
−ℎ
𝑒𝜆𝜃 𝑑[𝜂(𝜃)]
)︂
= 0 . (A.14)
Observação A.16. Como o sistema (A.12) é linear, combinação linear de soluções é so-
lução. Uma soma infinita de soluções é solução sob condições adequadas que garantam a
convergência.
Por último, temos o seguinte resultado de estabilidade em relação à solução trivial
de (A.12).
Teorema A.17 ([pag. 215, 12]). Se todas as raízes da equação característica (A.16) têm
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parte real negativa, então existem constantes 𝐾, 𝛿 > 0 tal que
‖𝑥𝑡(·;𝜙)‖≤ 𝐾𝑒−𝛿𝑡‖𝜙‖ , 𝑡 ≥ 0,
para todo 𝜙 ∈ 𝒞.
A.6.3 Linearização
Considere a EDR não-linear autônoma
?˙?(𝑡) = 𝑓(𝑥𝑡) , (A.15)
onde 𝑓 : 𝒞 → R𝑛 é diferenciável e 𝜙0 é um ponto estacionário, isto é, 𝑓(𝜙0) = 0. O sistema
linear associado é dado por
?˙?(𝑡) = 𝐷𝑓𝜙0 𝑦𝑡 =
∫︁ 0
−ℎ
𝑑[𝜉(𝜃)]𝑦𝑡(𝜃) ,
com equação característica
det
(︂
𝜆𝐼 −
∫︁ 0
−ℎ
𝑒𝜆𝜃𝑑[𝜉(𝜃)]
)︂
= 0 . (A.16)
De [cap. 7, 6], segue a relação de estabilidade entre o sistema não-linear e o linear
associado.
Teorema A.18. O ponto estacionário 𝜙0 de (A.15) é
𝑖) instável se Re(𝜆) > 0 para alguma raiz 𝜆 de (A.16);
𝑖𝑖) localmente exponencialmente estável se Re(𝜆) < 0 para todas as raízes de (A.16).
Consideremos o caso particular em que
𝑓(𝜙) = 𝑔(𝜙(0), 𝜙(−𝜏1), ..., 𝜙(−𝜏𝑚)) ,
para alguma função 𝑔 : (R𝑛)𝑚+1 → R𝑛, e 0 < 𝜏1 < ... < 𝜏𝑚. Então, sendo 𝑓 e 𝑔 diferenciáveis,
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𝐷𝑓𝜙 · 𝜓 = lim
𝑟→0
1
𝑟
(𝑓(𝜙 + 𝑟𝜓)− 𝑓(𝜓))
= lim
𝑟→0
1
𝑟
(𝑔(𝜙(0) + 𝑟𝜓(0), 𝜙(−𝜏1) + 𝑟𝜓(−𝜏1), ..., 𝜙(−𝜏𝑚) + 𝑟𝜓(−𝜏𝑚))
−𝑔(𝜙(0), 𝜙(−𝜏1), ..., 𝜙(−𝜏𝑚))) = 𝐷𝑔𝑝 ·
⎡⎢⎢⎢⎢⎢⎢⎣
𝜓(0)
𝜓(−𝜏1)
· · ·
𝜓(−𝜏𝑚)
⎤⎥⎥⎥⎥⎥⎥⎦ ,
onde
𝑝 =
⎡⎢⎢⎢⎢⎢⎢⎣
𝜙(0)
𝜙(−𝜏1)
...
𝜙(−𝜏𝑚)
⎤⎥⎥⎥⎥⎥⎥⎦ .
Note que
𝐷𝑔𝑝 = [𝐴0 𝐴1 · · ·𝐴𝑚] ,
onde 𝐴0, 𝐴1, ..., 𝐴𝑚 são matrizes 𝑛× 𝑛, 𝐴0 = 𝜕𝑔𝜙(0) e 𝐴𝑗 = 𝜕𝑔𝜙(−𝜏𝑗). Dessa forma,
?˙?(𝑡) = 𝐷𝑓𝜙0 · 𝑦𝑡 = 𝐴0 𝑦𝑡(0) +
𝑚∑︁
𝑖=1
𝐴𝑖 𝑦𝑡(−𝜏𝑖) = 𝐴0 𝑦(𝑡) +
𝑚∑︁
𝑖=1
𝐴𝑖 𝑦(𝑡− 𝜏𝑖) ,
e a equação característica é dada por
∆(𝜆, 𝜏) = det
(︃
𝜆𝐼 − 𝐴0 +
𝑚∑︁
𝑖=1
𝑒−𝜆𝜏𝑖𝐴𝑖
)︃
= 0 .
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Códigos
APÊNDICE B
O primeiro código abaixo é o principal para a construção dos gráficos, contendo
os valores dos parâmetros e a iteração.
Código B.1: Modelo com duas equações 
1 %RETARDO
2 tau =0.11;% min
3 %INSTANTES INICIAL E FINAL
4 t0=tau; tf =20.0;
5 %DADOS DA DISCRETIZACAO
6 dt =0.001; nt=(tau+(tf-t0))/dt;
7 d2t=dt/2;
8 d6t=dt/6;
9 u=zeros(nt+1,1);
10 v=zeros(nt+1,1);
11 w=zeros(nt+1,1);
12 %PARAMETROS
13 p=6; QR=0.8; sigma=p/QR;
14 Par =760; %pressao do ar em mmHg , 760 mmHg=1atm
15 xI =0.00041* Par; % 0.041% do ar inspirado
16 yI =0.2095* Par; % 20,95% do ar inspirado
17 Wm=80; ubar =40; vbar =100;
18 Vbar =6; Wubar =4;
19 xbar=(ubar -xI)/p; ybar=(yI-vbar)/sigma;
20 alpha =1/( xbar*Vbar); beta =1/( ybar*Vbar);
21 rbar=sqrt(xbar^2 + ybar ^2);
22 rbar2=xbar^2 + ybar ^2;
23 n=(Wubar*p*Wm*rbar2)/((Wm -Vbar)*Vbar*xbar);
24 n=round(n);
25 rbarn=rbar^n;
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26 K=rbar *((Wm-Vbar)/Vbar)^(1/nn);
27 KN=rbar^n*((Wm -Vbar)/Vbar);
28 %CONDICAO INICIAL
29 tt(1)=t0-tau;
30 for i=1:1+ tau/dt
31 tt(i+1)=tt(1)+i*dt;
32 u(i)=50;
33 v(i)=90;
34 w(i)=6;
35 end
36 %PROCESSO ITERATIVO
37 for i=1+ tau/dt:nt
38 tt(i+1)=tt(1)+i*dt;
39 k1=p-alpha*W(u(i-tau/dt),v(i-tau/dt),p,sigma ,xI,yI,n,KN ,Wm)
*(u(i)-xI);
40 r1=-sigma+beta*W(u(i-tau/dt),v(i-tau/dt),p,sigma ,xI,yI ,n,KN,
Wm)*(yI-v(i));
41 k2=p-alpha*W(u(i-tau/dt)+k1*d2t ,v(i-tau/dt)+r1*d2t ,p,sigma ,
xI ,yI ,n,KN,Wm)*(u(i)+k1*d2t -xI);
42 r2=-sigma+beta*W(u(i-tau/dt)+k1*d2t ,v(i-tau/dt)+r1*d2t ,p,
sigma ,xI,yI,n,KN,Wm)*(yI -(v(i)+r1*d2t));
43 k3=p-alpha*W(u(i-tau/dt)+k2*d2t ,v(i-tau/dt)+r2*d2t ,p,sigma ,
xI ,yI ,n,KN,Wm)*(u(i)+k2*d2t -xI);
44 r3=-sigma+beta*W(u(i-tau/dt)+k2*d2t ,v(i-tau/dt)+r2*d2t ,p,
sigma ,xI,yI,n,KN,Wm)*(yI -(v(i)+r2*d2t));
45 k4=p-alpha*W(u(i-tau/dt)+k3*dt,v(i-tau/dt)+r3*dt,p,sigma ,xI,
yI ,n,KN,Wm)*(u(i)+k3*dt -xI);
46 r4=-sigma+beta*W(u(i-tau/dt)+k3*dt ,v(i-tau/dt)+r3*dt,p,sigma
,xI ,yI,n,KN,Wm)*(yI -(v(i)+r3*dt));
47 u(i+1)=u(i)+d6t*(k1+2*(k2+k3)+k4);
48 v(i+1)=v(i)+d6t*(r1+2*(r2+r3)+r4);
49 w(i+1)=W(u(i+1-tau/dt),v(i+1-tau/dt),p,sigma ,xI ,yI,n,KN ,Wm);
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50 end
51 pause
52 subplot (3,1,2)
53 plot(tt,u,’r-’,’LineWidth ’,3),xlabel(’minutos ’),
54 grid
55
56 subplot (3,1,1)
57 plot(tt,v,’b-’,’LineWidth ’,3),xlabel(’minutos ’),
58 grid
59
60 subplot (3,1,3)
61 plot(tw,w,’k-’,’LineWidth ’,3),xlabel(’minutos ’),
62 grid 
O Código B.2 contém a função de ventilação 𝑊 .
Código B.2: Função de Ventilação 
1 function[W]=W(uv,vv,p,sigma ,xI,yI ,n,KN,Wm)
2 W=Wm*((((uv-xI)/p)^2+((yI -vv)/sigma)^2)^(nn/2))/(KN+((((uv -xI
)/p)^2+((yI-vv)/sigma)^2)^(n/2)));
3 end 
Já o Código B.3 foi utilizado para obter 𝜔0 e 𝜏0 a partir dos valores assumidos
para os parâmetros.
Código B.3: Parâmetros e Estabilidade 
1 p=6; QR=0.8; sigma=p/QR;
2 Par =760;
3 xI =0.00041* Par;
4 yI =0.2095* Par;
5 Wm=80; ubar =40; vbar =100;
6 Vbar =6; Wubar =4;
7 xbar=(ubar -xI)/p; ybar=(yI-vbar)/sigma;
8 alpha =1/( xbar*Vbar); beta =1/( ybar*Vbar);
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9 rbar=sqrt(xbar^2 + ybar ^2);
10 rbar2=xbar^2 + ybar ^2;
11 n=(Wubar*p*Wm*rbar2)/((Wm -Vbar)*Vbar*xbar);
12 n=round(n);
13 rbarn=rbar^n;
14 K=rbar *((Wm-Vbar)/Vbar)^(1/n);
15 KN=rbar^n*((Wm -Vbar)/Vbar);
16
17 Vxbar=Wm*xbar*n*KN*(rbar^(n-2))/(KN+rbarn)^2;
18 Vybar=Wm*ybar*n*KN*(rbar^(n-2))/(KN+rbarn)^2;
19 CE=xbar*Vxbar+ybar*Vybar;
20
21 k1=( alpha^2 + beta ^2)*(Vbar ^2) -(alpha*xbar*Vxbar+beta*ybar*
Vybar)^2;
22 k2=( alpha ^2)*(beta ^2)*(Vbar ^2)*(Vbar^2 -CE^2);
23
24 if Vbar <CE
25 omega0=sqrt (0.5*( -k1+sqrt(k1^2 -4*k2)))
26 NP=sqrt((-omega0 ^2 +alpha*beta*Vbar ^2) ^2+(( alpha+beta)*Vbar
*omega0)^2);
27 NQ=sqrt((alpha*beta*Vbar*(xbar*Vxbar+ybar*Vybar))^2+(( alpha
*xbar*Vxbar+beta*ybar*Vybar)*omega0)^2);
28 arg1=asin((-(alpha+beta)*Vbar*omega0)/NP);
29 arg2=asin((alpha*xbar*Vxbar+beta*ybar*Vybar)*omega0/NQ);
30 tau0=(arg2 -arg1)/omega0
31 endif 
Neste código, Vxbar e Vybar denotam 𝑉𝑥 e 𝑉𝑦, respectivamente; NP é |𝑃 (𝜔0)| e
NQ é |𝑄(𝜔0)|.
APÊNDICE B. CÓDIGOS 74
Abaixo, segue o código para o sistema com quatro equações.
Código B.4: Modelo com quatro equações 
1 tau =0.11;% min
2 %INSTANTES INICIAL E FINAL
3 t0=tau; tf=20;
4 %DADOS DA DISCRETIZACAO
5 dt =0.001; nt=(tau+(tf-t0))/dt;
6 d2t=dt/2;
7 d6t=dt/6;
8 u1=zeros(nt+1,1);
9 v1=zeros(nt+1,1);
10 u2=zeros(nt+1,1);
11 v2=zeros(nt+1,1);
12 w=zeros(nt+1,1);
13 %PARAMETROS
14 p=8; QR=0.8; sigma=p/QR;
15 Par =450; %pressao do ar em mmHg , 760 mmHg=1atm SL
16 xI =0.00041* Par; % 0.041% da pressao do ar inspirado SL
17 yI =0.2095* Par; % 20,95% do ar inspirado SL
18 Wm=40;
19 u1bar =40; v1bar =100;
20 u2bar =45; v2bar =40;
21 Wbar =6; Wu=4;
22 alpha=p/((u1bar -xI)*Wbar); beta=sigma /((yI-v1bar)*Wbar);
23 gamma1=-p/(u1bar -u2bar); gamma2=sigma/(v1bar -v2bar);
24
25 xbar=(u1bar -xI)/p; ybar=(yI-v1bar)/sigma;
26 rbar=sqrt(xbar^2 + ybar ^2);
27 rbar2=xbar^2 + ybar ^2;
28 n=(Wu*p*Wm*rbar2)/((Wm-Wbar)*Wbar*xbar);
29 n=round(n);
30 rbarn=rbar^n;
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31 K=rbar *((Wm-Wbar)/Wbar)^(1/n);
32 KN=rbar^n*((Wm -Wbar)/Wbar);
33
34 tt(1)=t0-tau;
35 for i=1:1+ tau/dt
36 tt(i+1)=tt(1)+i*dt;
37 tw(i+1)=tt(1)+i*dt;
38 u1(i)=50;
39 v1(i)=90;
40 u2(i)=45;
41 v2(i)=40;
42 w(i)=0;
43 end
44 for i=1+ tau/dt:nt
45 tt(i+1)=t0-tau+i*dt;
46 k1=-alpha*W(u1(i-tau/dt),v1(i-tau/dt),p,sigma ,xI,yI,n,KN ,Wm)
*(u1(i)-xI)-gamma1 *(u1(i)-u2(i));
47 r1=beta*W(u1(i-tau/dt),v1(i-tau/dt),p,sigma ,xI,yI,n,KN ,Wm)*(
yI -v1(i))-gamma2 *(v1(i)-v2(i));
48 p1=p+gamma1 *(u1(i)-u2(i));
49 q1=-sigma+gamma2 *(v1(i)-v2(i));
50
51 k2=-alpha*W(u1(i-tau/dt)+k1*d2t ,v1(i-tau/dt)+r1*d2t ,p,sigma ,
xI ,yI ,n,KN,Wm)*((u1(i)+k1*d2t)-xI)-gamma1 *(u1(i)+k1*d2t -
u2(i)-p1*d2t);
52 r2=beta*W(u1(i-tau/dt)+k1*d2t ,v1(i-tau/dt)+r1*d2t ,p,sigma ,xI
,yI ,n,KN,Wm)*(yI -(v1(i)+r1*d2t))-gamma2 *(v1(i)+r1*d2t -v2(
i)-q1*d2t);
53 p2=p+gamma1 *(u1(i)+k1*d2t -u2(i)-p1*d2t);
54 q2=-sigma+gamma2 *(v1(i)+r1*d2t -v2(i)-q1*d2t);
55
56 k3=-alpha*W(u1(i-tau/dt)+k2*d2t ,v1(i-tau/dt)+r2*d2t ,p,sigma ,
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xI ,yI ,n,KN,Wm)*((u1(i)+k2*d2t)-xI)-gamma1 *(u1(i)+k2*d2t -
u2(i)-p2*d2t);
57 r3=beta*W(u1(i-tau/dt)+k2*d2t ,v1(i-tau/dt)+r2*d2t ,p,sigma ,xI
,yI ,n,KN,Wm)*(yI -(v1(i)+r2*d2t))-gamma2 *(v1(i)+r2*d2t -v2(
i)-q2*d2t); p3=p+gamma1 *(u1(i)+k2*d2t -u2(i)-p2*d2t);
58 q3=-sigma+gamma2 *(v1(i)+r2*d2t -v2(i)-q2*d2t);
59
60 k4=-alpha*W(u1(i-tau/dt)+k3*dt,v1(i-tau/dt)+r3*dt,p,sigma ,xI
,yI ,n,KN,Wm)*((u1(i)+k3*dt)-xI)-gamma1 *(u1(i)+k3*dt-u2(i)
-p3*dt);
61 r4=beta*W(u1(i-tau/dt)+k3*dt,v1(i-tau/dt)+r3*dt,p,sigma ,xI,
yI ,n,KN,Wm)*(yI -(v1(i)+r3*dt))-gamma2 *(v1(i)+r3*dt-v2(i)-
q3*dt);
62 p4=p+gamma1 *(u1(i)+k3*dt -u2(i)-p3*dt);
63 q4=-sigma+gamma2 *(v1(i)+r3*dt-v2(i)-q3*dt);
64
65 u1(i+1)=u1(i)+d6t*(k1+2*(k2+k3)+k4);
66 v1(i+1)=v1(i)+d6t*(r1+2*(r2+r3)+r4);
67 u2(i+1)=u2(i)+d6t*(p1+2*(p2+p3)+p4);
68 v2(i+1)=v2(i)+d6t*(q1+2*(q2+q3)+q4);
69 end
70 for i=1+ tau/dt:10/dt
71 tw(i+1)=t0-tau+i*dt;
72 w(i+1)=W(u1(i+1-tau/dt),v1(i+1-tau/dt),p,sigma ,xI,yI,n,KN ,Wm
);
73 end
74 subplot (5,1,1)
75 plot(tt,u1,’r-’,’LineWidth ’,3),xlabel(’minutos ’),
76 grid
77
78 subplot (5,1,2)
79 plot(tt,v1,’b-’,’LineWidth ’,3),xlabel(’minutos ’),
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80 grid
81
82 subplot (5,1,3)
83 plot(tt,u2,’m-’,’LineWidth ’,3),xlabel(’minutos ’),
84 grid
85
86 subplot (5,1,4)
87 plot(tt,v2,’c-’,’LineWidth ’,3),xlabel(’minutos ’),
88 grid
89
90 subplot (5,1,5
91 plot(tw,w,’k-’,’LineWidth ’,3),xlabel(’minutos ’),
92 grid 
