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ABSTRACT 
Conformational transitions in a protein and its interaction with the cognate substrate 
exemplify two important biomolecular processes that may be correlated, uncorrelated, or 
partially correlated. While the degree to which these processes are correlated may bear heavily 
on the mechanism and regulation of the said protein, an experimental design which follows only 
one reaction coordinate, such as monitoring and comparing the kinetics of only one process in 
the absence and the presence of another process, is often hindered by the lack of simple scheme 
to interpret the experimental results. I developed a dual illumination, single-molecule imaging 
strategy to dissect directly and in real-time the correlation between domain motion of a DNA 
repair protein and its interaction with individual DNA substrates. The strategy was applied to 
XPD, an iron-sulfur (FeS) cluster-containing DNA repair protein. Conformational dynamics was 
assessed via FeS-mediated quenching of a fluorophore site-specifically incorporated into XPD. 
Simultaneously, binding of DNA molecules labeled with a spectrally distinct fluorophore was 
detected by co-localization of the DNA- and protein-derived signals. I show that DNA binding 
does not strictly enforce XPD to assume a specific conformation. Interaction with a cognate 
DNA damage, however, stabilizes the compact conformation of XPD by increasing the weighted 
average lifetime of this state by 140% relative to an undamaged DNA. 
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CHAPTER I 
INTRODUCTION  
 
1.1   Molecular recognition 
Molecular recognition represents a critical step in a wide spectrum of biological 
processes (1). These processes include enzyme catalysis, cell signaling, protein–protein 
interactions, protein–ligand association (2), and protein–nucleic acids interaction (3). Detailed 
understanding of molecular recognition requires information about the thermodynamics, kinetics 
and structure of the interacting molecules (4). Equilibrium bulk (i.e. ensemble) binding studies 
commonly provide the information about: i. stoichiometry of interacting molecules, ii. affinity of 
the complex and iii. dependence of the observed equilibrium binding constants on the solution 
conditions (e.g. temperature, pH and ionic strength of the reaction solution). Cumulatively, the 
deliverables of the equilibrium binding studies provide valuable information about the forces 
contributing to the binding interaction. On the other hand, kinetic studies provide information 
about the mechanism by which two molecules bind together to form a complex (5). 
“Mechanism” of a molecular recognition process describes the sequence of elementary steps 
leading to the formation of complex. Kinetic studies can be used to determine the number of 
intermediates (steps), thermodynamic and kinetic characteristics of stable intermediates along 
reaction pathway and the nature of the activation energy barriers between intermediates. 
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1.1.1   Kinetics 
While the following treatment applies to many systems, I will focus my discussion here 
on binding between biological macromolecules, with special emphasize on protein-nucleic acids 
interaction. For complex formation reaction between A and B molecules,    
 
 
 
at equilibrium (6);  
 
where ka and kd are the association and dissociation rate constants and Kd is the equilibrium 
dissociation constant. Association rate constant (M
-1 
s
-1
) for a bi-molecular  association process 
described by scheme 1.1 is typically a second order (but can also be a pseudo-first order) (5): 
                                      
      
  
                                                                           (1.2)       
where AT and BT are total concentrations of A and B molecules, respectively, and [AB] is the 
concentration of AB complex. This rate law is applicable only when association occurs in a 
simple elementary bi-molecular reaction step, and in the absence of any competing interactions 
which can significantly reduce the concentrations of the free form of molecules A and B. If every 
collision of A and B results in productive complex AB, then the association reaction is 
considered to take place at its upper limit (i.e. diffusion-limited association) (7). For two 
spherical molecules A and B, with hydrodynamics radii rA and rB; respectively, association rate 
constant, ka, limited only by frequency of collisions (i.e. diffusion limited) can be calculated 
using the following equation: 
             &     K    
kd
ka
          (1.1) 
 3 
 
                                                                ⁄                                               (1.3)                                    
where DA and DB are diffusion constants of molecules A and B; respectively, N0 is Avogadro‟s 
number, and 1000 is a factor to convert the volume units from cm
3
 to liters and thereby to 
measure the units of ka to in units of M
-1 
s
-1
 (8). This is Smoluchowski equation, in which the 4π 
factor is the spherical solid angle which indicates that collisions from all directions lead to 
productive complex (5). This formula ignored the possibility that not all collisions lead to the 
formation of productive AB complex (7). In most cases, productive binding occurs only at 
specific sites within molecules A and B. In addition, Smoluchowski equation assumed the 
absence of any interactive forces (e.g. electrostatic interaction) between the two molecules. 
Smoluchowski equation can be modified to include correction factors to account for the 
requirement of a precise mutual orientation of the two molecules and for effects from 
electrostatic forces which may increase or decrease the simple diffusion–limited association 
process. von Hippel and Berg‟s (8) modified version of Smoluchowski equation takes this into 
account: 
                                                 ⁄                                                       (1.4)                      
where κ is a unitless steric interaction parameter determined by the fractions of the surfaces of 
particles A and B that are reactive, a is the interaction distance (in cm) between the two 
molecules, and f is a unitless factor that reflects the increase or decrease in the diffusional 
collision rate due to electrostatic attraction or repulsion of the interacting molecules. For the 
interaction of an average sized protein, like lac repressor (of 40 Angstroms  radius), with its 
specific DNA operator site (a cylinder of 10 Angstroms radius), κ was estimated to be 0.05 based 
on the assumption that only 20 % of the repressor surface represents the active site, and only 
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25% of the operator DNA cylindrical surface interacts with repressor. Ignoring the electrostatic 
interaction factor, ka was estimated to be ~ 10
8
 M
-1
.s
-1
, although the experimentally measured ka 
for interaction of lac repressor with its few base pairs (bp) operator within 50,000 bp DNA 
molecule was at least one order of magnitude higher. 
Association enhancing attraction electrostatic forces in case of protein-nucleic acids 
interactions are between negatively charged phosphate backbone of DNA and positively charged 
amino acids constituting the binding site of the protein. The probability that the protein binds its 
specific site on DNA directly at the first collision with DNA is very low (8). Hence, initial 
interaction of protein with DNA is most likely nonspecific. In addition, electrostatic attraction 
forces between DNA and protein are sequence independent (9). It is expected that protein will 
make on average N nonspecific incorrect transient binding events if the DNA molecule is N base 
pair long (8). Competition between dominant nonspecific and less probable specific binding 
events is expected to decrease the association rate. At lower salt concentration, nonspecific 
electrostatic interactions should be tighter, causing further decrease in association rate. 
Experimentally, the opposite was observed; apparent association rate of lac repressor protein 
interaction with its specific operator on larger DNA molecule increases with decreasing salt 
concentration. Not only this, but also association rate constant when the operator is imbedded  
within a larger (50,000 bp) DNA molecule is on average 4-fold higher than its corresponding 
value when the operator is within a smaller (~ 150 bp) DNA fragment at all salt concentrations 
tested (10). These experimental observations lead to the development of a concept called 
“facilitated diffusion” (11). The mechanism(s) behind facilitated diffusion is a two-stage process 
(7); in the first stage the protein binds nonspecifically to any part of a DNA molecule. In the 
second stage, the protein diffuses randomly along the DNA molecule in search of its specific 
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site. Facilitated diffusion can have different strategies. The most widely considered among them 
are one-dimensional sliding along DNA molecule, inter-segmental transfer and hopping (8). 
These different strategies are not mutually exclusive (9). On the contrary, it is suggested that 
various combinations of one-dimensional sliding, transfer and hopping can lead to association 
with the specific target. At the core of the concept of facilitated diffusion is another concept 
called “reduction of dimensionality”. Going from diffusion in three dimensions to diffusion in 
one or two dimensions, the strong effect of the size of target on rate of association in three 
dimensions become weaker in case of two-dimension diffusion, and disappears completely in 
case of one-dimension diffusion (12). Mean diffusion times (i) to reach target of size “b” in cell 
of radius “L” are: 
                                       (
  
   
)
 
 
                   ;  (in 3 dimensions)                              (1.5a) 
                                        (
  
   
)   (
 
 
)         ; (in 2 dimensions)                               (1.5b) 
                                        (
  
   
)                    ;  (in 1 dimension)                                (1.5c) 
Where Di (i = 1, 2, 3) are the diffusion constants in the corresponding dimensions. The factors 
 
 
 
(in 3D) and   
 
 
 (in 2D) can increase the mean diffusion times significantly (7). Reduction of 
dimensionality concept can also explain the unexpectedly higher association rate constants 
measured for a ligand binding to its receptor in cell membrane (8).  
Dissociation is a unimolecular process (13), hence its kinetics follow the first order rate 
law (5):  
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                                                                              (1.6) 
where kd is the kinetic dissociation rate constant. Dissociation rate constant has much weaker 
dependence on concentrations of ions in the medium (i.e. ionic strength) compared to association 
rate constant (13). Non-first order dissociation process originates sometimes from inducing a 
conformational transition after the association process whose reversal is rate limiting (14).  
Binding affinity between the two molecules A and B (scheme 1.1) represents the strength 
of the interaction between them (15). At equilibrium, the association constant; Ka (= 1/Kd , where 
Kd is equilibrium dissociation constant. See equation 1.1) is the experimental observable which 
can be used to estimate the binding affinity using the following relation (16): 
                                          
                                                                         (1.7)  
where         
  is the standard Gibbs free energy change of formation of AB complex, R is the 
general gas constant, and T is the absolute temperature (in Kelvin units). To avoid having a 
logarithm with units,          is implicitly         /Vref, where Vref is reference volume in units 
consistent with the units of concentration in        . “Standard” here means that the free energy 
change (i.e. the measure of affinity) is for the process when reactants (i.e. A and B molecules) 
and products (i.e. AB complex) both exist in the solution with concentrations of one molar each 
(5). The subscript “obs” refers to the dependence of    (and hence also     
 ) on solution 
conditions (e.g. pH and ion concentrations).  
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1.1.2   Specificity 
There are many definitions of specificity used to describe recognition involving 
biological macromolecules (17). It is also relative, and depends on cellular context (18). Since 
exact cellular conditions are not always known, therefore studying biomolecules under controlled 
experimental conditions can help in understanding specificity. In case of molecules A, B and C, 
AB is specific complex, while AC is non-specific complex. Classical thermodynamic definition 
of specificity is the standard free energy change,         
 , of transferring molecule A from non-
specific complex AC to specific complex AB (5): 
                      
             
             
         
         
         
                              (1.8) 
where           
  and           
  are standard free energy changes upon formation of AB and AC 
complexes; respectively, and           and           are equilibrium association constants of 
complexes AB and AC; respectively. Hence, the thermodynamic measure of specificity is 
proportional to the ratio of the equilibrium association constants of specific and non-specific 
substrates.  
In the classical view, specificity originates mainly from the complementarity of structures 
of the interacting molecules (19) and their  energetics of interactions (17). However, this simple 
view of specificity cannot explain the observation reported in a multitude of biological processes 
(e.g. DNA replication and protein synthesis) that their experimentally measured accuracies are 
far higher than expected from just the difference in binding energies of a macromolecule 
interacting with its cognate and non-cognate substrates (see equation 1.8) (20).  
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One proposed mechanism for enhanced specificity involves cooperativity between 
different components (e.g. proteins) of the same biochemical pathway (21). It is thermodynamic 
in nature, and it is based on overcoming the competing effects of non-specific binding to 
incorrect sites. In this mechanism,         
  (see equation 1.8) is increased (i.e. specificity is 
enhanced) due to free energy of interaction between two or more of the protein components of a 
certain biochemical pathway. When protein-1 and protein-2 are partners in a certain biochemical 
pathway (e.g. transcription or DNA repair), then, at cellular concentrations, protein-2 binds 
frequently to non-specific sites on DNA, because specific sites are of much less concentration. 
Protein-2 can be directed to the specific site by interacting with another protein-1 already bound 
to DNA, in close vicinity to the specific site (22). For this to occur, the concentration of the 
interacting proteins should be controlled. This is because usually weak interactions (~ 1 – 3 kcal. 
mol
-1
) between pairs of cooperatively binding proteins is what control the reaction pathway.  
There is a growing consensus that there is difference between initial molecular 
recognition and accuracy of transferring information (e.g. specificity) in biological systems (23). 
Molecular recognition represents the basis for specificity, but the main contribution to the 
exceptionally enhanced specificity in living cells is thought to originate from the kinetics of each 
biological system. In the next section, I will briefly describe the basic principles of the concept of 
“kinetic amplification” of specificity.  
1.1.3   Kinetic amplification of specificity 
Hopfield (24) and Ninio (19) developed, independently, the concept of “kinetic 
amplification” of discriminative abilities in biology (commonly known now as “kinetic 
proofreading”). There are several schemes (or mechanisms) with which kinetic amplification of 
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specificity can be achieved (25). Although the examples which I will use here as a model system 
belong to enzymatic catalysis, the same principles can be applied to any non-enzymatic activities 
of other proteins related to other processes; like signal transduction (26), or DNA repair (27, 28). 
The following is an example of the kinetic proofreading schemes proposed (29):    
                                     
Where E is an enzyme, S is a substrate, is a high energy molecule, is low energy molecule 
and PS is product. Kinetic proofreading concept relies on the presence of a “lag” between the 
moment of enzyme binding to its substrate and the moment of formation of product (30). The 
substrate leaves the enzyme during this lag. In scheme 1.2, the lag is the ES  (ES)* branch. 
The intermediate (ES)* is of  high energy, which makes the reaction shown as a dashed arrow 
almost negligible (29). The intermediate (ES)* is made via coupling ES  (ES)* reaction with 
degradation of high energy molecule  into lower energy molecule . Slowing down the overall 
reaction due to the “lag” is not the key to the kinetic proofreading mechanism (30).  The basic 
idea of the mechanism is to prevent the product formation during the lag, which leads to drastic 
reduction of the probability of transforming the incorrect substrate into product. Energetic cost is 
used in this scheme to act as a “traffic light”. 
Although most of the known kinetic proofreading schemes have the energetic cost, 
energy requirements can be satisfied via different ways. Hopfield (29) proposed  the following 
specific proofreading scheme: 
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Where E** is a high-energy metastable state of enzyme E, and E* is a less high-energy state. He 
called it the “energy relay” mechanism. In this scheme, energy can be used in a reaction cycle to 
load a molecular spring and then recovered from the spring at another cycle (30). The physical 
basis of this “energy relay” is the non-equilibrium populations shift which can be generated in a 
kinetic system which possesses multiple conformations (29). This specific mechanism of kinetic 
amplification of specificity rejects some of both the correct and the incorrect substrates by 
pathway in scheme 1.3. 
1.2   Protein dynamics 
1.2.1   Overview 
Experimental studies on the rebinding kinetics of carbon monoxide and oxygen to 
myoglobin protein by Frauenfelder and colleagues led to the development of the “energy 
landscape” model (31, 32). The basic idea of this model of protein dynamics is that protein can 
exist in a number of conformations of similar energy (i.e. conformational substates) (33). What I 
mean by protein “dynamics” here is any time-dependent change in atomic coordinates. 
Conformational substates can be defined as protein states of roughly the same structure, but 
different in details, and do the same function, but with different rates (34). They have similar 
energy, and they interconvert using energy from the thermal bath (31). A polymer-like protein of 
N atoms has 3N - 6 degrees of freedom (35) and an energy landscape of ~ 3N dimensions (i.e. 
coordinates), when N > 1000 (36). The basic feature of conformational energy landscape of a 
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protein can be explained by using a one-dimensional cross section through the multidimensional 
energy landscape  (34) (see figure 1.1-a). Transition from substate-A to substate-B occurs via 
passing through a transition state. However, while figure-1.1-a simplifies the energy landscape 
model, it actually misleading because it gives an impression that a transition from substate-A to 
substate-B (and vice versa) have to follow only one pathway. Figure-1.1-b shows a two-
dimensional cross section through the energy landscape of the same protein. Substates are 
represented as valleys (i.e. circles) in this two-dimensional map, and interconversion between 
substates-A and –B can take place via many paths.  
Multidimensional energy landscape of proteins gives the relative probabilities of the 
conformational substates via thermodynamic parameters (31). In Figure-1.1-a,     (kAB) and 
    (kBA) the heights of the energy barriers between substates-A and –B, and      is the free 
energy difference between the bottoms of the two substates. At equilibrium, the ratio of the 
populations of protein molecules in the two substates can be given by (36): 
                                                    
  
  
              ⁄                                                        (1.9) 
where   and    are the number of molecules in substates-A and –B; respectively, R is general 
gas constant, and T is absolute temperature. Some proteins like myoglobin was found to have 
their conformational substates existing in thermal equilibrium (31). 
Conformational substates in energy landscape of a protein are organized in hierarchical 
manner (33, 37, 38). There are substates within substates within substates in each energy 
landscape  (39), and they can be classified into a set of tiers as shown in figure-1.1-a. Substates 
of tier-0  are sometimes called “taxonomic” substates (40), those of tier-1 are called “statistical” 
substates (39), and those of tier-2 are called “few-level” substates. Tier-0 usually has a small 
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number of substates (40), and kinetics of interconversion between them are in range of 
microsecond or longer (31), and usually involves larger-amplitude motions (figure-1.1-c). 
Recently, this category of substates of proteins was studied in more detail, because several 
biological processes (e.g. protein – protein interactions and signal transduction) take place on the 
same time scale of interconversion between them. Tier-0 substates are different in details of 
structure, as revealed by X-ray crystallography studies of some proteins (39). Their importance 
in biological processes also originates from the fact that sometimes they have differences in 
function (40).  
1.2.2    Kinetics  
Motions in proteins can occur in two different ways: (i) equilibrium thermally-driven 
conformational transitions; and (ii) non-equilibrium conformational transitions (i.e. relaxations) 
which occur as a response to an external effector (e.g. absorption of light or binding of ligand) 
(38). Protein functions require  both types of motions (36), and they can be correlated using 
fluctuation – dissipation theorem. This means that we can study the fluctuations (i.e. motions) 
within a specific state (i.e. well in the energy landscape) of a protein by perturbing the 
equilibrium and forcing the system into a non-equilibrium condition, and then monitor its 
behavior during relaxation to a new equilibrium (34). It is important to note that this approach 
has some limitations. Relaxation of proteins after perturbation show behavior similar to glass 
(40). When monitoring an observable        during the relaxation of a disordered system (e.g. 
glass or proteins), then the time dependence of   cannot be represented with single exponential. 
Instead, it can be approximated by a stretched exponential (41): 
                                                           ⁄
 
                                                   (1.10) 
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Deviation of time-dependence of relaxation process of proteins from single exponential pattern 
was the main experimental evidence for the presence several substates in the energy landscape of 
myoglobin protein as shown by Frauenfelder and coworkers (32, 34). Different substates have 
different relaxation rates (i.e. distribution of rates and activation energies). For some proteins, 
relaxation function was found to extend over many orders of magnitude in time (40). Single-
molecule measurements also showed that this empirical time-dependent function (equation 1.10) 
is suitable in case of equilibrium thermal fluctuations of proteins (42). For systems with disorder 
(e.g. glass and proteins), the stretched temporal behavior of the relaxation process can be also 
represented with a set of relaxation times (  ) which exist with specific weights (  ) (43): 
                                                  ∑             ⁄                                               (1.11) 
while   ‟s should be properly normalized.  
In bulk experiments proportion of molecules in different substates is the only observable 
property. In contrast, in single-molecule experiments we can directly follow an individual 
molecule interconverting between different substates over time (44). Now, assume that a protein 
can exist in two conformational substates A and B, with k1 as rate constant of transition from A 
to B, and k2 as rate constant of transition from B to A. Waiting time of the molecule in a specific 
substate is random. The probability that the molecule stays in a specific substate after time “t” is 
equivalent to the probability that the waiting time is longer than “t”. Probability distributions of 
waiting times in substates A and B are: 
                                   ,     and                                           (1.12) 
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Average waiting time in substate A is   ⁄ , and that of substate B is   ⁄ . Over long time, the 
fraction of time spent by the molecule in a substate is proportional to the average waiting time in 
this substate.  
1.3   Relation between protein dynamics, molecular recognition and signaling 
Recognition of a ligand by a macromolecule plays a central role in all biological process 
(1). More recent experimental results points towards the essential role of protein dynamics in 
molecular recognition and in transmitting signals inside living cells (45). Majority of DNA-
binding proteins possess highly dynamic segments which contribute to recognizing target DNA 
(46). For example, in case of lactose repressor protein, transition from non-specific DNA site to a 
specific one was associated with reduction in the global-scale structural dynamics of the protein. 
It was suggested that higher dynamics during interaction with non-specific DNA sites facilitates 
the process of search for the correct operator site via checking large set of interactions. In some 
proteins, flexibility in regions far from the active binding site was found to fine tune the relation 
between affinity and specificity. For example, DNA binding domain of Hox transcription factor 
(in absence of other regions of the protein) has ~ 3 fold higher affinity for DNA and ~ 9 fold 
smaller difference in affinity between cognate and non-cognate DNA sequence, compared to 
full-length protein which  possess other regions of high flexibility.  
The recent view of transmitting signals inside living cells is based on the concept of 
energy landscape of proteins (47).  In a biochemical pathway, the upstream partner modulate the 
energy landscape of the next partner which consequently shift the distribution of the various 
conformational substates  in order to facilitate the interaction with the next downstream partner 
in the pathway. A large number of signaling processes make this substates population 
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distribution shift possible via a central mechanism: modulation of conformational dynamics of 
the signaling domain of a protein. Thermally-driven conformational transitions justified with the 
energy landscape perspective of protein dynamics was suggested to be a source of “noise” which 
can enhance signaling efficiency via an effect called “stochastic focusing” (48). Computational 
studies showed this mechanism to enable amplification of sub-threshold signals by increasing the 
population of a specific functionally important protein substate. 
The most widely known models describing the mechanism of recognition of a ligand by a 
macromolecule are:  (i) lock-and-key model; (ii) induced-fit model and (iii) conformational 
selection model (49, 50) (Figure 1.2). Historically, induced-fit model (originally called 
“Koshland-Nemethy-Filmer” model) and conformational selection (originally called “Monod-
Wyman-Changeaux” model)  were developed to explain allostery in oligomeric proteins 
(“allostery” means the effect of a binding event at one subunit on the binding activity of the rest 
of the subunits of the oligomer) (51). Later, these models were extended to monomeric proteins 
in order to explain the role of their structural dynamics in their functions. According to the “lock-
and-key” model, binding occurs when the structures of both the ligand and the macromolecule 
match exactly (50). “Induced-fit” model states that there is no fit between the structures of a 
ligand and a macromolecule before binding. Instead, binding itself induces change in the shape 
of the macromolecule. “Conformational selection” model is based on the idea that the 
macromolecule exists in different conformations, and the ligand selects only one of the 
conformations which has complementary shape to that of the ligand. Currently, most of the 
scientific community sees that the key-and-lock model cannot explain the accumulating 
experimental binding results obtained from the recently developed advanced techniques (51). 
Induced-fit and conformational selection models are sometimes considered as the two extremes 
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of recognition mechanisms. Over time, more and more cases show that one binding event can be 
actually composed of one step taking place by conformational selection mechanism, followed by 
a second step which occur via induced-fit mechanism (45). In addition, different levels of protein 
structure sometimes follow different mechanisms of recognition process. For example, side 
chains of the binding site of ubiquitin protein were found to follow induced fit behavior, while 
global conformational transitions of the protein follow conformational selection mechanism.   
Determining which mechanism is involved in the recognition of a ligand by a 
macromolecule often depends on analyzing the kinetics of relaxation to equilibrium after fast 
initiation of binding reaction by mixing the ligand and the macromolecule (e.g. during stopped-
flow experiment) (1). In bulk experiments, if rate of relaxation to equilibrium (kobs) is decreasing 
hyperbolically with increasing the concentration of the ligand, [L], then conformational selection 
mechanism is suggested, while the increase in kobs with increasing [L] is used as a sign to 
indicate induced-fit mechanism. This kinetic criterion does not always succeed in recapitulating 
the reality of the mechanism of the reaction due to either presence of relaxation components 
faster than the time-resolution of the machine, or presence of spectroscopically silent relaxation 
components. Single-molecule detection approach is thought to be more accurate in reporting the 
details of a molecular recognition mechanism, because it allows direct monitoring of 
heterogeneities between activities of individual molecules and dependence on substrate effects 
which are averaged in bulk kinetic measurements (51). However, even in the case of single-
molecule measurements, a one-reaction coordinate observation experiment (e.g. monitoring over 
time the change in distance between two points in the structure of a macromolecule via FRET) is 
often insufficient to determine clearly the actual recognition mechanism (52). Figure 1.3-a 
compares the molecular events of recognition process via induced-fit (upper) and conformational 
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selection (lower) mechanisms. When a macromolecule exists in two conformational substates, P1 
and P2, the main distinction between the two mechanisms of recognition shown in figure 1.3-a is 
the temporal order of the binding step and the conformational change step. In induced-fit case; 
the conformational change is after the binding step, while in conformational selection case; the 
order is opposite. In single-molecule experiments, usually both a binding step and a 
conformational transition are detected as sudden jumps in the signal, because they are usually 
faster than time resolution of the machine.  Typically, in this type of single-molecule 
experiments, the pattern of change in the observed rate of the macromolecule closing (P1  P2) 
and opening (P2  P1) versus the change in unlabeled ligand concentration (i.e. [L]) is used as an 
indicator of which mechanism of recognition is involved. In most cases, the step of binding itself 
of a small ligand is much faster than the dwell time of the conformational substate and also of the 
dwell times of the bound and unbound states (this is mainly because binding and dissociation is 
largely a thermally-driven process). At equilibrium, the principle of detailed balance at the 
microscopic level will lead to expect that induced-fit binding should be followed with 
conformational selection dissociation, and vice versa. Under these conditions, the observed 
opening rate increases linearly with [L], while observed closing rate is independent of [L] in case 
of induced-fit mechanism. On the other hand, in case of conformational selection binding, the 
opening rate decreases with [L] and closing rate is independent of [L]. However, if opening and 
closing of the macromolecule takes place both in the bound and unbound states, then a four-state 
model is needed to analyze the single-molecule data to determine the recognition mechanism 
(see figure 1.3-b).  In this situation, dependence of both opening and closing rates on [L] is 
qualitatively similar (52). Consequently, it is going to be difficult to determine the dominant 
recognition mechanism using a one-reaction coordinate observation single-molecule experiment. 
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Hence, I suggest that a two-reaction coordinates observation single-molecule experiment (i.e. 
simultaneous observation of binding events and conformational transitions) would be a more 
generalized and accurate approach to determine the recognition mechanism.  
1.4   Single-molecule fluorescence imaging 
1.4.1   Significance of single-molecule analysis approach 
A fundamental postulate of statistical mechanics is ergodicity (53). It states that the time-
average of a physical quantity along the trajectory of an individual molecule of the ensemble is 
equivalent to the average of that quantity at a given time over the ensemble. So, why we should 
follow one molecule for a period of time when it is possible to gather the equivalent information 
by sampling the entire ensemble at the same time? In order for a system to be ergodic, the 
ensemble must consist of infinite number of entirely equivalent members (i.e. it must be 
homogeneous). However, many biological systems are inhomogeneous at least at a time scale of 
reasonable experimental observation. Whatever the origin, in an inhomogeneous system, the 
trajectory average varies among the members of the ensemble and is no longer equivalent to the 
ensemble average. 
Several benefits can be gained from single-molecule experiment. First, for 
inhomogeneous systems, there is often no previous knowledge of the distribution of a certain 
molecular property. Ensemble-averaged measurements can be used to determine the mean value 
of a quantity but cannot be used to determine the distribution of the molecules that have certain 
values of this quantity. Without the distribution, the behavior of individual molecules of the 
ensemble cannot be deduced (54). Second, single-molecule trajectories are direct records of the 
fluctuations that contain detailed dynamical and statistical information. This is true for both 
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homogeneous and inhomogeneous systems. Even in the case of a homogeneous system, analyses 
of trajectories are more informative than are ensemble-averaged results. Third, single-molecule 
experiments remove the need for synchronization of many single molecules undergoing a time-
dependent process (53, 55). For example, in case of an enzymatic system that can be in one of 
several catalytic states, synchronization is required for the ensemble measurements, whereas if 
individuals are observed, any one molecule of the ensemble is in only one state at a given time, 
and thus the specific sequence of binding, hydrolysis, and other catalytic steps is available for 
study. 
1.4.2   Fluorescence and its quenching 
At room temperature, majority of fluorophore molecules are in the singlet electronic 
ground state, S0 (56) (Figure 1.4). Absorption of light photon of specific wavelength can induce a 
molecule to encounter a transition to one of its electronic excited states. Both electronic ground 
and excited states have multiple vibrational levels (57). Relaxation of the molecule to the lowest 
vibrational level of its first singlet excited state, S1, is called internal conversion (figure 1.4), and 
it occurs in the time scale of 10
-12
 – 10-10 s (56). Fluorescence is the spontaneous emission of 
radiation when the molecule returns from the lowest vibrational level of the singlet electronic 
excited state to its electronic ground state (57). This emission process occurs in the time scale of 
10
-10
 – 10-7 s (56). with typical excited state lifetime of 10 nano-seconds (10-8 s) (57). It is 
important to note that there are other de-excitation processes which compete with fluorescence 
emission (58).  Figure 1.4 shows one example of these various de-excitation pathways. A 
molecule in a singlet excited state may also undergo a transition to first triplet state, T1, via a 
mechanism called inter-system crossing (57). Transition from the triplet state to ground singlet 
state, S0, may be accompanied with phosphorescence emission of longer wavelength and at much 
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longer time scale (10
-3
 – 1 s) than fluorescence. In fluid solutions and at room temperature, 
phosphorescence does not usually occur, however other de-excitation processes can take place; 
these include quenching and set of other non-radiative decay processes. 
Several technical challenges have to be met in order to obtain reliable single-molecule 
fluorescence imaging data from aqueous biological sample at room temperature (59). The 
fluorescent dye have to have a high extinction coefficient, high quantum yield, to be water 
soluble, small in size (to avoid perturbing biological function) and to display a stable emission 
rate over time. Cyanine dyes (e.g. Cy3 and Cy5) are most popular for single-molecule studies 
(60). Dye photobleaching and blinking are the most critical technical challenges which we have 
to deal with in the course of the single-molecule fluorescence imaging experiment. 
Photobleaching refers to the irreversible loss of emission ability of a dye molecule due to photo-
induced chemical damage, a process which becomes dominant in presence of molecule oxygen 
(61). This technical problem is usually alleviated by using oxygen scavenging systems (e.g. 
catalase – glucose oxidase – glucose system) (60). Blinking is the reversible transient loss of 
emission ability of the dye which may occur due to transition of the molecule to triplet state (62). 
This problem is currently handled by adding triplet state quenchers (e.g. trolox) to the imaging 
medium.  
Fluorescence quenching is the attenuation of fluorescence intensity which can be caused 
by several types of de-excitation processes (57). Among the photophysical processes that 
mediate fluorescence quenching are non-radiative energy transfer, proton transfer, electron 
transfer and excimer (excited dimer) formation (63). Fluorescence quenching is distance – 
dependent phenomenon. Although it is more widely known  as a short – range (sub-nanometer) 
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effect (64), however it was also observed in cases when quencher and fluorescent dye are 
approximately 20 nm apart, mediated via long – range non-radiative energy transfer (63).  
In all experiments of single-molecule fluorescence imaging of protein conformational 
transitions reported in this thesis, I relied on the distance-dependent fluorescence quenching 
property of the iron-sulfur cluster which is an intrinsic part of the protein studied (i.e. XPD). The 
exact mechanism of fluorescence quenching by iron-sulfur cluster is still unclear (65). Iron atom 
of hemin was suggested to quench the fluorescence of GFP (green fluorescent protein) via a 
long-range dipole – dipole coupling mechanism (66). Indeed, the experimental results shown in 
chapter 3 of this thesis indicated that Cy3 fluorescence can be efficiently quenched by iron-sulfur 
cluster although the distance between them is approximately 40 angstroms. 
1.4.3   Total-internal reflection (TIR) fluorescence microscopy (TIRFM) 
TIR is the reflection of a beam of light at the interface of one medium and another 
medium of lower refractive index, when the angle of incidence to the interface plan exceeds a 
specific critical angle (67). The principle of TIR can be understood using Snell‟s law (68) 
(Figure 1.5). If light traveling in a dense medium (high refractive index, n2) strikes a less dense 
medium (of lower refractive index, n1) beyond a certain “critical angle”, θc, the light will 
undergo TIR. This critical angle depends on the relative refractive indexes of the two media. At 
angles greater than critical angle, some of the energy penetrates the aqueous medium as an 
“evanescent wave”, propagating parallel to the interface due to “near field” effects (69). An 
important property of the evanescent wave is that the intensity decays exponentially away from 
the interface of the two media. Penetration depth depends on the incidence angle, wavelength 
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and polarization of light, as well as the refractive indices of the media. Penetration depths close 
to 100 nm are easily achieved.  
One of the most practical method so far to detect and study a single molecule by optical 
means is to detect the laser-induced fluorescence from a small sample volume, in which at most 
one molecule can be excited by the incoming laser (70). A fluorescence microscope based on the 
phenomenon of TIR has several advantages compared to other fluorescence imaging techniques. 
By employing the ability of TIR to illuminate a layer in the sample of only 100 nm, the net result 
is that only fluorophores near the interface are excited (71). This is a very important aspect, 
especially if we know that the corresponding slice of illumination for one- and two-photon 
confocal microscopies are 500 and 800 nm, respectively (68). This thin optical sectioning of TIR 
microscope means that the signal-to-noise (S/N) ratio is much better than other imaging 
techniques, like confocal microscope. In addition, TIRFM images are captured frame-by-frame 
with charge-coupled device (CCD) cameras. These can now reach up very high quantum 
efficiency and speeds of ~ 200 Hz (frames/s). By contrast, most confocal microscopes scan the 
sample pixel-by-pixel, reject light with the pinhole and use photomultipliers. Generally, frame 
rates are slow (~0.1–5 Hz) if you want to scan a large imaging view comparable to that achieved 
with TIRFM.  Hence, TIRFM provides a higher throughput imaging tool (200 – 400 molecules 
for typical imaging view) (72). Instead of scanning an imaging view, confocal microscope can be 
used in another way such that its illumination focus is fixed inside buffer solution, and then 
fluorescence signal is recorded when freely diffusing single molecules pass shortly ( ~ 0.1 ms) 
into the illumination volume (73). Hence, this configuration of confocal microscopy does not 
provide the ability to monitor an individual molecule for a long time, while TIRFM enables us to 
follow single molecules for 100‟s of seconds, or even days (74). 
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1.4.4   Site-specific labeling 
Obtaining the information of distances and distance changes can be greatly facilitated by 
the site-specific labeling of the protein (75). For the measurements to be successful retention of 
functionality should be confirmed after labeling. So far, the most popular method of site-specific 
labeling of proteins with fluorescent dyes is cysteine-specific modification with thiol-reactive 
reagents (76). Cysteine residues are covalently modified by maleimide, iodoacetamide, or other 
reactive conjugate of fluorescent dyes. The main reason for using cysteine residues for site-
specific labeling is its relatively rare abundance in proteins (77). This method relies on using 
site-directed mutagenesis to remove all un-necessary cysteine residues from the target protein, 
and substitute the residue one wants to specifically label with cysteine residue (75). This labeling 
method is not applicable in case of proteins that have intrinsic cysteine residues that are critical 
for their function.  For example, XPD helicase (the model protein used in this study) has four 
cysteine residues coordinating the iron-sulfur cluster that is critical for its functional and 
structural integrity (78, 79), which makes the method of cysteine-specific labeling unsuitable for 
the purpose of the study reported in this thesis. Another proposed method for labeling proteins 
site-specifically is based on using fluorescent dye-hybridize to label a genetically encoded ketone 
group–containing unnatural amino acid (76). However, labeling yield is extremely low for 
proteins larger than 100 residues, even with high protein concentrations and in presence of 
denaturing conditions.  
A recent site-specific labeling method introduced by Bertozzi and co-workers is based on 
genetically encoding a six-amino acid recognition motif (so-called “aldehyde-tag”), which 
directs an enzymatic post-translational oxidation of a specific cysteine to aldehyde-containing 
formyl-glycine, FGly by formlyglycine generation enzyme, FGE in vivo (80) (Figure 1.6). More 
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recently, it has been modified and utilized in labeling of proteins for single-molecule imaging 
(81). Small size of the tag enables easy incorporation of the DNA sequence coding for the 
recognition motif into the target protein by using standard molecule biology techniques. After 
that, the engineered protein is expressed in cell host (e.g. bacteria). Although E. coli has 
endogenous FGE, co-expression of the target protein together with FGE ensures high 
modification efficiency. At the end, the aldehyde-containing tag on the protein can be covalently 
labeled with any aminooxy- or hydrazide-functionalized fluorescent dye. This is actually one of 
the most promising aspects of this site-specific labeling method because there are many 
commercially available aminooxy- or hydrazide-functionalized fluorescent dyes; allowing 
choosing the best fluorophore that suits the design of the single-molecule experiment. 
1.5    XPD protein:  a model system 
1.5.1   Role of XPD in nucleotide excision repair (NER) 
There are numerous endogenous and exogenous factors that cause damage to DNA all the 
time (82). Hence, it is of outstanding importance to possess repair machineries for DNA damage 
inside our cells. NER is one of the major pathways the cells use to repair a wide range of 
genotoxic DNA lesions, like benzo[a]pyrene adducts caused by smoking, guanine cisplatin 
adducts generated during chemotherapy, and lesions caused by UV light. The general mechanism 
of NER is conserved in both prokaryotes and eukaryotes and is divided into three steps: (i) initial 
damage detection, (ii) damage verification, (iii) damage removal and re-synthesis. 
Around 30 different proteins are involved in eukaryotic NER (83). The role of each one 
of them is still under debate. In human cells (depending on whether the damage occurs in a 
transcriptionally active or inactive domain) repair can occur by two sub-pathways:   global 
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genomic repair (GGR)   and   transcription-coupled repair (TCR) (84) (Figure 1.7-a). Damage in 
the transcriptionally active regions is detected through the arrest of RNA polymerase stalled by 
its inability to carry out the RNA synthesis across the damaged template. Damage in 
transcriptionally „inactive‟ regions is detected by the DNA damage-binding proteins (85). In both 
TCR and GGR, the „initial‟ damage recognition step is followed by a „second‟ damage 
verification (i.e. recognition) step initiated by the binding of the transcription factor IIH (TFIIH). 
XPD (Xeroderma pigmentosum complementation group D) is a component of TFIIH and is a 
DNA helicase that is involved in unwinding of the DNA in the vicinity of a damaged base. XPD 
carries out the „second‟ damage recognition (i.e. verification) step when its motion along the 
helix is blocked by the damage (86). The DNA around the damaged site is then cleaved by 
specific nucleases, and once the damaged oligonucleotide is removed, a patch is resynthesized 
followed by ligation via a set of factors downstream in NER. Mutations in the human XPD gene 
can give rise to several genetic disorders collectively called NER syndromes (87). A shared 
symptom among all these syndromes is the premature appearance of some aging-related features 
such as cancer predisposition, photo-aging of skin and eyes, and progressive tissue deterioration. 
Patients with XP (xeroderma pigmentosum) disease are sensitive to sun light, with abnormalities 
that range from pigmentation defects to benign and malignant skin lesions. XP patients are 
usually more liable for cancers in eye, lung, and gastro-intestinal tract. Another disease 
associated with defects in XPD is Cockayne Syndrome, which is characterized by reduced 
stature, malformed bones and retina, and mental retardation. 
1.5.2    XPD structure and function 
XPD protein is the founding member of a family of related iron-sulfur (FeS) containing 
proteins (88, 89) which also includes human FANCJ, CHLR1 and RTEL1. All members of this 
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prominent protein family have roles in genome maintenance and DNA repair. XPD homologues 
can be found in all cellular organisms from bacteria to human (90). Its strand separation (91) and 
damage verification (86) activities are critical for NER.  Although there is no confirmed 
experimental evidence of XPD involvement in the NER pathway in archaea (90), the high 
sequence homology between archaeal and human XPDs (92) and the ability to recognize NER-
reparable DNA damage (86) make archaeal XPD a good model for understanding the mechanism 
of the human homologue. 
All four published crystal structures of archaeal XPDs showed that it has two core motor 
domains, HD1 and HD2 (83, 92-94) (Figure 1.7-b). In addition, XPD contains two modular 
auxiliary domains incorporated into HD1: a FeS-containing domain and an ARCH domain.  
Structural information on the XPD-DNA complex is limited to the structure of XPD in a 
complex with a 5‟-nucleotide ssDNA fragment bound to the HD2 outside of the canonical DNA 
binding site (83). The apparent structural organization of XPD (83, 92-94), combined with 
biochemical (78, 79, 86, 95) and single-molecule data (96, 97) are consistent with the proposition 
that the translocating DNA strand passes through the central pore formed by the ARCH, FeS, 
and HD1 domains into the secondary DNA binding site at the interface of the FeS domain and 
the HD1 (reviewed in (89)). Since the typical DNA substrate for eukaryotic XPD is a bubble 
structure and does not have a free end which can be threaded through the pore (91), XPD must 
physically open to accommodate the translocating strand (96). This can be achieved by a 
transient separation of the ARCH and FeS domains. This necessity for pore opening is 
highlighted by the range of pore sizes observed in the four published crystal structures (8 - 13 Å), 
with one conformation too small to accommodate even ssDNA (98). Furthermore, single-
molecule studies of archaeal XPD protein showed that it can bypass single-stranded binding 
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proteins while translocating on ssDNA, an activity which similarly requires a conformational 
change in the ARCH domain (96).     
I was unable to find any previous study which provided direct real time observation of a 
protein domain motion simultaneously with binding of a DNA in any of the proteins related to 
DNA repair. Therefore, I am reporting in this thesis the development of a new experimental 
assay that uses dual illumination single-molecule fluorescence imaging to address whether the 
ARCH domain of XPD protein is dynamic, and whether its mobility correlates with DNA 
binding and damage recognition. Single, fluorescently labeled XPD molecules were tethered to 
the surface of the flow cell and monitored using total internal reflection fluorescence (TIRF) 
microscopy. Conformational transitions affecting the ARCH domain were detected by following 
FeS cluster-mediated quenching of a fluorophore that was site-specifically positioned in the 
ARCH domain. Dual illumination with green and red lasers was used to correlate the ARCH 
domain motions with binding of a DNA substrate labeled with a spectrally distinct fluorescent 
dye. ARCH domain was found to undergo thermally driven open–close transitions in the absence 
of DNA. In addition, the binding of damaged DNA was observed not to produce an induced fit 
effect - which would manifest in open-close, or close-open transitions of the ARCH domain 
coincident with DNA binding - but instead modifies the dynamics of the reversible open-close 
domain motion. 
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1.6   Figures of chapter I 
 
Figure 1.1  
Energy landscape model of protein dynamics, and timescales of motions. [A] One-dimensional cross-section 
through the multidimensional energy landscape of a protein. A state is defined as a minimum in the energy surface, 
whereas a transition state is the maximum between the wells. A change in the system will alter the energy landscape 
(from dark blue to light blue) (31). [B] Two-dimensional cross section through the energy landscape. CC1 and CC2 
are two only of the very large number of conformational coordinates describing a protein (34). „i‟ and „f‟ are initial 
and final substates; respectively. [C] Timescales of protein motions (99).  
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Figure 1.2 
Schematic illustrations of lock-and-key, induced-fit, and conformational selection models (49). [A] According to the 
“lock-and-key” model, binding occurs when the structures of both the ligand and the macromolecule match exactly 
(50). [B] “Induced-fit” model states that binding itself induces change in the shape of the macromolecule. [C] 
“Conformational selection” model is based on the idea that the macromolecule exists in different conformations, and 
the ligand selects only one of the conformations.  
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Figure 1.3 
Molecular events and rates during recognition process in absence and in presence of interconversion between 
conformations P1 and P2 during both the bound and the unbound states (52). [A] (Upper) Along this pathway, the 
conformational change (transition from P1 to P2) occurs after the binding of the ligand molecule L, and is apparently 
“induced” by this binding event. (Lower) Along this pathway, the ligand binds via conformational selection, that is, 
the conformational change occurs prior to ligand binding. [B] Four-state model of a protein with two conformations 
P1 and P2 that can both bind to a ligand L.   
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Figure 1.4 
Typical process of fluorescence emission explained using Jabloniski‟s diagram (57). S0, S1 and S2 are ground, first 
excited and second excited electronic singlet states; respectively. The thinner horizontal lines denotes to the 
vibrational states associated with each electronic state. Fluorescence emission takes place when the molecule 
undergoes a transition from the lowest vibrational level of S1 to one of the vibrational levels of the ground electronic 
singlet state, S0. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 32 
 
 
 
 
 
Figure 1.5 
Total-internal reflection (TIR). [A] The x-y plane represents the interface between the higher refractive index (n2) 
medium and the lower refractive index (n1) medium. The plane of incidence is the x-z plane, which is parallel to the 
excitation light beam. [B] The evanescent field intensity decays exponentially with increasing distance from the 
interface (100). 
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Figure 1.6 
Aldehyde-tag labeling method (101). 
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Figure 1.7 
Nucleotide excision repair (NER) and XPD protein structure. [ a ] Model for XPD functions within TFIIH complex 
(schematically depicted as a purple ellipsoide) in human cells (84). After initial damage recognition and DNA 
binding by XPC–RAD23B (or other proteins shown), TFIIH is recruited (with XPA, XPG, and RPA). XPD binds 5‟ 
to the lesion and unwinds approximately 27-nucleotide size excision bubble and verifies the presence of damage 
(85). [ b ] Schematic of XPD structure and XPD – DNA interaction model. XPD protein is composed of four 
domains; motor domain-1 (HD1), iron-sulfur domain (FeS), ARCH domain and motor domain-2 (HD2).  In the 
XPD – DNA complex, the translocating DNA strand passes through the central pore formed by the ARCH, FeS, and 
HD1 domains into the secondary DNA binding site at the interface of the FeS domain and HD1 (95). 
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CHAPTER II 
MATERIALS AND METHODS 
2.1   Proteins 
All oligonucleotides used for molecular cloning were purchased from IDT, and are listed 
in the table 2.1. An aldehyde tag motif, LCTPSR (80) was introduced to a construct for 
expression of Ferroplasma acidarmanus XPD (FacXPD) protein containing an N-terminal 
6xHis tag and E. coli BirA ligase recognition sequence (78). Aldehyde tag motif was inserted in 
ARCH domain after N258 (numbering is based on counting from the first methionine residue in 
the  amino acid sequence of wild-type  FacXPD protein), using PCR-driven overlap extension 
method (102). In this method, both N-terminal and C-terminal part of the protein coding 
sequence are amplified each containing the inserted motif. Then, the N- and C-terminal 
fragments are used as secondary primers for amplifying the full-length mutated gene, with the 
insertion of interest. 
Plasmids for expression of XPD protein with the aldehyde tag in in pET47b vector and 
FGE (formylglycine generating enzyme) in pBAD vector were co-transformed into E. coli. 
AB1157 (DE3) recA strain, and XPD helicase and FGE were co-expressed by following the 
protocol described in Carrico et al. 2007, but with some modifications. Cells were incubated in 
LB media at 37C until OD600   = 0.2 - 0.25, at which time FGE expression was induced with 
0.02% (w/v) arabinose. After 30 minutes, the temperature was lowered to 16C and expression 
of XPD helicase was induced by 0.1 mM IPTG. To produce biotinylated XPD helicase, the 
media was supplemented with 0.1 mM biotin (78). All forms of XPD helicase were purified as 
previously described (79). Minor modifications were only introduced in case of purification of 
the aldehyde-tagged XPD protein. Nickel column eluate (~ 20 ml from 8 liters bacterial cultures) 
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was dialyzed in Heparin-A buffer (2 liters) for 12 hours. Sample was eluted from 20-ml heparin 
column using a gradient of 200 ml (10 column volumes) with 3-ml fractions and 5 ml per minute 
flow rate. Heparin column eluate (~ 20 ml) was dialyzed against 2 liters of the loading buffer of 
the anion exchange column for 12 hours. Last step of purification was carried out using 5-ml Q 
FF (GE, HiTrap, catalog number 17-5156-01). Sample was eluted from Q FF column with 150 
ml (30 column volumes) 50 mM to 1 M NaCl gradient at 5 ml per minute flow rate; and 3-ml 
fractions were collected. Finally, total volume of ~ 20 ml of purified protein was concentrated 
using Amicon Ultra centrifugal filter (Amicon Ultra-15, 10 kDa cutoff, catalog number 
UFC901008) to ~ 1 ml, and then dialyzed overnight in storage buffer. 
2.2   DNA substrates 
All oligonucleotides (except for CPD-containing ssDNA oligo) used in the construction 
of the DNA substrates were purchased from IDT.  CPD-containing ssDNA oligo was purchased 
from TriLink Biotechnologies. Sequences of all oligonucleotides are listed in table 2.1. To 
produce the Cy5-labeled bubble-containing dsDNA substrates, equimolar concentrations of the 
ssDNA oligos were mixed in a buffer containing 10 mM Tris-HCl (pH 7.5) and 50 mM NaCl. 
The reaction mixture was then heated to 95C and incubated for 5 minutes in a metal heat-block. 
Finally, the heat block with the reaction mixture in it was allowed to cool gradually to room 
temperature on the work-bench. Quality of the annealed products was confirmed using 
electrophoresis in 15% native polyacrylamide gel. 
2.3   Labeling the site-specifically tagged XPD 
Purified aldehyde tagged XPD helicase was labeled with Cy3–hydrazide, Cy3-Hz (GE 
Healthcare), according to Shi et al. 2012 (81), but with some modifications. Using an Amicon 
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Ultra-0.5 centrifugal filter (Millipore), protein was exchanged into labeling buffer which 
contained 250 uM potassium phosphate (pH 7), 500 mM KCl and 5 mM DTT. Protein solution 
(30 ul of ~ 15 uM concentration) was mixed with 1 mg of dried Cy3-Hz, and then incubated in 
darkness at 4C for 24 hours. Free unreacted dye was removed (simultaneously with exchanging 
XPD back to its storage buffer) by using PD SpinTrap G-25 column (GE Healthcare). Labeled 
protein was then aliquoted and flash frozen in liquid nitrogen and finally stored at -80C. 
2.4   Evaluation of the labeling efficiency of XPD 
I developed a single-molecule assay to estimate the XPD labeling efficiency, which 
tolerates the presence of trace amounts of unincorporated Cy3–Hydrazide dye. The assay 
monitors the 5‟3‟ ATP-driven translocation of XPD on ssDNA via FeS-mediated quenching of 
a Cy5 fluorescent dye incorporated at the 3‟-end of an oligonucleotide (65, 96). Cy3-labeled 
XPD was immobilized on surface of the microscope slide as described in the “single-molecule 
imaging” section of this chapter, and freely diffusing Cy5-labeled ssDNA molecules were flown 
in the imaging chamber in buffer containing 2 mM ATP, 50 mM Tris-HCl (pH 7.5), 2 mM DTT 
and 3 mM MgCl2, oxygen scavenging system (96) and Trolox. After few minutes of fluorescence 
imaging with green (532 nm) laser excitation to pinpoint labeled XPD molecules, the excitation 
was switched to red (640 nm) laser to monitor translocation of immobilized XPD molecules on 
the freely diffusing Cy5-labeled ssDNA. Fluorescence intensity time trajectories were classified 
into three categories (Figure 2.1): (1) trajectories showing Cy3-labeled XPD molecules during 
green laser excitation and translocation events associated with appearance and gradual quenching 
of Cy5 signal during the second phase of the experiment (molecules in this group were classified 
as “labeled and active” group); (2) trajectories showing Cy3-labeled XPD molecules, but no 
translocation events during the observation window (“labeled but inactive” group); and (3) 
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trajectories showing only Cy5-associated translocation events, but no Cy3 signal (this group 
contains unlabeled XPD molecules that we classify as “active but unlabeled”). It is important to 
note that molecules which are both unlabeled and inactive are not detected by this single-
molecule assay. Upper limit of the labeling efficiency (Plabel) can be calculated as follows:   
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 where N(i) is the number of molecules of group “i”. Although, Plabel represents an upper limit of 
labeling efficiency, it closely approximates the actual value since the fraction of inactive XPD 
molecules is insignificant. This assumption is made because the wild type and Cy3-labeled XPD 
forms showed comparable helicase activity (see figure 3.2-c) and from previous stoichiometric 
titrations we know that our purification scheme yields 100% active XPD (78, 79). 
2.5   Confirmation of unwinding activity of Cy3-labeled XPD 
Standard curve generated using Coomassie Blue stained SDS-PAGE (103, 104) of the 
biotinylated wild type XPD (i.e. with His-tag and biotin at N-terminus) was used to calculate the 
concentration of Cy3-labeled XPD (Cy3-AA1-XPD).  DNA unwinding activities of the 
biotinylated wild type XPD and Cy3-AA1-XPD were compared using a gel-based unwinding 
assay described previously (79), but with some modifications. The reactions contained 10 nM 
Cy5-labeled forked DNA substrate with 17 bp duplex part, and 20 poly-dT ssDNA overhangs 
(Table 2.1). Products of unwinding reaction were separated using 15 % (19:1) native 
polyacrylamide gel, and visualized using fluorescence imaging mode of ChemiDoc MP system 
(BioRad). Mean band intensities were quantified using ImageJ software. Unwinding activity was 
estimated by measuring the decrease in the forked DNA substrate mean band intensity (78).   
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2.6   Exclusion of surface effects 
To rule out the possibility that surface-tethering may affect XPD activity, we carried out 
the control experiments whereby ATP-driven ssDNA translocation activity of XPD is followed 
via a single-molecule fluorescence quenching assay established previously in our lab (65, 96). 
We compared the translocation activity of freely diffusing wild type XPD helicase to that of the 
biotinylated, surface-tethered XPD. Both immobilized and freely diffusing forms of XPD were 
free from aldehyde-tag motif and any fluorescent label. In the case of the freely diffusing wild 
type helicase, a 5‟-end biotinylated ssDNA substrate (labeled with Cy3 at the 3‟-end) was 
immobilized on the microscope slide via biotin-neutravidin linkage (Figure 2.2-a). In the case of 
biotinylated XPD tethered to the surface, an identical (except for the absence of the biotin 
moiety) Cy3-labeled ssDNA substrate was freely diffusing in the imaging buffer (Figure 2.2-b). 
Length and sequence of the two Cy3-labeled ssDNA substrates were the same (Table 2.1). 
Concentration of both forms of XPD was 150 pM, and concentration of both forms of ssDNA 
was 100 pM. Translocation of XPD helicase on fluorescently labeled ssDNA was monitored by 
fluorescence imaging under green laser (532 nm) TIR illumination at data acquisition rate of 33 
frames per second. Translocation activities of freely diffusing and immobilized forms of XPD 
were evaluated by comparing respective distributions of the durations of the translocation events 
(Figure 2.2-c & -d). 
2.7   Single-molecule imaging 
Prism-type total-internal reflection fluorescence microscope (TIRFM) was used for 
single-molecule data acquisition (Figure 2.3) (96, 105, 106). The TIRFM was built on an 
Olympus IX-71 frame (Olympus America Inc). Diode-pumped solid state (DPSS) laser (532 nm; 
Coherent) and diode laser (640 nm, Coherent) were co-aligned by polarizing cube beam splitter 
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(Melles Griot, Cat. No. PBSH-450-700-050), raised by a two-mirror periscope to the level of the 
stage of the Olympus IX-71 frame, and then guided through Pellin – Broca prism (Eksma Optics, 
Cat. No.  325-1206) to generate two evanescent fields of illumination for the excitation of Cy3 
and Cy5 fluorophores, respectively. Fluorescence signals of both fluorophores were collected by 
a water immersion 60x objective (UPLANSAPO, numerical aperture 1.2, Olympus).  Scattered 
excitation light was removed using Cy3/Cy5 dual band-pass filter (Semrock, FF01-577/690) in 
the emission optical pathway for both the dual-illumination and the single-color illumination 
imaging experiments. Images were chromatically separated into Cy3 image and Cy5 image using 
630-nm dichroic mirror inside the dual view system (DV2; Photometrics). Images were recorded 
using EMCCD camera (Andor, DU-897-E-CSO-#BV) at 10 frames per second acquisition rate 
and amplification gain of 250 without binning. For dual illumination experiments, red laser 
intensity was adjusted independently to achieve Cy3 and Cy5 fluorescence signals of comparable 
levels. Cy3 emission rate of 15 kcps (i.e. kHz) at 45 mW green light (measured just before the 
periscope) was consistently achieved for all single-molecule data reported in this study (except 
for the experiments of the laser power dependence of dwell times of fluorescence states). Unless 
otherwise stated, all XPD conformational transitions experiments were carried out in the reaction 
buffer containing 50 mM Tris-HCl (pH 7.5), 40 mM NaCl, 3 mM MgCl2, 2 mM ATP and 1 mM 
DTT. Twenty pM XPD in reaction buffer was immobilized on the surface of imaging chamber 
coated with the sparsely distributed biotinylated PEG and Neutravidin (107). The excess of the 
labeled, untethered protein molecules was removed from the microscope imaging chamber by 
washing with the buffer of the same composition. Oxygen scavenging system was used as 
previously described (96, 106) in addition to 12 mM Trolox (6-Hydroxy-2,5,7,8-
tetramethylchromane-2-carboxylic acid, Sigma – Aldrich, Cat. No. 238813-1G). The Trolox 
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solution was prepared in MilliQ water in presence of 12 mM NaOH (to guarantee complete 
dissolving of Trolox powder), and then incubated at room temperature (23 
o
C) under the light of 
compact fluorescent tube while mixed by continuous rotation for 2 – 3 days. This procedure  
generates an oxido-redox mixture of Trolox forms (108). 
2.8   Analysis of single-molecule data 
Single-molecule fluorescence trajectories were extracted from recorded videos and 
visualized as previously described (96, 105, 106). A set of IDL codes for extracting single 
molecule fluorescence – time trajectories were kindly provided by Ha lab. Briefly, a script was 
used to generate a mathematical mapping of Cy3 and Cy5 channels based on a set of pairs of 
spots chosen manually by the user. Another script was used to search frames for fluorescent 
peaks above a certain threshold, and also to calculate the local background level around each 
peak found. Finally, intensity of each peak found was followed in all frames of each specific 
video to generate single-molecule fluorescence – time trajectory, after subtracting its 
corresponding local background. 
The rules described below were applied to select Cy3 trajectories for further analysis. 
First, a trajectory should show a single-step irreversible photobleaching (109). Second, average 
intensity of the trajectory should be stable over time, without significant gradual decrease (110). 
Third, at least two conformational transitions should be observed. Fourth, signal-to-noise ratio 
(SNR) should be more than 6:1 (111). Fifth, a trajectory should be more than or equal to 10 
seconds long. 
To quantitatively evaluate the kinetics of fluorescence intensity transitions, we estimated 
the lifetime of each fluorescent state as follows: First, the fluorescence intensity was background 
corrected and normalized (112). Normalization factor for each trajectory was set as the average 
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level of the highest fluorescent state that lasts for at least three frames. Then, transitions between 
highly fluorescent (open) state, and quenched (closed) state were detected by threshold criterion 
method (113). Threshold of each trajectory was set as half (114, 115) of its normalized 
fluorescent intensity.  A state was considered finished if fluorescence intensity changes to a 
value that is within one standard deviation of baseline from the threshold.  Each Cy3 
fluorescence trajectory was processed and analyzed separately from other trajectories.  An 
intermediate state (within one standard deviation of the threshold) was also observed, albeit 
infrequently, in some trajectories (Figure 3.3, lower panel). This less populated state was 
excluded from further analysis due to the paucity of available data of this type.  
A protein state was considered associated with DNA if a binding event took place for 
more than or equal to three frames during the lifetime of the state. Lifetime of a protein state at a 
specific experimental condition was estimated  by combining dwell times from several movies 
(recorded on different days) in one cumulative distribution (116), which was fit to a set of 
exponential functions by using OriginPro software (version 8.5). Cumulative distribution 
representation of the dwell times was selected because it is independent of binning (116-118). 
Additionally, each event in this type of representation is given an equal weight, which increases 
the ratio of data points to parameters allowing for more robust analysis (117) and increases the 
weight of the rare long events (119). This enhances the accuracy when fitting the distribution by 
conventional least square fitting algorithms. Cumulative representation of dwell time 
distributions is especially useful for estimation of the number of rate constants. Determination of 
the minimum number of exponentials which best fit each distribution was based on the F-test, the 
AIC (Akaike information criterion) test, residuals analysis, adjusted R
2
 (adjusted coefficient of 
determination) and reduced chi square values.  
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Error estimation of the “weighted mean” time constants (wm):  since cumulative distribution 
plots overestimate the accuracy associated with the fits, we estimated the error in each value of 
wm (see Table 3.1) independently of the fits by assuming that it is equivalent to fitting each 
cumulative distribution with only one exponential function for which error of its time constant, , 
is  

  
 (based on Poisson statistics). Additionally, the dwell time data points presented in each 
cumulative distribution for each experimental condition were compiled from many videos 
recorded on separate days. 
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2.9 Figures and tables of chapter II 
 
 
Figure 2.1 
Labeling efficiency of Cy3-labeled XPD. Representative single-molecule fluorescence trajectories for the molecules 
in groups 1 (Fig. “a”), 2 (Fig. “b”) and 3 (Fig. “c”) observed in the FeS-mediated fluorescence quenching single-
molecule translocation assay. In all of the traces shown, green laser was switched on for sorting out labeled and 
unlabeled XPD molecules, then switched off before switching on the red laser to monitor translocation events via 
FeS cluster-mediated quenching of the Cy5 fluorescent dye attached at the 3‟-end of a 37-nt long ssDNA. In all 
trajectories, green arrow indicates the irreversible photobleaching of Cy3 and red arrow indicates binding of an 
ssDNA and start of a translocation event observed as gradual quenching of Cy5 fluorescence. Data acquisition time 
was 100 ms per frame. Green traces are from Cy3 (attached to ARCH domain of XPD) and red traces are from Cy5 
(attached at 3‟-end of ssDNA).   
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Figure 2.2 
Surface tethering has no effect on XPD translocation activity.  (a & b) Representative single-molecule translocation 
events of freely diffusing and immobilized XPD molecules. ( a ) In case of freely diffusing form of XPD, we 
immobilized ssDNA (42-mer) labeled with Cy3 at the 3‟-end. XPD translocation along ssDNA resulted in gradual 
quenching of Cy3 intensity followed by its full recovery when XPD dissociated from the DNA. ( b ) In case of 
immobilized form of XPD, we used a freely diffusing Cy3-labeled ssDNA of the same length and sequence as the 
substrate used in ‟a‟. Binding of labeled ssDNA to XPD is associated with an abrupt increase in Cy3 fluorescence 
signal with the translocation event resulting in a gradual quenching of Cy3 intensity, until the signal decreases to 
baseline level indicating the dissociation of the labeled DNA from the unlabeled immobilized protein. “t” is the 
duration of each translocation event. (c & d) Distributions of durations of translocation events of freely diffusing and 
immobilized forms, respectively, of XPD. 
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Figure 2.3 
Schematic diagram of the dual illumination prism-type total-internal reflection fluorescence microscope used here. 
M; mirror, S; shutter, ½ ; half waveplate, PBS; polarizing beamsplitter, L; lens, EF; dual-band emission filter, DM; 
dichroic mirror, CCD; camera. For details, see “single-molecule imaging” section of this chapter. 
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Table 2.1 Oligonucleotides used in this study. 
 
* 
The oligonucleotide which contains thymidine dimer (bold underlined X) at the center of the middle poly-dT region. 
 
 
 
OLIGONUCLEOTIDES SEQUENCE (5' - 3') ASSAY 
FP1 5‟- ATCAGGATCCGGGTCTTAATGATATTTTTGA - 3‟ Cloning 
RP1-A 
5‟- 
CTTCAATCCTATCATATGACCGCGATGGTGTGCACAGATTATAAGT
T 
TCAATTGGAAAATCCTTTAC -3‟ 
Cloning 
FP2-A 
5‟- 
GTAAAGGATTTTCCAATTGAAACTTATAATCTGTGCACACCATCGC
GG 
TCATATGATAGGATTGAAG  - 3‟ 
Cloning 
RP2 5‟- TGATCTCGAGTTATTTTGTGTTAGGAAGCAAATTGGATTG - 3‟ Cloning 
5‟-20T-22ss-Cy3-3‟ 
5‟ – TTTTTTTTTTTTTTTTTTTTGGAATTAAGCTCTAAGCCATCC-
(Cy3) - 3‟ 
Surface effect 
5‟-biotin-20T-22ss-Cy3-3‟ 
5‟ – (biotin) -
TTTTTTTTTTTTTTTTTTTTGGAATTAAGCTCTAAGCCATCC -(Cy3) - 
3‟ 
Surface effect 
5‟-20T-17-Cy5-3‟ 5‟ – TTTTTTTTTTTTTTTTTTTTGGAATTAAGCTCTAAGC- (Cy5) – 3 
Unwinding 
activity 
5‟-17ss-20T-3‟ 5‟ – GCTTAGAGCTTAATTCCTTTTTTTTTTTTTTTTTTTT – 3‟ 
Unwinding 
activity 
5‟-20T-17-Cy5-3‟ 5‟ – TTTTTTTTTTTTTTTTTTTTGGAATTAAGCTCTAAGC- (Cy5) – 3 
Labeling 
efficiency 
Bubble-1-A 
5‟- TTT CCG AAT CTA CTG GTATCT AGG GTT TTT TTT TTT TTT 
TTT TTT TTT TTG CGT ACATGG ATG GCT TAG AGC ATA -3‟ 
Dual 
illumination 
Cy5 - Bubble-1-B 
5‟- (Cy5) -
TATGCTCTAAGCCATCCATGTACGCTTTTTTTTTTTTTTTTTTTTT 
TTTTCCCTAGATACCAGTAGATTCGGAAA -3‟ 
Dual 
illumination 
TD - Bubble-1-A * 
5‟ – 
TTTCCGAATCTACTGGTATCTAGGGTTTTTTTTTTTXTTTTTTTTTTT
T 
GCGTACATGGATGGCTTAGAGCATA – 3‟ 
Dual 
illumination 
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CHAPTER III 
RESULTS
1
 
 
3.1 Introduction 
Conformational transitions in a protein and its interaction with the cognate substrate 
exemplify two important biomolecular processes that may be correlated, uncorrelated, or 
partially correlated (120). While the degree to which these processes are correlated may bear 
heavily on the mechanism and regulation the said protein, an experimental design which follows 
only one reaction coordinate (121), such as monitoring and comparing the kinetics of only one 
process in the absence and the presence of another process, is often hindered by the lack of 
simple scheme to interpret the experimental results (122). An experimental strategy which 
incorporates multicolor illumination combined with a multicolor detection could provide an 
opportunity to directly acquire both types of information. 
XPD (Xeroderma pigmentosum complementation group D) is a protein whose dsDNA 
strand separation (91) and DNA damage verification (86, 123) activities are critical for the 
nucleotide excision repair (NER) (see figure 1.7 in chapter I). To the best of our knowledge, 
there is no previous study which provided direct real-time correlation of a protein domain motion 
simultaneously with binding of a DNA in any of the proteins related to DNA repair. We report in 
this study the development of a new single-molecule imaging assay that uses dual illumination 
fluorescence microscopy to establish directly and in real-time the correlation between the protein 
domain motion and DNA binding and dissociation. Single, fluorescently labeled XPD molecules 
were tethered to the surface of the imaging cell and monitored using total internal reflection 
                                                          
1
 Reproduced with permission from Ghoneim & Spies 2014. Nano Letters 14 (10), pp. 5920–5931 Copyright © 
2014 American Chemical Society 
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fluorescence (TIRF) microscopy. Few nanometer-scale motion of the ARCH domain was 
detected by following FeS cluster-mediated quenching of a fluorophore that was site-specifically 
positioned in the ARCH domain. Dual illumination with green and red lasers was used to 
simultaneously detect the ARCH domain motions and binding of a DNA substrate labeled with a 
spectrally distinct fluorescent dye and to correlate the two events (Figure 3.1). We observed the 
ARCH domain to undergo thermally driven open–close transitions in the absence of DNA. We 
showed that binding of the damaged DNA modifies the dynamics of the reversible open – close 
domain motion, but without strictly forcing the FeS domain into a specific conformation. The 
presence of CPD (cyclobutan pyrimidine dimer; a prototypical UV lesion recognized by XPD) 
stabilizes the closed state of the ARCH. Direct access to the microscopic dynamics of XPD 
revealed how DNA binding and ARCH domain conformational transitions kinetically enhance 
damage detection and downstream signaling. 
 
3.2 Site-specific fluorescent labeling of XPD protein 
The FeS cluster of XPD quenches fluorescence of a wide range of fluorophores in a 
distance dependent manner (65). Therefore, the change in the position of the ARCH domain of 
XPD relative to the FeS cluster-containing domain can be monitored via FeS-mediated 
fluorescence quenching if the ARCH domain is labeled with a fluorescent dye. We used the 
aldehyde tag method developed by Bertozzi and coworkers (80), and modified by Ha and 
coworkers (81) to site-specifically label the ARCH domain with Cy3 fluorophore (Figure 3.2-a; 
see Materials & Methods chapter for details). Previously, we expressed and purified archaeal 
Ferroplasma acidarmanus (Fac) XPD protein containing 6xHis and biotin tags at the N-terminus 
(78). Here, we further modified the construct by introducing the aldehyde tag motif into the 
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ARCH domain after N258. Hereafter, the Cy3-labeled construct of FacXPD will be referred to 
as Cy3-AA1-XPD, and the unlabeled aldehyde-tagged XPD construct will be referred to as AA1-
XPD.  
Although an atomic resolution structure of FacXPD protein is not available to date, we 
expect it to conform to the general fold identified in related thermophilic archaeal XPDs (83, 92-
94), which feature the ARCH as a modular domain inserted into HD1 and comprised by four α-
helices flanked by two β-strands. A flexible, solvent-exposed loop between the first two α-
helices of the ARCH domain was selected as the location for the aldehyde-tag motif. This loop is 
located outside the helicase signature motifs and structural elements known to be important for 
both XPD helicase activity (79, 83, 92-94) and DNA damage verification (83, 86, 95). Based on 
multiple sequence alignment, FacXPD-N258, our selected labeling site is equivalent of 
TacXPD-Q250. This residue is located approximately four nanometers (40 Å) from the FeS 
cluster in both the apo structure of TacXPD (PDB: 2vsf) and in the structure of TacXPD bound 
to a short ssDNA fragment (PDB: 4a15). We expect that this distance reflects the “closed” 
conformation of the ARCH domain observed in all structures solved to date (83, 92-94). This 
distance is expected to increase to approximately eight to ten nanometers (80-100 Å) in the 
“open” conformation of the ARCH domain.  
After expression and purification of the site-specifically aldehyde tagged XPD protein, it 
was labeled with Cy3-hydrazide, Cy3-Hz, according to Shi et al. 2012 (81), but with some 
modifications (see Materials & Methods chapter for details). The resulting Cy3-AA1-XPD 
contained both biotin and fluorescent dye covalently and specifically incorporated into the 
protein (Figure 3.2-b). Using a single-molecule assay, we estimated the labeling efficiency to be 
approximately 90% (see figure 2.1, and Materials & Methods chapter for details). Cy3-AA1-
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XPD retained dsDNA unwinding activity indistinguishable from that of the wild type protein 
(Figure 3.2-c).  
 
3.3 One-color single-molecule fluorescence microscopy shows ARCH domain to 
undergo thermally driven open-close transitions in absence of DNA 
Cy3-AA1-XPD protein was immobilized on the surface of the imaging chamber through 
the interaction between its covalently attached biotin and Neutravidin molecules bound to the 
sparsely biotinylated PEG-coated surface of the microscope slide (107). Using a single-molecule 
ATP-dependent translocation assay established previously in our lab (96), we excluded any 
significant immobilization effects on the activities of XPD protein (see figure 2.2 and Materials 
& Methods chapter for details). The distribution of the durations of translocation events of 
surface-tethered XPD molecules was identical to the corresponding distribution of freely 
diffusing XPD molecules.  
Immobilized Cy3-labeled XPD molecules were continuously illuminated with 532 nm 
laser and single-molecule data were acquired using prism-type TIRF microscopy (96, 105, 106) 
(see Materials & Methods chapter for details). Figure 3.3 shows representative fluorescence 
intensity trajectories from individual, surface-tethered XPD molecules recorded in the absence of 
DNA. After single-molecule fluorescence time trajectories were extracted from videos and 
visualized, we applied a set of rules to select Cy3 trajectories for further analysis (see Materials 
& Methods chapter for details). Each trajectory picked for analysis ends with a single-step loss of 
the Cy3 fluorescence signal to background level. This single-step, irreversible photo-bleaching 
indicates that each selected trajectory was derived from an individual molecule carrying a single 
label (109). As depicted in Figure 3.3, the Cy3 trajectories display fluctuations in fluorescence 
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intensity in the form of discrete jumps (with transition time < 100 ms) between highly 
fluorescent and weakly fluorescent (quenched) sets of sub-states.  
To carry out dwell time analysis, all trajectories selected for analysis were normalized 
(112), each trace separately, and a standard half-amplitude thresholding method (115) was then 
applied to discriminate highly fluorescent from quenched sets of sub-states (see Materials & 
Methods chapter for details). The dwell times for open and closed states were combined into 
cumulative distributions for subsequent analysis (see Materials & Methods chapter for details of 
the error analysis and motivation for selecting this type of distributions). The cumulative dwell 
time distribution for the set of highly fluorescent sub-states was best fitted with a double 
exponential function, while the corresponding distribution of the set of weakly fluorescent sub-
states was best fitted with three exponentials (Figure 3.4-a and Table 3.1). To rule out a 
photophysical origin for the observed fluctuations in fluorescence intensity, the Cy3 trajectories 
were extracted from videos recorded at different laser powers. The time constants of all 
components of the dwell time distributions for both, the highly fluorescent and the quenched sets 
of sub-states, were independent (within experimental uncertainty) of the laser power (Figure 3.4-
b). Such absence of laser power dependence demonstrates that the fluctuations in the 
fluorescence intensity are not photo-induced (124), but are due to a molecular process (125, 
126). Accordingly, we attribute the observed fluorescence intensity fluctuations to XPD 
conformational transitions which change the distance between the Cy3-labeled tip of the ARCH 
domain and the FeS cluster. The highly fluorescent set of sub-states will be collectively called 
here the “open” state of the ARCH domain, while the weakly fluorescent set of sub-states will be 
collectively called the “closed” state. Our experimental system, therefore, allows direct 
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observation of the ARCH domain stochastically sampling a range of open and closed 
conformations on the sub-second to tens of seconds time-scale (Table 3.1). 
By visual inspection we grouped the Cy3 fluorescence time trajectories into the following 
categories: (1) molecules that are switching reversibly between a rapidly fluctuating phase and a 
stable phase (Figure 3.3, upper panel); (2) molecules in which the stable phase dominates during 
the observation time window, with few transitions between open and closed conformations 
(Figure 3.3, lower panel); (3) molecules showing rapid fluctuations throughout the entire period 
of observation; and (4) molecules where XPD remained in a stable phase without transitions until 
the associated Cy3 dye photo-bleached. The latter category of trajectories was excluded from the 
analysis. While constructing the dwell time distribution of each protein state, we compiled dwell 
time data points from all categories of trajectories (except the last category). Observed diversity 
in behavior of conformational transitions could be one of the origins of the multi-exponential 
nature of the dwell time distributions of protein states (127). The fastest component (1 in Table 
3.1) of the multi-exponential fits to the dwell time distributions for both, the open and the closed 
states originate mainly from the third category of trajectories, while the slowest component (2 of 
open state, and 3 of closed state in Table 3.1) originate mainly from the second category of 
trajectories, with less contribution from the first category of trajectories. Furthermore, each of the 
open and closed conformational states of the ARCH domain comprises an ensemble of sub-states 
(Figure 3.3, upper panel). When constructing the cumulative dwell time distributions of each of 
the protein states, we pooled together all the dwell times for all its sub-states. This could also 
contribute to the observed multi-exponential lifetime distributions of ARCH domain 
conformational states. The fast components of the multi-exponential dwell time distributions of 
the open and closed states account for ~ 75% of the total amplitude (1 of the open state, 1 and 
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2 of the closed state, as shown in Table 3.1). The weighted mean lifetime of the closed state 
(~34 s) is approximately three-fold longer than the corresponding lifetime of the open state 
(~10.5 s). This bias towards the closed state is in agreement with the fact that all published 
crystal structures captured XPD in the closed conformation of its ARCH domain (83, 92-94).  
 
3.4 Dual illumination single-molecule fluorescence microscopy enables simultaneous, 
direct real-time observation of a protein domain motion and DNA binding and 
dissociation 
The most direct method to correlate conformations of the ARCH domain and binding of a 
DNA substrate to XPD is to supply the reaction mixture with DNA labeled with a fluorescent 
dye spectrally distinct from the Cy3 attached to the protein. Simultaneous visualization of the 
DNA and labeled ARCH domain is then achieved using dual TIR illumination with lasers that 
specifically excite the two dyes. The biggest technical limitation to dual illumination 
experiments is that many of the available, single-molecule compatible dyes display suboptimal 
photo-physical behavior which manifests in short photobleaching times and frequent blinking 
(128).  Cy5 is a small organic fluorescent dye whose photo-physical behavior is the closest to 
Cy3 when compared to other available dyes suitable for single-molecule detection. In general, 
data interpretation for an experimental design that uses Cy3 to report on the ARCH 
conformational state and Cy5 to distinguish DNA bound from DNA-free states of XPD may be 
complicated by FRET (Förster resonance energy transfer) between donor (Cy3) and acceptor 
(Cy5) (129). Our experimental system allowed us to simultaneously visualize Cy5-labeled DNA 
binding to Cy3-labeled XPD without significant interference from FRET between this pair of 
dyes due to several factors. First, the FeS cluster quenches efficiently both Cy3 (96) and Cy5 
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(65). Second, bubble-containing DNA structures were used as the substrates (Figure 3.1). We 
expect XPD to bind within the ssDNA bubble at the ss-dsDNA junction (79, 130) (Figure 1.7-b). 
In all substrates used in all the dual illumination single-molecule experiments reported here, Cy5 
is positioned at the end of the duplex region, 25 base pairs away from the ss-dsDNA junction. 
Thus, when binding takes place without unwinding, the distance between Cy3 in the ARCH 
domain and DNA-tethered Cy5 should be approximately nine nanometers (90 Å) or more, a 
sufficient distance to prevent any detectable FRET. Third, although previous studies showed that 
the surface-tethered monomeric XPD retains its unwinding activity, this activity largely depends 
on the accessory ssDNA binding protein RPA2 (78). By themselves, XPD monomers display 
low processivity (97). Finally, XPD performance as a helicase is influenced by the sequence of 
the base pairs to be unwound since its unwinding mechanism relies largely on thermal breathing 
of the duplex. The dsDNA arms surrounding the bubble in all the substrates used here were made 
of G/C rich sequences (Table 2.1), which should essentially prevent substrate unwinding by 
single XPD molecules. Cooperation between two or more XPD molecules increases processivity, 
which is prevented in the single-molecule experiments reported here by immobilization of the 
individual XPD molecules on the surface of the microscope slide. Combined, our experimental 
system makes it highly unlikely for the immobilized XPD molecules to reach the vicinity of Cy5 
label at the extreme end of DNA.   
To probe how DNA binding affects the ARCH domain conformation, we supplied the 
reaction mixture with 150 pM Cy5-labeled DNA. The Cy3 and Cy5 dyes present near the surface 
were simultaneously excited using dual illumination with green (532 nm) and red (640 nm) 
lasers. We used Cy3/Cy5 dual-band pass emission filter in the emission optical pathway, and 
images were chromatically separated using 630 nm dichroic mirror in the dual view system into 
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Cy3 image and Cy5 image at a data acquisition rate of 10 frames per second (see Materials and 
Methods chapter for details). Figure 3.5-a shows fluorescence intensity time trajectories of the 
ARCH domain (green) and binding/dissociation of a DNA (red) which contains a CPD (a 
common DNA lesion resulting from UV irradiation) at the center of its single-stranded bubble 
region. Similar fluorescence intensity time trajectories were recorded in the presence of 
undamaged DNA (the same DNA structure, except for the absence of a CPD) (Figure 3.6-a). The 
abrupt increases and decreases in Cy5 fluorescence intensity correspond to association of freely 
diffusing fluorescent DNA molecules with and their dissociation from a single, surface-tethered 
XPD molecule. Fluctuations in Cy3 fluorescence intensity between highly fluorescent and 
weakly fluorescent states reflect opening and closing, respectively, of the ARCH domain. The 
similar fluorescence intensities of successive DNA binding events and the single-step appearance 
and loss of Cy5 fluorescence signals, both indicate that the fluorescence signals originate from 
individual Cy5-labeled DNA molecules. Using polyacrylamide gel electrophoresis, we 
confirmed that the annealed Cy5-labeled DNA structure is mono-dispersed, and therefore fully 
annealed. No significant FRET between Cy3 and Cy5 was observed; this was confirmed by the 
absence of any detectable anti-correlated changes in Cy3 and Cy5 fluorescence signals (Figure 
3.5-a) (129). Careful selection of combined optical properties of a dual band-pass emission filter 
and the dichroic mirror of the dual view system (see Materials and Methods chapter for details) 
efficiently prevented leakage from the Cy3 channel to the Cy5 channel, which was evident from 
the absence of detectable directly correlated fluctuations Cy3 and Cy5 intensities. Dual 
illumination followed by dual detection experiments reported in the present work provide direct 
real-time evidence that the ARCH domain continuously samples the open and closed 
conformations in the presence of either damaged DNA (Figure 3.5-a) or undamaged DNA 
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(Figure 3.6-a). In other words, the binding of either of the two types of DNA does not strictly 
force the protein into a specific conformation.  
In the case of undamaged DNA, approximately 80% of all binding events had a two-state 
appearance characteristic of repeating binding and dissociation of different Cy5-labeled DNA 
molecules to a single surface-tethered XPD. Binding events of damaged DNA were also 
dominated by this simple form of discrete jumps in Cy5 fluorescence intensity (~ 70%). In the 
remaining events, DNA association was followed by a series of complex fluctuations in Cy5 
fluorescence intensity which most likely originate from a combination of unwinding attempts, 
forward and backward steps (97) or XPD hopping from one single-strand to the other on the 
same bubble (Figure 3.6-b).  
Approximately 70% of the binding events (of all types) of undamaged DNA were initiated 
while the ARCH domain was in the closed conformation. A similar tendency was observed in the 
case of damaged DNA (out of 190 binding events counted, we observed 115 association events 
occurred while the ARCH domain was sampling the closed conformation). The tendencies of the 
ARCH domain to undergo a conformational transition in either of the two directions (opening or 
closing) during a binding event were similar between undamaged and damaged DNA (~ 16% of 
all binding events of each type of DNA). However, by dividing the number of binding events 
associated with closed-to-open transitions by the total number of binding events associated with 
conformational transitions in both directions, we noticed that the percentage of binding events 
associated with an opening transition was smaller in the case of damaged DNA (~ 60%) as 
compared to undamaged DNA (~ 80%). Although the numbers of binding events associated with 
transitions in ARCH domain conformation are not large enough for a robust statistical analysis 
(27 and 31 binding events in the presence of undamaged and damaged DNA, respectively), 
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however it is likely that the lower percentage of damaged DNA binding events associated with 
opening (i.e. closed-to-open) transition is due to a slight, but detectable, stabilization of the 
closed state effected by the damage in the DNA substrate. Comparison of the mean lifetimes of 
open and closed states of the ARCH domain in the presence of damaged and undamaged DNA 
substrates may help verify this interpretation.  
Our dual illumination followed by dual detection routine allowed us to pinpoint and 
analyze separately the dwell times of only protein states which are associated with DNA binding 
events. By separating DNA-bound and DNA-free states of the helicase, we were in a position to 
evaluate subtle differences in the effect of undamaged and damaged DNA substrates on the 
lifetime of each ARCH domain conformational state. By comparing the cumulative dwell time 
distribution of each of the two conformational states in the presence of damaged DNA with its 
corresponding dwell time distribution in the presence of undamaged DNA, it becomes evident 
that the damage in DNA is associated with more significant overall increase in the weighted 
mean lifetime of the closed state than the case with open state (Figures 3.5-b and -c, and Table 
3.1). The weighted mean lifetime of closed state associated with binding events of damaged 
DNA is ~ 140% longer (~ 111 s) than the corresponding lifetime associated with undamaged 
DNA (47 s). The weighted mean lifetime of the open state increased by only 60%. The amplitude 
of the longest exponential component of the dwell time distribution of the closed state was 
approximately doubled in the presence of damaged DNA compared to the corresponding 
exponential component in the presence of undamaged DNA (Table 3.1). We did not observe a 
significant increase in the amplitude of the longest exponential component of the dwell time 
distribution of the open state. This asymmetrical increase in lifetimes of the two conformations 
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in the presence of DNA damage results from increased stabilization of the closed state relative to 
the open state.  
Notably, the damaged DNA bound tighter to the XPD than the undamaged substrate 
(Figure 3.7). An approximately 2-fold lower Kd was the result of the enhanced kinetic 
association rate constant, while the kinetic dissociation rate constant and corresponding average 
dwell-time of the bound state were the same for both substrates ((Figure 3.7-b & -c). 
Importantly, the DNA concentration dependence of the association rates for damaged and 
undamaged DNA shown in figure 3.7-c and the absence of such dependence for the dissociation 
rates further confirm the binding of the DNA substrates to surface-tethered XPD molecules were 
not affected by the proximity to the surface.     
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3.5 Figures and tables of chapter III 
 
 
 
 
Figure. 3.1 
Dual illumination TIRF microscopy setup for simultaneous visualization of domain motion of XPD protein and its 
interaction with DNA. Cy3 and Cy5 dyes were simultaneously excited by green (532 nm) and red (640 nm) lasers, 
respectively, in total-internal reflection (TIR) mode. Cy3- AA1-XPD molecules were immobilized on surface of the 
TIRFM imaging chamber through biotin (b) – Neutravidin (NA) linkage. Transition between “OPEN” (highly 
fluorescent) and “CLOSED” (quenched) conformations of the ARCH domain of XPD was monitored in the Cy3 
emission channel (577  10 nm). The Cy3 fluorescence is quenched and recovers as ARCH domain moves towards 
and away from the iron-sulfur (FeS) cluster, respectively. Simultaneously, the DNA binding to (“ON”) and 
dissociation from (“OFF”) the surface-tethered XPD can be monitored in the Cy5 emission channel (690  25 nm).  
DNA bubble construct used in this study is schematically depicted with the position of the dye (Cy5) and the 
damage site (CPD) indicated. Freely diffusing Cy5-labeled DNA cannot be excited outside of the evanescent field 
(“OFF” state), and only becomes visible when it persists near the surface due to its binding to the surface-tethered 
XPD (“ON” state). EF; Cy3/Cy5 dual-bandpass emission filter, DM; dichroic mirror, M; mirror (see Materials & 
Methods chapter for details of the setup). 
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Figure 3.2  
Site-specific labeling of XPD within its ARCH domain. ( a ) Schematic illustration of the experimental scheme for 
site-specific labeling of XPD within its ARCH domain. The construct for E. coli expression of the Ferroplasma 
acidarmanus XPD (FacXPD) contains poly-histidine (6His) tag and biotin-acceptor peptide (BAP) at the N-
terminus, and the aldehyde tag motif, LCTPSR, inserted in the ARCH domain after N258. The lysine residue within 
BAP which is biotinylated by E. coli BirA biotin ligase, and the cysteine residue within the aldehyde tag motif 
which is specifically converted to formyl-glycine, fGly, by formyl-glycine generating enzyme, FGE, are shown in 
red. After purification, Cy3-hydrazide was specifically and covalently conjugated to the aldehyde group of fGly.  ( b 
) Confirmation of purity, biotinylation, and Cy3 incorporation in XPD. SDS-PAGE of the purified aldehyde-tagged 
XPD (AA1-XPD) from left to right:  CBB – AA1-XPD visualized by Coomassie brilliant blue staining, -bio – anti-
biotin Western blot of AA1-XPD, Cy3 – direct fluorescence imaging of gel of the aldehyde-tagged XPD after 
labeling with Cy3-hydrazide.  ( c ) Cy3-labeled XPD retains helicase activity. Double-stranded DNA unwinding 
activity was measured in a standard duplex separation assay where a synthetic Cy5-labeled DNA substrate (10 nM) 
is incubated with indicated concentrations of XPD and ATP for 15 min and the product of the reaction are separated 
from the substrate due to difference in their mobility on the polyacrylamide gel. The activity was estimated by 
measuring the percent decrease in duplex DNA mean band intensity.  
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Figure 3.3 
Representative Cy3 fluorescence intensity trajectories derived from individual surface-tethered XPD protein 
molecules. Highly fluorescent set of sub-states comes from more open ARCH domain conformations (“OPEN”), 
and weakly fluorescent (quenched) set of sub-states comes from closed conformations (“CLOSED”). The half-
amplitude threshold for the normalized fluorescence signal is marked by the black dashed line. A less populated 
intermediate state approximately at the level of the threshold is shown as “I”.  This state is excluded from statistical 
analysis. The single irreversible photo-bleaching step at the end of each trajectory is indicated by the black arrow. 
 
 
 
 
 
 63 
 
 
 
Figure 3.4  
Multi-exponential nature of dwell time distributions of ARCH domain conformations. ( a ) Normalized cumulative 
distributions for the ARCH domain dwell times in open (green) and closed (red) conformations. The dashed lines 
are best fits. Distribution for the open state is fit to double-exponential, while that of the closed state is fit to a triple 
exponential. The open – closed equilibrium favors the closed conformation. ( b ) Time constants of the individual 
exponential components of the dwell time distributions of each protein state derived from the experiments carried 
out at different laser powers.  For each laser power, dwell time data points of each protein state were compiled into 
one cumulative distribution from several videos recorded on different days. Cumulative dwell time distribution of 
each protein state for each laser power value was constructed and fitted in the same way. Error bars (standard errors 
from fitting) were too small to be clearly visible. 
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Figure 3.5 
Simultaneous direct real time observation of the DNA binding and dissociation and the conformational transitions of 
a domain of a repair protein.   ( a ) Representative fluorescence intensity time trajectories of a dual illumination and 
dual detection experiment, with the green trace (Cy3) showing an individual XPD protein ARCH domain opening 
and closing and the red trace (Cy5) showing the association and dissociation of individual damaged DNA molecules. 
The Cy5-labeled DNA concentration was 150 pM. Distinct protein states (open and unbound, closed and unbound, 
closed and bound, and open and bound) are schematically shown above the corresponding fluorescence states. ( b ) 
Normalized cumulative distributions for the ARCH domain dwell times in „open‟ conformation in absence of DNA 
from the imaging chamber (black), only when simultaneously detected with binding events of undamaged DNA 
(green) and only when simultaneously detected with binding events of damaged DNA (red). The dashed lines 
represent the best fits to double-exponential. ( c ) Normalized cumulative distributions for the ARCH domain dwell 
times in „closed‟ conformation in absence of DNA from the imaging chamber (black), only when simultaneously 
detected with binding events of undamaged DNA (green) and only when simultaneously detected with binding 
events of damaged DNA (red). The dashed lines are best fits to triple-exponentials. The difference between the red 
and the green curves indicates that DNA damage stabilizes the closed conformation of ARCH domain.  
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Figure 3.6  
Representative single-molecule fluorescence intensity time trajectories from dual illumination experiment. ( a ) 
Representative trajectories showing the dominant type of binding events in the presence of undamaged DNA. The 
green trace (Cy3) shows an ARCH domain opening and closing and the red trace (Cy5) shows association and 
dissociation of individual undamaged DNA molecules. Black arrow at the end of each Cy3 trajectory indicates the 
single irreversible photo-bleaching step. ( b ) Representative trajectory showing a less frequent „complex‟ type of an 
individual binding event for the damaged DNA. The green arrow points to the irreversible photo-bleaching of Cy3 
(green trace). The red arrows labeled with numbers “1” and “2” point to the moments of binding and dissociation, 
respectively, of the Cy5-labeled DNA. Enhancement in Cy5 fluorescence signal indicates motion of XPD protein 
away from the Cy5-labeled 5‟-end of the DNA strand which does not have the damage (see Table 2.1). DNA 
concentration was 150 pM. 
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Figure 3.7  
Single-molecule analysis of binding of undamaged and damaged Cy5-labeled bubble DNA to Cy3-labeled XPD. (a) 
Representative fluorescence intensity time trajectories of a dual illumination experiment from a single XPD 
molecule in the presence of bubble DNA. The green trace (Cy3) showing an ARCH domain persisting in the open 
state for 10‟s of seconds and the red trace (Cy5) showing the association and dissociation of individual bubble DNA 
molecules. This form of simple association/dissociation binding represents the most dominant type of events. 
Inverse of binding on-time is the apparent dissociation rate, and the inverse of binding off-time is the apparent 
association rate for each specific DNA concentration. ( b ) Binding on-time  histogram for undamaged (left) and 
damaged (right) bubble DNA (at 150 pM concentration) fitted to a single exponential decay. Errors shown between 
brackets are the standard errors from fitting the on-time distributions. Durations of individual events were collected 
from approximately 50 XPD molecules and compiled in the distribution for each type of DNA. Apparent 
dissociation rates (inverse of binding on-time) for both types of bubble DNA are almost the same. ( c ) Effect of 
DNA concentration on the apparent association rate (inverse of binding off-time). Binding off-time at each DNA 
concentration was calculated in the same way as described above for binding on-time. Damaged bubble DNA shows 
a slightly higher apparent association rate than undamaged bubble at all DNA concentrations tested. 
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Table 3.1        Summary of fitting results of dwell time distributions of protein states
 a
. 
State  Protein only g 
Undamaged 
DNA Damaged DNA 
Only 
undamaged 
DNA 
e 
Only  Damaged 
DNA 
h 
Open 
1
b 
,s 4.50.1
c
 1.10.1 2.40.1 0.60.1 10.1 
2 ,s 330.7 23.60.1 28.30.2 220.1 33.60.2 
% A1
 b 79 52 52 39 36 
% A2 21 48 48 61 64 
wm 
i 
,s 10.51
j
 11.91 14.81.1 13.71.5 21.72.4 
N 
f 110 190 192 90 85 
Closed 
1 ,s 0.7 0.1 1.7 0.1 1.6 0.1 10.1 1.3 0.3 
2 ,s 8.40.1 8.50.1 160.6 50.2 10.9 1.2 
3
d
,s ~ 119 ~ 123 ~ 162 ~ 136 ~ 173 
%A1 ~ 34 ~ 37 ~ 50 ~ 31 ~ 21 
%A2 ~ 41 ~ 41 ~ 18 ~ 35 ~ 16 
%A3
d ~ 25 ~ 22 ~ 32 ~ 33 ~ 63 
wm 
i 
,s ~ 33.42.6 ~ 312 ~ 563.7 ~ 474.4 ~ 11110.9 
N 
f 160 238 230 116 104 
 
a
  Measurements reported here were done at room temperature (20C), 50 mM Tris-HCl (pH 
7.5), 40 mM NaCl, 2 mM ATP, 3 mM MgCl3, 1 mM DTT. Respective DNA substrates were 
present at the concentration of 150 pM molecules. 
b
  i and Ai are time constant and amplitude, respectively, of the exponential component i.  
c
  The errors for the i constants are the standard errors from fitting the dwell time distributions. 
d
  Time constant and amplitude are not adjusted to account for systematic bias in data 
collection due to a comparable photobleaching time constant.   
e
  Parameters in this column were derived from the fitted cumulative distributions of the dwell 
times of the indicated protein states associated with binding events of individual “undamaged” 
DNA molecules.  
f   
Number of dwell times compiled in each cumulative distribution. 
g  
Single-molecule intensity-time traces were recorded in the absence of DNA. 
h  
Parameters in this column were derived from the fitted cumulative distributions of the dwell 
times of the indicated protein states associated with binding events of individual “damaged” 
DNA molecules. 
i
  “Weighted mean” of time constants was calculated as the sum of products of each time 
constant multiplied times its corresponding amplitude:  
i
ii
i
wm A*
 
j
  The errors for the wm values were estimated independently of the fits. See “Materials & 
Methods” chapter for details. 
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CHAPTER IV 
DISCUSSION 
 
Past studies led us to expect a large degree of conformational flexibility along the ARCH 
domain - FeS cluster distance coordinate (131). In addition, the interface between the FeS and 
the ARCH domains of related S. acidocaldarius XPD is stabilized by weak hydrogen bonding 
and salt-bridges, suggesting functionally important flexibility of this interface (93). Spontaneous 
reversible open–close transitions of accessory domains in the absence of DNA were observed in 
a number of DNA repair proteins (132-134). Solution ensemble FRET studies, for example, 
showed that the 2B domain of UvrD protein interconverts between two conformations in the 
absence of DNA (132). Domain motions around a hinge were also observed for E. coli 
endonuclease VIII (134) and rat DNA-polymerase β (133).  
The conformational transitions we report here are the large amplitude collective motions 
that typically occur on a sub-millisecond to seconds time scale (31). In the case of the XPD 
ARCH domain, these conformational transitions are slow and occur on a sub-second to tens of 
seconds time scale (Table 3.1). There are several possibilities for the biological significance of 
this type of large scale, thermally driven ARCH domain motion in the absence of DNA. First, it 
permits switching between different functional states without consuming energy (135, 136). In 
the case of DNA polymerase β, structural studies showed that the closed state of the apo form is 
very similar to the closed state of the DNA-bound form (133). Second, spontaneous domain 
motion enables a mechanism whereby a protein may switch from one biochemical pathway to 
another, without inducing a new conformation (137). Egly and coworkers proposed that the 
ARCH domain of human XPD acts as a molecular switch, which may control the conversion of 
TFIIH complex from transcription to DNA repair (138). Third, conformational flexibility is 
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critical for many DNA damage detection proteins because of the large diversity of damaged 
substrates they have to detect (139). Indeed, XPD, and the nucleotide excision repair (NER) 
machinery in general, recognize a diverse repertoire of substrates (28).  
Observation that bubble DNA binding events initiated while the ARCH domain was 
sampling closed conformations was somewhat unexpected. Based on the XPD structures 
published to date (83, 92-94), it is difficult to imagine how this DNA substrate can be positioned 
within the extended binding site (83, 95) while the ARCH is closed. According to the current 
DNA – XPD interaction model (Figures 1.7-b), substrate binding compatible with helicase 
activity or damage detection by XPD can only be achieved when ssDNA passes through the pore 
made by the HD1, FeS and ARCH domains (83, 86, 92-95, 131). Nevertheless, we are confident 
that in our single-molecule assay XPD is bound to the ssDNA portion of the bubble-containing 
substrate, because both the ensemble (79) and single-molecule (97, 130) studies showed XPD 
protein binding preferentially to the ssDNA-dsDNA junction within DNA substrates. In 
agreement with this binding mode, most of the dominant binding events observed for each 
individual XPD molecule displayed similar fluorescence intensity levels (Figure 3.5-a), which is 
consistent with XPD binding to the ssDNA portion of the bubble DNA structure and away from 
the duplex region containing the Cy5 dye.  One possible explanation for how the bubble DNA 
substrate is able to associate with the closed state of XPD lays in the half-amplitude threshold 
method we used to assign open and closed states of the ARCH domain. As result, the closed 
ARCH state actually represents an ensemble of sub-states, some of which may be somewhat 
open permitting the entrance of a ssDNA portion of the substrate into the central pore between 
the HD1, FeS, and ARCH domain.  
 70 
 
Eukaryotic XPD protein participates in DNA damage detection and demarcation in the 
NER pathway (86, 140) where it verifies that a stalled RNA polymerase or bound XPC-Rad23 or 
UV-DDB do indeed signify an NER compatible DNA lesion. We propose that stabilization of 
the closed state of the XPD ARCH domain underlies damage verification and downstream 
signaling in the NER pathway, likely by creating a specific interface. Transition to a more 
compact protein conformation in the presence of DNA damage is a widely observed 
phenomenon among DNA repair proteins (82, 133, 134, 141). Stabilization of a more compact 
form of XPD protein in the presence of damage is consistent with in vivo observations which 
suggested that XPD is more stably integrated into TFIIH after UV-irradiation (142).  
In order for XPD to act as an efficient detector of DNA damage, it should be both 
sensitive and specific. Recent studies have shown dynamic proteins to be more sensitive to 
cellular stimuli when their free energy landscape is flatter around the native state (143). Such a 
landscape agrees with the spontaneous transitions in ARCH domain conformation we report 
here. Specificity amplification where high recognition specificity between cognate and non-
cognate substrates is achieved despite small differences in affinity, has been observed in many 
systems (19, 24, 144). This phenomenon prompted the concept of “kinetic proofreading”, 
whereby specificity of a biochemical reaction may be enhanced purely by kinetic means without 
the need for highly specific structural adaptations. Instead, the delay in one of the steps of a 
reversible reaction acts as “specificity kinetic amplifier” (19). In this study, we used a CPD-
containing bubble DNA as a prototypical NER intermediate. Despite only marginal structural 
difference between CPD-containing and undamaged DNA substrates (28), XPD recognizes CPD 
both in vitro and in the cell (86, 130). Structural transitions of the ARCH domain in the presence 
of damage occur on the same timescale as in the absence of damage, which indicates a relatively 
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small difference in the activation energies of these transitions. We propose here that a loose 
coupling between binding of damaged DNA and populating the closed state of the ARCH 
domain may act as a kinetic amplifier of XPD damage detection (Figure 4.1). Kinetically 
enhanced damage detection by XPD may proceed through a bipartite mechanism: a fast initial 
DNA binding step reflected in the increased association rate constant for the damaged over 
undamaged DNA (Figures 3.7-c) is followed by a slower step mediated through the large-
amplitude low-frequency motion of the ARCH domain. We envision that the latter step is likely 
to be involved in signaling to downstream factors in the NER pathway (Figure 4.1).   
In conclusion, the dual illumination single-molecule imaging assay reported here allowed 
us for the first time to correlate directly and in real time DNA binding to and dissociation from a 
DNA repair protein and the conformational states of the protein domain. Surprisingly, DNA 
binding induced neither open-close nor close-open transitions of the ARCH domain of XPD 
protein. On the contrary, domain conformational transitions were dominated by thermal 
fluctuations similar to those observed in the absence of DNA. However, closed state becomes 
slightly favored upon damage detection and may create a surface for interaction with 
downstream factors in the NER pathway. We are currently in the process of applying this single-
molecule imaging assay to other iron-sulfur containing nucleic acids processing proteins. Our 
method may be readily extended to the proteins which lack an intrinsic iron-sulfur cluster. This 
may be achieved by site-specific labeling of the target location in a protein with a quencher (such 
as for example BHQ-2 (128, 145)) and thereby expanding the applicability of the dual 
illumination – dual detection single-molecule imaging strategy we report in this work. 
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Figures of chapter IV 
 
 
Figure 4.1 
Minimal model for the role of ARCH domain dynamics in a kinetically-enhanced damage detection process and in 
the recruitment of downstream factors of the NER pathway. Damaged and undamaged DNA can bind to both open 
and closed states. The association rate constants obtained without specifying the conformational state during which 
any binding event occurs, however, is higher for damaged DNA resulting in a slightly higher affinity (Figure 3.7-c). 
The ARCH domain undergoes conformational transitions both in the DNA bound and free states of XPD. Values of 
time shown above the arrows associated with opening and closing reactions are “weighted means” of the time 
constants of the exponentials used to fit the lifetime distributions of the conformational states (Table 3.1). I propose 
here a kinetically-enhanced damage detection process composed of two steps: the first takes place at the moment of 
binding undamaged or damaged substrate, and the second occurs on the time scale of the lifetimes of ARCH domain 
conformational states. DNA binding is not strictly coupled to ARCH domain motion, but damage in DNA slightly 
shifts the conformational equilibrium towards closed state. This provides a means for a „kinetic amplification‟ of 
XPD damage detection (or discriminative power). The mechanism of signaling the presence of damage is relying 
mainly on the increased lifetime of the closed state of ARCH domain. Thus, a slight shift in the conformational 
equilibrium provides a platform for assembly of the downstream factors in NER pathway.  
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