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Abstract A family of new one-parameter (ǫx = ±1) nonlinear wave models (called G
(nm)
ǫx model)
is presented, including both the local (ǫx = 1) and new integrable nonlocal (ǫx = −1) general vector
nonlinear Schro¨dinger (VNLS) equations with the self-phase, cross-phase, and multi-wave mixing
modulations. The nonlocal G
(nm)
−1 model is shown to possess the Lax pair and infinite number of
conservation laws for m = 1. We also establish a connection between the G
(nm)
ǫx model and some
known models. Some symmetric reductions and exact solutions (e.g., bright, dark, and mixed bright-
dark solitons) of the representative nonlocal systems are also found. Moreover, we find that the new
general two-parameter (ǫx, ǫt) model (called G
(nm)
ǫx,ǫt model) including the G
(nm)
ǫx model is invariant
under the PT -symmetric transformation and the PT symmetribility of its self-induced potentials
is discussed for the distinct two parameters (ǫx, ǫt) = (±1,±1).
Keywords: Nonlocal general VNLS equations; Lax pair; conservation laws; PT symmetribility;
symmetry reductions; exact solutions; solitons.
I. INTRODUCTION
The nonlinear Schro¨dinger (NLS) equation is a typical physical model appearing in many fields of nonlinear
science, including nonlinear optics, Bose-Einstein condensates, plasma physics, biology, deep ocean, finance, etc. [1–
7]. The cubic NLS equation is completely integrable and admits multi-soliton solutions, breather solutions, periodic-
wave solutions, and rogue waves [1, 8–11]. Many nonlinear wave equations, in particular, soliton equations, are local
in mathematical physics (see Ref. [1] and reference therein). Recently, a new nonlocal NLS equation iqt(x, t) =
qxx(x, t) ± 2q2(x, t)q∗(−x, t) was shown to be integrable [12]. Particularly, its self-induced potential, V (x, t) =
±2q(x, t)q∗(−x, t), was shown to be PT -symmetric for the fixed time. Here the parity reflection operator P :
x → −x is linear whereas the time reflection operator T : t → −t, i → −i is anti-linear [13]. Nowadays, the PT
symmetry plays a more and more role in many fields of science (see, e.g., Refs. [13–15] and references therein). More
recently, we [16] presented a new two-parameter local and nonlocal vector NLS equations (Q
(n)
ǫx,ǫt model), in which
the Q
(n)
−1,1 model was shown to be integrable nonlocal vector NLS equations with the PT -symmetric self-induced
potentials for the fixed time. It is still of important significance to seek for integrable nonlinear wave models in
the soliton theory and integrable systems [1, 17]. Up to now, there are a few nonlinear systems which are both
integrable and PT -symmetric. In this letter we will introduce and investigate in detail a new nonlocal general
model, which is integrable and contains the PT -symmetric self-induced potentials.
II. A NEW NONLOCAL GENERAL VECTOR MODEL: INTEGRABILITY AND REDUCTIONS
Nonlinear model.—In this letter, we introduce a new general one-parameter (ǫx) model (shortly called G(nm)ǫx
model)
iQt(x, t) = −Qxx(x, t) + 2Q(x, t)Q†(ǫxx, t)MQ(x, t), i =
√−1 (1)
containing the local (ǫx = 1) and novel nonlocal (ǫx = −1) general VNLS equations, where x, t ∈ R, the subscripts
denote partial derivatives with respect to corresponding variables, ǫx = ±1 can be regarded as the identity (+)
and PT (−) symmetric parameters, Q(x, t) = (qij(x, t))n×m is an n×m slowly varying complex-valued amplitude
matrix, Q†(ǫxx, t) denotes the transpose conjugate of Q(ǫxx, t), M = M† = (Mij)n×n is an n×n constant Hermite
matrix with |M | 6= 0. We now consider the simple case m = 1, the self-induced potentials 2Q†(−x, t)MQ(x, t) in
G(n1)−1 model may not be real-valued, but self-induced potentials 2Q†(x, t)MQ(x, t) is real-valued in G(n1)+1 model. The
quasi-power defined by Gǫx(t) =
∫ +∞
−∞ Q
†(ǫxx, t)Q(x, t)dx is conserved during evolution. The total power of Eq. (1)
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2is defined by Pǫx(t) =
∫ +∞
−∞ Q
†(x, t)Q(x, t)dx. It can be shown that the power P−1(t) is in general not conserved
but the power P+1(t) is conserved during evolution since dPǫx(t)/(dt) = −2i
∫+∞
−∞dx|Q(x, t)|2[Q†(ǫxx, t)MQ(x, t)−
Q†(x,t)MQ(ǫxx, t)].
Lax pair.—To seek for Lax pair of system (1), we start from the linear iso-spectral problem (Lax pair) [17]
Ψx =Wn+m(x, t, λ)Ψ, Wn+m(x, t, λ) = −iλΣ3 + U, (2a)
Ψt = Vn+m(x, t, λ)Ψ, Vn+m(x, t, λ) = −2iλ2Σ3 + 2λU − i(Ux + U2)Σ3, (2b)
where Ψ = Ψ(x, t) = (ψ1(x, t), ψ2(x, t), ..., ψn+m(x, t))
T is a complex column eigenvector, λ ∈ C is an iso-spectral
parameter, the generalized Pauli matrix Σ3 and potential matrix U = U(x, t) are given by
Σ3 =
(
In 0n×m
0m×n −Im
)
, U(x, t) =
(
0n Q(x, t)
R(x, t) 0m
)
,
where In and 0n are n × n unity and zero matrixes, respectively, 0n×m is a n × m zero matrix, and R(x, t) =
(rij(x, t))m×n is a m × n complex-valued function matrix. The compatibility condition of Lax pair (2a)-(2b)
Ψxt = Ψtx, that is, the zero curvature equation Wn+m,t − Vn+m,x + [Wn+m, Vn+m] = 0, yields a system of 2nm-
component nonlinear wave models [17]
iQt(x, t) = −Qxx(x, t) + 2Q(x, t)R(x, t)Q(x, t), (3a)
−iRt(x, t) = −Rxx(x, t) + 2R(x, t)Q(x, t)R(x, t). (3b)
In the following we consider system (3) for the special potential matrix R(x, t). The symmetric reduction
R(x, t) = Q†(x, t)M with the constant matrix M = M† and |M | 6= 0 [18] of system (3) yields the general vector
NLS equations
iQt(x, t) = −Qxx(x, t) + 2Q(x, t)Q†(x, t)MQ(x, t), (4)
which corresponds to Eq. (1) with ǫx = 1. Eq. (4) can further yield the general coupled NLS equations (m = 1) for
the general Hermite matrix M [18], as well as the Manakov system (n = 2, m = 1) and vector NLS equation [19]
for the special Hermite matrix M = ±In.
We nowadays choose a new one-parameter (ǫx) symmetric reduction
R(x, t) = Q†(ǫxx, t)M, (M = M†, |M | 6= 0, ǫx = ±1) (5)
such that system (3) becomes the above-introduced new nonlocal system (1). Therefore, we have shown that system
(1) admits the Lax pair (2a) and (2b) with R(x, t) given by symmetric constraint (5).
In what follows we investigate the G(nm)ǫx model (1) with ǫx = ±1 and m = 1 in details, in which Q(x, t) =
(q1(x, t), q2(x, t), · · · , qn(x, t))T is a complex-valued column vector. Eq. (1) with n = m = 1 (i.e., G(11)ǫx model)
yields the usually local (ǫx = 1) [2] and nonlocal (ǫx = −1) NLS equation [12] in the unified form
iq1,t(x, t)=−q1,xx(x, t)+2M11q21(x, t)q∗1(ǫxx, t), M11 ∈ R, (6)
which is completely integrable, where the star denotes the complex conjugate. Eq. (1) with n = 2, m = 1 (G(21)ǫx
model) yields the local (ǫx = 1) [18] and new nonlocal (ǫx = −1) vector NLS equations
iqj,t(x, t) = −qj,xx(x, t) + 2[M11q1(x, t)q∗1(ǫxx, t) +M22q2(x, t)q∗2(ǫxx, t)
+M∗12q1(x, t)q
∗
2(ǫxx, t) +M12q2(x, t)q
∗
1(ǫxx, t)]qj(x, t), (j = 1, 2)
(7)
whereMjj ∈ R (j = 1, 2),Mjj and λkk (k 6= j) denote the self-phase modulation and cross-phase modulation effects
for the component qj , respectively, M12 and M
∗
12 are the four wave mixing effects.
For the special parameters {ǫx, Mij}, G(21)ǫx model (7) can reduce to some known models: i) we fix ǫx = 1. when
M11 = M22 = σ, M12 = 0, system (7) is just the well-knownManakov system [19]; whenM11 = −a = −M22, M12 =
0, system (7) becomes the mixed coupled NLS equations [20]; when M11 = −a, M22 = −c, M12 = −b∗, system (7)
becomes the general coupled NLS equations [18]. (ii) we fix ǫx = −1. When M11 = M22 = σ, M12 = 0, system
(7) is just the known nonlocal vector NLS equations reported recently in Ref. [16]; otherwise we obtain the new
nonlocal vector NLS equations [cf. system (7) with ǫx = −1].
Reductions.—We now further reduce system (1) by considering the property of Hermite matrix M. Since M is
a Hermite (self-adjoint) matrix and |M | 6= 0, then it has n non-zero real eigenvalues λj (j = 1, 2, ..., n) and there
3exists an n× n unitary matrix B (i.e., BB† = B†B = In) such that M = BΛB†, where Λ is a real diagonal matrix
with the diagonal elements being λj (j = 1, 2, 3..., n). We now make the transformation in system (1)
Q(x, t) = BΦ(x, t), (8)
where Φ(x, t) = (φij(x, t))n×m, as a consequence, we have
Q†(ǫxx, t)MQ(x, t) = Φ†(ǫxx, t)B†MBΦ(x, t) = Φ†(ǫxx, t)ΛΦ(x, t), (9)
such that system (1) reduces to
iΦt(x, t) = −Φxx(x, t) + 2Φ(x, t)Φ†(ǫxx, t)ΛΦ(x, t). (10)
If we further make the scaling transformation Φ(x, t) = ΛˆΦˆ(x, t) with Λˆ = diag(1/
√
|λ1|, 1/
√
|λ2|, ..., 1/
√
|λn|),
then system (10) becomes
iΦˆt(x, t) = −Φˆxx(x, t) + 2Φˆ(x, t)Φ†(ǫxx, t)IˆnΦˆ(x, t), Iˆn = diag(sgn(λ1), sgn(λ2), ..., sgn(λn)), (11)
Thus the transformation between systems (1) and (11) can be written as
Q(x, t) = BΛˆΦˆ(x, t). (12)
(i) If Iˆn = ±In and ǫx = 1, then system (11) becomes the know one [17]; otherwise, it is a mixed system; (ii) If
Iˆn = ±In, m = 1, and ǫx = −1, then system (11) becomes the nonlocal focusing (+) or defocusing (−) vector NLS
equations presented recently [12, 16]; otherwise, it is a new mixed system.
Conservation laws.—In the following we apply the Lax pair (2a) and (2b) with constraint (5) to seek for the
infinite number of conservation laws of system (1) with m = 1. We introduce the following n new complex
functions [21]
ωj(x, t) =
ψj(x, t)
ψn+1(x, t)
(j = 1, 2, ..., n) (13)
on the basis of n+ 1 eigenfunctions ψj(x, t) of Lax pair (2a)-(2b) with condition (5) and m = 1 such that we find
that ωj(x, t) satisfy n-component Riccati equations from Eq. (2a)
ωj,x(x, t)= −ωj(x, t)
n∑
s,l=1
Mklq
∗
k(ǫxx, t)ωl(x, t)− 2iλωj(x, t)+qj(x, t), (14)
where we have used rj(x, t) =
∑n
k=1 Mkjq
∗
k(ǫxx, t). To determine the functions ωj(x, t) we assume that they are of
the form
ωj(x, t) =
∑∞
k=0
ω
(s)
j
(x,t)
(2iλ)s+1 .
(15)
We substitute Eq. (15) into Eq. (14) and compare the coefficients of same terms (2iλ)s (s = 0, 1, 2, ...) to determine
these functions ωj(x, t) in terms of potentials qj(ǫxx, t) and qj(x, t)
ω
(0)
j (x, t) = qj(x, t), ω
(1)
j (x, t) = −qj,x(x, t), ω(2)j (x, t) = qj,xx(x, t) − qj(x, t)
∑n
k,l=1 Mklql(x, t)q
∗
k(ǫxx, t),
ω
(s+1)
j (x, t)= −
∑n
i,l=1 Mliq
∗
l (ǫxx, t)
∑s−1
k=1 ω
(k)
j (x, t)ω
(s−k)
i (x, t)− ω(s)j,x(x, t), (s = 2, 3, ...)
(16)
It follows from Lax pair (2a) and (2b) with condition (5) and m = 1 that we have
(ln |ψn+1|)x= iλ+ F (x, t), (ln |ψn+1|)t=2iλ2 +G(x, t),
where F (x, t) =
∑n
k,j=1 q
∗
k(ǫxx, t)Mkjωj(x, t) and G(x, t) =
∑n
k,j=1 Mkj{[2λq∗k(ǫxx, t) − iǫxq∗k,x(ǫxx, t)]ωj(x, t) +
iqj(x, t)q
∗
k(ǫxx, t)} with q∗k,x(ǫxx, t) = ∂q∗k(ξ, t)/(∂ξ)|ξ=ǫxx. Thus, the compatibility condition, (ln |ψn+1|)xt =
(ln |ψn+1|)tx leads to the conservation laws
∂tF (x, t) = ∂xG(x, t). (17)
We substitute expression (15) into Eq. (17) and compare the coefficients of same terms (2iλ)−j (j = 1, 2, 3, ...)
yields the infinite number of conservation laws [cf. Eq. (16)]. For example, we have the first two local (ǫx = 1) and
nonlocal (ǫx = −1) conservation laws of system (1) with m = 1
∂t
n∑
k,j=1
Mkjqj(x, t)q
∗
k(ǫxx, t) = i∂x
n∑
k,j=1
Mkj [qj,x(x, t)q
∗
k(ǫxx, t)− ǫxqj(x, t)q∗k,x(ǫxx, t)].
4∂t
n∑
k,j=1
Mkjqj(x, t)q
∗
k,x(ǫxx, t) = i∂x
n∑
k,j=1
Mkj [qj,x(x, t)q
∗
k,x(ǫxx, t)−ǫxqj(x, t)q∗k,xx(ǫxx, t)−ǫxq2j (x, t)q∗2k (ǫxx, t)].
where q∗k,x(ǫxx, t) = q
∗
k,ξ(ξ, t)|ξ=ǫxx.
The two-parameter (ǫx, ǫt) extension of the model (1).—In fact, we can also extend the model (1) to the more
general form (simply called G(nm)ǫx,ǫt model)
iQt(x, t) = −Qxx(x, t) + 2Q(x, t)Q†(ǫxx, ǫtt)MQ(x, t), i =
√−1 (18)
where ǫx = ±1, ǫt = ±1 and other matrix M and Q(x, t) are the same as ones in system (1). When ǫt = 1, system
(18) reduces to the integrable model (1). But when ǫt = −1, system (18) is also new and its integrable properties
(e.g., Lax pair and conservation laws) will be discussed in another literature.
III. PT -SYMMETRIC INVARIANCE AND SELF-INDUCED POTENTIALS
It is easy to see that system (18) is invariant under the PT -symmetric transformation (P : x → −x; T : t →
−t, i→ −i), that is, if Q(x, t) is a solution of system (18), then its PT counterpart PTQ(x, t) = Q∗(−x,−t) also
solve the same system.
System (18) with m = 1 can be rewritten as iQt(x, t) = Hn(ǫxx, ǫtt)Q(x, t), where the Hamiltonian matrix
operator Hn with self-induced potential 2Q
†(ǫxx, t)MQ(x, t) [22] is given by
Hn(ǫxx, ǫtt) = [−∂2x + 2Q†(ǫxx, ǫtt)MQ(x, t)]In (19)
In what follows we consider the PT symmetribility of the matrix operator under the basic definition of PT
symmetry [13].
(i) When ǫx = −ǫt = −1, we have the self-induced potential Vn−+(x, t) = 2Q†(−x, t)MQ(x, t) and find
Vn−+(x, t) 6≡ Vn−+(−x, t), Vn−+(x, t) = V ∗n−+(−x, t), Vn−+(x, t) 6≡ V ∗n−+(x,−t), Vn−+(x, t) 6≡ V ∗n−+(−x,−t),
in terms of the Hermiticity of M, that is, the self-induced potential Vn−+(x, t) is not necessarily P-, T -, and
PT -symmetric. But it is PT -symmetric for any solution Q(x, t) of system (1) if t is regarded as a fixed real
parameter.
(ii) When ǫx = ǫt = 1, we know the self-induced potential Vn++(x, t) = 2Q
†(x, t)MQ(x, t) and find
Vn++(x, t) 6≡ Vn++(−x, t), Vn++(x, t) 6≡ V ∗n++(−x, t), Vn++(x, t) 6≡ V ∗n++(x,−t), Vn++(x, t) 6≡ V ∗n++(−x,−t),
for Q(x, t), that is, the self-induced potential Vn++(x, t) is not necessarily P-, T -, and PT -symmetric. But if
Q(x, t) is an even column function matrix about space, then we have Vnp++(x, t) = V
∗
np++(−x, t), that is, it is
PT -symmetric for the fixed parameter t.
(iii) When ǫx = −ǫt = 1, we know the self-induced potential Vn+−(x, t) = 2Q†(x,−t)MQ(x, t) and find
Vn+−(x, t) 6≡ Vn−+(−x, t), Vn+−(x, t) 6≡ V ∗n−+(−x, t), Vn+−(x, t) = V ∗n+−(x,−t), Vn+−(x, t) 6≡ V ∗n+−(−x,−t),
that is, the self-induced potential Vn+−(x, t) is T -symmetric and not necessarily P- and PT -symmetric.
(iv) When ǫx = ǫt = −1, we know the self-induced potential Vn−−(x, t) = 2Q†(−x,−t)MQ(x, t) and find
Vn−−(x, t) 6≡ Vn−−(−x, t), Vn−−(x, t) 6≡ V ∗n−−(−x, t), Vn−−(x, t) 6≡ V ∗n−−(x,−t), Vn−−(x, t) = V ∗n−−(−x,−t),
that is, the self-induced potential Vn−−(x, t) is PT -symmetric and and not necessarily P- and T -symmetric.
IV. MULTI-LINEAR FORM AND SYMMETRY REDUCTIONS
We now consider some symmetry reductions of system (1) with ǫx = −1, m = 1. If qj(−x, t) = ǫjqj(x, t) with
ǫj = ±1, that is, they are even or odd functions for x, then nonlocal system (1) reduces to the local system (4)
whose solutions have been studied (see, e.g., Refs. [18, 23, 24] for n = 2).
Mutil-linear form.—We make the general rational transformations [25] in Eq. (1) with ǫx = −1 and m = 1
qj(x, t) =
gj(x, t)
f(x, t)
, f(x, t), gj(x, t) ∈ C[x, t] (20)
5where f(x, t), gj(x, t) ∈ C[x, t] such that we have the system of (bi, tri)-linear equations
Bilinear eq. : (iDt +D
2
x − µ)gj(x, t) · f(x, t) = 0,
Trilinear eq. : f∗(−x, t)(D2x − µ)f(x, t) · f(x, t) = 2f(x, t)G†(−x, t)MG(x, t),
(21)
where µ ∈ C, G(x, t) = (g1(x, t), g2(x, t), ..., gn(x, t))T andG†(−x, t) is the transpose conjugate ofG(−x, t), Dt and
Dx are both Hirota’s bilinear operators defined by [25] D
m
t D
n
xf · g = (∂t− ∂t′)m(∂x − ∂x′)n[f(x, t)g(x, t)]|x=x′,t=t′ .
If G†(−x, t)MG(x, t) is a real-valuable function and f(x, t) is an even function, then we can assume f(x, t) ∈ R[x, t]
in from Eq. (20), which leads to f∗(−x, t) = f(x, t).Thus Eq. (21) becomes a bilinear equation.
(iDt +D
2
x − µ)gj(x, t) · f(x, t) = 0, (D2x − µ)f(x, t) · f(x, t) = 2G†(−x, t)MG(x, t),
Direct symmetry reductions.—Now we apply the direct reduction method [12, 16, 26] to study the symmetry
reduction of system (1) with m = 1
qj(x, t) =
pj(z)√
2t
eiµ log |t|/2, z(x, t) = x/
√
2t, (22)
where µ ∈ R, pj(z) ∈ C[z], (j = 1, 2, ..., n), and x, t ∈ R. As a consequence, we find the local and nonlocal ordinary
differential system with variable coefficients for pj(z)
pj,zz − (µ+ i)pj(z)− izpj,z(z)− 2pj(z)
n∑
k,s=1
Mksps(z)p
∗
k(ǫxz) = 0, (23)
where zˆ = ǫxx/
√
2t. Notice that i) when ǫx = 1, we know zˆ = z and p
∗
j (zˆ) = p
∗
j (z) such that the symmetry
reduction becomes the usual local result; ii) when ǫx = −1, we have zˆ = −z and p∗j (zˆ) = p∗j (−z) such that the
symmetry reduction given by Eq. (22) and (23) becomes the nonlocal case.
Similarly, we consider the statioary solution of system (1) with m = 1 qj(x, t) = pj(x)e
iµt, (j = 1, 2, ..., n) where
µ ∈ R, pj(x) ∈ C[x], and x, t ∈ R. Thus the functions pj(x) satisfy the ordinary differential system with constant
coefficients
pj,xx − µpj(x)− 2pj(x)
n∑
k,s=1
Mksps(x)p
∗
k(ǫxx) = 0, (24)
More symmetry redcutions of system (1) with anymmay be found by using Lie classical and non-classical symmetric
methods [27].
Exact solutions.—For the nonlocal system (7) with ǫx = −1, we will study it some solutions. We make the
transformation [24]
q1(x, t) = p1(x, t) +M12p2(x, t), q2(x, t) = −M11p2(x, t) (25)
such that system (7) with ǫx = −1 reduces to
ipj,t(x, t) = −pj,xx(x, t) + 2M11[p1(x, t)p∗1(−x, t) +Mdp2(x, t)p∗2(−x, t)]pj(x, t), (j = 1, 2) (26)
where Md = M11M22 − |M12|2 6= 0. If p2(x, t) = Cp1(x, t) with C being a constant, then we can reduce system
(26) to one nonlocal NLS equation [12]
ip1,t(x, t) = −p1,xx(x, t) + 2M11(1 +Md|C|2)p21(x, t)p∗1(−x, t), (27)
whose solutions were obtained in Ref. [12, 16] such that we can obtain the solutions of system (7) with ǫx = −1 using
the transformation (25). Particularly, if 1 +Md|C|2 = 0 for some parameter C, then Eq. (27) becomes a complex
linear heat equation ip1,t(x, t) = −p1,xx(x, t), which admits the plane wave solutions p1(x, t) =
∑∞
j=1 exp[ikj(x −
kjt)] for kj ∈ R.
Here we give other periodic wave solutions of nonlocal system (7) with ǫx = −1
q1,sc(x, t) =
√
β2(1−m2) + µ1
2M11
sn(βx, k)eiµ1t +M12
√
−β
2(1 + k2) + µ1
2M11Md
cn(βx, k)ei(β
2k2+µ1)t, (28a)
q2,sc(x, t) = −M11
√
−β
2(1 +m2) + µ1
2M11Md
cn(βx, k)ei(β
2k2+µ1)t, (28b)
6q1,sd(x, t) =
√
β2(k2 − 1) + µ1
2M11
sn(βx, k)eiµ1t +M12
√
−β
2(1 + k2) + µ1
2M11Md
dn(βx, k)ei(β
2+µ1)t, (29a)
q2,sd(x, t) = −M11
√
−β
2(1 + k2) + µ1
2M11Md
dn(βx, k)ei(β
2+µ1)t, (29b)
q1,cd(x, t) =
√
µ1 − β2
2M11(1− k2) cn(βx, k)e
iµ1t +M12
√
β2(1− 2k2) + µ1
2M11Md(k2 − 1) dn(βx, k)e
i[β2(1−k2)+µ1]t, (30a)
q2,cd(x, t) = −M11
√
β2(1− 2k2) + µ1
2M11Md(k2 − 1) dn(βx, k)e
i[β2(1−k2)+µ1]t, (30b)
q1,scd(x, t) =
(1 +M12h)[2Akβcn(βx, k) + iνsn(βx, k)]
2kBβ + 2
√
k2B2β2 + 4A2M11(1 +Mdh2)dn(βx, k)
eiβ
2(k2−2)/2t, (31a)
q2,scd(x, t) = − M11h[2Akβcn(βx, k) + iνsn(βx, k)]
2Bkβ + 2
√
k2B2β2 + 4A2M11(1 +Mdh2)dn(βx, k)
eiβ
2(k2−2)/2t, (31b)
where µ1, β, A, B, h are all real constants, k ∈ (0, 1) is the elliptic modulus, and ν =
kβ
√
4M211(1− k2)−B2β2k4/[M11(1 +Mdh2)]. In particularly, when k → 0 and k → 1, it follows from Eqs. (28)-
(31) that we have the trigonometric function solutions and solitary wave solutions of nonlocal system (7) with
ǫx = −1, respectively. The family of solutions (30) and (31) are PT -symmetric.
The nonlocal system (7) with ǫx = −1 and system (18) also possess other types of solutions such as breather
solutions, rational solitons and rogue waves, which will be studied using the generalized Darboux transformation [28]
and other approaches in another literature because of the page limit.
V. CONCLUSIONS
In conclusions, we have first introduced a two-parameter model including both the known local and new nonlocal
general VNLS equation. The nonlocal general VNLS equations G(nm)−1,1 are shown to admit the Lax pair and infinite
number of conservation laws for m = 1. The model G(nm)ǫx,ǫt was shown to be of the PT -symmetric invariance. The
PT symmetribility of the self-induced potentials in the model G(n1)ǫx,ǫt is studied for the distinct parameters ǫx and
ǫt. Particularly, based on some transformations we can reduce the nonlocal general VNLS equations to another
nonlocal VNLS equations containing the known focusing and defocusing nonlocal VNLS equations [16] and new
mixed nonlocal VNLS equations. Their multi-linear forms and symmetry reductions are given. Moreover, we
mainly find exact solutions of the nonlocal general two-component NLS equations containing double-periodic wave
solutions, trigonometric function solutions and solitary wave solutions. The idea used in this letter may also be
extended to find other new integrable nonlocal models.
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