Healthy people are generally breathing through nose during sleep, but oral breathing will be given rise to if the nasal cavity is gradually being closed. Nasal closure or even nasal congestion leads to open mouth during snoring, which causes the tongue base collapse, the origin of OSAS. Thus, if a simple home device with only a microphone can automatically monitor our snores at bedside and detect oral breathing during snoring, we can perceive an abnormality in our sleep condition easily and early detection and treatment of OSAS will be possible. In our previous work, we proposed some feature extraction methods for the stationary subsequences extracted from oral, nasal, and oronasal snoring sounds and analyzed their acoustic properties in detail. This paper addresses a snoring sound classification based on breathing route during snoring using Multilayer Perceptron, Support Vector Machines, and k-Nearest Neighbor method. According to our experiments, the SVM with Gaussian kernel acquires the best performance where 82.5% of the oral, 89.2% of the nasal, and 73.6 % of the oronasal snoring sounds are successfully classified.
Introduction
Snoring is known to be an abnormal signal and also a typical symptom of Obstructive Sleep Apnea Syndrome (OSAS). Many researchers have focused on snoring sounds so as to find out useful information about OSAS for its diagnosis applications. Fiz, et al, found that simple snores showed a harmonic pattern, and patients with OSAS demonstrated a low-frequency peak at approximately 150 Hz [1] . Hara, et al, reported that the sound frequency spectrum of simple snores shows a single peak at a lower frequency. In contrast, the snores of patients with OSAS show multiple power peaks of various amplitudes [2] . Sola-Soler et al., reported that significant differences were found in formant frequencies variability between simple snorers and OSAS patients [3] . Ng, et al., also indicated the usefulness of formant frequencies estimated by a LPC technique [4] .
Although many researchers have analyzed snoring sounds in various ways so far, concealed acoustic information in snoring events that points to the presence of OSAS is an ongoing line of research [5] .
By the way, from the biomechanical point of view, healthy people are generally breathing through nose during sleep, but oral breathing will be given rise to if the nasal cavity is gradually being closed [6] [7] . Nasal closure or even nasal congestion leads to open mouth during snoring, which causes the tongue base collapse, the origin of OSAS [7] , [8] . Zwillich reported that bilateral nasal obstruction determines an increase in the number of apneas and of their duration [9] . Koutsourelakis, et al, also reported that apneics spent more time breathing orally and oronasally than simple snorers, and that oral and oronasal breathing epochs were positively correlated with Apnea/Hypopnea Index (AHI) or the seriousness of OSAS and duration of apneas/hypopneas [10] . Accordingly, the presence of oral snoring during sleep is important information for the diagnosis and/or the medical treatment of OSAS. For example, nCPAP, the most commonly used medical treatment, requires patients to breathe nasally during sleep [7] .
Since it is difficult for us to know our own breathing route during sleep and the presence of snores, we have to be examined in hospital with a breath monitoring system which consists of microphones, airflow sensors, thermal sensors, and etc [6] . These sensors must be attached on our head and we are required to sleep overnight in hospital, feeling considerable mental burden [11] . Normally, we do not intend to receive the medical screening unless our condition becomes serious enough not to be ignored or we have a suspicion of our own sleep disorder clearly. Accordingly, if a simple home device with only a microphone can automatically monitor our snores at bedside and detect oral breathing during snoring, we can perceive an abnormality in our sleep condition easily and early detection and treatment of OSAS will be possible.
In order to realize such simple monitoring system, first of all, it is necessary to classify oral, nasal, and oronasal snores from the recorded sounds for the detection of oral breathing during snoring. This approach is similar to the conventional studies, but they have not focused on breathing route during snoring. In our previous work [12] , we analyzed the acoustic properties of stationary subsequences extracted from oral, nasal, and oronasal snoring sounds and proposed a feature extraction method so as to classify them from each other. As a result, we found out that fundamental frequency, center frequency and kurtosis are useful features for classification of snoring sound subsequences, but we are not sure which classifier is the most suitable for snoring sound classification. In this paper, we adopt Multilayer Perceptron (MLP), Support Vector Machines (SVMs), and k-Nearest Neighbor (kNN) method.
Measurement and Subjects
A portable linear PCM (Pulse Code Modulation) sound recorder, Olympus LS-10, is used to record snoring sounds. Sampling frequency and quantization rate are set to 44.1 kHz and 16 bit respectively. All sounds are recorded from 6 subjects and the recording time is about 15 seconds per breath.
All subjects are asked to simulate their snoring by breathing deeply enough to vibrate their soft palate in the throat. Such snoring, called simulated snoring, is not the one naturally generated from a person during sleep, but it has traditionally been adopted in many medical studies [8] [13] . This paper also adopts simulated snoring, because it is easy to annotate the class label of snoring sounds by controlling the way of breathing.
While producing oral snores, the subjects' nostrils are completely closed with their fingers, and on the other hand they are asked to let their mouth completely closed while producing nasal snores. Moreover, we record oronasal snores while they are breathing with their mouth slightly open and without their nostrils closed.
Classification Method

Subsequence Extraction
Since recorded sound contains various redundant sounds such as exhalatory breathing noise, it is necessary to extract (inhalatory) snoring sounds [14] [15] called episodes [14] . First, the episodes are cut out manually one by one from the recorded sounds. On account of such nonstationarity, we introduced the Short-Time Fourier Transform (STFT) so as to analyze the acoustic properties of snoring sounds based on the hypothesis that during a short time the acoustic properties do not change. Such hypothesis and technique are commonly used in speech recognition. In this paper, the window shift, τ , and the window length, l, are set to 0.1 and 0.2 seconds respectively. The extracted subsequences, s 1 (t), s 2 (t), . . . , s L (t), are the inputs of a feature extractor shown in figure 3 . Consequently, we can obtain 235 nasal, 251 oral, and 181 oronasal subsequences.
Our snoring sounds classification system consists of two functional blocks; a feature extractor and a classifier. The feature extractor receives the ith subsequence s i (t) and estimates its 3-dimensional feature vector x i from the received data. Then, the classifier receives the feature vector as the input and estimates which class it should be belonged to. Before performing these tasks, the classifier has previously learned its parameters by minimizing the mean squared classification error.
Inside a feature extractor, the power spectrum,
2 , is estimated using Fast Fourier Transform (FFT) with Hanning window. Fundamental and center frequencies are determined from the power spectrum and the kurtosis from the frequency distribution of s i (t). Next section describes how to calculate these 3-dimensional feature vector in detail.
Feature Extraction
In the beginning, we should pay attention to figure 4 which shows the waveforms, amplitude spectra, and the probabilistic distribution of snoring sounds (from left to right) with oral, nasal, and oronasal breathing (from top to bottom). According to each panel, the fundamental frequency of nasal snoring sound seems to be higher than the others. Oral and oronasal snores have 6 or 7 periods during 0.2 seconds, whereas nasal snores have more than 10 periods.
This simple feature, fundamental frequency, can be considered the first discriminative feature. There are many methods for the estimation of fundamental frequency from acoustic sounds, and we adopt Harmonic Product Spectrum (HPS) method where the power spectrum is multiplied by its re-sampled spectrum iteratively and then only a single spectral peak remains at the fundamental frequency [16] . Let S i (f k ) be a FFT spectrum of ith subsequence s i (n), and the HPS is defined as
where r is the number of harmonic peaks. As a result, S i (f k ) has only a single prominent peak at the fundamen-
But figures 4 shows that the number of peaks is various among three breathing route; oral snores have more harmonic peaks than nasal ones. In this paper, r is set to the value by which the classification rate becomes the highest. According to the HPS, we can obtain f b (i) for the ith subsequence and adopt it as the first feature. Another discriminative feature is that oral and oronasal snores seem to include higher frequency components compared with nasal ones. Especially at around 1.3 kHz there are some spectral components in both oral and oronasal snores, while we cannot find any peaks in nasal snores at around 1.3 kHz. Such difference seems to become the key to differentiating nasal from oral/oronasal snores. In this paper, the center frequency represented by f c (i), is also adopted as the second feature. The center frequency f c (i) of the power spectrum is defined as follows,
where N c is the index number of the maximum frequency, F max , which is adjusted from 100 Hz to 2 kHz. Since the frequency width of the discrete frequency domain is defined as F 0 = F max /N c = 1/l, we can obtain N c = lF max = 0.2F max . According to this equation, we can obtain f c (i) and adopt it as the second feature. Moreover, one can find a series of explosive peaks or impulses with lower frequency (about 40-50 ms period) in oronasal snores. But spectral properties of oronasal snores are similar to those of oral ones, and it seems to be difficult to distinguish oral and oronasal snoring using spectral properties. But if we pay attention to the statistical distribution, the sharpness of oronasal snoring is much higher than that of oral and nasal snoring. Accordingly, we come to have an idea of introducing kurtosis, or a sharpness of statistical distribution, κ(i), as the third discriminative property. Kurtosis is a fourth-order statistic which indicates a sharpness of statistical distribution. Let s i (t) be the ith subsequence at time t, and the kurtosis is defined as,
where E[·] is an expectation operator. In the case that s i (t) follows a Gaussian distribution, this statistic is determined to 3. If κ(i) is greater than 3, s i (t) has a sharp distribution at the center, else if less than 3, the distribution shows relatively flat. This kurtosis is adopted as the third feature. These three features of the ith subsequence are combined into a 3-dimensional vector,
, each of which corresponds to the ith subsequence. Before using these feature vectors, we investigated a standard deviation of each dimension for all data and each dimension is normalized by subtracting the average and dividing with the standard deviation. Then, the 3-dimensional vector x i is used as the input of classifiers described in the next section. This processing is based on the fact that the normalized feature vectors often boost a classification performance.
Classifiers
k-Nearest Neighbor Classification (kNN)
The kNN is not a neural classification method, but the simplest and probably the most common algorithm using a number of feature vectors (training data) and their corresponding class labels [18] [19] . It finds k instances in the training data closest to the input feature vector whose class label is unknown. Then, it assigns the input vector to the most frequent class in the k instances. Euclidean distance is used as the distance measure in feature space.
In order to use this method, it is necessary to find the best number of neighbors, k, in advance and we investigated the classification performance with different k value with 10-fold cross validation. This method is adopted for the purpose of performance comparison. 
Multilayer Perceptron (MLP)
The MLP is a feedforward neural network that has been applied in many classification problems [17] [18] [19] . It learns the training instances by updating connection weights of neurons to minimize the classification error calculated on the output layer. In this paper, the MLP has three layers. The input layer consists of three nodes corresponding to the three-dimensional input vector and the output layer has three nodes each output value of which is correspond to the class label (oral, nasal, and oronasal). The number of nodes in the hidden layer, m, is a hyperparameter which must be determined in advance before calculation.
Let
be the ith input vector whose class label is unknown. The output value of k-th node in the output layer, y k , is calculated as follows,
where f (u) is an activation function of the neuron defined as f (u) = 1/(1 + exp(−u)), w jk and v ij are the synaptic weights, θ k and φ j are the bias of nodes. Each of the output values, y k , is the indication of the class label assignment; for example, if the output vector is determined to approximately (y 1 , y 2 , y 3 ) = (1, 0, 0), an input vector is assigned to oral snores. Updating the weights and the bias is based on BackPropagation algorithm. Notice that this algorithm does not always converge to the unique optimal solution but to one of local optima dependent on the initial weights and the bias. Thus, when using the MLP, we calculate the output values ten times with different initial values of weights and bias and evaluate the average of the classification performance of MLP.
Support Vector Machines (SVM)
The SVM is a method to estimate the function which classifies the data into two classes [18] The output of the SVM is defined as follows.
where t i is a class label represented with +1 or -1, K(x, x i ) is a kernel function, and α i is Lagrange's multiplier. One of the most excellent properties of the SVM is that the synaptic weights and the bias are determined as a unique solution by maximizing the margin of separation between two classes. The optimization problem is formulated as a convex quadratic programming with linear constraints:
where C is a penalty parameter which must be adjusted before calculation. The kernel function computes a dot product in high dimensional feature space. In general, Gaussian and polynomial function are commonly used as the kernel function as follows respectively:
Parameters of the kernel functions, σ and d, have to be adjusted before solving the optimization problem. Since the SVM is basically a two-class classifier the output of which is calculated to +1 or -1, the cascaded SVM has been adopted for multi-class pattern classification problems and we also used it for snoring sounds classification. The finally obtained structure of SVM with Gaussian kernels is equivalent to that of Radial Basis Function Neural Network.
Experiments
Finding the Best Parameters of Feature Extraction
It is expected that two parameters for feature extraction, N c in equation 2 and r in equation 1, strongly affect the classification performance. Those parameters have to be set to the value with which classification rate can reach the best.
From the previous studies [20] , vibration properties of most snoring sounds can be interpreted by frequencies below 2 kHz. Accordingly, F c which corresponds to N c = 0.2F c is changed from 100Hz to 2kHz with steps of 30Hz. As for r, the number of harmonic peaks would be better. But unfortunately, the number of harmonics is different among breathing routes as is shown in figure 4 . Nasal snores seem to have 3 peaks, whereas oral snores 6 or more. Thus, the parameter r is changed from 1 to 6. For adjusting these parameters, classification rate estimated with kNN with k = 3 is adopted.
As a result, we can obtain the classification rate 81.9% when F c and r are set to be 430Hz and 2 respectively. The lower r tends to lead a better classification rate, while the higher r does not improve the rate. In the following section, parameters are fixed to those values. The adopted classifier learns training data sets by adjusting synaptic weights. After the learning has been finished, the classifier estimates the class label to which each of the test data should be belonged. Then, G 2 is adopted for a test set and the remainder G 1 , G 3 , · · · , G 10 are defined as training data sets, and the same process is performed until the last set G 10 is used for a test set. Finally, the classification rate is determined by the number of successfully classified data against the number of all data. The kNN method is not a learning algorithm, but similarly one of the subsets G i is used as the input data and the remainder G j (j = i) are used as the reference instances. All classifiers have some hyperparameters that have to be adjusted in advance. Table 2 shows the values we investigate so as to find the best parameters, and table 3 shows the best parameters obtained. It is a slightly peculiar result that the best value of k is determined to 25 for kNN. This indicates that the different classes on the feature space are somewhat overlapped with each other. These best values are adopted in the following experiments. Figure 6 shows the classification rate of nasal, oral, oronasal snore subsequences by using MLP, SVMs, and kNN. In every breathing route, SVMs tend to indicate better performance in comparison with MLP and kNN. We can obtain the best classification rate by using the SVM with Gaussian kernels whose parameters are set to σ = 3 and C = 10. But other methods tend to indicate a good performance at least greater than 81% for total data also.
Classification Rate for Subsequences
In our previous works [12] , the subsequences that the kNN cannot classify correctly are mostly extracted from the beginning or from the end of a snoring episode, where there is not a vibration property but a simple noise. Since our feature extraction methods described in section 3 are based on the fact that snoring sounds are produced from the vibration of the soft palate [8] [13] [20] , it is natural that such nonvibrational sounds cannot be classified correctly.
Moreover, oronasal snoring seems to have some vari- . Classification Rate using kNN, MLP, and SVMs ability in the acoustic features generated by a complex aerodynamics through both nasal and oral cavity. That is why the classification rate of oronasal snores is not as high as that of the others.
Conclusion
In this paper, we used MLP, SVMs with different kernels and kNN for snore subsequence classification, and demonstrated that the SVM with Gaussian kernel can lead to the best performance; 85.3% of the subsequences are successfully classified.
Since we do not modify any mechanisms of classifiers, there is room for improvement to obtain a better performance. Moreover, it is necessary to find an additional feature that can discriminate three breathing routes better. Especially, wavelet transform seems to be useful because of the nonstationarity found in snoring sounds.
