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U(1) symmetry, tunable Luttinger liquid, and interaction-induced phase transitions
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Institute for Theoretical Physics and Astrophysics,
University of Wu¨rzburg, 97074 Wu¨rzburg, Germany
We consider a class of quantum Hall topological insulators: topologically nontrivial states with zero
Chern number at finite magnetic field, in which the counter-propagating edge states are protected
by a symmetry (spatial or spin) other than time-reversal. HgTe-type heterostructures and graphene
are among the relevant systems. We study the effect of electron interactions on the topological
properties of the system. We particularly focus on the vicinity of the topological phase transition,
marked by the crossing of two Landau levels, where the system is a strongly interacting quantum
Hall ferromagnet. We analyse the edge properties using the formalism of the nonlinear σ-model.
We establish the symmetry requirement for the topological protection in this interacting system:
effective continuous U(1) symmetry with respect to uniaxial isospin rotations must be preserved. If
U(1) symmetry is preserved, the topologically nontrivial phase persists; its edge is a helical Luttinger
liquid with highly tunable effective interactions. We obtain explicit analytical expressions for the
parameters of the Luttinger liquid. However, U(1) symmetry may be broken, either spontaneously
or by U(1)-asymmetric interactions. In either case, interaction-induced transitions occur to the
respective topologically trivial phases with gapped edge charge excitations.
I. INTRODUCTION
Interacting topological1–9 systems are currently an ac-
tive area of research10–17. Of particular interest are
the situations, when interactions can change the single-
particle picture in a qualitative way and lead to effects
not present in the non-interacting system. Theoreti-
cal proposals of such a nontrivial behavior include a
“topological Mott insulator”10, “Kondo topological in-
sulator”11,12, interaction-induced topological phases in
graphene13,14, and first-order topological phase transi-
tions15.
Most of these predictions require sufficiently strong
electron interactions and were made for “strongly cor-
0 2 4 6 B 8 10
40
20
0
20
40
60
B T
ΕmeV
B
Ε
a
b
b
a
FIG. 1: (Color online) One possible type of the Landau
level (LL) structure of a quantum Hall topological insula-
tor (QHTI). At the single-particle topological phase transi-
tion point, LLs of different symmetries, labeled a (red) and
b (blue), cross. The spectrum shown was calculated for the
Bernevig-Hughes-Zhang model2,18 with a perpendicular ori-
entation of the magnetic field; in this case, LLs a are b are
distinguished by the spatial inversion parity, even and odd.
related” materials. Meanwhile, most of the materials to
date that have been experimentally firmly established as
topological insulators, such as HgTe/CdTe3, BiSb4, or
BiSe5 compounds, are rather weakly interacting due to
efficient screening of the Coulomb interactions.
It is thus desirable to expand the range of possibili-
ties to attain the regime of strong effective interactions
in topological systems, and it is even more desirable to
be able to tune the strength of interactions by experi-
mentally feasible means.
In this work, we have identified a class of topological
systems, in which such conditions can be realized even
for weak bare interactions by applying the orbital mag-
netic field. The interactions are tunable by the magnetic
field and their strength is controlled by the proximity
to the topological phase transition. The vicinity of the
topological phase transition is automatically the regime
of strong effective interactions, in which Coulomb inter-
actions are crucial for both bulk and edge properties and
lead to a nontrivial interplay of topological and interact-
ing phenomena.
An important theoretical advantage of such a system
is that it can be analyzed in a well-controlled way. In
particular, this allowed us to determine the symmetry
requirements for topological protection in this system,
which is one of the key questions raised in the studies of
interacting topological systems.
A. Quantum Hall topological insulators
We consider a class of electron systems that we dub
quantum Hall topological insulators (QHTIs): (quasi)
two-dimensional (2D) electron systems with zero Chern
number ν = 0 at finite magnetic field B that can still
be topologically non-trivial (TnT) and exhibit counter-
propagating edge states. Since the time-reversal sym-
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FIG. 2: (Color online) (a) Half-infinite sample occupying the
region x ≤ 0. (b) and (c) Schematics of the edge spectrum of
a QHTI in the Landau gauge, including only the two inter-
secting LLs a and b of interest, see Fig. 1. The single-particle
states are labeled by the conserved 1D momentum p in the
y direction. The states located in the bulk and at the edge
correspond to the values p . 0 and p & 0, respectively. In the
topologically non-trivial (TnT) phase at lower fields B < B∗
(b), the edge states cross and are gapless. In the topologically
trivial (TT) phase at higher fields B∗ < B (c), the edge states
do not cross and are gapped.
metry is broken by the magnetic field, the TnT phase
must be protected by some other symmetry. In a system
with appreciable spin-orbit interaction, such symmetry
is some spatial symmetry (e.g., inversion, reflection, or
rotation). In a system with negligible spin-orbit interac-
tion, axial spin rotation symmetry can also play the role
of such symmetry. We will refer to this symmetry respon-
sible for the topological protection of a noninteracting
QHTI as the physical symmetry, in order to contrast it
to the effective, or emergent, U(1) symmetry, which will
be demonstrated to be central for an interacting system.
One possible type of the Landau level (LL) structure
of a QHTI would exhibit a crossing of two LLs at some
value B∗ of the magnetic field: one LL, to be labelled a,
originates from the valence band and moves upward with
increasing B, and the other LL, to be labelled b, origi-
nates from the conduction band and moves downward,
see Fig. 1. This crossing is a point of the topological
phase transition of a QHTI, separating the TnT phase
with counter-propagating states at lower B < B∗, and
n
p
FIG. 3: (Color online) Quantum Hall ferromagnet (QHFM)
state realized at the crossing of LLs at half-filling. For each
momentum p, one electron occupies the state |n〉 with given
isospin n, see Eqs. (1.1), (1.2), and (1.3) and Fig. 4.
the topologically trivial (TT) phase with gapped edge
states at higher B > B∗, see Fig. 2. Other variants of
the LL structure in QHTIs are also possible.
A number of previously studied theoretical models and
real physical systems are relevant to the class of QHTIs.
The single-particle behavior of Figs. 1 and 2 has been
identified18 in the Bernevig-Hughes-Zhang model2 for the
direction of the magnetic field perpendicular to the 2D
structure. This behavior is likely to have topological ori-
gin and be protected a spatial symmetry. This model is
directly relevant to HgTe/CdTe3 and InAs/GaSb6,7 here-
tostructures, which are established 2D topological insu-
lators at zero field, protected by the time-reversal sym-
metry.
Other likely QHTI systems are graphene single- and
multi-layer structures. Noninteracting graphene exhibits
counter-propagating edge states19 at finite magnetic field
due to spin splitting by the Zeeman field and the fact
that graphene is a semimetal. It can be seen as a QHTI
protected by the continuous axial spin rotation symme-
try20. Although directly relevant, graphene also has a
few peculiarities and its LL structure differs from that in
Fig. 1; the focus of the present work are the QHTIs with
a spectrum of the type in Fig. 1.
To be clear, we emphasize that according to the above
definition QHTIs are not necessarily new topological sys-
tems symmetry-wise, in regard to the existing classifica-
tions21–24. The key requirement here is that the orbital
magnetic field is explicitly present and the system is in
the quantum Hall (QH) regime. This leads to physi-
cal phenomena, stemming mainly from the “flat-band”
property of the LL spectrum in the bulk (Fig. 2), that
are specific to the QH regime and otherwise may hardly
be realized.
B. Quantum Hall ferromagnet at the topological
phase transition
The QHTIs with the LL structure as in Fig. 1 are par-
ticularly appealing for the study of the interplay of in-
teractions and topology: due to the near degeneracy of
the two LLs in vicinity of the single-particle topological
phase transition point B∗, electron interactions become
the dominant effect that drives the physics there. Thus,
in QHTIs, effective interactions are tunable by the mag-
netic field, and the regime of strong effective interactions
3FIG. 4: (Color online) Bloch sphere of the isospin n in the 2D
space of a and b LLs [Eqs. (1.1), (1.2), and (1.3)]. The north
|+nz〉 = |a〉 and south |−nz〉 = |b〉 poles corresponds to the
occupation of the a and b LLs, respectively. Any other state
is a coherent mixture of the |a〉 and |b〉 states.
is experimentally accessible even in a system with weak
bare interactions.
In this work, we investigate the effect of electron inter-
actions on the topological properties of QHTIs with the
LL structure shown in Fig. 1, particularly focusing on
the regime of strong effective interactions in the vicinity
of the single-particle topological phase transition.
The zero Chern number ν = 0 corresponds to half-
filling of the two crossing LLs a and b, with on average one
electron per two states. Analogous to the Hund exchange
mechanism in atoms, at such commensurate filling fac-
tor, interactions make the electron system particularly
prone to polarization in the 2D ab space. This results in
the formation of the “ferromagnetic” ground state, see
Fig. 3, in which electrons at each orbital occupy exactly
the same state
|n〉 = χa(n)|a〉+ χb(n)|b〉, (1.1)
χ(n) =
(
χa(n)
χb(n)
)
=
(
e−
i
2ϕ cos θ2
e
i
2ϕ sin θ2
)
, (1.2)
characterized by the unit-vector “isospin”
n = (nx, ny, nz) = (sin θ cosϕ, sin θ sinϕ, cos θ), n
2 = 1,
(1.3)
|n〉〈n| = 1
2
(τ0 + τ · n), (1.4)
see Fig. 4. Throughout, τ0 and τ = (τx, τy, τz) will de-
note the unity and Pauli matrices in the ab space.
Exactly at the crossing point and in the approximation
of the SU(2)-symmetric interactions in the ab space, the
isospin n can be completely arbitrary and the state de-
scribes spontaneous breaking of SU(2) symmetry. This
phenomenon is referred to as quantum Hall ferromag-
netism (QHFMism)25.
The bulk single-particle and interaction effects respon-
sible for the deviation from this fully degenerate SU(2)-
symmetric situation, as well the effect of the edge, can
be taken into account within a low-energy field theory,
the nonlinear σ-model, for the isospin order parameter
(OP) n(r; t) generalized to configurations slowly varying
in time and space. We derive the closed form of such
σ-model in the coordinate space. Crucial for the descrip-
tion of the edge properties, we incorporate the effect of
the edge as a boundary condition for the order parame-
ter. This allows us to study most properties of interest
analytically. The analysis of the properties of the edge
excitations follows the approach developed in Refs. 26–30
for the ν = 0 QH state in graphene. Their properties are
governed by the spatially inhomogeneous textures of the
order parameter at the edge.
We calculate the bulk phase diagram, ground state
edge textures, and edge charge excitations. For the inter-
acting TnT phase, we derive and analyze the low-energy
theory for the gapless edge excitations.
C. Main findings
As the central general result, we find that topologi-
cal properties of this interacting many-body system are
directly tied to its effective symmetry: the U(1) symme-
try with respect to rotations about the isospin z axis is
responsible for the topological protection.
We demonstrate that if U(1) symmetry is preserved,
the single-particle TnT phase with fully filled |a〉 LL,
corresponding to n = nz = (0, 0, 1) isospin in the QHFM
formalism, remains TnT in the presence of interactions
in most of the range 0 ≤ B < B∗. The edge excitations
remain gapless but take the form of collective excita-
tions described by the helical Luttinger liquid. We obtain
explicit analytical expressions for the parameters of the
Luttinger liquid in the QHFM regime. We find that the
effective interactions in this Luttinger liquid are highly
tunable: weak (with the interaction parameter31 K ≈ 1)
at small magnetic fields B  B∗, but strong (K  1)
in the QHFM regime in the vicinity of the single-particle
phase transition B∗.
More precisely, “preserved U(1) symmetry” means
that both the bulk ground state and the many-body
Hamiltonian are U(1)-symmetric. According to the vi-
olation of one of these conditions, we identify two mech-
anisms of the U(1) symmetry breaking, which lead to the
loss of topological protection and eventual transitions to
the TT phases.
First, U(1) could be broken spontaneously: upon in-
creasing B, a second-order phase transition from the TnT
phase n = nz to the phase with spontaneously broken
U(1) symmetry may occur. The gap in the edge ex-
citation spectrum of this broken-U(1)-symmetry phase
grows monotonically upon further increasing B, start-
ing from the zero value at the phase transition. Also,
upon approaching this phase transition from the TnT
4n = nz phase, the edge Luttinger liquid becomes in-
finitely strongly interacting (K → 0).
Second, the many-body Hamiltonian can be U(1)-
asymmetric: interaction terms can be present that fully
respect the physical symmetry, responsible for the topo-
logical protection of the non-interacting system, but
break U(1) symmetry. Such terms transform the Lut-
tinger liquid model for the edge excitations of the TnT
n = nz phase into the sine-Gordon model
31. As B is
increased, such terms will result in the phase transition
to the state with broken U(1) symmetry at the edge and
gapped edge excitations.
In either of the scenarios, the phase transitions from
the TnT to the TT phases occur at the magnetic fields
B lower than the single-particle phase transition point
B∗ and are thus interaction-induced topological quantum
phase transitions.
The rest of the paper is organized as follows. In Sec. II,
we present the projected Hamiltonian. In Sec. III, we
derive the low-energy theory for the QHFM. In Sec. IV,
we obtain the bulk phase diagram. In Sec. V, we ob-
tain the ground state configurations for a system with an
edge. In Sec. VI, we study the edge charge excitations.
In Sec. VII, we derive the Luttinger liquid model for the
edge excitations in the TnT phase. In Sec. VIII, we es-
tablish U(1) symmetry as the requirement for topological
protection. In Sec. IX, we present concluding remarks.
II. PROJECTED HAMILTONIAN
A. Restricted Hilbert space of two intersecting
Landau levels
We will work under the approximation where only the
two intersecting LLs a and b in Fig. 1 are taken into ac-
count, while other LLs are neglected. This is a standard
approximation for quantum Hall systems, justified for
weak Coulomb interactions, when the energy separation
between the LLs of interest and other LLs is much larger
than the interaction energy scale set by the Coulomb en-
ergy
e2∗
lBz
=
e2
κ lBz
. (2.1)
Here, e∗ is the electron charge screened by the dielectric
environment with the constant κ, and
lBz =
√
c
eBz
is the magnetic length, in which e is the electron charge,
c is the speed of light, and Bz is the component of
the magnetic field perpendicular to the sample plane,
B2 = B2z + B
2
⊥. We assume arbitrary orientation of the
magnetic field relative to the quasi 2D sample, although
this point will not be important.
We will work in the Landau gauge, in which the single-
particle states are characterized by the one-dimensional
momentum p along the edge y direction. The single-
particle states of the LLs of interest are
|ap〉 and |bp〉. (2.2)
We assume no discrete degeneracies (such as valleys) of
these LLs.
We consider a half-infinite two-dimensional sample oc-
cupying the region x < 0, see Fig. 2. The states with
p . 0 are then the bulk states, for which the coordinate-
momentum correspondence holds, and the states with
p & 0 correspond to the edge states, localized over l near
the edge. The electron annihilation operators will be de-
noted as cap and cbp; in the formulas below, we join them
into a two-component spinor
cˆp =
(
cap
cbp
)
(2.3)
for compactness.
B. U(1)-symmetric projected Hamiltonian
We first consider the following many-body “projected”
Hamiltonian, operating within the states (2.2) of the in-
tersecting LLs:
5Hˆ = Hˆ1◦ + Hˆ
edge
1◦ + Hˆ2 + Hˆ2◦, (2.4)
Hˆ1◦ = −hz
∑
p
cˆ†pτz cˆp, (2.5)
Hˆedge1◦ =
∑
p
(p)cˆ†pτz cˆp, (2.6)
Hˆ2 =
1
2
∑
p1+p2=p′1+p
′
2
V (00|p1p
′
1
p2p′2
) : [cˆ†p1 cˆp′1 ][cˆ
†
p2 cˆp′2 ] :, (2.7)
Hˆ2◦ =
1
2
∑
p1+p2=p′1+p
′
2
∑
α=x,y,z
V (αα|p1p
′
1
p2p′2
) : [cˆ†p1ταcˆp′1 ][cˆ
†
p2ταcˆp′2 ] :, V (
x
x|p1p
′
1
p2p′2
) = V (yy|p1p
′
1
p2p′2
). (2.8)
The labels 1 and 2 designate single-particle and two-
particle interaction terms, respectively; the labels ◦ and
 are explained below.
The term (2.5) describes the energy spacing between
the two LLs of interest, equal to 2hz. The energy hz(B)
is a function of the magnetic field B (Figs. 1 and 2):
it decreases monotonically with increasing the magnetic
field, starting from positive values and changing to neg-
ative values at the crossing point B = B∗. Close to the
crossing point, one may expand it to the linear order as
hz(B) ≈ −|∂Bhz(B∗)|(B −B∗). (2.9)
Next, the term (2.6) describes the effect of the edge.
The dispersion function (p) > 0 is shown schematically
in Fig. 2; it has a plateau (p) ≈ 0 in the bulk (p . 0)
and grows monotonically at the edge p & 0. Note that
although the two branches at the edge do not have to be
exactly particle-hole symmetric and an additional energy
term 0(p)τ0 could be added, it produces only a trivial
n-independent term in the σ-model derived below; so, we
neglect it.
Crucially, due to the assumed topological protection by
the physical symmetry, the single-particle terms Hˆ1◦ +
Hˆedge1◦ do not couple the |ap〉 and |bp〉 states. The single-
particle spectrum ±[−hz + (p)] of Hˆ1◦+ Hˆedge1◦ describes
two LL with counter-propagating edge states at 0 < hz
(TnT phase) and a fully gapped spectrum, both in the
bulk and at the edge, at hz < 0 (TT phase).
Due to this decoupling of the |ap〉 and |bp〉 states, the
single-particle Hamiltonian Hˆ1◦ + Hˆ
edge
1◦ [Eqs. (2.5) and
(2.6)] possesses U(1) symmetry with respect to continu-
ous rotations about the isospin z axis, as described by
the matrix
Dˆ(φ) =
(
e−i
φ
2 0
0 ei
φ
2
)
(2.10)
acting on the spinor (1.2) in the ab space as
Dˆ(φ)χ(θ, ϕ) = χ(θ, ϕ+ φ). (2.11)
Here, θ and ϕ are the angles of the spherical parametriza-
tion of the isospin [Eqs. (1.2) and (1.3)]
As we shall find below, this effective continuous U(1)
symmetry is central to the properties of the edge charge
excitations of the interacting system and the associ-
ated topological properties. For this reason, we con-
sider the form of two-particle interactions, presented in
Eqs. (2.7) and (2.8), that preserves this U(1) symme-
try. We also split these interactions into two parts, the
SU(2)-symmetric part Hˆ2 [Eq. (2.7)] and the SU(2)-
asymmetric U(1)-symmetric part Hˆ2◦ [Eq. (2.8)] (The
terms with the structure 1ˆ⊗ τz are also U(1)-symmetric,
but in the σ-model below they lead to an inconsequential
shift of the position of single-particle transition point;
therefore, we discard them in order not to overburden
the expressions.). The exact form of the matrix elements
V (αα|p1p
′
1
p2p′2
), α = 0, x, y, z, will not matter for our con-
siderations, only the presented structure of the terms
in the isospin space will. The only condition we as-
sume is that the U(1)-asymmetric terms are much smaller
than the SU(2)-symmetric ones, in order to make the
low-energy field theory a controlled expansion. The
SU(2)-symmetric interactions have the typical scale of
the Coulomb energy,∑
p2
V (00|p1p2p2p1) ∼
e2∗
lBz
. (2.12)
The Hamiltonian Hˆ [Eq. (2.4)] thus possesses U(1)
symmetry. We now consider possible U(1)-asymmetric
terms.
C. U(1)-asymmetric terms
The mechanisms of (non-spontaneous) U(1) symmetry
breaking could be grouped into two categories according
to an important symmetry distinction between them.
1) One category is when already the physical symmetry
responsible for the topological protection of a noninter-
acting system is violated. Consequently, the U(1) sym-
metry is then broken already at the single-particle level.
The corresponding terms have the form of the isospin
6“Zeeman” field acting in the xy plane:
Hˆ1∅ = −h⊥
∑
p
cˆ†p(τx cosϕ1∅ + τy sinϕ1∅)cˆp. (2.13)
Such terms result in the coupling between the a and b
LLs. The “orientation” of this field in the xy plane,
set by the angle ϕ1∅, depends on the choice of the rela-
tive phase factor between the |ap〉 and |bp〉 states and is
largely arbitrary.
2) Another category is when the physical symmetry is
preserved. Then no single-particle terms breaking U(1)
symmetry are allowed. However, interactions that pre-
serve the physical symmetry but break U(1) symmetry
could be present:
Hˆ2∅ =
1
2
∑
p1+p2
=p′1+p
′
2
∑
α1α2
∅
V (α1α2 |
p1p
′
1
p2p′2
) : [cˆ†p1τα1 cˆp′1 ][cˆ
†
p2τα2 cˆp′2 ] :
(2.14)
where the sum
∑∅
α1α2
contains only U(1)-asymmetric
terms. The structure of such interactions depends on
specific physical symmetry, which does provide some con-
straints on the matrix elements V (α1α2 |
p1p
′
1
p2p′2
), but for most
physical symmetries such U(1)-asymmetric interactions
would be allowed. For the σ-model approach we employ,
however, the detailed knowledge of their structure is not
necessary, only the corresponding anisotropy function is
required. The latter can be derived using symmetry con-
siderations, as we illustrate in Sec. III C.
III. LOW-ENERGY NONLINEAR σ-MODEL
A. Quantum Hall “ferromagnet”
Close to the crossing point hz = 0 of the LLs, the
SU(2)-symmetric part Hˆ2 [Eq. (2.7)] of the electron in-
teractions is the dominant term in the Hamiltonian Hˆ
[Eq. (2.4)]: its typical scale e2∗/lBz [Eq. (2.12)] exceeds
the energies of all other terms. It is straightforward to
show that, at half-filling of the two LLs |ap〉 and |bp〉, the
Slater determinant state
Ψ(n) =
∏
bulk p
c†np|0〉 (3.1)
is an exact eigenstate of Hˆ2. Here, |0〉 is the “vacuum”
state with both LLs empty and
c†np = χa(n)c
†
ap + χb(n)c
†
bp (3.2)
is the operator creating an electron in the state |n〉
[Eq. (1.1)] with the isospin n [Eq. (1.3)]. The isospin can
be visualized by means of the Bloch sphere, see Fig. 4.
According to Eq. (1.1), the isospin at the “poles” of the
Bloch sphere n = ±nz (θ = 0, pi), corresponds to pure
|nz〉 = |a〉 or | − nz〉 = |b〉 states. Any other state with
−1 < nz < 1 (0 < θ < pi) is a coherent mixture of |a〉
and |b〉 states.
For a wide class of repulsive interactions, one can ex-
pect this eigenstate to be an exact ground state by the
Hund’s rule argument. This is the main assumption of
the QHFMism theory25, also employed in this paper.
Importantly, the many-body wave-function Ψ(n) is an
eigenstate of Hˆ2 for any choice of the isospin n. It
thus describes the state with spontaneously broken SU(2)
symmetry; the unit vector n represents the OP of the
family of degenerate ground states.
B. U(1)-symmetric nonlinear σ-model
The effects of the other, SU(2)-asymmetric, terms in
the Hamiltonian on the ground state and excitations of
the QHFM can be taken into account within a low-energy
field theory, the σ-model. As long as the energy scales
of these terms are much smaller than the Coulomb scale
(2.12) of the SU(2)-symmetric interactions, the σ-model
presents a controlled systematic low-energy expansion
about the exact ground state (3.1) of Hˆ2.
For the Hamiltonian given by Eqs. (2.4), (2.13), and
(2.14), the derivation of the σ-model is rather standard
and follows the general recipe25. The new aspect is incor-
porating the effect of the edge with counter-propagating
states into the real-space σ-model, which we perform be-
low at the end of this section.
In the nonlinear σ-model, the homogeneous and static
isospin OP n of the state (3.1) is generalized to config-
urations n(r; t) that vary slowly in time and space. The
constraint
n2(r; t) = 1
is satisfied locally.
The low-energy dynamics and energetics is described
by the Lagrangian functional; for the bulk part (all terms
except Hˆedge1◦ ) of the U(1)-symmetric Hamiltonian (2.4),
it has the form
L[n] = K[n]− E[n] =
∫
d2r
s
L[n], L[n] = K[n]− E[n],(3.3)
K[n] =
∫
d2r
s
K[n], K[n] =
ϕ˙
2
cos θ, (3.4)
E[n] =
∫
d2r
s
E[n], E[n] =
ρ
2
(∇n)2 + E(nz), (3.5)
E(nz) = u
2
n2z − hznz =
u
2
cos2 θ − hz cos θ. (3.6)
The Lagrangian L[n] is given by the difference of the ki-
netic K[n] and energy E[n] terms. The spatial integration∫
d2r . . . is performed over the region x < 0 occupied by
the half-infinite sample. We introduce the normalization
factor
s = 2pil2Bz
7equal to the area threaded by one magnetic flux quantum;
1/s is also the electron density per one LL. This way, the
respective densities L[n], K[n], E[n] are defined per this
area s and have the dimension of energy.
The kinetic term K[n] [Eq. (3.4)] contains the time
derivative and can be presented explicitly in terms of
the spherical angles θ and ϕ parameterizing the isospin
[Eq. (1.3)]. Note that the form of K[n] is not unique,
but is defined up to a full time derivative, which results
in an inconsequential constant contribution to the action∫
dtL[n].
The energy functional E[n] [Eq. (3.5)] consists of the
gradient term ρ2 (∇n)2 and the energy function E(nz)
[Eq. (3.6)]. The gradient term describes the energy cost
of a spatially inhomogeneous configuration; to the lead-
ing order, the stiffness
ρ =
l4Bz
4
∑
p2
V (00|p1p2p2p1)(p1 − p2)2
is expressed in terms of the SU(2)-symmetric Hˆ2 inter-
actions.
The energy function E(nz) describes the effect of the
bulk terms Hˆ1◦+Hˆ2◦ that have the symmetry lower than
SU(2). To derive it, it is sufficient to take the expectation
value
E(nz) = 1N 〈Ψ(n)|Hˆ1◦ + Hˆ2◦|Ψ(n)〉 (3.7)
of the corresponding terms with respect to the state Ψ(n)
[Eq. (3.1)] (N = ∑p 1 = ∫ d2rs 1 is the number of orbital
states, equal to the number of flux quanta threading the
sample.) The term u2n
2
z quadratic in n arises from the
SU(2)-asymmetric two-particle interactions Hˆ2◦ and can
be referred to as the “anisotropy” term; the anisotropy
energy equals
u = uz − u⊥, u⊥ ≡ ux = uy,
uα =
∑
p2
[V (αα|p1p1p2p2)− V (αα|p1p2p2p1)], α = x, y, z.
We will consider the more interesting case of positive
anisotropy energy
u > 0,
which is called “easy-plane” anisotropy, since the energy
u
2n
2
z alone is minimized by the isospin in the plane nz = 0.
The only remaining term in the U(1)-symmetric
Hamiltonian Hˆ [Eq. (2.4)] that needs to be taken into
account is Hˆedge1◦ , which describes the edge. Its effect can
be presented as an effective boundary condition for the
order parameter n(r; t) as follows. We first note that the
edge states (p & 0) are also “half-filled” (one electron per
two states) and thus their occupation can be described by
the same isospin OP: the filling factor remains the same
for both bulk (p . 0) and edge (p & 0) states. At such p
that the energy (p) becomes much greater than the en-
ergies u and hz of the SU(2)-asymmetric terms, electrons
occupy the “hole” branch of the edge spectrum, i.e., the
states |bp〉 with the negative energy −(p), which corre-
sponds to n = −nz. Since the edge states with p & 0
are localized at spatial scales ∼ lBz near the edge x = 0
of the sample and n(r; t), by assumption, varies at much
larger scales, the effect of the edge may be described in
the real space by the boundary condition
n(x = 0, y; t) = −nz, nz = (0, 0, 1). (3.8)
Thus, the effect of the edge amounts to “pinning” the
OP in the state that corresponds to the occupation of
the “hole” branch of the edge spectrum.
Equations (3.3)-(3.6) for the Lagrangian and Eq. (3.8)
for the boundary condition constitute the closed-form
low-energy σ-model in the coordinate space for the con-
sidered QHFM system with an edge, originating from the
Hamiltonian Hˆ [Eq. (2.4)]. Naturally, the model inherits
the U(1) symmetry [Eqs. (2.10) and (2.11)] of the Hamil-
tonian (2.4) and is invariant under the rotations of the
isospin about the z axis:
ϕ(r; t)→ ϕ(r; t) + φ.
The additional terms in the σ-model originating from
the U(1)-asymmetric terms (2.13) and (2.14) in the full
Hamiltonian, Sec. II C, are considered below.
C. U(1)-asymmetric terms
The single-particle term Hˆ1∅ [Eq. (2.13)] that breaks
U(1) symmetry produces the following additional contri-
bution to the energy function (3.6):
E1∅(n) = 1N 〈Ψ(n)|Hˆ1∅|Ψ(n)〉
= −h⊥(nx cosϕ1∅ + ny sinϕ1∅)
= −h⊥ sin θ cos(ϕ− ϕ1∅). (3.9)
The structure of the anisotropy energy function arising
from the U(1)-asymmetric two-particle interactions Hˆ2∅
[Eq. (2.14)] depends on the specific physical symmetry. It
can be derived via group-theoretical considerations with-
out using any information about the interaction matrix
elements in Eq. (2.14). As an example, we will consider
the inversion symmetry.
In this case, the LLs states a and b are characterized
by opposite inversion parities + and −. Therefore, the
isospin components transforming according to Eq. (1.4)
as nx,y ∼ |a〉〈b| and nz ∼ |a〉〈a| − |b〉〈b| have − and +
parities, respectively.
The anisotropy function arising from two-particle in-
teractions is a quadratic function of n. It must be invari-
ant under inversion, i.e., have + parity. All quadratic
functions with + parity are
{n2z, n2x, 2nxny, n2y}.
8The most general form of the anisotropy function is an
arbitrary linear combination of these terms.
It is convenient to choose the basis functions as
{n2x + n2y + n2z, n2z − n2x − n2y, n2x − n2y, 2nxny}.
Then, the combination n2x + n
2
y + n
2
z = 1 preserves
SU(2) symmetry and, due to the constraint (1.3), is n-
independent; the combination n2z − n2x − n2y = 2n2z − 1
preserves U(1) symmetry and depends only on nz. These
two functions produce, up to a constant, the U(1)-
symmetric anisotropy function 12un
2
z in E(nz) [Eq. (3.6)].
An arbitrary linear combination
E2∅(n) = 1
2
[u+(n
2
x − n2y) + u×2nxny]
=
1
2
u2∅ sin
2 θ cos 2(ϕ− ϕ2∅) (3.10)
of the two remaining functions represents the U(1)-
asymmetric contribution to the anisotropy function.
D. Outline of the approach
The remaining part of the paper is devoted to the anal-
ysis of the obtained σ-model, with the focus on the prop-
erties of the edge excitations. The fact that the effect
of the edge has been reduced to the boundary condition
(3.8) in the coordinate space is a technical advantage that
will facilitate the analysis of the problem and enable us to
obtain explicit analytical expressions for many quantities
of interest.
The approach we use to study the edge excitations fol-
lows that developed in a series of papers26–30 for the fer-
romagnetic (F) and canted antiferromagnetic (CAF)32–35
phases in the ν = 0 state in graphene with armchair-type
boundary. Although graphene has a few additional pe-
culiarities (most importantly, the presence of valley de-
grees of freedom, which makes the QHFM physics richer),
there are mathematical and physical similarities to our
model. Another related system is a QH bilayer with an
inverted band structure, studied theoretically in Ref. 36.
The model Hamiltonian considered in Ref. 36 essentially
coincides with the U(1)-symmetric part of our model,
but the focus and methods of analysis of Ref. 36 differ
from ours in several respects. We point out the analogies
between our and these two systems as we move along.
As originally recognized in Ref. 26 for the F phase of
the ν = 0 state in graphene with armchair-type bound-
ary, the physics of the edge in the QHFMs at ν = 0 is
governed by the fact that the order favored at the edge
due to the propagating edge states may be different from
that favored in the bulk. This leads to a spatially inho-
mogeneous OP texture at the edge, which connects the
bulk and edge orders. This ground state texture, which
can be referred to as the domain wall, then determines
the properties of the edge excitations.
Since, as already mentioned above, U(1) symmetry
will turn out to be crucial for the existence of the TnT
phase in this interacting system, in the next Secs. IV-VII
we perform the analysis of the U(1)-symmetric model,
Eqs. (3.3)-(3.6), and (3.8), and consider the effect of
the U(1)-asymmetric terms (3.9) and (3.10) afterwards
in Sec. VII C.
IV. BULK PHASE DIAGRAM
In this section, we obtain the bulk mean-field phase
diagram for the U(1)-symmetric model [Eqs. (3.3)-(3.6),
and (3.8)] completely neglecting the edge [boundary con-
dition (3.8)]. It is obtained by minimizing the energy
function E(nz) [Eq. (3.6)]. The minimum isospin config-
uration will be denoted as n∞ and referred to as the bulk
ground state. The minimal energy will be denoted as
E∞ ≡ E(n∞z = cos θ∞) = min
nz
E(nz). (4.1)
In the case u > 0 of the easy-plane anisotropy we con-
sider, minimization of E(nz) within the interval −1 ≤
nz ≤ 1 gives the following phases
n∞ = nz = (0, 0, 1), u < hz, (4.2)
n∞ = n∗(ϕ0) = (sin θ∗ cosϕ0, sin θ∗ sinϕ0, cos θ∗), − u < hz < u, (4.3)
n∞ = −nz = (0, 0,−1), hz < −u. (4.4)
with the respective energy minima
E∞ = E(nz = +1) = u
2
− hz, u < hz, (4.5)
E∞ = E(n∗z) = −
h2z
2u
, − u < hz < u, (4.6)
E∞ = E(nz = −1) = u
2
+ hz, hz < −u. (4.7)
The phases are shown in Fig. 5. The phases n∞ = ±nz
at u < hz and hz < −u, respectively, are fully polarized
along the direction z of the field hz. According to the
meaning of the isospin, see Eqs. (1.1), (1.2), and (1.3), the
n∞ = ±nz phases correspond to the occupation of either
|+nz〉 = |a〉 or |−nz〉 = |b〉 LLs, respectively. The Slater-
9FIG. 5: (Color online) Bulk phase diagram for the U(1)-
symmetric σ-model obtained by minimizing the energy func-
tion E(nz) [Eq. (3.6)]. The plot shows the dependence n∞z (h¯z)
of the optimal isospin projection on the normalized field
h¯z = hz/u; the color code depicts the weight of the a (red)
and b (blue) LL states. The Bloch spheres depict the corre-
sponding isospin orders (4.2), (4.3), and (4.4).
determinant ground state Ψ(n) [Eq. (3.1)] in the n∞ =
±nz phases is thus the same as in the noninteracting
system.
In the “intermediate” phase n∞ = n∗(ϕ0) at −u <
hz < u, the isospin has the optimal projection
n∗z = cos θ
∗ = h¯z (4.8)
on the z direction and arbitrary orientation in the xy
plane, parameterized by the angle ϕ0. It is convenient to
introduce the dimensionless field
h¯z =
hz
u
(4.9)
normalized by the anisotropy energy u. Thus, in the
intermediate phase, electrons are in a coherent mixture
|n∗(ϕ0)〉 = e−i
ϕ0
2 cos
θ∗
2
|a〉+ eiϕ02 sin θ
∗
2
|b〉
of the two LL states. The appearance of this interme-
diate phase is the first important distinction from the
noninteracting picture.
The U(1) symmetry is thus preserved in the n∞ = ±nz
phases, but it is spontaneously broken in the intermediate
n∞ = n∗(ϕ0) phase.
The phase transitions at hz = ±u are of the second
order. According to the dependence (2.9) of hz(B) on the
magnetic field, the transition points hz = ±u, correspond
to the values
B∗ ∓ δBu, δBu ≡ u|∂Bhz(B∗)| , (4.10)
of the magnetic field, respectively.
An analogous phase diagram was obtained for a
double-layer system36. Also, the region 0 ≤ hz repro-
duces the part of the phase diagram for the ν = 0 state
in graphene32–34, where the n∞ = nz and n∞ = n∗(ϕ0)
phases correspond to the F and CAF phases, respectively.
For graphene, the isospin n would correspond to the spin
polarization of one of the sublattices of the honeycomb
crystal lattice.
V. SYSTEM WITH AN EDGE, GROUND
STATES
In this section, we obtain the ground state configura-
tions of the OP n(r) taking the effect of the edge into
account. Such configurations, to be denoted n0(r), min-
imize the energy functional (3.5),
E[n0] = min
n
E[n],
under the boundary condition (3.8) constraint. The
ground state configuration n0(r) is a stationary point of
the energy functional. In terms of the spherical angles θ
and ϕ [Eq. (1.3)], the stationary-point equations read
δE[θ, ϕ]
δθ
= ρ[−∇2θ+ 12 sin 2θ(∇ϕ)2] +∂θE(θ) = 0, (5.1)
δE[θ, ϕ]
δϕ
= −ρ∇(sin2 θ∇ϕ) = 0. (5.2)
(Throughout, we will denote the energy dependence
E(θ) = E(nz = cos θ) on θ by the same function, since it
should not lead to confusion.)
Since in the presence of the edge the translational sym-
metry along y direction is still preserved, the ground
state configuration is y-independent, n0(x, y) ≡ n0(x):
changes of the isospin with y would only result in the
rise of the gradient energy.
Away from the edge in the bulk, i.e., asymptotically at
x→ −∞, the ground state configurations must approach
the constant value
n0(x→ −∞) = n∞ (5.3)
of the bulk ground state order n∞, which, depending on
hz, is one of the orders (4.2), (4.3), or (4.4) that minimize
E(nz), as obtained in the previous section. Therefore,
whenever n∞ differs from the boundary order [Eq. (3.8)]
n0(x = 0) = −nz, (5.4)
n0(x) is a spatially inhomogeneous domain-wall configu-
ration along x that “connects” these orders.
Further, due to the U(1) symmetry of the energy
function E(nz) and boundary condition (3.8), it is clear
that the angle ϕ(x) ≡ ϕ0 in the spherical parametriza-
tion (1.3) of n0(x) is constant and arbitrary: similarly,
changes in ϕ would only result in the rise of the gradient
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energy. Note that Eq. (5.2) is satisfied automatically by
a constant ϕ.
Therefore, the ground state configuration has the fol-
lowing form
n0(x|ϕ0) = (sin θ0(x) cosϕ0, sin θ0(x) sinϕ0, cos θ0(x)).
(5.5)
For the angle θ(x) dependent only on x and the constant
ϕ0, the energy functional (3.5) per unit length in the y
direction reduces to
E1D[θ(x);u, hz] =
∫ 0
−∞
dx
s
Ex[θ], Ex[θ] =
ρ
2
(∇xθ)2+E(θ).
(5.6)
The ground state configuration θ0(x) minimizes this func-
tional and thus satisfies its stationary point equation
−ρ∇2xθ + ∂θE(θ) = 0 (5.7)
(which is evidently equivalent to Eq. (5.1) under these
assumptions).
Equation (5.7) needs to be supplemented by the
boundary conditions
θ(x = −∞) = θ∞ and θ(x = 0) = pi (5.8)
following from Eqs. (5.3) and (5.4), where θ∞ is the angle
of the bulk order n∞.
The solution of this boundary problem can be facili-
tated by noticing the analogy of Eq. (5.7) with the New-
ton equation for a point particle in one dimension, where
θ and x play the roles of coordinate and time, respec-
tively. The equation has an integral of motion
ρ
2
(∇xθ)2 − E(θ) = −E∞, (5.9)
equivalent to the total energy of the effective particle.
It can be obtained by multiplying Eq. (5.7) by ∇xθ and
integrating once over x. The gradient term ρ2 (∇xθ)2 in
Eq. (5.9) plays the role of the kinetic energy, while −E(θ)
plays the role of the potential energy. The value of this
integral of motion is set by its value −E∞ in the bulk
[Eqs. (4.5), (4.6), and (4.7)], where ∇xθ → 0.
Equation (5.9) can be further integrated, which pro-
duces an implicit dependence of θ0(x) on x given by
−x =
∫ pi
θ0
dθ√
2
ρ [E(θ)− E∞]
. (5.10)
The functional form (3.6) of E(nz) allows for explicit
integration of Eq. (5.10) in terms of elementary functions
and subsequent inversion. The explicit forms of the so-
lutions are
θ0(x) = arccos
[
1− 2(h¯z − 1)
h¯z cosh
2(
√
h¯z − 1x¯)− 1
]
, u < hz, (5.11)
θ0(x) = 2 arctan

√
1− h¯z
1 + h¯z
1
tanh
(
−
√
1−h¯2z
2 x¯)
)
 , − u < hz < u, (5.12)
θ0(x) = pi, hz < −u. (5.13)
Here, h¯z is the dimensionless field defined in Eq. (4.9)
and
x¯ =
x
lu
(5.14)
is the dimensionless coordinate normalized by the length
scale
lu =
√
ρ
u
(5.15)
set by the anisotropy energy u. The solutions, therefore,
have the scaling form θ0(x) = θ0(x;u, hz) = θ0
(
x¯; h¯z
)
.
These solutions θ0(x) minimize the functional E
1D[θ]
[Eq. (5.6)] and the respective isospin configurations
n0(x|ϕ0) [Eq. (5.5)] minimize the functional E[n]
[Eq. (3.5)] in the presence of the edge, described by the
boundary condition (5.4).
The functions are plotted in Fig. 6. In the n∞ = nz
and n∞ = n∗(ϕ0) phases, θ0(x) grows monotonically
from the bulk value θ∞ at x = −∞ to pi at the edge
x = 0. Since θ∞ corresponds to the minimum of E(θ)
the effective particle starts at “time” x = −∞ at the
maximum −E∞ of its potential energy −E(θ), i.e., in an
unstable equilibrium position, and “falls down” the po-
tential energy curve. In the n∞ = −nz phase, the bulk
and edge orders are the same and θ0(x) ≡ pi is a constant.
The solutions θ0(x) approach the asymptotic bulk
value θ∞ exponentially over the length scales
lu√
h¯z − 1
=
√
ρ
hz − u, u < hz,
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FIG. 6: (Color online) The angle functions θ0(x) = θ0(x¯, h¯z)
[Eqs. (5.11), (5.12), and (5.13)] for the ground state solution
(5.5) for a system with an edge. Three cases according to the
three phases [Eqs. (4.2), (4.3), and (4.4)] are shown. At x→
−∞, the solutions approach the asymptotic values θ∞(h¯z) for
the bulk ground states. At x = 0, the solutions satisfy the
boundary condition (5.8) imposed by the edge. The functions
are color-coded according to the nz = cos θ0(x) projection,
depicting the weight of the a (red) and b (blue) LL states.
lu√
1− h¯2z
=
√
ρu
u2 − h2z
, − u < hz < u. (5.16)
At both phase transitions hz = ±u, these length scales
become infinite.
Exactly at the hz = u phase transition, the solution
takes the form
θ0(x) = 2 arctan
(
− 1
x¯
)
, hz = u, (5.17)
as follows from both Eqs. (5.11) and (5.12) in the limits
hz → u ± 0. It approaches the bulk value θ∞ = 0 as a
power law θ0(x) ≈ −2/x¯. We emphasize that even ex-
actly at the phase transition hz = u, the domain wall has
the spatial scale lu, although the bulk asymptotic value is
approached according to a power law, and not exponen-
tially. This point will be important for the considerations
below in Sec. VI D.
Close to the hz = −u transition, when hz +u u, the
bulk value θ∞ is close to pi, and the solution simplifies to
θ0(x) = pi −
√
2(1 + h¯z) tanh
(
−
√
1 + h¯z
2
x¯
)
.
Most important for topological properties are, how-
ever, the degeneracies of the isospin solutions n0(x|ϕ0)
[Eq. (5.5)]. According to the possible bulk phases, we
have the following three cases.
1) In the n∞ = nz phase realized at u < hz [Eq. (4.2)],
the ground state solution n0(x|ϕ0) is degenerate accord-
ing to the arbitrary angle ϕ0. Note though that the bulk
order is nondegenerate since at n∞ = nz the angle ϕ0 is
undefined and the U(1) symmetry is not spontaneously
broken in the bulk. So, this degeneracy occurs (at the
mean-field level) at the edge and not in the bulk.
2) In the n∞ = n∗(ϕ0) phase realized at −u < hz < u
[Eq. (4.3)], the ground state configuration n0(x|ϕ0) is de-
generate according to the arbitrary angle ϕ0, equal to the
one of the asymptotic bulk configuration n∗(ϕ0). So, this
degeneracy describes the spontaneous breaking of U(1)
symmetry in the bulk and there is not extra degeneracy
at the edge.
3) In the n∞ = −nz phase realized at hz < −u
[Eq. (4.4)], the bulk and edge orders are exactly the same,
and the ground state solution for the system with an edge
is a constant n0(x) ≡ −nz and thus nondegenerate (ϕ0
is undefined).
The properties can also be illustrated with the help of
the Bloch sphere, see Fig. 8. The ground state domain
wall configurations n0(x|ϕ0) can be visualized as geodesic
paths connecting the bulk n∞ and edge −nz orders and
parameterized by the coordinate x. In the n∞ = nz
phase, the bulk and edge orientations are exactly oppo-
site, and there is an infinite number of geodesics, param-
eterized by the angle ϕ0. In the n
∞ = n∗(ϕ0) phase, for
a given angle ϕ0 in the bulk, the geodesic connecting n
∗
and −nz is unique: it is a path in the vertical plane of
the constant ϕ0. As we show in the next Sec. VI, these
degeneracy properties of the ground state solutions are
key to the properties of the charge edge excitations.
We calculate the ground state energy of the system
with an edge. It is sensible to subtract the asymptotic
bulk contribution and thus define the energy quantities
dE1D[θ(x);u, hz] ≡
∫ 0
−∞
dx
s
dEx[θ(x);u, hz] = E
1D[θ(x);u, hz]− E1D∞(u, hz), (5.18)
dEx[θ(x);u, hz] ≡ Ex[θ(x);u, hz]− E∞(u, hz), (5.19)
E1D∞(u, hz) ≡
∫ 0
−∞
dx
s
E∞(u, hz)
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in terms of Eq. (5.6). The corresponding ground-state energy per unit length in the y direction equals
dE1D0 (u, hz) ≡ min
θ(x)
dE1D[θ(x);u, hz] = dE
1D[θ0(x;u, hz);u, hz] (5.20)
and can be referred to as the domain-wall energy. This quantity is not extensive in the x direction and indeed describes
the energy associated only with the domain-wall isospin texture at the edge.
Exploiting the integral of motion (5.9), the domain-wall energy can be presented as
dE1D0 (u;hz) = 2
∫ 0
−∞
dx
s
[E(θ0(x))− E∞]
and calculated explicitly using the expressions (5.11) and (5.12) for the ground state solutions. For the n∞ = nz
phase [the same can be done for the n∞ = n∗0(ϕ) phase], we obtain
dE1D0 (u, hz) = 2
lu
s
uF (h¯z), (5.21)
where
F (h¯z) = −F2(h¯z) + h¯zF1(h¯z) = h¯z arcsin 1√
h¯z
+
√
h¯z − 1, u < hz, (5.22)
F2(h¯z) =
1
2
∫ 0
−∞
dx¯ sin2 θ0(x¯) = h¯z arcsin
1√
h¯z
−
√
h¯z − 1, (5.23)
F1(h¯z) =
∫ 0
−∞
dx¯ [1− cos θ0(x¯)] = 2 arcsin 1√
h¯z
(5.24)
1 2 3
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FIG. 7: (Color online) The function F (h¯z) [Eq. (5.22)], which
determines the dependence of the ground-state domain-wall
energy dE1D0 (u, hz) [Eq. (5.21)] on the normalized field h¯z =
hz/u in the n
∞ = nz phase at u < hz.
are dimensionless functions of the normalized field h¯z,
the latter two arising from the anisotropy u2 (n
2
z − 1) and
”Zeeman” −hz(nz − 1) contributions to E(θ0(x)) − E∞,
respectively. The function F (h¯z) is plotted in Fig. 14.
Importantly, as we will see below in Secs. VI B and
VII, the dependence (5.21) of the domain-wall energy on
parameters u and hz defines not only the ground state
but also the properties of the low-energy edge excitations
of the n∞ = nz phase.
FIG. 8: (Color online) The ground state geodesic paths
n0(x|ϕ0) [Eq. (5.5)] on the isospin Bloch sphere for the
n∞ = nz (left) and n∞ = n∗0(ϕ0) (right) phases, realized
at u < hz and −hz < u < hz, respectively.
VI. SYSTEM WITH AN EDGE, CHARGE
EXCITATIONS
A. General considerations
Having established the properties of the ground states
of the system with an edge, we now turn to the analysis
of its charge excitations.
As is well-known25, QHFM systems support charge ex-
citations, which are described by the configurations of the
OP with nonzero topological charge, equal to the electric
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charge. For the system in question, with the OP being
the isospin- 12 , the charge density of a configuration n(r)
is given by
κ[n](r) =
1
4pi
(n · [∇xn×∇yn])
=
1
4pi
sin θ(∇xθ∇yϕ−∇yθ∇xϕ). (6.1)
The total net charge of the configuration is then given by
the integral
q[n] =
∫
d2rκ[n](r). (6.2)
This topological charge is the invariant of the mapping
realized by n(r) from the coordinate space of r to the 2D
Bloch sphere; it can be visualized as the number of times
the sphere is wound as the space of r is explored. In
this article, we will be interested in the excitations with
integer charge q, whose boundary values are the same as
in the ground state. In principle, excitations with non-
integer charge q are also possible if the ground state has
broken continuous symmetry, which is indeed the case
for the intermediate phase n∞ = n∗(ϕ0), but they are
outside of the scope of this paper.
The difference
δE[n] ≡ E[n]− E[n0] (6.3)
between the energy of a configuration n(r) and of the
ground state configuration n0(x) will be called the exci-
tation energy of n(r). The configuration nq(r) of charge
q will be further designated with a superscript. Denote
nq0(r) the charge-q configuration that minimizes the en-
ergy (3.5) among all charge-q configurations nq(r),
E[nq0] = minnq E[n
q]. (6.4)
Clearly, the ground state configuration n0(x|ϕ0) has zero
charge (the charge density κ[n0] ≡ 0) and hence n0 =
nq=00 .
The excitation energy (6.3)
∆q ≡ min
nq
δE[nq] = δE[nq0] = E[n
q
0]− E[n0] (6.5)
of the minimal-energy configuration nq0(r) will be called
the gap of charge-q excitations. The minimum
∆ = min
q 6=0
∆q
among all q 6= 0 defines the gap of excitations of any
charge. Typically, ∆q is a growing function of q, and
therefore the unit-charge q = ±1 excitations, for which
the Bloch sphere is covered once, determine the gap, ∆ =
∆q=±1.
The minimal-energy charge-q configurations nq0(r) sat-
isfy the same stationary-point Eqs. (5.1) and (5.2) as the
ground state n0(x|ϕ0), since they describe any local min-
imum in the configuration space. In order not to con-
tain “extensive” contributions to the excitation energy
(6.5), proportional to the size of the system, the configu-
rations nq0(r) must asymptotically approach the ground
state configuration n0(x|ϕ0):
nq0(x, y → ±∞)→ n0(x|ϕ0),
nq0(x→ −∞, y)→ n∞.
The finite-size region, where most of the winding of the
Bloch sphere occurs, nq0(r) differs from n0(x|ϕ0), and the
charge density κ[nq0](r) is located, can be referred to as
the core of the charge excitation.
For the considered system with an edge, one should
distinguish between bulk and edge charge excitations. In
the bulk excitations, known as skyrmions, the core is
located deep in the bulk, away from the domain wall
at the edge, such that its effect can be neglected. In
the edge excitations, the core is located in the domain
wall. At the qualitative level, it is clear that the energy
of the edge charge excitation will generally be smaller
than that of the bulk skyrmion: since in the ground
state n0(x|ϕ0) some changes in the isospin orientation are
already present, less additional changes are required in
nq0(r) to wind the whole Bloch sphere; hence, the smaller
the energy cost. The general properties of bulk skyrmions
are well-understood25; below, we concentrate on the edge
excitations.
B. Gapless edge excitations of the n∞ = nz phase
We first look at the n∞ = nz phase with preserved
U(1) symmetry in the bulk.
According to the previous section, in the n∞ = nz
phase, the bulk isospin orientation is exactly opposite to
the edge isospin orientation and there is an infinite num-
ber of geodesics n0(x|ϕ0), parameterized by the angle ϕ0,
connecting these two orientations, see Fig. 8. This degen-
eracy allows one to construct a charge excitation by wind-
ing the angle ϕ0 in the y direction along the edge
26,30.
In fact, the Ansatz (θ(x), ϕ(y)) for n(r) [Eq. (1.3)] de-
couples the stationary point equations (5.1) and (5.2).
Equation (5.2) reduces to
−∇2yϕ(y) = 0. (6.6)
Introducing the sample boundaries along the y direction
at y = ±Ly2 and imposing the periodic boundary condi-
tion
n(x, y = +
Ly
2
) = n(x, y = −Ly
2
),
for the solution to Eq. (6.6), we obtain
ϕq0(y) = ϕ0 + 2piq
y
Ly
, ∇yϕq0 =
2piq
Ly
, u < hz, (6.7)
where q is integer. The integer q is indeed the topological
charge of the configuration, as can be confirmed from
either the geometric considerations or explicit calculation
according to Eqs. (6.1) and (6.2).
The energy functional then becomes
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E[θ(x), ϕq0(y)] = Ly
∫ 0
−∞
dx
s
{ρ
2
[(∇xθ)2 + sin2 θ(∇yϕq0)2] + E(θ(x))
}
= Ly
{
dE1D[θ(x);u− ρ(∇yϕq0)2, hz] + E1D∞
}
.
(6.8)
We notice that the gradient term ρ2 sin
2 θ(∇yϕq0)2 has
the form of the anisotropy energy u2 (n
2
z − 1) and the
functional (6.8) thus has the same form as the one (5.6)
for the ground state with the redefined anisotropy en-
ergy u− ρ(∇yϕq0)2 and can be expressed in terms of the
quantities in Eq. (5.18). Therefore, the functional (6.8)
is minimized by the modified ground state configuration
[Eq. (5.11)]
θq0(x) = θ0(x;u− ρ(∇yϕq0)2, hz), u < hz, (6.9)
and the gap (6.5)
∆q = Ly
[
dE1D0 (u− ρ (2piq/Ly)2 , hz)− dE1D0 (u, hz)
]
, u < hz, (6.10)
of charge-q edge excitations of the n∞ = nz phase is expressed exactly in terms of the domain-wall energy (5.21).
The isospin configuration of the charge-q excitation in the n∞ = nz phase has the form
nq0(x, y) = (sin θ
q
0(x) cosϕ
q
0(y), sin θ
q
0(x) sinϕ
q
0(y), cos θ
q
0(x)), u < hz, (6.11)
and is shown in Fig. 9.
The gap (6.10) is finite only due to the finite size Ly
of the sample in the y direction and vanishes in the limit
Ly → ∞. Therefore, the phase n∞ = nz supports gap-
less edge charge excitations, similar to the findings of
Refs. 26,30. The leading term in the large-size limit
Ly →∞ can be obtained as an expansion
∆q ≈ −Ly∂udE1D0 (u, hz)ρ
(
2piq
Ly
)2
= (2piq)2
lu
Ly
F2(h¯z)ε ∼ q2 lu
Ly
ε, u < hz.(6.12)
Here,
ε ≡ ρ
s
∼ e
2
∗
l
(6.13)
is the energy associated with the gradient term; it is due
to SU(2)-symmetric interactions and is thus set by the
Coulomb energy. Equation (6.12) can also be obtained
in a simpler way, approximating θq0(x) ≈ θ0(x;u, hz)
[Eq. (6.9)] by the ground state configuration (5.11), i.e.
taking nq0(r) ≈ n0(x|ϕq0(y)), in which case the gap con-
tains only the gradient term
∆q ≈
∫
d2r
s
ρ
2
sin2 θ0(x)(∇ϕq0(y))2, (6.14)
which does agree with Eq. (6.12).
C. Gapped edge excitations of the n∞ = −nz and
n∞ = n∗(ϕ0) phases
The above construction of the gapless charge excita-
tions in the n∞ = nz phase is possible due to two con-
ditions realized in the ground state n0(x|ϕ0): (i) pre-
served U(1) symmetry in the bulk and (ii) continuous
degeneracy of the ground state solution at the edge. In
the other two phases, one of these conditions is violated.
In the intermediate phase n∞ = n∗(ϕ0) [Eq. (4.3)], the
U(1) symmetry is spontaneously broken in the bulk and,
for a given bulk order, characterized by the angle ϕ0,
the ground state solution n0(x|ϕ0) is unique. In the
n∞ = −nz phase [Eq. (4.4)], the U(1) symmetry is pre-
served in the bulk, but the bulk and edge orientations
are exactly the same and the ground state solution is
just a constant n0(x) ≡ −nz. These crucial differences
in the ground state edge configurations of the phases are
visualized in Fig. 8. As a result, in both phases, the
ground state solution is unique for a given bulk order and
analogous construction of the gapless charge excitations
is not possible. The edge charge excitations are there-
fore gapped. In the intermediate n∞ = n0(ϕ0) phase,
the typical edge charge configuration n10(r) has the form
shown in Fig. 10, as we also demonstrate numerically, see
Sec. VI E.
In fact, in the phase n∞ = −nz, the lowest energy
integer-charge excitations are the bulk skyrmions, with
the core infinitely far (relative to its size) away from
the edge. This can be understood from the following
argument. The bulk skyrmions are the minimal-energy
15
0246810
6
4
2
0
2
4
6
x
x
lu
y
y
lu
FIG. 9: (Color online) The unit-charge isospin configuration
n10(r) [Eqs. (6.7), (6.9), and (6.11)] in the TnT n
∞ = nz
phase with preserved U(1) symmetry at u < hz. The arrows
depict the 2D components (nx(r), ny(r)), while the red-blue
color code represents the value of the nz(r) component, in
accord with Figs. 5 and 6. The paths on the Bloch sphere
for varying −∞ < x ≤ 0 and several constant values of y are
shown in Fig. 8(left).
configurations in an infinite sample among all charged
configurations with the constraint n(r → ∞) = −nz.
For the half-infinite sample, when the boundary condi-
tion n(x = 0, y) = −nz [Eq. (3.8)] is imposed, one can
continue the half-plane configurations to the whole plane
with the constraint n(x > 0, y) = −nz in the other half-
plane. This would constrain the possible set of configura-
tions, which can only result in an increase of the excita-
tion energy compared to that of the bulk skyrmions, for
which such a constraint is absent. In other words, placing
the core closer to the edge in this case can only result in
an energetically less favorable configuration. Therefore,
the n∞ = −nz phase has the largest energy of charge
excitations among all three phases, given by that of the
bulk skyrmion,
∆q = ∆qsk, hz < −u. (6.15)
When the term (higher order in gradients) describing the
Coulomb self-interaction of the charge density κ[n](r)
[Eq. (6.1)] is neglected, as done in the σ-model we study,
the skyrmion energy is given by
∆qsk = 4piε|q| (6.16)
and its size is formally zero37 due to the presence of the
energy E(nz) of the SU(2)-asymmetric terms.
The general qualitative behavior of the edge charge
excitation gap ∆q(hz) (6.5) in the intermediate n
∞ =
n∗(ϕ0) phase can be understood from the continuity ar-
gument. Since the transitions at hz = ±u are continu-
ous second-order transitions and the intermediate phase
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FIG. 10: (Color online) The isospin unit-charge configura-
tion n10(r) in the TT n
∞ = n∗(ϕ0) phase with spontaneously
broken U(1) symmetry at −u < hz < u, obtained numeri-
cally for h¯z = 0.5 (top) and h¯z = 0.75 (bottom). (top) The
arrows depict the 2D components (nx(r), ny(r)), while the
red-blue color code represents the value of the nz(r) compo-
nent. (bottom) The paths on the Bloch sphere n10(x, y) for
varying −∞ < x ≤ 0 and several constant values of y.
continuously interpolates between the n∞ = nz and
n∞ = −nz phases, ∆q(hz) monotonically and continu-
ously grows upon decreasing hz in the range −u < hz <
u, starting from zero value at hz = u and reaching its
maximal value of ∆qsk at hz = −u. Since the bulk phase
is controlled solely by the normalized dimensionless field
h¯z [Eq. (4.9)], the gap has the following scaling form
∆q(hz) = ε∆¯q(h¯z),
where ∆¯q(h¯z) is a dimensionless function of h¯z.
An analogous continuous growth of the edge excitation
gap was earlier predicted for the CAF phase of the ν = 0
state in graphene, originally employing a similar continu-
ity argument34 and within a simplified picture of single-
particle edge excitations35. The transport behavior well
consistent with this scenario was shortly after observed in
both bilayer38 and monolayer20 graphene. More recently,
an analytical estimate for the edge excitation gap of the
CAF phase was obtained27 within a low-energy theory
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approach analogous to the one employed here; the esti-
mate we make below is in accord with that result.
D. Intermediate phase close to the phase transition
hz = u
In the intermediate phase n∞ = n∗(ϕ0) close to the
phase transition hz = u, i.e., when the deviation
δh¯z =
δhz
u
= h¯z − 1, δhz = hz − u (6.17)
is negative and small, |δh¯z|  1, the gap ∆¯q(h¯z)  1 is
also small and can be estimated analytically.
First, by analogy with the construction for the n∞ =
nz phase, consider the configuration n0(x|ϕq(y)) ob-
tained from the ground state configuration [Eqs. (5.5)
and (5.12)] for the intermediate phase by slowly (i.e.,
at scales much larger than the domain-wall width lu)
winding the angle ϕq(y) q times as the y direction is
spanned. The shape of ϕq(y) is to be optimized. The ex-
citation energy δE[n0(x|ϕq(y))] [Eq. (6.3)] of such a con-
figuration would also contain only the gradient contribu-
tion, analogous to Eq. (6.10). However, since, unlike the
n∞ = nz phase, the bulk asymptotic angle θ∞ = θ∗ 6= 0
[Eq. (4.8)] is nonzero in the intermediate phase, the inte-
gral
∫ 0
−∞ dx . . . would not be constrained to the domain-
wall region of size lu, but would also contain an extensive
contribution proportional to the size of the sample in the
x direction. Besides, due to the winding of ϕq(y), the
asymptotic value n0(x = −∞|ϕq(y)) = n∗(ϕq(y)) would
differ from that nq(x = −∞, y) = n∗(ϕ0) of the bulk
ground state. Qualitatively, the charge-q configuration
nq(r) must have the form shown in Fig. 10 for q = 1.
Nonetheless, for a given ϕq(y), the energy is still
minimized well by the configuration n0(x|ϕq(y)) in the
domain-wall region. It is in the bulk region, where the
configuration needs to be modified.
The proximity to the phase transition allows one to ef-
ficiently separate the domain-wall and bulk contributions
as follows. The asymptotic bulk order n∞ = n∗(ϕ0) de-
viates only a little from nz: from Eq. (4.8), the optimal
angle in the bulk ground state is given by
θ∗2 ≈ 2|δh¯z|  1.
When the isospin n(r) is close to nz, such that its angle
θ(r) . θ∗, the energetics is governed by this smaller scale
|δhz|  u and the associated spatial scale
lδhz ≡
√
ρ
|δhz| =
lu√
|δh¯z|
 lu
is much larger than the domain-wall width lu [see also
Eq. (5.16)].
We choose a length scale x0 such that
lδhz  x0  lu.
Since x0  lu, the ground state configuration n0(x =
−x0|ϕ0) at x = −x0 is already close to its bulk asymp-
totic value θ0(x = −x0) ≈ θ∗. We emphasize that
even exactly at the phase transition hz = u, the domain
wall width is lu, only the bulk value is approached as
a power law and not exponentially, see Eq. (5.17). So,
for the sought charge-q configuration nq(r), we consider
the above ground state configuration with the adiabati-
cally changing angle ϕq(y) only in the region up to this
distance from the edge:
nq(r) ≈ n0(x|ϕq(y)), − x0 < x ≤ 0.
Due to the other condition lδhz  x0, the contribution
to the excitation energy from the region −x0 < x < 0 is
not extensive and can be approximated as
δE[nq](−x0,0) =
∫
−x0<x<0
d2r
s
(E[nq]− E[n0])
≈ #εlu
∫ +∞
−∞
dy [∇yϕ(y)]2. (6.18)
Here and below, # indicates undetermined numerical fac-
tors that are beyond the accuracy of the considered ap-
proximation.
In the remaining “bulk” region x < −x0, the configu-
ration nq(r) must connect the boundary values nq(x =
−∞, y) = n∗(ϕ0) and nq(x = −x0, y) = n0(x|ϕq(y)) ≈
n∗(ϕq(y)). Since at both boundaries the isospin is close
to nz, the isospin n
q(r) is close to nz within the whole
region, and therefore, according to the above, varies over
the spatial scales on the order of lδhz or greater.
In fact, the bulk region x < −x0 “traps a vortex” of
charge q (not to be confused with the skyrmion charge):
when going along its rectangular boundary, the phase
ϕq(x, y) winds the circle q times (all at the x = −x0
boundary), while the angle θ ≈ θ∗ remains almost con-
stant. The leading contribution to the energy of such a
vortex configuration comes from the region outside of its
core – the region where the isospin covers the solid angle
θ . θ∗. This contribution is logarithmic; to obtain it, one
may consider the radial form θ(r, φ) = θ∗, ϕ(r, φ) = qφ,
where r = r(cosφ, sinφ), relative to the “center” of the
vortex in the bulk region x < −x0, the point at which
nq0(r) = nz in Fig. 10. This gives
δE[nq](−∞,−x0) =
∫
x<−x0
d2r
s
(E[nq]− E[n0])
≈
∫
2pirdr
s
ρ
2
sin2 θ(∇ϕ)2
≈
∫ l
|q|lδhz
2pirdr
s
ρ
2
θ∗2
q2
r2
=
2piρ
s
|δh¯z|q2ln l|q|lδhz
. (6.19)
The lower limit is determined by the size |q|lδhz of the
vortex core. In our case, the upper limit l  |q|lδhz
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is set by the distance from the vortex core to the edge.
This same scale l has to match the extent of ϕq(y) in
the domain wall in the y direction (the size of the “wind-
ing region”). Estimating ∇yϕq(y) ∼ q/l and adding the
domain-wall (6.18) and bulk (6.19) contributions, for the
excitation energy of the so-constructed configuration one
obtains
δE[nq] = δE[nq](−∞,−x0) + δE[n
q](−x0,0)
≈ εq2
(
2pi|δh¯z|ln l|q|l|δhz|
+ #
lu
l
)
.(6.20)
The dimension l is the only remaining variational param-
eter. Minimization of this energy with respect to L yields
the leading terms of the asymptotics expansion
∆¯q(h¯z → 1− 0) = piq2|δh¯z|ln C
q2|δh¯z|
+ o(|δh¯z|) (6.21)
for the gap of charge edge excitations in the intermediate
phase n∞ = n∗(ϕ0) close to the phase transition hz =
u. The minimum (6.21) of Eq. (6.20) is reached at the
optimal length
l∗ ≡ lu|δh¯z|
=
lδhz√
|δh¯z|
.
The numerical factor C ∼ 1 cannot be determined within
the accuracy of the considered logarithmic approxima-
tion. For unit charge q = ±1, the estimate (6.21) agrees
with that of Ref. 27.
E. Numerical calculations
We also confirm the above-presented behavior by cal-
culating the unit-charge q = 1 edge excitations numer-
ically. The configurations n10(r) that deliver the energy
minimum (6.4) within the q = 1 sector are found by
solving the discretized version of the stationary-point
Eqs. (5.1) and (5.2). We solve them using a variant of the
multi-grid relaxation methods for boundary value prob-
lems39. The calculations are performed for a finite-size
system (x, y) ∈ (−Lx, 0) × (−Ly2 ,+Ly2 ) with dimensions
Lx and Ly. For all sizes Ly indicated in Fig. 11, except
the largest one (Lx, Ly) = (120, 160)
√
2lu, we consid-
ered square samples with Lx = Ly. The gap ∆¯
1(h¯z) is
calculated using a discretized version of Eq. (6.5). The
plots for the gap ∆¯1(h¯z) as a function of the normalized
field h¯z for several different system dimensions Lx,y/lu
are presented in Fig. 11.
In the region u < hz of the n
∞ = nz phase, the nu-
merically calculated gap ∆¯1(h¯z) accurately agrees with
the exact analytic dependence (6.10) on h¯z and Ly, thus
confirming that the edge charge excitations are gapless in
the infinite-size limit Ly → ∞. The typical edge charge
configuration n10(r) in the n
∞ = nz phase has the form
shown Fig. 9, in full agreement with the analytical ex-
pressions (6.7), (6.9), and (6.11).
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FIG. 11: (Color online) (top) The dependence of the gap
∆¯1(h¯z) of the edge charge excitations n
1
0(r) on the normal-
ized field h¯z, calculated numerically for various sample sizes.
The black solid lines in the 1 < h¯z region are the exact gap
dependencies (6.10) for a finite-size system. The black hori-
zontal solid line in the −1 < h¯z region is the analytic value
(6.16) of the gap, given by the energy of a free skyrmion. The
black dashed line in the −1 < h¯z < 1 region is the asymptotic
gap dependence (6.21) with the fitted parameter lnC = 4.27.
(bottom) Zoomed-in region around the phase transition point
h¯z = 1.
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FIG. 12: (Color online) The angle functions θ10(x, y = 0) and
ϕ10(x = −0, y) of the unit-charge edge configurations n10(r)
in the intermediate phase n∞ = n∗(ϕ0) at −u < hz < u,
obtained numerically for Lx = Ly = 10
√
2lu sample for vari-
ous values of hz. The size of the configuration decreases with
decreasing hz.
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In the region −u < hz < u of the intermedi-
ate phase n∞ = n∗(ϕ0), the gap becomes indepen-
dent of the sample dimensions Lx,y, as they become
larger than the size of the configuration. Close to the
transition point hz = u in the intermediate phase,
for large enough Lx,y/lu, the numerical data points fit
to the analytical estimate (6.21): for the largest-size
sample (Lx, Ly) = (120, 160)
√
2lu (with the smallest
size effects), fitting to the data points (h¯z, ∆¯
1(h¯z)) =
(0.955, 1.058), (0.920, 1.715), (0.875, 2.484), we obtain
lnC = 4.27.
The available numerical data for ∆¯1(h¯z) in the inter-
mediate phase range −u < hz < u visually extrapolate
well to the value ∆¯1(h¯z = −1) = 4pi [Eqs. (6.15) and
(6.16)] of the bulk skyrmion at the phase transition point
hz = −u.
The typical edge charge configuration n10(r) in the
n∞ = n∗(ϕ0) phase is shown in Fig. 10. In Fig. 12,
the angle functions θ10(x, 0) and ϕ
1
0(x = −0, y) of n10(r)
are plotted for various h¯z. The regions where these func-
tions vary determine the size of the charge excitation.
As hz decreases in the range −u < hz < u, this size
monotonically decreases, becoming smaller than lu.
These behaviors of the gap and size of the excitation
with decreasing hz in the −u < hz < u region are in ac-
cord with the general arguments of Sec. VI C that in the
n∞ = −nz phase at hz < −u, the charge excitations are
skyrmions with zero size [for the considered model with
neglected Coulomb self-interaction of the charge density
(6.1)].
F. Summary
To summarize, in this section, we studied the edge
charge excitations. We found that the properties of
the charge excitations of the phases n∞ = ±nz with
preserved U(1) symmetry remain qualitatively the same
in the presence of strong interactions: the TnT phase
n∞ = nz has gapless edge excitations and the TT phase
n∞ = −nz has gapped edge excitations. However, col-
lective charge excitations of the interacting system are
microscopically quite different from the single-electron
excitations of the noninteracting system.
In the intermediate phase n∞ = n∗(ϕ0) with sponta-
neously broken U(1) symmetry the edge charge excita-
tions are gapped. This suggests that the U(1) symme-
try is responsible for the topological protection in this
strongly interacting system. This important point will
be further substantiated in the next Sec. VII, where we
study the low-energy edge dynamics of the TnT phase
n∞ = nz, including the effects of (non-spontaneous) U(1)
symmetry breaking, Secs. II C and III C.
We point out here that, since rigorous mathematical
definitions of topological phases in interacting systems
are currently an actively researched subject, in this arti-
cle, we adopt an intuitive nomenclature, whereby we refer
to the phases with gapless and gapped edge excitations
as TnT and TT phases, respectively.
We also point out that while the properties of the edge
excitations of the three phases are different, their bulk
charge excitations are qualitatively the same: the bulk
charge gap is finite in all three phases and never closes
during the transformation from the TnT n∞ = nz to the
TT n∞ = −nz phase with increasing hz. This is another
qualitative distinction from the single-particle noninter-
acting picture, where the topological phase transition is
associated with the closing of the bulk gap.
VII. HELICAL LUTTINGER LIQUID
A. Derivation
In the previous Sec. VI, it was demonstrated that the
n∞ = nz phase at u < hz is characterized by gapless
charge edge excitations. In this section, we derive the
effective low-energy theory describing the dynamics of
these edge excitations. The criterion for the applicability
of such a low-energy theory is quite clear at the physical
level: the nondegenerate bulk ground state n∞ = nz has
a gapped excitation spectrum and the theory is valid at
energies below this gap hz − u, i.e, as long as the bulk
is not excited. This criterion will be established more
rigorously below.
The gapless edge excitations originate from the degen-
eracy of the (mean-field) ground state solution n0(x;ϕ0)
at the edge, characterized by an arbitrary angle ϕ0. Es-
sentially, now we would like to include the slow variations
of the angle ϕ0 in space and time and perform a gradient
expansion. Since some terms in the original Lagrangian
L[θ, ϕ] [Eqs. (3.3)-(3.6)] couple the ϕ(r; t) and θ(r; t) vari-
ables, θ(r; t) cannot just be considered as static and re-
placed by the ground state configuration θ0(x). However,
the deviations from the ground state configurations due
to slowly varying ϕ(r; t) will be small, and so the La-
grangian L[θ, ϕ] may be expanded in deviations δθ(r; t)
about θ0(x),
θ(r; t) = θ0(x) + δθ(r; t). (7.1)
The deviation must satisfy the boundary condition
δθ(x = 0, y; t) = 0. (7.2)
For now, we assume a general, but slow, dependence
of ϕ(r, t) on r and t; further approximations to follow.
To the leading order in gradients of ϕ(r; t), it is suf-
ficient to expand different terms to the lowest necessary
order in δθ(r; t). This way, for the kinetic term (3.4), we
have
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K[δθ, ϕ] =
ϕ˙
2
[cos θ0 + δθ∂θ cos θ0 +O(δθ2)]→ ϕ˙
2
δθ∂θ cos θ0. (7.3)
The term ϕ˙2 cos θ0 is an inconsequential full time derivative and may be dropped. For the reason to be provided below,
we keep the derivative ∂θ cos θ0 = − sin θ0 as is, without explicitly differentiating it.
In the gradient term
ρ
2
sin2 θ(∇ϕ)2 = ρ
2
[sin2 θ0(x) +O(δθ)](∇ϕ)2 → ρ
2
sin2 θ0(x)(∇ϕ)2 (7.4)
in Eq. (3.5), keeping only the zero-order term is sufficient.
The remaining terms∫
d2r
s
{ρ
2
(∇θ)2 + E(θ)
}
=
∫
d2r
s
{
E[n0] +
1
2
δθUˆ [δθ] +O(δθ3)
}
→
∫
d2r
s
1
2
δθUˆ [δθ] (7.5)
in Eq. (3.5) do not depend on ϕ(r; t) and need to be ex-
panded to quadratic order (the zero-order ground state
energy E[n0] may be dropped and the linear order in
δθ(r; t) vanishes since θ0(x) minimizes exactly this func-
tional). Here,
Uˆ = −ρ∇2y + Uˆx, (7.6)
Uˆx = −ρ∇2x + ∂2θE(θ0(x)), (7.7)
∂2θE(θ) = −u cos 2θ + hz cos θ. (7.8)
Collecting these leading terms [Eqs. (7.3), (7.4), and
(7.5)], we approximate the initial Lagrangian as
L[θ, ϕ]→ L′[δθ, ϕ] =
∫
d2r
s
L′[δθ, ϕ],
−L′[δθ, ϕ] ≡ − ϕ˙
2
δθ∂θcos θ0 +
1
2
δθUˆ [δθ] +
ρ
2
sin2θ0(∇ϕ)2.
(7.9)
The structure of the Lagrangian (7.9) allows for further
approximations.
First, we observe that in both terms containing the
ϕ(r; t) variable, the function sin θ0(x) is present, which
constrains them to the domain-wall region of size lu. We
split the field
ϕ(x, y; t) = Φ(y; t) + δxϕ(x, y; t)
into an x-independent average
Φ(y; t) ≡ 〈ϕ(x, y; t)〉x (7.10)
along x and fluctuations δxϕ(x, y; t), which are, by this
construction, zero on average,
〈δxϕ(x, y; t)〉x = 0.
There is certain freedom in the definition of this av-
erage. Since the parametrization by the spherical an-
gles becomes degenerate at θ = 0, pi, a meaningful aver-
age requires a weight function that takes that into ac-
count. The most reasonable weight function seems to be
sin θ0(x), and so we define the average as
〈f(x)〉x ≡
∫ 0
−∞
dx sin θ0(x)f(x).
Although other similar choices could also be used, to the
leading order, when δxϕ is just neglected, the exact def-
inition of the average is not essential.
Since at low energies ϕ(x, y; t) varies over spatial scales
exceeding the domain wall size lu, the fluctuations of the
field ϕ(x, y; t) in the x direction across the domain wall,
described by δxϕ(x, y; t), will produce a parametrically
smaller contribution than those in the y direction along
the domain wall, described by Φ(y; t). Thus, to the lead-
ing order, δxϕ(x, y; t) may be neglected and the field
ϕ(x, y; t)→ Φ(y; t) (7.11)
may be approximated by a quasi-1D field Φ(y; t). After
this approximation, the gradient term becomes (∇ϕ)2 →
(∇yΦ)2.
Next, we analyze the properties of the operator Uˆx
[Eq. (7.7)]. The operator Uˆx has the form of the Hamil-
tonian for a Schro¨dinger particle in 1D with the potential
energy ∂2θE(θ0(x)) [Eq. (7.8)], plotted in Fig 13, and the
“hard wall” boundary condition (7.2). In the bulk,
∂2θE(θ0(−∞) = 0) = hz − u > 0,
which represents the mass of the “isospin wave” in an
infinite system. The minimum
∂2θE(θ0(0) = pi) = −hz − u < 0
is reached at the edge and is negative. The “poten-
tial energy” ∂2θE(θ0(x)) curve has a “well” in the region
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FIG. 13: The function ∂2θE(θ0(x)) [Eq. (7.8)], which serves
as an effective potential energy in the operator Uˆx [Eq. (7.7)],
which describes the quadratic fluctuations δθ [Eq. (7.1)] about
the ground state configuration θ0(x) [Eq. (5.11)] in the n
∞ =
nz phase at u < hz. The operator Uˆx has only a continuous
spectrum, marked by a shaded region, that starts at the bulk
asymptotic value ∂2θE(θ0(x = −∞)) = hz − u, equal to the
gap of the bulk isospin wave excitations, and there are no
discrete bound states.
of the domain wall; for hz < 4u, it also has a “bar-
rier”. From this analogy with the quantum-mechanical
problem, we conclude that the operator Uˆx has a con-
tinuous eigenvalue spectrum in the energy range (hz −
u,+∞), but it could also have discrete levels in the range
(−hz−u, hz−u), which would correspond to the “states”
bound within the well. However, we have checked nu-
merically that there are no such discrete eigenvalues. In
fact, only the positive range (0, hz − u) requires a check
for bound states, since negative eigenvalues are prohib-
ited because Uˆx is a quadratic form of the expansion
about the minimum-energy configuration and is there-
fore a positive-definite operator.
Thus, Uˆx has only a continuous “massive” eigenvalue
spectrum that starts from hz−u > 0. The eigenfunctions
are extended and can basically be viewed as bulk isospin
waves somewhat modified at the edge.
Due to these properties, the operator −ρ∇2y in Uˆ
[Eq. (7.6)] may be neglected compared to Uˆx,
Uˆ = −ρ∇2y + Uˆx → Uˆx. (7.12)
The approximations (7.11) and (7.12) allow us to fur-
ther simplify the Lagrangian (7.9) as
L′[δθ, ϕ]→ L′′[δθ,Φ] =
∫
d2r
s
L′′[δθ,Φ],
−L′′[δθ,Φ] ≡ − Φ˙
2
δθ∂θcos θ0+
1
2
δθUˆx[δθ]+
ρ
2
sin2θ0(∇yΦ)2.
(7.13)
The Lagrangian (7.13) is a second-order functional
polynomial in δθ(r; t). Consider the configuration
δθ0[Φ](r; t) that delivers the minimum of −L′′[δθ,Φ] with
respect to δθ(r; t) for a given Φ(y; t). It satisfies the
stationary-point equation
− δ
δ(δθ)
∫
dtL′′[δθ,Φ] = − Φ˙
2
∂θcos θ0 + Uˆx[δθ] = 0.
(7.14)
This is a differential-in-x equation, and its solution can
thus be formally written as
δθ0[Φ](r; t) = ∂θ0(x)
Φ˙(y; t)
2
, (7.15)
where
∂θ0(x) = Uˆ
−1
x [∂θcos θ0]. (7.16)
The reason for the notation ∂θ0(x) will become clear
shortly.
In terms of this minimum configuration and the devi-
ation
δθ˜(r; t) = δθ(r; t)− δθ0[Φ](r; t)
from it, the Lagrangian (7.13) can be rewritten identi-
cally as
−L′′[δθ0[Φ] + δθ˜,Φ] = −1
2
(
Φ˙
2
)2
∂θ0(x)∂θcos θ0(x) +
ρ
2
sin2 θ0(x)(∇yΦ)2 + 1
2
δθ˜Uˆx[δθ˜]. (7.17)
This procedure essentially amounts to completing the
square of the quadratic polynomial in the functional
sense. This way, decoupling of the field Φ(y; t) and
the variables (“free modes”) δθ˜(r; t) of the operator Uˆx
has been achieved. Since the latter have a gap hz − u,
their contribution may be neglected below this energy
scale. In the end, this amounts to replacing −L′′[δθ,Φ] in
Eq. (7.13) by its minimum with respect to δθ(r; t). This
21
minimum is given by the first two terms in Eq. (7.17)
and represents the sought effective Lagrangian:
L1D[Φ] ≡ L′′[δθ0[Φ],Φ].
The y-dependent 1D field Φ(y; t) is the only remaining
variable, while the rest is fixed functions of x. This allows
us to separate them and write the final Lagrangian for
the edge excitations of the n∞ = nz phase in the form:
L1D[Φ] =
∫
dy L1D[Φ], L1D[Φ] =
1
2piK
[
1
v
Φ˙2 − v(∇yΦ)2
]
.
(7.18)
We recognize in Eq. (7.18) the Lagrangian of a Luttinger
liquid, with the phase field Φ(y; t) at the edge being the
collective bosonic variable. The parameters v and K are
given by
1
2piKv ≡
lu
su
Ft(h¯z), Ft(h¯z) ≡ u
8
∫ 0
−∞
dx¯ ∂θcos θ0(x)∂θ0(x) =
u
8
∫ 0
−∞
dx¯ ∂θcos θ0Uˆ
−1
x [∂θcos θ0], (7.19)
v
2piK ≡
ρlu
s
Fy(h¯z), Fy(h¯z) =
1
2
∫ 0
−∞
dx¯ sin2θ0(x¯; h¯z). (7.20)
Due to the scaling form θ0(x) = θ0(x¯; h¯z) of the ground
state solution (5.11), the parameters can be expressed
in terms of the dimensionless functions Ft,y(h¯z) of the
normalized field h¯z = hz/u.
We recognize that Fy(h¯z) = F2(h¯z) [Eq. (5.23)], which
is not surprising, since this quantity has already appeared
in an essentially identical calculation of Eq. (6.12) in
Sec. VI B. On the other hand, without additional in-
sights, calculating Ft(h¯z) would require first finding the
solution ∂θ0(x) [Eq. (7.16)] to the differential equation
(7.14) and then calculating the integral in Eq. (7.19).
Below we provide a more elegant and streamlined way
of deriving the low-energy model (7.18), which not only
allows us to obtain the explicit expression for Ft(h¯z), but
also uncovers the origin of the low-energy model in the
degenerate ground state solution. The above derivation
is nonetheless useful for justifying the employed approx-
imations.
We make two crucial observations about the general
structure of the Lagrangian (3.3)-(3.6).
First, we observe that the kinetic term ϕ˙2 cos θ
[Eq. (3.4)] has the same structure as the ”Zeeman” term
−hz cos θ in Eqs. (3.5) and (3.6), in which ϕ˙2 plays the
role of an additional (in general, time- and coordinate-
dependent) ”Zeeman” field.
Second, as already noticed in Sec. VI B, we observe
that the gradient term ρ2 sin
2 θ(∇ϕ)2 has the form of the
anisotropy u2 (n
2
z − 1), in which −ρ(∇ϕ)2 plays the role
of an additional anisotropy energy.
These two observations allow us the rewrite the La-
grangian density (3.3) identically as [Eqs. (5.18) and
(5.19)]
−L[θ, ϕ;u, hz] = E[θ, ϕ;u, hz + ϕ˙
2
] = dEx[θ;u− ρ(∇ϕ)2, hz + ϕ˙
2
] +
ρ
2
(∇yθ)2 + E∞(u, hz)
After the two key approximations, (i) considering only-y-dependent configurations ϕ(r; t)→ Φ(y; t) [Eq. (7.11)] and
(ii) neglecting the gradient terms ∇yθ [Eq. (7.12)], the Lagrangian density per unit length in the y direction
−
∫
dx
s
L[θ, ϕ;u, hz]→ dE1D[θ;u− ρ(∇yΦ)2, hz + Φ˙
2
] + E1D∞(u, hz) (7.21)
becomes equivalent to the functional (5.6) for the ground state with the modified parameters. The functional (7.21)
is minimized by the modified ground state configuration θ0(x;u− ρ(∇yΦ)2, hz + Φ˙2 ) [Eq. (5.11)] and the minimum
−L˜1D[Φ] = dE1D0
(
u− ρ(∇yΦ)2, hz + Φ˙
2
)
− dE1D(u, hz) (7.22)
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is expressed in terms of the domain wall energy (5.21). Its expansion up to the quadratic order in the derivatives
yields the form
−L˜1D[Φ] ≈ −∂udE1D0 (u, hz)ρ(∇yΦ)2 + ∂hzdE1D0 (u, hz)
Φ˙
2
+
1
2
∂2hzdE
1D
0 (u, hz)
(
Φ˙
2
)2
= −L1D[Φ] + ∂hzdE1D0 (u, hz)
Φ˙
2
(7.23)
of the Luttinger liquid Lagrangian (7.18). As in Eq. (7.3),
the term linear in Φ˙ is an inconsequential full time deriva-
tive and may be dropped. This allows us to express the
parameters
1
2piKv = −
1
8
∂2hzdE
1D
0 (u, hz),
v
2piK = −ρ∂udE
1D
0 (u, hz)
of the Luttinger liquid in terms of the derivatives of the
domain-wall energy and thus calculate the coefficients
Ft,y [Eqs. (7.19) and (7.20)] explicitly as
Ft(h¯z) = −1
4
∂2h¯zF (h¯z) =
1
8
1
h¯z
√
h¯z − 1
, (7.24)
Fy(h¯z) = F2(h¯z) = h¯z arcsin
1√
h¯z
−
√
h¯z − 1.(7.25)
The functions are plotted in Fig. 14. Their asymptotic
expressions at the transition point and at large hz are
Ft(h¯z) =
1
8

1√
h¯z−1
, hz → u+ 0,
1
h¯
3
2
z
, hz  u, (7.26)
Fy(h¯z) =
{
pi
2 , hz → u+ 0,
2
3
1√
h¯z
, hz  u. (7.27)
Also, according to this approach, the function
δθ0[Φ](r; t) [Eqs. (7.15) and (7.16)] can be identified as
the linear term of the expansion of θ0(x;u, hz +
Φ˙
2 ) in
Φ˙
2 .
Therefore, the function (7.16)
∂θ0(x) = ∂hzθ0(x;u, hz) (7.28)
is the derivative of the ground state solution with respect
to hz. Inserting this form into Eq. (7.19) for Ft(h¯z), we
then observe that the integrand is a full derivative with
respect to hz (which is the reason for not differentiating
∂θ cos θ0 explicitly), and the coefficient can alternatively
be expressed in terms of F1(h¯z) [Eq. (5.24)] as
Ft(h¯z) =
1
8
∫ 0
−∞
dx¯ ∂h¯zcos θ0(x¯; h¯z) = −
1
4
∂h¯zF1(h¯z),
(7.29)
which, of course, agrees with (7.24).
This method of the derivation of the Luttinger liquid
model (7.18) as an expansion of the modified domain-
wall energy also allows us to determine the restrictions
on the allowed magnitude of fluctuations. The domain-
wall energy dE1D0 (u, hz) [Eq. (5.21)] contains a nonana-
lytic square-root dependence
√
h¯z − 1. As a result, the
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FIG. 14: (Color online) The functions Ft(h¯z) [Eq. (7.19)] and
Fy(h¯z) [Eq. (7.20)] that determine the coefficients in front of
the the time- and coordinate-derivative terms in the Luttinger
liquid model (7.18) for the edge excitations of the TnT n∞ =
nz phase. The asymptotic functions (7.26) and (7.27) at the
transition point h¯z = 1 and at large h¯z  1 are indicated.
power expansion (7.23) is valid as long as the fluctuation
energies
Φ˙, ρ(∇yΦ)2  hz − u (7.30)
are much smaller than the deviation hz − u from the
transition point. This deviation, as one would expect,
coincides with the gap of the neutral bulk excitations
(isospin waves).
In this regard, we caution about using the unexpanded
functional (7.22) at fluctuation energies Φ˙ and ρ(∇yΦ)2
comparable to hz − u: while this is an essentially exact
expression under the made approximations, these approx-
imations amount to neglecting other isospin configura-
tions, such as bulk excitations, which become relevant at
energies ∼ hz − u.
In the next Sec. VII B, we analyze the main properties
of the obtained Luttinger liquid model.
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FIG. 15: (Color online) The velocity v(h¯z) [Eq. (7.33)] and in-
teraction parameter K(h¯z) [Eq. (7.34)] of the Luttinger liquid
model (7.18) for the edge excitations of the TnT n∞ = nz
phase. The asymptotic functions (7.35) and (7.36) at the
transition point h¯z = 1 and at large h¯z  1 are indicated.
B. Analysis
The Luttinger liquid model (7.18) describes the edge
excitations of the n∞ = nz phase, realized at u < hz; its
collective variable is the angle Φ(y; t) varying with time
t and coordinate y along the edge. To the leading ap-
proximation, the isospin texture associated with Φ(y; t)
is given by the “deformed” ground state configuration
n0(x|Φ(y; t)) [Eqs. (5.5) and (5.11)]. The field Φ(y; t)
thus corresponds to polarization in the xy isospin plane.
Simultaneously, this edge isospin texture carries elec-
tric charge. According to Eq. (6.1), the charge density
per unit length in the y direction, integrated over a cross-
section of constant y, reads
κ1D[Φ](y; t) ≡
∫ 0
−∞
dxκ[n0(x|Φ(y; t))]
=
1
4pi
∫ 0
−∞
dx sin θ0(x)∇xθ0(x)∇yΦ(y; t)
=
1
2pi
∇yΦ(y; t). (7.31)
The associated electric current in the y direction equals
j1D[Φ](y; t) = − 1
2pi
Φ˙(y; t), (7.32)
as follows from the continuity equation
κ˙1D +∇yj1D = 0.
Therefore, the single field Φ(y; t) carries both isospin
and charge degrees of freedom, “locked” to each other,
and the Luttinger liquid (7.18) represents an isospin “he-
lical” liquid16.
The theory is fully characterized by two parameters:
the velocity v of the linear gapless excitation spectrum
ω = vk and the dimensionless parameter K describing
the effective strength of interactions31. We remind the
reader that in a generic Luttinger liquid K = 1 corre-
sponds to a noninteracting system; 0 < K < 1 is the
range of repulsive interactions, the stronger the interac-
tions, the smaller K; and 1 < K is the range of attractive
interactions, the stronger the interactions, the larger K.
From Eqs. (7.19) and (7.20), the parameters are ex-
pressed in terms of the functions Ft,y(h¯z) [Eqs. (7.24)
and (7.25)] as
v(h¯z) =
√
ρu
√
Fy(h¯z)
Ft(h¯z)
, (7.33)
K(h¯z) = u
2piε
1√
Ft(h¯z)Fy(h¯z)
. (7.34)
Their asymptotic expressions at the phase transition
point hz = u and at large hz, following Eqs. (7.26) and
(7.27), are
v(h¯z) =
√
ρu
{ √
4pi(h¯z − 1) 14 , hz → u+ 0,√
16
3
√
h¯z, hz  u. (7.35)
K(h¯z) = u
2piε
{ √
16
pi (h¯z − 1)
1
4 , hz → u+ 0,√
12 h¯z, hz  u.
(7.36)
The dependence of the parameters v(h¯z) and K(h¯z) on
the normalized field h¯z is plotted in Fig. 15 and follows
from the behavior of the functions Fy(h¯z) and Ft(h¯z),
plotted in Fig. 14.
Both the velocity v(h¯z) and interaction parameter
K(h¯z) are growing functions of the field h¯z i.e., increase
as the magnetic field B decreases. Not too close to the
phase transition hz = u, when hz − u & u, they scale as
v ∼
√
ρmax {u, hz} ∼ e2∗
√
max {u, hz}
ε
, (7.37)
K ∼ max {u, hz}
ε
 1. (7.38)
Thus, in the whole range of applicability of the QHFM
theory, when the energy scales u, hz  ε of the SU(2)-
asymmetric terms are much smaller than that ε of the
SU(2)-symmetric interactions, set by the Coulomb en-
ergy [Eq. (6.13)], the interaction parameter K  1 is
small and the Luttinger liquid is strongly interacting.
Moreover, since Ft(h¯z → 1 + 0) ∼ 1√
h¯z−1
diverges
while Fy(h¯z = 1) =
pi
2 becomes constant, both the ve-
locity v ∼ √ρu(h¯z − 1) 14 and the interaction parame-
ter K ∼ uε (h¯z − 1)
1
4 approach zero at the transition
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point, hz → u + 0. The Luttinger liquid therefore be-
comes infinitely strongly interacting at the transition
point. We note though that the energy window of ap-
plicability of this low-energy theory narrows accordingly,
see Eq. (7.30); for larger fluctuations, the Luttinger liquid
model becomes invalid.
The Luttinger liquid models for the edge excitations in
the form of Eq. (7.18) were obtained in Ref. 36 for the
double-layer system with inverted band structure and in
Ref. 29 for the F phase of the ν = 0 state in graphene.
However, in Ref. 36, the expression for the coefficient
Ft(h¯z) at the time-derivative term does not diverge at
the phase transition hz → u + 0. This divergence is
physical and to be expected, since the 1D model should
fail at the phase transition, where the bulk modes become
gapless. In Ref. 29, only the scaling of the parameters
Ft,y(h¯z), v(h¯z), K(h¯z) at the phase transition hz → u+0
was determined, which does agree with our asymptotic
results, whereas we obtain explicit analytical expressions
(7.19), (7.20), (7.33), and (7.34) for them at all u < hz.
The helical Luttinger liquid model for the edge excita-
tions above was derived in a controlled way in the QHFM
regime, realized in the vicinity of the topological phase
transition at B = B∗. However, the single-particle TnT
phase is realized in the whole range 0 ≤ B < B∗ of mag-
netic fields. It is safe to argue that if, in the presence of
interactions, the Luttinger liquid persists in the region of
strong effective interactions near the transition point, it
also persists at all magnetic fields down to zero, i.e., in
the range 0 ≤ B < B∗ − δBu.
Consider the “bare” velocity v0(B) of the counter-
propagating single-particle edge states at the crossing
point of their energy curves, (p) = hz. It is largest
at zero field B = 0 and monotonically decreases down
to zero v0(B → B∗ − 0) = 0 at the single-particle phase
transition point, as shown schematically in Fig. 16. The
effective strength of the interactions at the edge can be
characterized by the dimensionless parameter e2∗/v0(B),
which is also roughly equivalent (for a “sharp enough”
edge) to the ratio ε/hz characterizing the strength of
interactions in the bulk. The effective strengths of inter-
actions in the bulk and at the edge are thus in accord
with each other.
We remind that we work under the assumption of weak
bare Coulomb interactions, Sec. II A, which can also be
formulated as v0(B = 0)  e2∗. Thus, at zero or small
fields B  B∗, the edge states are weakly interacting and
the corresponding low-energy theory can be derived us-
ing the standard procedure31 based on the linearization
of the spectrum and will have the form of a Luttinger
liquid. The velocity v(B = 0) ≈ v0(B = 0) of the collec-
tive excitations of this Luttinger liquid will be close to
the bare velocity and the interaction parameter K ≈ 1
will be close to unity, corresponding to weak effective
interactions.
On the other hand, in the QHFM regime, as we have
shown above, the effective interactions in the Luttinger
liquid are strong, with v(B)  e2∗ and K(B)  1
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FIG. 16: (Color online) Schematic plots of the magnetic-
field dependencies of the velocity v(B) (a) and interaction
parameters K(B) (b) of the helical Luttinger liquid describing
the edge excitations of the TnT phase of a QHTI for U(1)-
symmetric interactions with easy-plane anisotropy u > 0.
At small fields B  B∗, the effective interactions are weak,
K(B) ≈ 1, and the velocity v(B) ≈ v0(B) is close to its bare
value. In the QHFM regime close to the single-particle topo-
logical phase transition, the effective interactions are strong,
K(B) 1. The effective interactions are thus highly tunable.
(c) Summarized properties of the edge excitations. The TT
phase with gapped edge excitations ensues at lower magnetic
fields with switching on the interactions and lowering their
symmetry.
[Eqs. (7.37) and (7.38)]. The regime of intermediate ef-
fective interaction strength with v ∼ e2∗ and K ∼ 1 oc-
curs at the verge of the QHFM regime, at such fields
B = B∗ − δBε ,
δBε ≡
ε
|∂Bhz(B∗)| , (7.39)
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where hz(B) ∼ ε(B). In this intermediate-strength
regime, the weakly and strongly interacting Luttinger liq-
uids must continuously connect.
Thus, the helical Luttinger liquid describing the edge
excitations of a QHTI persists in almost the whole range
of the noninteracting TnT phase, 0 ≤ B < B∗−δBu, and
is highly tunable there: the magnetic field allows one to
tune the effective interactions between weak at lower B
and infinitely strong at higher B, close to the topological
transition to the intermediate phase n∞ = n∗(ϕ0) at B =
B∗ − δBu. The corresponding behavior of the velocities
v(B) and interaction parameter K(B) in the whole range
is plotted schematically in Fig. 16.
However, we remind that the derived Luttinger liq-
uid theory for the edge was obtained under the specific
assumption of U(1) isospin symmetry [Eqs. (2.10) and
(2.11)] of the many-body Hamiltonian Hˆ [Eq. (2.4)]. This
U(1) symmetry is inherited by the Lagrangian (7.18) of
the Luttinger liquid, which is invariant under rotations
of the angle field:
Φ(y; t)→ Φ(y; t) + φ.
We now turn to the analysis of the effects that break U(1)
symmetry, Secs. II C and III C.
C. Broken U(1) symmetry
1. Broken physical symmetry, single-particle effect
As explained in Sec. II C, there are two categories
of U(1)-asymmetric terms: ones that break the phys-
ical symmetry and exist already at the single-particle
level, E1∅(n) [Eq. (3.9)], and the ones that preserve the
physical symmetry and can arise only from interactions,
E2∅(n) [Eq. (3.10)]. If small, these terms can be incor-
porated into the Luttinger liquid model (7.18).
Proceeding along the same lines as in Sec. VII, we ex-
pand the term
E1∅(n) = −h⊥[sin θ0(x) +O(δθ)] cos(ϕ− ϕ1∅)
→ −h⊥ sin θ0(x) cos(ϕ− ϕ1∅)
of the first category about the ground state [Eq. (7.1)]
and keep only the zero-order term in δθ. Due to the
constraining function sin θ0(x), the approximation (7.11)
for the variable ϕ(r; t) may then be used. This yields the
contribution
−L1D1∅[Φ] = −h1D⊥
∫
dy cos(Φ(y; t)− ϕ1∅), (7.40)
to the 1D Lagrangian of the edge excitations, where
h1D⊥ =
h⊥lu
s
F⊥(h¯z),
F⊥(h¯z) =
∫ 0
−∞
dx¯ sin θ0(x¯; h¯z) = ln
√
h¯z + 1√
h¯z − 1
.(7.41)
The Lagrangian L1D[Φ] + L1D1∅[Φ] describes the sine-
Gordon model31, the properties of which are well-studied.
Its excitation spectrum is gapped at K < 2, i.e., including
all repulsive interactions, 0 < K < 1, the noninteracting
case K = 1, and an (irrelevant for the considered system)
range 1 < K < 2 of attractive interactions.
Thus, as expected, if the physical symmetry is broken,
there is no topological protection already at the single-
particle level (K = 1). As a result, in the presence of
repulsive interactions (K < 1), the system is in a TT
phase with broken U(1) symmetry and gapped edge ex-
citations for all magnetic fields B ≥ 0.
2. Preserved physical, but broken U(1) symmetry,
interaction effect
Similarly, expanding the term of the second category
about the ground state, and keeping only the zeroth-
order term in δθ,
E2∅(n) = 1
2
u2∅[sin
2 θ0(x) +O(δθ)] cos 2(ϕ− ϕ2∅)
→ 1
2
u2∅ sin
2 θ0(x) cos 2(ϕ− ϕ2∅),
and performing the substitution (7.11), we obtain a con-
tribution
−L1D2∅[Φ] = u1D2∅
∫
dy cos 2(Φ(y; t)− ϕ2∅) (7.42)
to the 1D Lagrangian of the edge excitations, where
u1D2∅ =
u2∅lu
s
Fy(h¯z).
Note that the coefficient u1D2∅ appears to be given by
the same function Fy(h¯z) [Eq. (7.20)] as for the gradi-
ent term.
Therefore, for preserved physical symmetry (inver-
sion), the edge is described by the Lagrangian L1D[Φ] +
L1D2∅ [Φ]. This is also a sine-Gordon model, but Eq. (7.42)
differs from Eq. (7.40) by the numerical factor (2 instead
of 1) in the cosine argument. As a result, the edge ground
state breaks U(1) symmetry (the field acquires a finite
expectation value 〈Φ〉 6= 0) and the edge excitations be-
come gapped in a different range of interaction strength,
namely at K < 12 . According to Sec. VII B, the quantum
phase transition at the field B2∅ ∼ B∗−δBε [Eq. (7.39)]
such that K(B2∅) = 12 occurs at the verge of the QHFM
regime, where hz(B2∅) ∼ ε(B2∅). The system has gap-
less edge excitations for lower fields B < B2∅ and gapped
excitations for all higher fields B > B2∅.
VIII. ROLE OF U(1) SYMMETRY FOR
TOPOLOGICAL PROTECTION
One of the key questions raised in the studies of topo-
logical systems is how interactions affect the topological
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properties. A common understanding is that a noninter-
acting topological insulator is generally not guaranteed to
remain such in the presence of interactions. Our present
findings allow us to specify the symmetry requirements
for the topological protection in the presence of interac-
tions.
We remind that the QHTIs we consider are protected
by some physical symmetry, see Sec. I A. Due to this
symmetry, two relevant LLs (Fig. 1) have different trans-
formation properties and are thus not coupled at the
single-particle level. As a result, the projected single-
particle Hamiltonian within these two LLs possesses
U(1) symmetry with respect to uniaxial isospin rotations
[Eqs. (1.3) and (2.11)].
Aggregating the results of Secs. VI and VII, we con-
clude that this effective continuous U(1) symmetry is the
one responsible for the topological protection in the pres-
ence of interactions in (at least) this class of systems,
QHTIs. If U(1) symmetry is preserved, the TnT phase
with gapless edge charge excitations persists for any effec-
tive strength of interactions, even in the QHFM regime of
strong interactions, realized in the vicinity of the single-
particle topological phase transition.
However, we find that the physical symmetry alone
is generally not sufficient to protect the TnT phase in
the presence of interactions. The interactions preserving
the physical symmetry can still break U(1) symmetry
and thereby destroy the TnT phase for strong enough
effective interactions.
More precisely, “preserved U(1) symmetry” means
that both (i) the bulk ground state and (ii) the inter-
acting projected Hamiltonian are U(1)-symmetric. Ac-
cordingly, the two mechanisms by which U(1) symmetry
can be broken correspond to violation of one of these
conditions:
(1) First, as demonstrated in Sec. IV, even the U(1)-
symmetric interactions (condition (ii) satisfied) with the
right properties (“easy-plane” anisotropy) can result in a
bulk ground state with spontaneously broken U(1) sym-
metry (condition (i) violated): the n∞ = n∗0(ϕ0) phase.
As demonstrated in Sec. VI, this phase has gapped edge
charge excitations and is thus TT.
(2) Second, as demonstrated in Secs. II C and III C,
interactions can (depending on the physical symmetry)
contain terms that preserve the physical symmetry, but
break the effective U(1) symmetry (condition (ii) vio-
lated). As then shown in Sec. VII C, these terms result
in a phase transition to the TT phase with broken U(1)
symmetry at the edge and gapped excitation spectrum.
At the same time, the U(1)-symmetric bulk ground state
n∞ = nz may still persists beyond this transition (con-
dition (i) satisfied). We mention that similar types of
interactions have earlier been considered16 in the studies
of helical Luttinger liquids for the edge of 2D topological
insulators protected by time-reversal symmetry.
The transitions from the TnT phase to either of these
TT phases occur upon increasing the magnetic field B,
as the single-particle phase transition point B∗ is ap-
proached and the effective interactions get stronger, but
at fields lower than B∗: at B∗ − δBu [Eq. (4.10)] and
B2∅ ∼ B∗ − δBε [Eq. (7.39)], respectively, as summa-
rized in Fig. 16(c). Thus, these are interaction-induced
topological quantum phase transitions, enabled due to the
tunability of the effective interactions by the magnetic
field, Sec. VII B.
IX. CONCLUSION
In this work, we studied the effect of electron interac-
tions on the topological properties of quantum Hall topo-
logical insulators. Due to the crossing of Landau levels at
the single-particle topological phase transition, its vicin-
ity is automatically the regime of strong effective interac-
tions. An appealing theoretical aspect of such a system
is that it can be studied in a controlled way within the
framework of quantum Hall ferromagnetism.
A particular attention was paid to establishing the re-
quirements for the topological protection in this inter-
acting system. We find that this question is ultimately
related to the effective symmetry of the system: the con-
tinuous U(1) symmetry is a necessary condition for the
topologically nontrivial phase to persist in the regime of
strong effective interactions.
If U(1) symmetry is preserved, the edge of the topo-
logically nontrivial phase is described by the helical Lut-
tinger liquid. The effective interactions of this Luttinger
liquid are highly tunable by the magnetic field B: they
are weak (for weak bare Coulomb interactions) at small
B and grow as B is increased, becoming strong in the
quantum Hall ferromagnet regime in the vicinity of the
single-particle topological phase transition.
The U(1) symmetry may be broken, however, either
spontaneously or by the interactions that are explicitly
U(1)-asymmetric. In either scenario, this eventually re-
sults in a phase transition to a topologically trivial phase
with gapped edge excitations, which can be achieved by
tuning the interaction strength by the magnetic field.
The tunability of interactions, the accessibility of the
regime of strong effective interactions even in a system
with weak bare interactions, and the possibility to real-
ize interaction-induced topological phase transitions are
among the properties that make quantum Hall topolog-
ical insulators an attractive class of systems for investi-
gating the interplay of interactions and topology, both
theoretically and experimentally.
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