Mira variables are useful distance indicators, due to their high luminosities and well-defined period-luminosity relation. We select 1863 Miras from SAAO and MACHO observations to examine their use as distance estimators in the Milky Way. We measure a distance to the Galactic centre of R 0 = 7.9±0.3 kpc, which is in good agreement with other literature values. The uncertainty has two components of ∼0.2 kpc each: the first is from our analysis and predominantly due to interstellar extinction, the second is due to zero-point uncertainties extrinsic to our investigation, such as the distance to the Large Magellanic Cloud (LMC). In an attempt to improve existing period-luminosity calibrations, we use theoretical models of Miras to determine the dependence of the periodluminosity relation on age, metallicity, and helium abundance, under the assumption that Miras trace the bulk stellar population. We find that at a fixed period of log P = 2.4, changes in the predicted K s magnitudes can be approximated by ∆M K s ≈ −0.109(∆[Fe/H])+0.033(∆t/Gyr)+0.021(∆Y/0.01), and these coefficients are nearly independent of period. The expected overestimate in the Galactic centre distance from using an LMC-calibrated relation is ∼0.3 kpc. This prediction is not validated by our analysis; a few possible reasons are discussed. We separately show that while the predicted color-color diagrams of solar-neighbourhood Miras work well in the near-infrared, though there are offsets from the model predictions in the optical and mid-infrared.
INTRODUCTION
Measurements of Hubble's constant, i.e. the current expansion rate of the universe, are of great interest in modern astrophysics, since its value is a fundamental parameter of Λ-CDM cosmology. Freedman et al. (2012) and Riess et al. (2018) have respectively measured Hubble's constant in the local universe to 3.5% and 2.3% uncertainty. These values are now in tension with other measurements, such as those de-termined from the cosmic microwave background (Addison et al. 2017; Planck Collaboration et al. 2018 ). This tension might be due to ground-breaking new physics, so to study the discrepancy it is critical to probe and extend the local distance ladder by independent means. Mira variables provide a plausible extension to the extragalactic distance scale. They are bright in the infrared for both intermediate-age and old stellar populations, fairly numerous, and have a well-defined period-luminosity relation (Feast et al. 1989; Hughes & Wood 1990; Whitelock et al. 2008) . Thus, one can envisage future catalogues of Mira variables toward great distances produced from James Webb Space Telescope (JWST) photometry. Miras are pulsating variable stars that lie in the late evolutionary stages of the asymptotic giant branch (AGB). They are characterized by long pulsation periods of arXiv:1808.01294v1 [astro-ph.SR] 3 Aug 2018 Q .
greater than 100 days and high near-infrared and bolometric luminosities. In particular, they have large amplitude variations in infrared and visual wavelengths. Mira variables eject a considerable portion of their mass into surrounding regions, due to their pulsation, and the mass of the resulting circumstellar dust shells is correlated to their periods (Anandarao et al. 1993) . Therefore, while all stars experience extinction due the intervening interstellar dust, Miras also experience intrinsic extinction due to circumstellar dust, and this latter phenomenon affects longer period stars the greatest. AGB variables lie on distinct sequences in diagrams of period versus luminosity, with each sequence corresponding to a different normal mode of pulsation. Mira variables lie on a single sequence, which corresponds to the fundamental mode (Wood & Sebo 1996; Wood 2015) . While these sequences are not as tight as those of some other types of variables, most notably Cepheids, they are still quite well-defined. For example, Macri et al. (2015) measured a root-mean-square of 0.087 for the K s -band near-infrared period-luminosity relation of Large Magellanic Cloud (LMC) fundamental-mode Cepheids, Yuan et al. (2017) measured a scatter of 0.118 mag to the period-luminosity relation of the oxygen-rich Miras in the LMC with periods shorter than 400 days.
The Mira period-luminosity relations can be expressed in the form M K s = δ + ρ[log P − 2.38], where the period P is measured in days. For example, Whitelock et al. (2008) , who used a sample of LMC Miras, measured the slope to be ρ = −3.51 ± 0.2, while the zero-point, which was derived using solar-neighbourhood Miras, was determined to be δ = −7.15 ± 0.07, assuming an extinctioncorrected LMC distance modulus of µ L MC = 18.39 ± 0.05 (van Leeuwen et al. 2007 ). Thus, the parameters of the Mira period-luminosity relation can be calculated to better than 6% uncertainty. More recently, Yuan et al. (2017) measured M K s = µ L MC +(−7.23±0.001)+(−3.77±0.07)[log P−2.38], which is written in Table 3 of that work as K s = (−6.93 ± 0.001) + (−3.77 ± 0.07) [log P − 2.30] .
If the total extinction of the Miras' light is known, then the period-luminosity relation makes Mira variables useful distance indicators, since
where µ is the distance modulus, m is the apparent magnitude, M is the absolute magnitude, and A is the amount of extinction. One goal of this paper is to determine the viability of this technique, since a number of difficulties can arise in making such a distance estimation. First, it is important to select a sample of Mira variables that has sufficient photometric completeness. Nearer stars tend to be brighter, while distant stars tend to be fainter; therefore, if the sample contains a disproportionate amount of bright or faint stars, there may be a bias in the distance determinations. Secondly, the local Galactic Mira period-luminosity relation determined by Whitelock et al. (2008) has a slope and zero-point based on Miras from the LMC; however, different galaxies vary widely in age and metallicity. The dependence of the period-luminosity relation on properties such as age and chemical composition has not been probed in great depth, so measurements of distances to other galaxies that rely on an LMC-based period-luminosity relation may require a correction based on these differences. Therefore, another goal of this paper is to use theoretical models to determine whether such corrections are needed.
We use a complete sample of Miras and improved extinction estimates to measure the distance to the Galactic centre. The Galactic centre provides a useful testbed for using Miras as distance indicators, as its mean distance is measured precisely, and the characteristics of the stellar population in the surrounding Bulge are well-measured. Currently, the best estimate of the distance is R 0 = 8.122 ± 0.031 kpc (Gravity Collaboration et al. 2018) , which comes from modelling the astrometric and radial velocity time-series data of the orbit of the star S2 around the supermassive black hole in the Galactic centre. This result is consistent with the prior literature value of R 0 = 8.2 ± 0.1 kpc (Bland-Hawthorn & Gerhard 2016), which was determined by examining distance measurements made using a variety of techniques; however, there is tension between these values and a recent measurement of 8.9 kpc made using Miras (Catchpole et al. 2016) . In this paper, we calculate our own distance estimate, as well as examine issues contributing to the uncertainty in this measurement. In Section 2, we select a photometrically complete sample of Bulge Miras and state the assumptions we make about the Bulge in fitting the distance to the Galactic centre. In Section 3, we compare the results of measuring distance using different extinction estimates. In Section 4, we examine the dependence of the Mira period-luminosity relation on age, helium abundance, and metallicity using theoretical models of Mira variables. We conclude our results in Section 5.
DATA AND BULGE MODEL ASSUMPTIONS

Distance measurement method and assumptions
Our intent is to re-examine the distance measurement to the Galactic centre using Mira variables in the Galactic bulge. This is accomplished by plotting the distance modulus of each star in our sample against Galactic longitude, then applying a least-squares fit to the sample and choosing the zero-point of the solution as the Galactic centre (Collinge et al. 2006) . To accurately determine R 0 , it is important that we choose a photometrically complete sample of Miras. We begin by using 643 Mira variables selected by Catchpole et al. (2016) from two fields observed by the South African Astronomical Observatory (SAAO), 6528 Miras listed by Soszyński et al. (2013) from the Optical Gravitational Lensing Experiment (OGLE), and 1286 Miras from the MACHO survey (Bern-
hard & Hümmerich 2013; Bernhard et al. 2016; Alcock et al. 1999) . We assume these stars are oxygen-rich, since nearly all Bulge Miras are O-rich and contamination by carbon-rich Miras would predominantly occur at very long periods, which we address in section 3.4. In addition, any error introduced by such contamination would not be caused directly by the presence of C-rich Miras, but rather by the difference in contamination rate by C-rich Miras between the Bulge and the LMC (Whitelock et al. 2008) . We cross-match the coordinates of each star with the Widefield Infrared Survey Explorer, or WISE (Wright et al. 2010) , using VizieR with a match radius of 0.5 arcseconds in order to obtain the W1 and W2 magnitudes. This leaves 635 SAAO Miras, 5821 OGLE Miras, and 1238 MACHO Miras. The distribution of the Miras in Galactic coordinates is shown in Figure 1 . We also cross-match all the Miras with the Two Micron All-Sky Survey (2MASS) to obtain the JHK s photometry for our sample (Skrutskie et al. 2006) . The 2MASS JHK s arrays observed objects nearly simultaneously, so that all photometric measurements are made at the same phase in the Miras' luminosity variation. Both the WISE and 2MASS magnitudes are calibrated to the Vega scale.
Some of the equations imported for our analysis were derived using SAAO magnitudes. There are no equivalents to these equations that are based on 2MASS measurements, so to make these equations compatible with the 2MASS photometry, we invert the transformations given by Carpenter (2001) and revised at 'www.astro.caltech.edu/∼jmc/2mass/v3/transformations/':
(2) All values and relations given from this point forward are in or have been converted to the 2MASS system, unless otherwise specified. Unfortunately, those relations are largely calibrated off stars bluer than Miras. The sample includes 635 stars for which there are both SAAO and 2MASS measurements. We find that the mean offset between the SAAO-derived versus measured 2MASS magnitudes are 0.01, 0.00, and 0.03 mag in J, H, and K s . We thus opt not to adjust the color transformations.
We identify and remove duplicate stars between catalogues if the difference in position is less than 0.001°and the periods differ by less than 50 days. We find 183 such duplicate stars, which leaves a total of 7511 Miras for analysis. For a sense of the size of the distribution of Miras across the sky, the sample extends a mean angle of 5.3°from the Galactic centre, corresponding to an average transverse separation of about 0.7 kpc. If we only include SAAO and MACHO objects in this calculation, then the mean angle increases to 8.2°, corresponding to an average transverse separation from the Galactic centre of 1.1 kpc.
For comparing the color predictions of computational models used in this study to real stars, we also obtain 251 solarneighbourhood Miras and semi-regular variables from Table  1 of Whitelock et al. (2000) , as these stars do not suffer from significant interstellar extinction (see Section 4). These stars were originally observed by Hipparcos (ESA 1997), so we obtained the period for each object from the Hipparcos data. There are 63 matching objects in the WISE catalogue, which gives W1, W2, and W3 magnitudes. There are also 52 matching objects in the SDSS catalogue (Ahn et al. 2012) , which gives ugriz magnitudes on the AB scale.
Photometry and period data quality
To assess the photometric completeness of each survey, we make the following assumptions. If we wish to sample stars on both the near and far sides of the Bulge, then we require our data to cover distances between 4 and 12 kpc. In addition, Whitelock et al. (2008) find that Miras with periods of 2.1 < log P < 2.7 have a range of absolute K s -magnitudes between -6.3 and -8.4. Estimating an average extinction of 0.75 and plugging these values in equation 1, we find that to have a Mira sample that is complete on both sides of the bulge, our sample must have apparent K s -magnitudes at least as bright as 4.6 and at least as faint as 9.8. Since the range in K s for any Mira is greater than 0.4 magnitudes and our data is comprised of single observations, our analysis would be improved with more time-series observations of the Bulge. At the same time, the light curves of Miras are fairly symmetric in the infrared, and so should not be biased (Glass et al. 1995) .
We compare distributions of the apparent 2MASS K s magnitudes for the Bulge Miras in each catalogue in Figure 2 . While the SAAO and MACHO Miras show nearly identical K s magnitude distributions, the OGLE catalogue stars appear shifted towards higher magnitudes, indicating that the survey is comparatively faint. This is not due to incompleteness at the faint end in the SAAO and MACHO samples. As stated previously, to be considered photometrically complete, each sample must cover at least the apparent K s -magnitudes 4.6 < m K < 9.8. Each catalogue is sampled at the faint end and contains stars with m K > 10; however, while both SAAO and MACHO have stars brighter than m K = 4.5, the brightest Mira in the OGLE catalogue is only m K = 4.9. In addition, it has been shown that the MACHO survey is relatively complete in Bulge RR Lyrae stars, which have an average absolute magnitude in the V band of M V ∼ 0 (Kunder & Chaboyer 2008) . According to Table 4 of Kharchenko et al. (2002) , Miras are typically brighter, with an average absolute magnitude between −3.5 < M V < −1, depending on their Q . periods. This implies that the Miras from the MACHO and SAAO catalogues are well-sampled throughout the Bulge. If the SAAO and MACHO surveys are as complete as OGLE on the faint end, then the relative shift of the OGLE survey towards higher magnitudes means that the OGLE survey does not contain many of the brighter stars on the near side of the Bulge. This is due to the saturation limit of the OGLE survey at I ≈ 12.5 mag (Soszyński et al. 2013 ). Since only a small fraction of overexposed long-period variables are included in the catalogue, the OGLE Miras have low completeness for brighter stars. In addition, since the mean of the I-magnitude distribution for the OGLE Miras is I = 13.77 ± 1.27 magnitudes, there is some overlap with the saturation limit. We conclude that a photometrically complete sample of Miras, i.e. a set of Miras that is well sampled throughout the Galactic Bulge, should not contain OGLE stars, which leaves us with 1863 Miras in our sample. Further justification of this is presented in Section 3.4.
In examining the quality flags associated with the 2MASS photometry for the Bulge Miras, we find that less than 3% of the 2MASS measurements are flagged as unreliable or of poor quality. In addition, we find that 77.1% of the WISE measurements for the Bulge are unaffected by artefacts, while 18.5% may be contaminated by scattered light and 4.0% contaminated by diffraction spikes from nearby bright sources, with the remaining 0.4% contaminated by other artefacts. Since the stars affected by 2MASS artefacts constitute only a small fraction of our data and the WISE photometry does not play a central part of the analysis, we have chosen to use the full set of measurements, as the contaminated measurements should not significantly impact our results.
The reliability of the periods determined by SAAO, OGLE, and MACHO is demonstrated by comparing the periods of the duplicate stars discussed previously. If we examine the ratios of the duplicate star periods, we get a mean period ratio of P 1 /P 2 = 1.00 ± 0.02, which verifies the reliability of our period data. The Hipparcos periods of the solarneighbourhood Miras that we use have previously been shown to be consistent with other determinations .
Bulge model
The distance modulus for each star is given by equation (1). The absolute magnitude in the K s -band is given by the period-luminosity relation in Whitelock et al. (2008) , which we have converted to the 2MASS system:
In this equation, M K s is the mean magnitude. This relation was transformed by using the first of equations (2) and substituting the (J − K) S AAO color in that equation with J − K = −0.39 + 0.71 log P, which was derived by Whitelock et al. (2000) . The zero-point is 0.1 magnitudes brighter than the best-fitting value that Whitelock et al. (2008) derived from LMC data, as we are using an updated distance modulus to the LMC of 18.49, which is precisely and accurately measured from eight long-period, late-type eclipsing systems composed of cool, giant stars (Pietrzyński et al. 2013) . Interestingly, this value is in agreement with that derived by Whitelock et al. (2008) using the Hipparcos parallaxes of solar neighbourhood Miras to anchor their distance scale. The uncertainties in equation (3) Each histogram is normalized such that the height represents a probability density. In the left panel, there is an offset between the catalogues that indicates the OGLE survey is biased towards fainter stars compared to the SAAO survey. In the center panel, the MACHO survey also has a larger left tail, indicating it contains brighter stars than the OGLE survey. In comparison, the right panel shows that the distributions for SAAO and MACHO almost completely overlap.
from the distances calculated using the Yuan et al. (2017) period-luminosity relation (the offsets are typically no more than 30 pc).
For each method of estimating extinction, the distance to the centre of the Galaxy, R 0 , is estimated by computing the least-squares fit of distance modulus versus longitude, and then taking the distance at l = 0 • as the best fit (Collinge et al. 2006) , as shown in Figure 3 . Although distance modulus is a logarithmic quantity, the variation in µ is much smaller than the mean value of µ, which allows us to approximate the distance modulus as a linear quantity. The inclination of the modulus-longitude relation at longer-periods is due to the bar structure of the Bulge. The nearer side of the bar is at positive longitudes, and thus stars at negative longitudes appear fainter on average (Collinge et al. 2006; Catchpole et al. 2016) .
The fact that our sample of stars does not cover the Galactic midplane allows us to avoid selection effects caused by the highly filamentary structure of extinction near |b| = 0 (Bovy et al. 2016) . However, the sample's asymmetric distribution in b does affect our derivation of the distance modulus, since this introduces a dependence on Galactic latitude (Wegg et al. 2015) . This effect is due to the elliptic shape and angle of the Bulge. In fact, Nataf et al. (2016) fit the models of Wegg et al. (2015) to get the following equation for the apparent magnitude of red clump stars in the Bulge (4) which indicates that the expected dependence of distance modulus on latitude is 0.0122 magnitude per degree. The mean absolute latitude of the SAAO and MACHO stars is 4.84°, so this gives an expected offset of 0.06 magnitudes. Assuming µ 0 ≈ 14.6, this leads to a distance offset of about 0.23 kpc, which is on the order of other sources of uncertainty. This indicates that the distance moduli we derive require a small geometric correction. We make this correction by subtracting 0.2 kpc from the distance estimate. Alternatively, one might directly apply the distance modulus offsets from Wegg et al. (2015) rather than the smoothed relation above.
The final result differs by ∼0.007 kpc, and thus the correction is negligible.
Lastly, in order to remove foreground and background Miras (i.e., Miras that are not actually part of the Bulge population), we only use Miras that are within 4 kpc of the Galactic centre. To accomplish this, we assume the Bland-Hawthorn & Gerhard (2016) distance to the Galactic centre of 8.2 kpc and apply this spherical volume restriction separately for each extinction estimate, since each estimate gives different distances to the stars. In each case, between 12 − 17% of objects were removed from the dataset to be fit (6% in the case of the Gonzalez et al. 2011 Gonzalez et al. , 2012 map, where stars outside of a certain range of angles were not assigned reddening values, see Section 3.2). The stars that lay outside of the sphere are closer to the plane on average than stars inside the sphere, which is consistent with the removed stars being part of the background disc.
EXTINCTION CORRECTIONS
When studying Miras, there are two types of extinction one must take into account. The first is extinction caused by interstellar dust. This is an effect experienced by all types of stars, and the amount of extinction depends on the direction of and distance along the line of sight. The second type of extinction is caused by dust expelled from the Miras, and thus only occurs in the regions near the star. Most extinction maps only measure interstellar extinction; however, there are methods for measuring the total extinction from both interstellar and circumstellar dust and we are careful to make this distinction (Yuan et al. 2017) .
In our study, we compare several different methods of estimating extinction. We use the intrinsic period-color relations given by Whitelock et al. (2000) and Glass et al. (1995) to predict total extinction. We use the reddening map described by Schlegel et al. (1998) and recalibrated by Schlafly & Finkbeiner (2011) , and the reddening map given by Gonzalez et al. (2011 Gonzalez et al. ( , 2012 The zero-points of the fits are given in Table 1. jewski et al. 2011), which relates extinction to mid-infrared colors. The reddening maps of Gonzalez et al. (2012) and Schlafly & Finkbeiner (2011) are "2D" reddening maps, meaning they do not account for the increase in extinction along the line of sight, but rather are mean reddening values for small angular regions on the sky. The error in the extinction estimate from this depth effect is expected to be small, as a typical source from our sample is ∼700 pc removed from the Galactic midplane, with none closer than ∼200 pc. Since the scale height of dust in the Milky Way is about 125 pc, our sources are far enough from the midplane that the prevalence of dust and, therefore, the dependence of extinction on distance is reduced (Marshall et al. 2006 ). Whitelock et al. (2000) derive the following relations between the periods and mean intrinsic colors for local Galactic Miras, which has been transformed to give colors on the 2MASS system:
Period-color Relations
Similarly, Glass et al. (1995) give the relation
These equations are plotted in Figure 4 . By subtracting these relations from the observed Mira colors, we can obtain the reddening of the Miras' light, or the color excess in (J − K s ).
Reddening and extinction are correlated, since both are caused by dust; however, it is easier to first predict reddening instead of extinction, since an object's intrinsic color is not affected by its distance. The extinction in K s can then be derived from the color excess in (J − K s ) using either the total-to-selective extinction ratio determined by Nishiyama et al. (2009) from Bulge red clump and red giant branch stars:
or that given by Glass (1999):
Combining these equations and extinction coefficients gives four methods of estimating extinction. Since the periodcolor relations predict the intrinsic colors of the Miras, they automatically account for both interstellar and circumstellar reddening, making them total reddening maps. The error due to circumstellar dust is likely reduced -whereas Galactic dust maps effectively set the total-to-selective extinction ratio of circumstellar dust to zero, estimates from period-color relations set them equal to the total-to-selective extinction ratios of interstellar dust. It would be advantageous if robust estimates of circumstellar extinction coefficients were available. This would improve distance estimates, and provide the option of extending the analysis to longer-period Miras, which have more circumstellar dust. We find that the Whitelock et al. (2000) relation gives negative reddening values for 15 objects and the Glass et al. (1995) relation gives negative values for 3 objects. Whether we choose to keep these objects, remove them, or replace them
with reddening values from another map such as Schlafly & Finkbeiner (2011) (see Section 3.2), we find that the R 0 distances we derive differ by less than 0.002 kpc for stars of period log P < 2.6 and 0.03 kpc for stars of period log P > 2.6. As our final distance estimate will be restricted to stars with log P < 2.6 (justified in Section 3.2), this correction is negligible.
Dust Reddening Maps
The map described by Schlegel et al. (1998) was recalibrated by Schlafly & Finkbeiner (2011) using stellar spectra from the Sloan Digital Sky Survey (Aihara et al. 2011 ). The Schlafly & Finkbeiner (2011) map predicts reddening caused by interstellar dust, which is therefore an underestimate of the reddening to our sample, which is often contaminated by circumstellar dust. For this map, we use the larger Glass (1999) coefficient to convert the reddening to extinction. Figure 4 shows the (J − K s ) colors of all Miras dereddened using the Schlafly & Finkbeiner (2011) map, with lines drawn in to represent the period-color relations given by Whitelock et al. (2000) and Glass et al. (1995) . Up to about log P ≈ 2.6, the data follows these lines quite well; thus, for Miras of shorter periods, the Schlafly & Finkbeiner (2011) map appears to be in good agreement with the Whitelock et al. (2000) relation converted to 2MASS photometry. Longer period Mira variables have higher mass loss rates, resulting in greater amounts of circumstellar dust, so the discrepancies between the maps at values of log P 2.6 are expected (Whitelock 1990; Anandarao et al. 1993 ). For stars with log P < 2.6, the Whitelock et al. (2000) reddening estimate is larger than the Schlafly & Finkbeiner (2011) estimate by a median offset of 0.051 magnitudes, indicating the two extinctions maps are consistent with each other up to log P ≈ 2.6.
The reddening map described by Gonzalez et al. (2011 Gonzalez et al. ( , 2012 was determined using data from the ESO public survey, Vista Variables in the Via Lactea. Similar to the Schlafly & Finkbeiner (2011) extinction map, this map predicts interstellar extinction only, so we paired it with the Glass (1999) ratio. The Gonzalez et al. (2011 Gonzalez et al. ( , 2012 map covers the region −10°≤ l ≤ +10.2°and −10°≤ b ≤ +5°, so we could not obtain reddening estimates for several of the stars in our sample. Figure 5 (a) compares the Whitelock et al. (2000) relation and Gonzalez et al. (2012) calculation for the color excess in (J − K s ). While the data shows the two reddening estimates are generally consistent with one another, there is significant scattering above the line of slope unity. This is, again, due to the fact that the method using the Whitelock et al. (2000) relation estimates both interstellar and circumstellar extinction, while the Gonzalez et al. (2012) map only accounts for interstellar extinction. (2000) and Glass et al. (1995) period-color relations. Because the Schlafly & Finkbeiner (2011) map only takes into account the interstellar extinction, the data points deviate from the reported period-color relation due to circumstellar extinction. Nonetheless, at short periods (log P < 2.6) the lines track the data well. At log P > 2.6, circumstellar extinction dominates.
mates, and the plot also shows that the values are generally consistent, since they follow a trend line with a slope of one.
Rayleigh-Jeans color Excess Method
The Rayleigh-Jeans color excess method described by Majewski et al. (2011) gives the extinction in terms of H and 4.5 µm (or W2) magnitudes and assumes that the intrinsic (H − [4.5µ]) 0 color of the stars being used is 0.08 magnitude:
However, this method yields a median star distance of 5.22 kpc. The cause of this underestimate is most likely that these stars have different mid-infrared colors than what is assumed by equation (9), showing that the Rayleigh-Jeans method of reddening estimation fails for Mira variable stars. That is as expected from the analysis and discussion of Majewski et al. (2011) , as the (H − [4.5µ]) 0 color of M-stars is expected to be redder. We therefore did not include this method for further analysis. This issue is revisited in Section 4.
Comparison of R 0 Estimates
We divide the entire sample of stars into subsets of various period intervals, because of the effect described previously of longer-period stars having greater circumstellar extinction. We then use the method described in Section 2 to calculate R 0 for each dataset. As an example, Table 1 Galactic coordinates, with the extinction correction coming from the Whitelock et al. (2000) method, which accounts for both interstellar and circumstellar extinction. Since this initial test of the linear fits includes OGLE objects, uses SAAO photometry, and does not restrict the sample to stars within a spherical volume, the values are in fairly close agreement with the R 0 estimates calculated by Catchpole et al. (2016) -there are small offsets due to our different cross-matching criteria with the 2MASS catalogue.
To verify that we should not include Mira variables from the OGLE catalogue, we perform the line fittings for each catalogue separately, using the Whitelock et al. (2000) extinction map with the Glass (1999) coefficient. The results are shown in Table 2 . The OGLE catalogue yields larger R 0 values for both short-period and long-period Miras, which is expected given that many of the Miras are brighter than OGLE's saturation limit. There is a small offset between the SAAO and MACHO stars, the cause of which is unclear.
The results of performing the line fittings for each extinction map excluding the OGLE Mira variables are shown in Table  3 . In comparison with Table 4 , which shows the same line fittings but including OGLE Miras, we see that every method of extinction estimation yields a smaller distance by about 0.5 kpc. This confirms that using the OGLE photometry biases our distance estimate to much higher values. In addition, in Table 3 the distances determined by the period-color relations are smaller than those determined by the interstellar extinction maps, in part because the period-color relations apply to individual Mira variables, making them sensitive to even small amounts of circumstellar extinction. The period-color relations also have the added advantage of not being susceptible to the resolution and depth effects that are inherent in the Schlafly & Finkbeiner (2011) and Gonzalez et al. (2012) reddening maps.
Of the two period-color relations used, we believe that of Whitelock et al. (2000) produces the most reliable distance estimate. It can be argued that for the purpose of this study, the period-color relation derived by Glass et al. (1995) is superior to the Whitelock et al. (2000) relation, since the former was determined using Bulge Miras and the latter using solarneighbourhood Miras. However, the reddening according to the Whitelock et al. (2000) The conversion from reddening to extinction deserves scrutiny, because there is no conclusively established "best" reddening law for the bulge. Nataf et al. (2016) demonstrated that the reddening law varies significantly from sightline to sightline. For example, their Figure 4 shows a spread of about 40% in the measured values of A I /E(V − I). The distribution of reddening laws they show includes both the Nishiyama et al. (2009) and Glass (1999) reddening coefficients. There is currently no map of reddening law variations throughout the bulge and we do not have enough colors to calibrate the extinction to reddening ratio for the Miras on a star-by-star basis.
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In estimating the distance, we choose to use stars with log P < 2.6, since distances estimated with longer period stars are affected by greater circumstellar extinction, as well as possible contamination by C-rich Miras, as described by Ita & Matsunaga (2011) , Matsunaga et al. (2017) , and Yuan et al. (2017) . The third dredge-up, which can produce C-rich Miras, is demonstrated to be rare in the bulge (Uttenthaler et al. 2007 (Uttenthaler et al. , 2015 , and especially less common among the short-period Miras we use in our analysis. The effect of C-rich Miras is a point of interest, and merits further investigation, especially in the Bulge; however, here we assume that removing longperiod Miras nullifies the effect of C-rich contamination.
To summarize, we make the following choices in choosing the best distance estimate for the Galactic Centre:
1. Only Miras from the SAAO and MACHO surveys are used, since the OGLE catalogue may be affected by saturation.
2. We measure reddening using the Whitelock et al. (2000) period-color relation, since it measures total extinction and is more consistent with the interstellar dust maps at low periods.
The reddening estimate is paired with the Nishiyama et al. (2009) extinction to reddening ratio.
4. Only stars with log P < 2.6 are used for the line fitting, since longer period stars are affected by greater circumstellar extinction and contamination by C-rich Miras. Table 3 , the above choices give a distance of R 0 = 8.1 kpc.
Referring to
6. To account for the geometric effect of the Mira latitude distribution, we subtract 0.2 kpc, yielding R 0 = 7.9 kpc.
The statistical uncertainties from the different extinction estimates and fitting the distance modulus total to about 0.2 kpc. An additional error of 0.2 kpc from zero-point uncertainties is discussed in Section 3.5 below. We exclude the systematic uncertainty associated with using LMC relations, as this error is addressed in Section 4. Thus, our best and final distance estimate is R 0 = 7.9 ± 0.3 kpc. This is in good agreement with the measurement from the orbit of the star S2 around Sgr A* of R 0 = 8.122 ± 0.031 kpc (Gravity Collaboration et al. 2018) , as well as that of the best estimate from other studies, R 0 = 8.2 ± 0.1 kpc (Bland-Hawthorn & Gerhard 2016).
Distance error due zero-point uncertainties
Equation 3 is derived from a fit to the period-luminosity relation of Miras in the Large Magellanic Cloud, and thus includes two separate sources of error. The original value of 
SAAO Miras only
2.1 < log P < 2.6 8.150 512 2.6 < log P < 2.7 7.389 87 the intercept, δ, from Whitelock et al. (2008) , is (11.241 + µ LMC ) ± 0.026. The LMC distance estimate from Pietrzyński et al. (2013) is 18.49 ± 0.05. The sum of these two in quadrature is ∼ 0.056 magnitudes, or ∼ 200 pc. This is a zero-point error that is separate and independent from our other sources of uncertainty. Future investigations should be able to adjust the final results accordingly, as the data on the LMC eventually improves.
EFFECTS OF AGE AND METALLICITY
In order to investigate the dependence of the Mira K slog P relations on age, metallicity, and helium abundance, we have derived theoretical K s -log P relations using the linear, non-adiabatic, radial pulsation code described in Wood & Olivier (2014) . This code has been used to identify the pulsation modes associated with the five most prominent periodluminosity sequences exhibited by pulsating AGB stars in the LMC (Wood 2015; Trabucchi et al. 2017) . It is assumed Q . Table 3 . Estimates of R 0 using different extinction maps and excluding OGLE survey Miras. Names in parentheses indicate the coefficient used to convert between reddening and extinction.
2.1 < log P < 2.6 2.6 < log P < 2.7 2.1 < log P < 2.6 2.6 < log P < 2.7 that the Mira variables are radial fundamental mode pulsators (Wood 2015) . We expect that differential effects on the period caused by changes in mass (age), metallicity and helium abundance are reliable, although the absolute value of the period will have some uncertainty due to the uncertainty in the mixing length parameter of convection. The age associated with each K s -log P model relation is calculated using the equation 
from Nataf et al. (2012) . Here, [Fe/H] is the metallicity, Y is the helium mass fraction, and t is the age in Gyr. Bolometric corrections are used to obtain the J and K s magnitudes for each track using the relation
where BC stands for bolometric correction. We have used tables of bolometric corrections from Casagrande & VandenBerg (2014) and fixed M bol, = 4.75. A similar equation is used for M J . While Casagrande & VandenBerg (2014) did find some discrepancies between predictions and observations of giant stars, these are our best available estimates for the bolometric corrections, so we choose to ignore these considerations. Using the models, which give P for input values of L, M, Y and [Fe/H], and these relations, we can determine the theoretical period-luminosity and period-color relations. We fit lines to these relations using a least-squares fit and find that all the tracks are nearly parallel. We then examine how the period-luminosity and period-color relations of the theoretical tracks are affected by changes in age, metallicity, or helium abundance. As shown in Figure 6 , the period-K s magnitude relation depends on all three quantities, while the periodcolor relation depends rather weakly on age and most strongly on metallicity. Figure 7 shows that the theoretical periodcolor relations are comparable to the Whitelock et al. (2000) relation we use in our analysis. The offsets are small, but real, so we use the theoretical models only for predictions relative to the LMC, as such relative predictions are less sensitive to zero-point issues. In addition, the offset size depends on chemical composition. This motivates future research to measure the metallicities of Bulge Miras either directly or to infer them from kinematics. If the Miras trace the metalrich bulge population, they will have a lower radial velocity dispersion than if they trace the metal-poor bulge population (Ness et al. 2013a; Babusiaux et al. 2014) .
From these models, we deduce what the offsets in R 0 would be if we assumed different values for age and metallicity, relative to the R 0 that would be calculated using LMC relations. The extended star formation history in the LMC means that the period-luminosity relation there is defined by multiple masses and ages, as shown by Wood & Sebo (1996) and Wood (2015) . However, since the predicted near-infrared colors and magnitudes have an almost linear dependence on age, helium, and metallicity, we conclude that the color and magnitude at the mean age and metallicity are equal to the mean color and magnitude of the population as a whole. Using the models in this way also assumes that the Miras trace the bulk stellar population of a galaxy. We can see evidence for this assumption if we examine Figure 2 , panel D, of Feast & Whitelock (2000) , which shows the derived metallicity distribution of Bulge Miras assuming a period-color relation calibrated off . Period-luminosity (K s ) and period-color relations obtained from the theoretical AGB models. The left panels show the period-K s magnitude relations and the right panels show the period-color relations. The top panels show the relations at fixed metallicity and helium, with varying age. The bottom panels show the relations at fixed age, with varying helium and metallicity. While the period-K s magnitude relation depends on all three quantities, the period-color relation has a weak dependence on age and depends most strongly on metallicity. Ness et al. (2013b) , which is the Bulge metallicity distribution function derived from spectroscopic metallicities Q .
of Bulge red clump stars, we can see that the two plots are visually quite similar. This suggests that the work of Feast & Whitelock (2000) holds up two decades later, and that the Miras approximately trace the bulk population. We take the theoretical track at age 6 Gyr, 0.25 helium abundance, and [Fe/H] = −0.5 to represent the LMC (Harris & Zaritsky 2009; Weisz et al. 2013; Choudhury et al. 2016) . Using the line fits, we first calculate what the discrepancies in extinction and M K s would be between the LMC track and other tracks at fixed period (See Table 5 ). Since the tracks are nearly parallel, these discrepancies remain about the same across different periods. We then convert these errors to distance offsets using log(d) = 1 + µ/5, where d is in pc and we assume µ = 14.6. Lastly, we interpolate the errors and offsets of the Milky Way relations relative to the LMC, where the track with age 10 Gyr, 0.27 helium, and [Fe/H] = −0.1 is used to approximate the Milky Way Bulge (Nataf 2016; Bensby et al. 2017 ). The results of Choudhury et al. (2016) and Bensby et al. (2017) indicate that the Bulge is at least ∼ 0.30 dex more metal-rich, on average, than the LMC, and the difference may be as much as 0.40 dex once the alphaenhancements are taken into account.
We find that the Milky Way track underestimates extinction by −0.045, which would cause our previously calculated R 0 to increase by about 0.2 kpc. On the other hand, the Milky Way track also overestimates the K s magnitude by 0.135, which would cause the distance estimate to decrease by ∼ 0.5 kpc. Overall, an R 0 value calculated using Milky Way quantities should be smaller than the R 0 calculated assuming LMC relations by ∼ 0.3 kpc.
While age is a less important factor than metallicity, we would like to make age corrections as well. We assume that the age of the Bulge is twice the age of the LMC, though the exact age distribution of the bulge is still controversial. For example, Clarkson et al. (2011) rule out a population younger than 5 Gyr, whereas Bensby et al. (2017) estimate that ∼ 20% of bulge stars are younger than 5 Gyr. As we have already emphasized, in the regime where the corrections are linear with age, it is the mean value of the age that matters most, and that value is taken to be 10 Gyr, as opposed to LMC's 6 Gyr.
Finally, we determine the coefficients relating changes in J and K s magnitudes to age, metallicity, and helium abundance. We also include equations for changes in bolometric magnitude, effective temperature, V, I, and H magnitudes, since space-based studies of Miras will make use of these quantities (the V, I, and H magnitudes were derived from bolometric corrections in the same way as J and K s ). At a fixed period of log P = 2.4, the changes in these quantities can be calculated using Table 6 . The covariances between changes in age, metallicity, and helium abundance are small. In addition, since the period-luminosity and period-color re- Table ( 6) vary by a negligible amount at different values of log P, so the relations for infrared bands can be used for Miras over a range of log P. However, the M bol , log T eff , V, and I equations show a much greater variability. For example, at log P = 2.0, the coefficient relating ∆M V and [Fe/H] is 4.297, while at log P = 2.6 the coefficient is 7.314. Thus, this variable dependence of the M bol , log T eff , V, and I equations on metallicity makes it difficult to apply them across a range of periods. The predicted metallicity dependence in K s is ∼ 4× smaller than that reported by Groenewegen & Blommaert (2005) in their comparison of SMC, LMC, and Bulge data. That may be due to the effect of saturation biasing the size and distribution of the OGLE-II sample. Indeed, they report a distance to the Galactic centre of 9.0 kpc under the assumption of µ L MC = 18.50, which is now ruled out by Galactic structure studies and well-explained by the issue of saturation. Figure 8 shows color-color diagrams for solar-neighbourhood Miras, with lines indicating the colors predicted by the track used to approximate the metallicity and age of Milky Way Miras. In this plot, we have included colors from WISE and SDSS in order to explore the uses and limitations of this extra photometric information. The theoretical bolometric corrections used to calculate the various colors are computed in the same way as the J and K s bolometric corrections described above. In addition, since these stars are within the solar neighbourhood, several of the WISE and SDSS magnitudes suffer from saturation, although WISE profile-fitting photometry is still able to extract reliable estimates for most of these measurements (Cutri et al. 2012) . Sources affected by saturation are denoted in grey and blue colors (Nikutta et al. 2014 discuss saturation of WISE sources in great detail). While T M -G 13 the theoretical colors well match the data in the near-infrared, the tracks do not match nearly as well in the optical or midinfrared. This discrepancy is either due to the uncertainties in the colors caused by saturation issues, or a deficiency in the model. If it is the latter, then it indicates that the dependencies we get for the period-luminosity relations only give relative changes, and the coefficients in Table 6 should be considered uncertain. Table 6 gives approximate values, since they are based on AGB models and not specifically on Miras. The mean value of (H − W2) for the solar-neighbourhood Miras is 1.29 magnitudes. Referring back to Section 3.3, this is considerably higher than the 0.08 magnitude mean assumed by the Rayleigh-Jeans color excess method of calculating extinction. Therefore, the colors of the Miras we use give overly large extinction estimates, which explains why the median star distance was only 5.22 kpc, justifying our decision to not include the Rayleigh-Jeans method in our analysis.
Comparison to solar neighbourhood Miras
The predicted colors from Casagrande & VandenBerg (2014) should not be expected to work for the C-rich Miras, given that these have significant features unaccounted for by those models. Long-period Miras (which are more likely to be C-rich) are denoted by X's in Figure 8 . They are indeed less well-fit by the predicted relations, though this discrepancy can only explain some of the observed scatter.
Discussion of the predicted distance offset
The predicted distance offset for Galactic bulge Miras of ∼0.30 kpc would result in a final inferred distance of about 7.6 ± 0.3 kpc, which is mildly in tension with the literature estimate of 8.2 ± 0.1 kpc, at the 2.0-σ level (Bland-Hawthorn & Gerhard 2016) . Its tension with the recent measurement from the orbit of the star S2, 8.122 ± 0.031 kpc (Gravity Collaboration et al. 2018) , is a milder 1.73-σ. We discuss several reasons why that might be, and how the issue might be resolved.
The first is that the offset is still small enough that one can reasonably suspect it to be a fluke. The respective odds of a 2.0 and 1.73-σ event are ∼ 4.5% and ∼ 8.4% if one assumes Gaussian errors, which might not apply here.
A second possibility is that the spatial heterogeneity of the Mira sample could also provide its own errors, for example if the sample happens to correlate with reddening law variations, which are themselves heterogeneous with direction (e.g. Schlafly et al. 2016; Alonso-García et al. 2017) .
A third possibility is that the Bulge Mira population's sampling of stellar population parameters is a function of period, at least for short-period Miras (log P ≤ 2.6). For example, Catchpole et al. (2016) showed in their Section 6 that the spatial distribution of shorter-period Miras is consistent with hotter kinematics, which are associated with the more metalpoor and thus likely older component of the bulge (Pietrukowicz et al. 2012; Clarkson et al. 2018 ). This and other evidence suggests that a star with a particular initial mass, metallicity, and initial helium abundance becomes a Mira whose period evolves little over time.
These concerns, as well as the model predictions which they address, are testable. D 'Orazi et al. (2018) have accurately and precisely measured the abundance ([Fe/H] = −0.55 ± 0.15) of a 202-day period Mira in the globular cluster NGC 5927 by means of a brief, 300 second spectroscopic exposure. The Mira is a little fainter (K s = 8.9 ± 0.15) than most Bulge Miras, and thus the methodology of D 'Orazi et al. (2018) can be applied to Bulge Miras. It is thus demonstrably possible to ascertain these predictions of asymptotic giant branch models, and whether or not subcomponents of the stellar population with specific ages and metallicities can produce Miras with a range of periods.
We note that D'Orazi et al. (2018) also measured [Na/Fe] in this Mira, though they state that further investigation is needed to confirm if this specific abundance is reliable. Should these calibrations be completed, there will be a means to infer helium abundances for globular cluster Miras, as helium and sodium abundance offsets correlate on the asymptotic giant branches of globular clusters (Marino et al. 2017 ). This will provide a means to not just test the dependence on age and metallicity discussed above, but also that on helium abundance.
CONCLUSION
In this study, we examine the validity of making distance measurements using Mira variables by using them to measure the distance to the Galactic centre, as well as probing the dependence of the Mira period-luminosity relation on a galaxy's age and composition. In selecting an ideal sample of Bulge Miras for fitting the distance to the Galactic centre, we find that the OGLE catalogue (Soszyński et al. 2013 ) has low completeness for brighter stars (i.e., stars on the near side of the Bulge) due to saturation, making it unsuitable to use for our distance study.
In comparing several methods of estimating extinction, we find that color-based techniques for calculating extinction towards Miras work better than Galactic dust maps. That may be because former method is less sensitive to the effects of circumstellar extinction. After applying such a method, choosing stars with periods log P < 2.6, and making a geometric correction, we determine that our best estimate for the distance to the Galactic centre is R 0 = 7.9 ± 0.3 kpc, which is in good agreement with measurements of R 0 based on other methods in the literature (Bland-Hawthorn & Gerhard 2016; Gravity Collaboration et al. 2018) .
We use theoretical tracks and bolometric corrections to model Mira period-luminosity and period-color relations and study their dependence on age and chemical composition. In comparing the colors predicted by these models to the Q . Color-color diagrams of solar neighbourhood Miras, where dots represent Miras with log P < 2.6 and Xs represent Miras with log P > 2.6. Grey dots and Xs indicate measurements that may be affected by saturation, while black dots and red Xs are unaffected, and the lines indicate the colors predicted by the AGB models for the Milky Way (Y = 0.27, [Fe/H] = −0.1, Age = 10 Gyr). The y-axis colors are given by the text in each plot, while the x-axis color is always (J − K s ). The theoretical tracks seem to model the data fairly well in near-infrared colors, but the diagrams showing ugriz and WISE colors indicate that there are still significant discrepancies. This could either be due to the uncertainty in the data due to saturation or the model's failure to reproduce certain colors. Therefore, calculations based on these models should be considered only approximate.
colors of solar-neighborhood Miras, we find discrepancies in the optical and near-infrared photometric bands, which is either due to saturation or deficiencies in the models. This suggests that the relations we derive should only be used as approximations.
However, assuming that these models are valid for Galactic Miras, we find that there is a non-negligible dependence of the relations on metallicity and helium, with a smaller effect from stellar age. Since the Milky Way Bulge is about twice as old and twice as metal-rich as the LMC, using relations based on the LMC should cause an overestimate of R 0 on the order of ∼ 0.3 kpc. This has not been validated by our analysis, and we look forward to more precise tests from future investigations. Thus, as we strive to use Mira variables to make increasingly precise distance estimates, both within and outside of the Galaxy, accurately determining the variation of the periodluminosity relations from galaxy to galaxy will become more important.
