AbstractÐLow coupling between modules and high cohesion inside each module are the key features of good software design. This is obtained by encapsulating the details about the internal structure of data and exporting only public functions with a clean interface. The only native support to encapsulation offered by procedural programming languages, such as C, is the possibility to limit the visibility of entities at the file level. Thus, modular decomposition is achieved by assigning functions and data structures to different files. This paper proposes a new approach to using concept analysis for module restructuring, based on the computation of extended concept subpartitions. Alternative modularizations, characterized by high cohesion around the internal structures that are being manipulated, can be determined by such a method. To assess the quality of the restructured modules, the trade-off between encapsulation violations and decomposition is considered and proper measures for both factors are defined. Furthermore, the cost of restructuring is evaluated through a measure of distance between original and new modularizations. Concept subpartitions were determined for a test suite of 20 programs of variable size, 10 public domain and 10 industrial applications. On the resulting module candidates, the trade-off between encapsulation and decomposition was measured, together with an estimate of the cost of restructuring. Moreover, the ability of concept analysis to determine meaningful modularizations was assessed in two ways. First, programs without encapsulation violations were used as oracles, assuming the absence of violations as an indicator of careful decomposition. Second, the suggested restructuring interventions were actually implemented in some case studies to evaluate the feasibility of restructuring and to deeply investigate the code organization before and after the intervention. Concept analysis was experienced to be a powerful tool supporting module restructuring.
INTRODUCTION
M ost complex man-made systems are designed and developed by breaking down their overall structure into smaller, relatively independent units. In many fields, one of which is software engineering, decomposition driven by abstraction is the key to managing complexity. A decomposed, modular computer program is easier to write, debug, maintain, and manage. A program consisting of modules that exhibit high internal cohesion and low coupling between each other is considered superior to a monolithic one.
Inadequate modularization makes maintenance of old legacy systems often expensive and difficult. In some instances, the original modular structure of the program may undergo degradation due to the violations introduced by successive maintenance interventions. In others, even the original design of the program was not conceived to be modular, resulting in an increasingly convoluted and, in the end, unmanageable system. Improving the modular structure of a program is a form of preventive maintenance that is often necessary when the system undergoes new releases. In fact, modifying an intricate code base may not be feasible unless a preliminary restructuring step is performed. In other cases, restructuring becomes unavoidable if the system is to survive its growing entropy.
In languages such as C, the support intrinsically given to modularization is minimal. Data structures and functions can be made private to a file by exploiting the access specifier static. Therefore, in the following, the file will be considered the basic modular unit for C programs. The programmer can violate the encapsulation that was originally designed for a module, if one was, by means of pointers, accessing any field of a given data structure, and function pointers for the functions. Moreover, there are situations in which encapsulation of data structures is not enforced although it would be desirable to have it. Direct access to data structures is intermixed with the usage of interface functions, while a more disciplined interaction of client modules could result in an improved maintainability and understandability. This paper presents a novel approach to module restructuring based on concept analysis. The notion of concept subpartition is introduced to obtain meaningful combinations of the concepts extracted by concept analysis which can be extended to become candidate modularizations of the original program. Concepts can be characterized as groupings of objects sharing common attributes. 1 Functions and data structure accesses instantiate the notions of objects and attributes for the present application of concept analysis. Therefore, concepts represent the basic elements that determine the borders encapsulating functions into modules. If the attributes are able to capture the internal structure accesses performed by the functions in the program, concepts and extended concept subpartitions For information on obtaining reprints of this article, please send e-mail to: tse@computer.org, and reference IEEECS Log Number 108171.
1. Objects and attributes introduced in the framework of concept analysis should not be confused with objects and attributes of object-oriented programming.
result in highly cohesive module candidates, organized around the data structure being manipulated. The data structures around which modules are built may be statical (e.g., global variables) or dynamical (heap allocated) and functions operating on them have their type in the signature if they are not globally accessible. Consequently, three kinds of attributes are considered: dynamic memory, signature types, and global variables. A module can encapsulate a set of operations manipulating a common dynamically allocated data structure (e.g., a list or a tree). Moreover, a module can group functions receiving a user-defined data structure as a parameter and operating on it. Finally, global variables can be the shared structures around which a module is built.
When the modules of a program are restructured, two contrasting factors have to be controlled: encapsulation and decomposition. It is easy to obtain solutions to the restructuring problem if only one of these factors is considered. A program with all functions in a module has no encapsulation violations but has a low level of decomposition. On the contrary, assigning every function to a distinct module produces the maximum decomposition, but also the maximum encapsulation violations. A means of evaluating the trade-off between encapsulation and decomposition is suggested here and is based on proper measures of the two factors to be compared with the original levels. In fact, there is no absolute optimal value, but improvements can be defined with respect to the starting point. Moreover, additional criteria (e.g., work assignment) usually have to be accounted for, when modularizing or restructuring a system, related to the different perspectives that can drive its decomposition.
While the relative encapsulation and decomposition improvements determine the benefits of restructuring the program, a further element affecting the final decision is cost. Estimating the effort required to reorganize a program according to a new modular structure is a hard task. Nevertheless, a first coarse grain indicator is given by the distance between the partition of the functions in the original modules and in the new ones. Such a notion of distance is defined in this paper and an algorithm for computing it is also provided. The encapsulation and decomposition measures, together with the distance from the original modularization, give a complete picture of the required intervention. It is possible to graphically represent the trade-off discussed above and to allow the programmer to choose among the available alternative modularizations computed from concept subpartitions.
Experimental results suggest that concept analysis is an effective tool to drive module restructuring. Ten public domain and 10 industrial programs were analyzed in the three contexts (dynamic memory access, function signature types, and global variable use). For all the considered programs, the retrieved extended concept subpartitions provide alternative modularizations which improve encapsulation and/or decomposition metrics with respect to the original programs. The cost associated with each candidate transformation was evaluated and used to guide the selection. Programs having no encapsulation violations at all in any of the three considered contexts were used as oracles, assuming that their actual modularization is a good one and corresponds to a common purpose. Concept analysis was able to exactly reconstruct the same modularization on about half of them and produced a very close modular structure on the remaining ones. In some case studies, the restructuring interventions suggested by concept analysis and selected by examining encapsulation, decomposition, and cost were actually implemented with the purpose of gaining knowledge about the real effort required. The results show that improving encapsulation can be effectively supported by concept analysis and that the initial directions obtained through it are extremely useful.
The paper is organized as follows: The next section presents the related work. Section 3 describes the basic elements of concept analysis, concept partitions, and the proposed concept combinations represented by concept subpartitions. The last topic of this section deals with two novel metrics for encapsulation and decomposition assessment. In Section 4, the notion of partition distance is introduced as a means of evaluating restructuring costs. Section 5 gives experimental results obtained for a test suite of public domain and industrial programs. Finally, Section 6 is devoted to the conclusions.
RELATED WORK
The related work deals with the identification of abstract data types and objects in the code. In [13] , the main methods for object identification are classified as global-based or type-based, respectively, when functions are clustered around globally accessible objects or formal parameter and return types. A new identification methodÐbased on the concept of receiver parameter typeÐis also proposed. The approach presented in [3] , which considers accesses to global variables, uses an internal connectivity index to decide which functions should be clustered around the recognized object. Such a method is extended in [4] to include type-based relations and it is combined with the strong direct dominance tree to obtain a more refined result. The recovery technique described in [24] builds a graph showing the references of procedures to structure internal fields. Accesses to global variables drive the recognition of object instances.
Atomic components are detected and organized in a hierarchy of modules, according to the method described in [8] . Three kinds of atomic components are considered: abstract state encapsulations, grouping global variables and accessing procedures, abstract data types, grouping user defined types and procedures with such types in their signature, and strongly connected components of mutually recursive procedures. Dominance analysis is used to hierarchically organize the retrieved components into subsystems.
A radically different group of approaches for extracting software components with high internal cohesion and low external coupling exploits the computation of software metrics. The ARCH tool [19] is one of the first examples of embedding the principle of information hiding turned into a measure of similarity between procedures within a semiautomatic clustering framework. Such a method incorporates a weight tuning algorithm to learn from the design decisions in disagreement with the proposed modularization. In [2] , [5] , the purpose of retrieving modular objects is reuse, while, in [18] , metrics are used to refine the decomposition resulting from the application of formal and heuristic modularization principles. Another different application is presented in [11] , where cohesion and coupling measures are used to determine clusters of processes. The problem of optimizing a modularity quality measure based on cohesion and coupling is approached by means of genetic algorithms in [15] , which are able to determine a hierarchical clustering of the input modules. Such a technique is improved in [16] by the possibilty of detecting and properly assigning omnipresent modules, of exploiting user provided clusters, and of adopting orphan modules. In [14] , a complementary clustering mechanism is applied to the interconnections, resulting in the definition of tube edges between subsystems.
In [9] , the star diagram is proposed as a support to help the programmer restructure a program by improving its encapsulation of abstract data types. Another decomposing and restructuring system is described in [17] . Both of them provide sophisticated interaction means to assist the user in the process of analyzing and restructuring a program.
The most relevant works to the presented approach are applications of concept analysis to the modularization problem. In [7] , [10] , [21] , concept analysis is applied to the extraction of code configurations. Modules associated with specific preprocessor directive patterns are extracted and interferences are detected. The relation between procedures and global variables is analyzed by means of concept analysis in [12] . The resulting lattice is used to identify module candidates. Violations of encapsulation are represented in the lattice and can be automatically handled. The lattice can also be transformed so as to become more suitable for modularization by exploiting the block relations, additional procedure/global variable relations that extend the original ones. Concept analysis is used in [20] to identify modules by considering both positive and negative information about the types of the function arguments and of the return value. Concept partitions correspond to possible modularizations of the program. In this author's previous work [23] , encapsulation around dynamically allocated memory locations is considered. Points-to analysis is used to determine dynamic memory accesses, while concept analysis permits grouping functions around the accessed dynamic locations. The resulting clusters are plotted on a new diagram, the O-A (Objects-Attributes) diagram, allowing for the selection of the concepts more suitable to drive the restructuring process. Concept analysis is exploited in [22] to reengineer class hierarchies. A context describing the usage of a class hierarchy is the starting point for the construction of a concept lattice from which redesign hints can be derived.
The main difference between module restructuring based on clustering and module restructuring based on concepts is that the latter is intrinsically able to characterize the restructured modules semantically, while the former builds modules according to cohesion and coupling metrics.
In fact, a concept is a grouping of programming entities (e.g., functions) that share common attributes. Such attributes can be interpreted as a description of the commonalities within each module. On the contrary, modules recovered by means of clustering have to be inspected to trace metrics values back to the attributes originating them.
Module restructuring methods based on concepts suffer from the difficulty of determining partitions, i.e., nonoverlapping and complete groupings of program entities. In fact, concept analysis does not assure that the candidate modules it determines are disjoint and cover the whole entity set.
The novelty in the approach proposed in this paper is the use of concept subpartitions instead of concept partitions. The idea is that the overly restrictive constraint of partitions, requiring that the whole object set is covered, can be removed, thus exploiting all the information retrieved through concept analysis and otherwise lost with the concepts that are disregarded since they do not form a complete partition. In addition, this paper proposes two effective metrics for evaluating the benefits of restructuring and a proper distance measure to estimate restructuring costs. The graphical representation of all these factors drives the programmer in the selection of the subpartitions of interest.
CONCEPT ANALYSIS AND ITS SUPPORT FOR MODULARIZATION

Basics
In this paper, concept analysis is not presented in detail. For a primer, the interested reader can refer to [20] . Only the basic definitions are introduced and the results obtained for a small example are discussed to informally illustrate the general ideas. In the following, the reference problem is the decomposition of a procedural program into modules containing groups of functions. In C, this corresponds to the organization of functions within different files. Concept analysis permits grouping objects that have common attributes. In the application of concept analysis to modularization, objects are functions, while attributes are properties of functions related to their encapsulation inside modules. Examples of such attributes are the accesses to global variables, the accesses to dynamic locations, and the presence of a user-defined structured type in the signature, including return type. Concept analysis is a general framework, rather than a specific modularization technique, that can be specialized by the particular choice of attributes that are considered in evaluating encapsulation. Combinations of different kinds of attributes and the negation of attributes can be used as well.
The starting point for concept analysis is a context yY eY , consisting of a set of objects y, a set of attributes e, and a binary relation between objects and attributes, stating which attributes are possessed by each object. A concept is a maximal collection of objects that possess common attributes, i.e., it is a grouping of all the objects that share a common set of attributes. More formally, a concept is a pair of sets Y such that:
fo P yjV P X oY P gY I f P ejVo P X oY P gX P is said to be the extent of the concept and is said to be the intent. There are several algorithms for computing the concepts for a given context. The simple bottom-up algorithm described in [20] was used for this work.
The key observation for using concept analysis is that a module or abstract data object corresponds to a formal concept. Let us consider, for example, the accesses to dynamic memory. A concept consists of a set of functions operating on a set of dynamic locations, while such locations are not simultaneously accessed by a function outside the concept.
An example of context is given in Table 1 . The set of objects consists of the three functions, f I Y f P Y f Q , and the attributes are the three dynamic locations, rie I Y rie P Y rie Q , representing three unnamed data structures that are dynamically created on the heap (e.g., via malloc, in C). Table 1 indicates (with a tick) the direct access of a function to some internal field of a dynamic location, thus, e.g., f I accesses rie I and rie P , while f Q accesses rie I and rie Q . After applying concept analysis to this example, the following concepts are identified:
indicates that all the three functions share access to rie I . P states that f I and f P both access rie I and rie P . f Q is the only function accessing both rie I and rie Q (concept Q ), while no function has the property of accessing all dynamic locations ( R ).
Concept Partitions
Concepts are good candidates for the organization of functions into modules. In fact, each concept is, by definition, characterized by a high cohesion of its objects around the chosen attributes. However, concepts may have extents with nonempty intersections and, thus, not every collection of concepts represents a potential modularization. To address this problem, the notion of concept partition was adopted (see, for example, [20] ). A concept partition consists of a set of concepts whose extents are a partition of the
A concept partition allows assigning every function in the considered context to exactly one module. In the example discussed above, the two following concept partitions can be determined:
The first partition contains just one concept, I , and corresponds to modularizing the program by inserting all three functions, f I Y f P Y f Q , in the same module, on the basis of their shared access to rie I . The second partition generates a proposal of modular organization in which f I and f P are inside a module, since they access both rie I and rie P , while f Q is put inside a second module for its access to rie I and rie Q . It should be noted that the second modularization permits a violation of encapsulation since functions of different modules access a shared dynamic location, namely rie I . It ensures that no function outside P accesses both rie I and rie P , but rie I alone is accessible. This example gives a deeper insight into the modularization associated with a concept partition: Even in cases in which the only modularization that does not violate encapsulation is the trivial one, with all functions in a module, concept analysis can extract alternative modularizations that do not ensure that everything is encapsulated, but are based on common attributes. In such a case, the residual violations of encapsulation may be considered acceptable or may be removed with the introduction of proper accessor/modifier functions.
Concept Subpartitions
Concept partitions introduce an overly restrictive constraint on concept extents by requiring that their union covers all functions in the program. In many practical cases, the only concept partition able to satisfy such a constraint contains just one concept whose extent is the set of all program functions. Consider, for example, the case of a program with a function that possesses no attribute (in the example above, an additional function f R that does not access dynamic locations). Such a function can only be in the extent of a concept with empty intent, together with all other functions. The only associated concept partition is the trivial one, with all functions grouped in the extent of the only concept of the partition. More generally, when concepts are disregarded because they cannot be combined with other concepts to cover all functions, important information that was identified by concept analysis is lost without reason. The usefulness of a group of concepts in identifying meaningful organizations of functions around shared attributes should not be limited by the unnecessary requirement that all functions are covered. In this paper, the notion of concept subpartition in which the overly restrictive constraint is removed is proposed to replace concept partitions. A concept subpartition associated with a given context is a set of concepts with disjoint extents.
Vi T jY i j YX R Concept partitions are particular cases of concept subpartitions where the union of the extents is the set y of all objects.
Object Partitions
Partitions of the object set represent possible modularizations of a program. 2 The actual modules in a program can be regarded as an actual object partition of the program since they group the functions of the program according to the source file they belong to. Such an object partition will be referred to as the original object partition of the program and is associated with the original modularization of the program.
A concept subpartition induces a subpartition of the object set, which in turn can be extended to an object partition. The object subpartition, induced by a concept subpartition g f I Y I Y F F F Y n Y n g is the set of the extents, f I Y F F F Y n g. It can be transformed into an object partition , with reference to the original partition , by means of the partition subtraction (sub) operator:
Definition 1 (Partition Subtraction). The partition subtraction of an object subpartition from an object partition gives the subpartition complementary to with respect to . It can be obtained by subtracting the union of the sets in from each set in .
su fw k w i À wjP w j jw i P gX sub is itself a subpartition because sets in are disjoint and remain such after the subtraction. The subtraction operator can be used to extend subpartitions to partitions: Definition 2 (Subpartition Extension). An object subpartition can be extended to an object partition , with reference to an original partition , by the union of and the subtraction of from . The empty set is not considered an element of .
su À YX
If, for example, fff I gY ff P Y f Q gg represents the original modularization of a program and fff I Y f P gg is the subpartition associated with a concept subpartition of the program, the subtraction of from gives ffgY ff Q gg, i.e., it gives all the functions not covered by the subpartition and grouped according to the original modularization. The extension of is therefore fff I Y f P gY ff Q gg.
Extending subpartitions to partitions allows one to also obtain a modularization of all the functions in the program in cases in which concept subpartitions instead of partitions are used. The extension involves considering the original grouping of the functions into modules and using it to complete the subpartition.
Encapsulation Violations
A quality factor of a modularization is its ability to encapsulate functions around shared attributes. A measure of such ability is the count of the violations of encapsulation associated with a given modularization of a program. The considered modularization may be both the original one or that proposed by concept analysis through concept subpartitions. To evaluate the number of violations of encapsulation, each attribute of the considered context has to be assigned to one of the object sets (modules) in the modularization. Then, the count of the attributes possessed by the objects in a module and assigned to a different module gives the number of violations.
Definition 3 (Attribute Assignment). Given a context
yY eY and an object partition , the attributes assigned to each module w k are those with the highest number of accesses from w k . An attribute is assigned to the object set w k of the object partition iff w k is the set with the maximum number of objects possessing .
where ettrw k is the set of attributes assigned to the object set w k . The maximum cardinality of the considered subset of may be associated with multiple indexes i. In such cases, rg mx randomly chooses one of them. It will be shown that this arbitrary choice has no impact on the count of encapsulation violations.
Definition 4 (Encapsulation Violations)
. Given a context yY eY and an object partition , the encapsulation violation count i is the total number of objects in each object set w i of that possess an attribute assigned to a different object set w j of .
With reference to the example in Table 1 , let us assume that the original modularization of the program is fw I Y w P g fff I gY ff P Y f Q gg. Attributes rie I Y rie P Y rie Q can be assigned to the modules as follows: ettrw I frie P g and ettrw P frie I Y rie Q g. In fact, rie I and rie Q are possessed, respectively, by two objects in w P vs. one object in w I and one object in w P vs. no object in w I . The attribute rie P has one access from both w I and w P , thus it was arbitrarily assigned to w I . The resulting encapsulation violation number is two since f I P w I accesses rie I , assigned to w P , and f P P w P accesses rie P , assigned to w I . It should be noted that the choice of assigning rie P to w P would not change the encapsulation violation count since exactly one violation in the access to rie P would remain due to its access from f I P w I . More generally, if the same maximum number of accesses is detected in more than one module, all accesses are violations except those done by the chosen module with no regard to the particular choice of the module to which the attribute is assigned. If an extended object subpartition of the example above is fw I Y w P g fff I Y f P gY ff Q gg (it is the object subpartition associated with concept P ), attributes can be assigned as follows: ettrw I frie I Y rie P g and ettrw P frie Q g.
The encapsulation violation number becomes one and accounts for the access from f Q P w P to rie I .
Decomposition
The number of violations of encapsulation cannot be the only measure that drives modularization. In fact, the trivial modularization with all functions in a single module has an encapsulation violation count of zero but is not acceptable. The second factor that affects the quality of a modularization is its ability to decompose the system into smaller, more manageable, and meaningful subsystems. Therefore, an evaluation of the quality of a modularization should include a measure of the decomposition associated with it. Given an object partition , a simple decomposition measure is given by its size:
The number of modules in which the system is split is thus used to account for the level of decomposition of the program.
Having few encapsulation violations and high decomposition are opposite requirements in the choice of a modularization of the program. In extreme cases, it is possible to obtain i H by inserting all functions in a single module, but the corresponding decomposition is the minimal possible: one. On the other side, the highest decomposition is obtained by inserting a single function into each module. In this case, the decomposition metric is maximal and equal to the number of functions in the program: he jp un j, but the corresponding encapsulation violation number is also maximal: i jj À jej. In fact, every attribute is arbitrarily assigned to one of the modules accessing it since each module performs at most one access. All accesses are violations except for those made by the modules to which the attributes are assigned. Their number is equal to the number of attributes, jej, since each such module performs just one access (under the hypothesis that no unaccessed attributes exist).
In real cases, the number of encapsulation violations should be limited and, at the same time, decomposition of the system should be encouraged. For a given program, it is possible to assess the actual decomposition and encapsulation levels through the metrics proposed above. A restructuring intervention aimed at improving the modularization of the program should compare the new decomposition and encapsulation levels with the original ones. An additional element to be considered is the cost of the modification. A way to obtain a raw indication of such cost is described in the next section.
DISTANCE BETWEEN OBJECT PARTITIONS
The actual modular structure of a program must be compared with the modularization proposals coming from concept analysis to gain indications on the cost of restructuring. For this reason, a notion of distance between object partitions is developed. In the following, the notion of elementary transformation is introduced. Then, it is used to define a measure of distance between partitions. Finally, an algorithm to compute such a distance is given. Partitions are assumed not to contain the empty set.
Definition 5 (Elementary Transformation
The three situations that can occur when an elementary transformation is applied to a partition are depicted in Fig. 1 . In Case 1, the cardinality of is not changed. An object is removed from a set that does not become empty and is added to an already existing set. In Case 2, the cardinality of is incremented because an object is removed from a set that does not become empty and generates a singleton set. Finally, in Case 3, the cardinality of is decremented because an object is removed from a singleton set that becomes empty and is added to an already existing set. Note that the empty set that is generated by this move is not considered as belonging to the partition.
Definition 6 (Partition Distance). The distance between two
partitions is the minimum number of elementary transformations that can be applied to the first partition to produce the second partition.
The existence of such a measure for any pair of partitions descends from the possibility of transforming any partition into any other arbitrary partition through a sequence of elementary moves. A way to do this is to reduce the partition to a collection of singleton sets by means of the second move in Fig. 1 . Then, such sets can be aggregated to obtain any desired partition by means of the third move in Fig. 1 . It is straightforward to show that the above definition satisfies the requirements of distance. The axioms of distance require that the following conditions hold for any partition Y Y :
Being a natural number, the partition distance is greater than or equal to zero. It is zero when a partition can be transformed into with zero elementary moves, i.e., when and do not differ; vice versa, if they do not differ they can be transformed into each other with zero moves. 
d Y dY .
Commutativity follows from the observation that every elementary move has an inverse. Move 1 in Fig. 1 has itself as an inverse because the object o k can be reinserted into H nI by extracting it from H nP , which does not become empty since nP was not empty initially. Move 2 has Move 3 as its inverse and vice versa, Move 3 has Move 2 as its inverse. In fact, Move 2 extracts an object and generates a singleton set, while Move 3 inserts the object of a singleton set into an already existing set. Thus, any minimal sequence that transforms into has an inverse of the same length and no shorter sequence can transform into because its inverse would otherwise be the minimal sequence from to .
The concatenation of the minimal sequence from to and from to is a legal sequence of elementary transformations from to . Therefore, the minimal sequence from to can only be shorter than or equal to such a concatenation. Fig. 2 shows the pseudocode of an algorithm that computes the distance between two object partitions. It is a recursive algorithm ending when the two input partitions are equal and, thus, their distance is zero. If the two partitions are not equal, the minimum number of elementary transformations to convert the first one into the second one has to be determined. x, the total number of objects in each partition, is initially assigned to the support variable min. In fact, this is an upper bound for such a minimum. Then, for each pair of sets from the two partitions that are different and have a nonempty intersection, the elementary transformations to turn the first one into the second one are applied. Pairs with empty intersection can be disregarded since they originate longer sequences of elementary transformations in that no object can remain in the original set. Now, two new partitions are computed in which the transformation of the paired sets is completed. The number of elementary moves to accomplish this transformation is the cardinality of the symmetric difference (indicated with R) between the selected sets. In fact, this is the number of objects that are moved from the first set to their final destination or from the second set into the first one. It has to be augmented with the number of moves necessary to transform the two new partitions one into the other, i.e., with the recursively computed distance between the two new partitions. Finally, the minimum is returned as the result of the computation.
Let us consider the object partition associated with the concept partition g P of the example in the previous section, fp I Y p P g fff I Y f P gY ff Q gg. If the actual modules of the program are q I ff I g and q P ff P Y f Q g, the original object partition is fq I Y q P g fff I gY ff P Y f Q gg. The distance between the two partitions can be computed by applying the algorithm in Fig. 2 . The pairs of sets with nonempty intersection that are considered for transformation are p I Y q I Y p I Y q P Y p P Y q P . When each of the three transformations is completed, the new partitions become equal and the recursive distance is zero. The symmetric difference size is, respectively, one, two, one and, thus, the minimum is one. If a concept subpartition is considered instead of a partition, it has to be extended to an object partition first.
The above notion of distance between object partitions is appealing in the context of module restructuring because elementary transformations correspond to moving a function from a module into another module. This can be considered a unit of measure for the restructuring effort paid when the decision is to reorganize the modularization by moving some functions across modules. It is a coarse grain cost measure to be weighted with an estimate of the interventions required by the move, but it is a first indication giving the total number of such moves. On the other hand, the distance between object partitions does not account for a second decision that can be taken: The functions can remain in their original module and the violations of encapsulation are resolved by modifying the code of the functions or they are considered acceptable and no intervention is performed to remove them. Therefore, the cost of moving functions between modules is not the only factor to examine: The presence of residual violations has to be evaluated. In addition, the new modularization of the program should not worsen the level of decomposition in order to gain in encapsulation. To summarize, to get the whole picture of costs and benefits of a module restructuring intervention, the encapsulation and decomposition levels should be compared with the initial ones and the cost of each restructuring alternative should be estimated.
EXPERIMENTAL RESULTS
The proposed approach to module restructuring based on concept analysis was applied to 10 public domain and 10 industrial programs, written in C language. The front end of CANTO [1] (Code and Architecture Analysis Tool) was used to extract the information needed for concept analysis from the code. CANTO [1] is composed of several subsystems: a front end to parse C code, an architectural recovery environment, a static analyzer, an interface for graph displaying, and a customized editor. The user, in a closed loop, can analyze a system, navigate through different views by means of a graphical user interface, generate queries and new views, and add and remove components, subsystems, and code to accomplish maintenance tasks. Among the static analyses available from CANTO, the points-to analysis [6] is the most important for the present work since it provides a static solution to the problem of determining the accesses to dynamically allocated data structures. In fact, the result of points-to analysis is a set of points-to pairs associating pointers to the (possibly) pointed-to locations, where the locations may either be static or dynamic. Results are approximate (exact solutions are in general not computable) but safe, i.e., the pointed-to locations are possibly a superset but never a subset of the true set.
Three different kinds of attributes were considered for encapsulation improvement: the accesses to dynamically allocated memory locations, the structured types in the function signature, including the return type, and the definitions and uses of global variables. Correspondingly, three contexts were generated for each program and restructuring directions were obtained by concept analysis, aimed at improving the encapsulation, respectively, of dynamic memories, structured types, and global variables. Table 2 contains the public domain 3 programs at the top, while the industrial programs are listed at the bottom.
Test Suite
Names of the programs in the industrial test suite are not given for reasons of confidentiality. Their application domain ranges from banking to telecommunications, computer-aided design, and multimedia database management. The table gives the size of each program in Lines Of Code (LOC). The next columns contain the number of functions and the number of modules. Then, for each of the three considered contexts, the associated number of objects and attributes is shown.
By considering the total size in LOC and the number of modules (Table 2) , it can be noted that programs in the test suite exhibit a high variability in the granularity of modules. More particularly, the size of each individual module in the public domain programs ranges from one LOC to 14,662 LOC, with an average of 702.5, while, in the industrial test suite, it is between 69 and 4,949 LOC (average 1,742.9). The number of functions per module is also an indicator of high variability. In fact, in the public domain, code modules contain one to 130 functions each (with an average of 9.1), while industrial modules contain a number of functions between one and 56 (average 4.9). This is an indicator of the strong dependence of module granularity on the application domain, the programming style, the development software, and many other factors resulting in a high variability of module size and function number.
For the first considered context, the number of objects in Table 2 is the number of functions accessing some dynamic memory, while the number of attributes is the number of dynamic locations. In the second context, only the functions with structured types in the signature are considered, and the number of such types is the number of attributes. Finally, the last context relates functions to global variables. On average, the number of functions involved in the three contexts is, respectively, 57.8, 41.2, and 111.3, while the number of attributes is 38.4, 9.0, and 313.7. Thus, the third context involves about twice the number of functions in the The size of the programs in Lines Of Code (LOC) is given in Column 2. Columns 3 and 4 contain the number of functions and modules. The number of objects and attributes for each of the three considered contexts is shown in the next columns.
first and second contexts, while the attributes in the three contexts are highly variable in number, reaching a maximum in the third context again.
The organization of functions into modules, i.e., their distribution among source files, was considered in order to assess the initial number of encapsulation violations for each of the three contexts. Table 3 contains such values, representing the number of functions accessing attributes of another module. Regarding the accesses to dynamic memory, all public domain programs show some violations of encapsulation, with only one exception, gdbm. Industrial programs have many fewer violations in the access to dynamic memory. In fact, only two programs have modules accessing dynamic locations not belonging to them. The second context is the one with the minimum number of encapsulation violations in the programs considered. Structured types of different modules are in the signature of some functions only in five public domain and three industrial programs. In addition, the number of violations is generally low. Finally, the access to global variables by external modules is very frequent in that all programs exhibit some violations of this kind. This could indicate that global variables are commonly used as a means to exchange information between modules, rather than a data structure around which to encapsulate the related computation.
Encapsulation violations considered in Table 3 simply obey the rule that a module has a function accessing an attribute from another module. This is not always undesired behavior. For example, global variables may be intentionally shared among modules, types could be in the signature of functions that do not manipulate them but act as accessors returning the structure to be manipulated by means of encapsulated functions, and dynamic strings may be accessed from anywhere without violating encapsulation unless strings are themselves encapsulated. Therefore, a better starting point for restructuring is a context in which only attributes intended to be encapsulated are inserted. Such work is very expensive, especially if it has to be replicated on every program in the test suite and for every context. Thus, restructuring was evaluated in a blind way, considering all retrieved attributes as candidates for encapsulation. In a more realistic use, a manual selection of the relevant attributes is preliminarly performed and only the related violations are considered. This approach was followed in some case studies taken from the presented test suite and discussed below.
Concept analysis was performed for the 20 programs considered on a Sun SPARC 20 with 64 Mb of internal memory and one Gb of swap area under normal load conditions. Table 4 contains the number of concepts found for each program in each context. No concept was determined for those programs with empty context. The third context, access to globals, which has the highest number of objects and attributes, is the one that generates the highest number of concepts. Then, concepts were combined to form concept subpartitions. The number of possible combinations of k concepts taken from a set of n concepts is the binomial coefficient of n and k. Therefore, the total number of subpartitions to check could be exponential in the number of concepts. A timeout of 10 hours was fixed to stop subpartition computation in cases in which the number of concepts is too high. Subpartitions are formed in increasing order so that, when the computation is stopped, higher order subpartitions are not determined. For the considered programs, it was possible to complete such a computation for all the contexts in which no more than 30 concepts were found.
The average number of subpartitions determined within the 10 hours timeout is 183,703.4, 52,912.9, and 161,426.9 in the three contexts, respectively. If concept partitions are considered instead, such average numbers dramatically decrease to 1.17, 1.61, and 1.05, respectively. In fact, in many cases, the only disjoint concept combination that covers the whole object set is the top concept, with all objects in the extent and typically empty intent. Considering subpartitions has an experimental validation in its capability to extract many nontrivial concept combinations that are otherwise missed. Concept subpartitions were extended to be partitions of the whole object set. To evaluate the resulting modularization against the original one, the proposed measures of encapsulation violations, decomposition, and partition distance have been employed. For subpartitions with the same encapsulation violations and decomposition, the one with the minimum distance was chosen. The diagram representing this distance for each associated encapsulation violation and decomposition level was computed for every program in the test suite. The levels of encapsulation violations and decomposition were considered relative to the original ones by computing the ratio between the two. Ratios also permit a comparison between restructuring actions on different programs.
An example of such a diagram for the minicom program, in the first considered context, is shown in Fig. 3 . The shapes of the diagrams for the other programs are slight variants of that in Fig. 3 . A cost equal to zero is placed at the coordinates (1, 1) since this is the initial level of decomposition and encapsulation violation. Ratios between the encapsulation violations in the restructured and in the original programs are low, thus indicating that the modularizations determined by concept analysis are consistent with the choices made by the programmers. They are comparable in granularity and organization. Furthermore, they often allow for the improvement of encapsulation and/or decomposition. Points in the lowest region correspond to a reduction in the number of encapsulation violations, while points in the rightmost region represent an increased decomposition. The results depicted in Fig. 3 show that, for the minicom program, there are opportunities for restructuring. In fact, several points are in the lowest rightmost region with fewer encapsulation violations and increased decomposition. This is often true also for the other programs in the test suite, within the first and third contexts, while, for the second context, a decrease in encapsulation violations is often paid in terms of decreased decomposition. In addition, for a given level of encapsulation violations, the restructuring cost increases with the decomposition level. Typically, an improvement in encapsulation violations can be obtained more easily (with a lower cost) if a decrease in decomposition is accepted. Points on the horizontal axis represent solutions with no encapsulation violations at all. In such cases, all accesses to the selected attributes do not cross the boundaries of the module. Fig. 4 shows the cost of reducing encapsulation violations or increasing decomposition for the minicom program. The horizontal axis is divided into two intervals, from 0 to 1 and from 1 to 2. Points in the 0, 1 range represent relative encapsulation violation levels for the concept subpartitions. The associated restructuring cost, estimated as partition distance from the original modularization, is the vertical displacement. Encapsulation violation costs considered in this diagram are the minimum values with respect to the decomposition levels. Points in the 1, 2 range represent restructuring costs to improve decomposition. Minimum values with respect to the different encapsulation violation levels are considered. This diagram is useful when restructuring is mainly focused only on encapsulation and decomposition can become worse or vice versa on decomposition, with the possibility of increasing encapsulation violations. The plot of the costs associated with the restructured modularization found by concept analysis suggests that low levels of encapsulation violations and high levels of decomposition require expensive restructuring interventions. While reducing encapsulation violations, the associated restructuring cost is not monotone for most programs in the test suite, thus indicating that substantial improvement may be obtained at costs as low as those for minor improvements. On the contrary, the cost for increasing decomposition has a more regular monotonic plot. Costs for decreasing encapsulation violations are generally higher than costs for increasing decomposition at the same relative improvement level, for most considered programs. The same kind of plot for both costs can be observed for all three considered contexts, but the third context is characterized by a much higher cost range. Such high costs are associated with eliminating global variable accesses from outside the modules defining them, i.e., making all global variables static.
Assessing Concept Analysis Modularization
In the first two contexts, there are some programs with no encapsulation violations at all. They can be used to assess the modularization capability of concept analysis: Attributes are already encapsulated in such cases and it is likely that the encapsulation is based on a common purpose. Therefore, concept analysis should determine a subpartition whichÐwhen extendedÐgives a modularization close to the original one. Table 5 gives the list of all the programs in the first and second contexts without encapsulation violations and with a nonempty context. For each of them, the subpartition without encapsulation violations with minimum distance from the original modularization was determined. Such a distance is shown in the next columns, after the decomposition level, given as a fraction of the original decomposition.
On five of the 12 examined programs, concept analysis was able to exactly reconstruct the same modularization as in the original programs by only exploiting information about the attributes (dynamic memory or signature types) of the involved functions. On nine of the remaining programs, concept analysis modularization has a distance of 1 from the original modularization and, in the last two cases, such distance becomes 2. Thus, when the modularization extracted by concept analysis is not exactly the original one, it is very close to it. Distance values of 1 or 2 correspond to removing one or two functions from the original module and inserting them into a new module, thus increasing the decomposition level.
The cases with the remodularized program different from the original one basically have two explanations. Some modules group functions that are logically related but do not share any attribute mapped into a programming construct. For example, modules manipulating devices at a low level use a file descriptorÐrepresented as an integerÐto access the devices. Such a feature cannot be represented by a proper attribute that can be automatically extracted from the code (checking accesses to integer variables is too coarse a condition). In the other basic situation, modules cannot be characterized by only one kind of attribute. Typically, the user can extend the signature-type-based context with other attributes (dynamic location or global variable accesses) by exploiting the knowledge of the relevance of the attribute for the searched modularization. By performing such an extension on most of the programs in this category, it was possible to exactly reconstruct the original modularization.
Two programs, gzip and flex, need special explanation. In gzip, the two functions _getopt_internal and getopt_long are extracted from their original module, getopt.c, by concept analysis, the reason for this being that the other three functions in this module do not manipulate struct option type data. Actually, two of them, namely my_strlen and my_index, are general string manipulation routines that do not share anything with _getopt_internal and getopt_long and are correctly taken separated. The other function, exchange, shares the access to the command line string with the two encapsulated functions. If this access is modeled as an additional attribute, concept analysis is able to group it with the other two extracted functions.
In flex, the module sym.c implements a symbol 
Case Studies
Some of the restructuring interventions suggested by concept analysis were actally implemented on two of the analyzed programs to obtain a deeper insight into the required actions and the resulting systems.
less is a UNIX utility to display a text file on a terminal with the possibility of backward movements. In the second context, shown in Table 6 , it has just one encapsulation violation that can be eliminated by incrementing the decomposition level. The distance of this new modularization from the original one is three. The detected encapsulation violation is due to the presence of type struct scrpos in the signature of functions store_pos and get_pos from file ifile.c and function get_scrpos from file position.c. If all computation on the struct scrpos type is encapsulated inside a separated file, two problems arise. As a field of an ifile dynamic structure manipulated inside ifile.c is of type struct scrpos, the new module accesses its private fields, thus violating encapsulation of dynamic memory (first context). Such a violation can be considered acceptable as the new module exports all operations on struct scrpos data. Furthermore, an accessor function returning such a field is required in module ifile.c so that client modules can pass it to the new module without violating encapsulation. In the new module scrpos.c, the two functions get_scrpos and store_pos can be merged and become function copy_scrpos. When encapsulated in scrpos.c, the ifile structure in their original signature is replaced by a second scrpos structure. As a consequence, the action performed is the same, provided the actual parameters are exchanged in calls to store_pos, with respect to get_pos. To avoid accesses to an internal dynamic structure of position.c, two accessor functions are added to this module, respectively, returning an index in a dynamic table and the value associated with an index. Alternative solutions to improve encapsulation are considering the computation on struct scrpos as a part of the computation performed inside position.c or inside ifile.c. The first solution still has the disadvantage that private fields of a dynamic structure belonging to ifile.c are manipulated from inside position.c. The second solution is probably the best one since it eliminates all undesired accesses. In fact, if the three considered functions are inserted into ifile.c, no external module manipulates the ifile structure fields, no external function manipulates scrpos structures, and the accesses to the dynamic table from position.c can be avoided by means of the two accessor functions discussed above.
This example highlights that improving encapsulation is never a trivial task and substantial work is required on the part of the programmer to evaluate the alternative solutions and to take into account the whole picture. Nevertheless, the initial hints were determined through concept analysis and shown to be very very useful.
minicom is a free communication program. Features include a dialing directory with auto-redial, support for UUCP-style lock files on serial devices, a separate script language interpreter, capture to file, and multiple users with individual configurations.
In the first context, there are 22 encapsulation violations associated with a dynamic location of type WIN. The data structures of this type implement a portable character-based window system for which all manipulating functions are part of the module window.c. Restructuring interventions found by concept analysis include a subpartition, with a cost equal to 42, allowing a 55 percent reduction of the violations and an increased decomposition. It was selected from the alternative subpartitions by exploiting the plots in Figs. 3 and 4 . Among the points on the left plot, the one at coordinates (1.06, 0.45) with cost 42 exhibits an interesting trade-off between encapsulation, decomposition, and cost. If the minimum cost to improve encapsulation is considered with no regard to decomposition (Fig. 4) the same subpartitionÐpositioned at coordinates (0.45, 42)Ðappears as the best choice by giving a high improvement at minimum cost.
The selected subpartition consists of one concept with 45 functions in the extent and one dynamic location of type WIN in the intent. By manually examining the statements inside those functions accessing the WIN type dynamic structure from outside window.c, it is evident that most of the accesses do not implement a meaningful and recognizable operation on WIN data. Thus, such accesses can be replaced by simple get or set functions working on WIN attributes. There are actually three functions performing a more general operation, namely scrollback, drawhist, and getline from minicom.c. It is possible to incorporate them in the window.c module, thus extending its operations on WIN data structures. The three selected functions also operate on a global location named us, of type WIN, which is static to their original module, minicom.c. Therefore, to move and extract them from the original context, it is necessary to extend their signature so as to include a pointer to the global WIN location that is manipulated. With some other minor changes, it was possible to encapsulate such operations inside the module window.c and to obtain a new version of the program with no encapsulation violation to the WIN type data structures and with the same decomposition level.
The final solution for the minicom program is slightly different from the one associated with the selected subpartition. The reason is twofold: First, several violations were removed by simply providing get and set attribute manipulation operations; second, the functions recognized as meaningful manipulations to be encapsulated were inserted, rather than becoming a new separated module, in the module window.c since this is the natural site for them. As a consequence, the final decomposition level is unchanged, instead of increased.
This second case study highlights the blind nature of concept analysis with respect to function semantics. All manipulations are considered equivalent, while a manual inspection reveals that, for some of them, the availability of an accessor/modifier suffices, while others require a deeper reworking, making them general encapsulated functions. Nevertheless, concept analysis was a good starting point for the identification of the interventions to be performed and the selected subpartition contained useful restructuring suggestions. This paper focused on the use of concept analysis for module identification. By extending concept subpartitions to cover the whole object set, a modularization candidate is determined for which the variations in encapsulation and decomposition are quantified. In addition, a measure of distance from the original modular structure of the program provides some indications of the cost of the restructuring interventions.
The proposed approach to module restructuring was applied to 10 public domain and 10 industrial programs. Alternatives with respect to the original modularizations were determined by concept analysis. The graphical plot of the restructuring cost for each encapsulation and decomposition relative level was a helpful tool when determining the selection of extended concept subpartitions. Concept analysis was also able to extract modularizations identical or very similar to those in the programs without encapsulation violations. This is a strong hint of the possibility of capturing the organization of functions around the manipulated data structures by analyzing proper access attributes through concept analysis. The execution of some complete restructuring interventions suggested by concept analysis highlighted the nontrivial nature of such interventions, but also enforced the intuition that very useful suggestions can come from concept subpartition computation, especially when coupled with encapsulation and decomposition measures and restructuring cost estimates.
