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Analysis of Recent Dynamic Changes of Jakobshavn Isbræ, West
Greenland, using a Thermomechanical Model
by Johannes Heinrich BONDZIO
Jakobshavn Isbræ is a major marine terminating outlet glacier of the west-
ern Greenland Ice Sheet, which has been undergoing widespread accelera-
tion and strongmass loss since the disintegration of its floating ice tongue in
the late 1990s. The underlying mechanisms are poorly understood despite
a wealth in observational and modelling studies. This doctoral thesis anal-
yses the dynamic changes of Jakobshavn Isbræ using the Ice Sheet System
Model (ISSM), a state-of-the-art finite-element ice flow model. Two miss-
ing model features for 1) the modelling the polythermal regime of glaciers
and ice sheets, and 2) the dynamic evolution of its horizontal calving front
position are designed and implemented into ISSM. A three-dimensional,
thermodynamically coupled model of Jakobshavn Isbræ is set up and cal-
ibrated using modern observational data products. Low basal drag in the
trough under the ice stream requires that its high driving stress is balanced
by lateral drag in the shear margins, which allows for high flow velocities,
as the ice viscosity is strain-rate-dependent. The developed modules are
applied to the glacier model, which captures 90% of the observed changes
from 1985 to 2015. Analysis of the model results reveals that calving front
retreat is able to trigger widespread inland acceleration due to a rheologi-
cal ice viscosity drop in the shear margins. Thermal feedbacks contribute
5 to 10% to the total acceleration. The study shows that Jakobshavn Isbræ
will continue to contribute to eustatic sea level rise for at least the next cen-
tury due to ongoing geometry adjustment to the new calving front position.
Future fields of research include deriving a suitable calving rate parametri-
sation for large-scale ice flow models, a material law for temperate ice with
a microscopic water content larger than 1%, and technical refinements of
the modules developed for this thesis.
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Zusammenfassung
Fachbereich Geowissenschaften (FB5)
Doktor der Naturwissenschaften
Analysis of Recent Dynamic Changes of Jakobshavn Isbræ, West
Greenland, using a Thermomechanical Model
von Johannes Heinrich BONDZIO
Jakobshavn Isbræ ist ein wichtiger Auslassgletscher des westgrönländis-
chen Eisschildes, der seit dem Aufbruch seiner schwimmenden Eiszunge
von 1998 bis 2004 sein Fließen weit beschleunigt und stark an Masse ver-
loren hat. Die Mechanismen, die die Beschleunigung erzeugen, sind unklar
trotz einer großen Zahl an Beobachtungen und Modellstudien. Diese Dok-
torarbeit analysiert die dynamischen Veränderungen des Gletschers mittels
eines modernen Finite-Elemente Eismodells, des Ice Sheet System Models
(ISSM). Zwei fehlende Module werden entworfen und in ISSM implemen-
tiert: 1. ein Modul zum Abbilden des polythermalen Regimes von Gletsch-
ern und Eisschilden, und 2. ein Modul, das die dynamische Evolution der
horizontalen Kalbungsfrontposition im Modell erlaubt. Ein dreidimension-
ales, thermodynamisch gekoppeltes Fliessmodell des Jakobshavn Isbræwird
erstellt, und mittels moderner Datensätze kalibriert. Niedrige basale Sch-
erspannung imGraben unter demEisstrom bedingt, dass dessen hohe Trieb-
spannung durch lateralen Spannungstransfer in den Scherrändern ausgeglichen
wird. Dies ermöglicht die hohe Fließgeschwindigkeiten des Gletschers, da
die Eisviskosität eine Funktion der Verformungsgeschwindigkeit ist. Durch
Anwendung der entwickeltenModule im Fließmodell werden 90% der beobachteten
Veränderungen des Jakobshavn Isbræ imZeitraumvon 1985 bis 2015 nachge-
bildet. Eine Analyse des Modells ergibt, dass der Rückzug der Kalbungs-
front die weite Fließbeschleunigung durch einen rheologiebedingten Ab-
fall der Eisviskosität in den Scherrändern ermöglicht. Thermische Feed-
backmechanismen steuern 5 bis 10% zur Gesamtbeschleunigung bei. Diese
Studie zeigt, dass Jakobshavn Isbræ aufgrund der fortlaufenden Anpas-
sung der Gletschergeometrie an die neue Kalbungsfrontposition auch im
kommenden Jahrhundert zumMeeresspiegelanstieg beitragenwird. Zukün-
ftige Forschungsfelder beinhalten die Entwicklung einer Kalbungsraten-
parametrisierung für großskalige Eismodelle, einemMaterialgesetz für tem-
periertes Eis mit mikroskopischem Wassergehalt größer als 1%, und techni-
sche Verbesserungen der Module, die im Laufe dieser Doktorarbeit en-
twickelt worden sind.
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11 Introduction
1.1 Climate change
Warming of all components of the Earth climate system over the past hun-
dred years is unequivocal. Since the 1950s, many of the observed changes
are unprecedented over decades to millennia. Rising temperatures lead to
increased melt of all components of the cryosphere, e.g. glaciers and ice
sheets, and therefore eustatic sea level rise (e.s.l.r.). The largest contribu-
tion to the warming is caused by the uptake of energy of the climate system
through the increase in the atmospheric concentration of carbon dioxide
(CO2) (Pachauri et al., 2014).
Continued emissions of greenhouse gases will cause further warming
and changes in all components of the climate system in a regionally non-
uniform fashion. The global surface temperature increase for the end of
the 21st century is likely to exceed 1.5 ◦C relative to 1850 to 1900 for all
but one Representative Concentration Pathway scenario (IPCC-AR5, 2013).
Warming of the Earth climate system will cause further shrinking of the
cryosphere’s components. Consequently, eustatic sea level will continue to
rise during the 21st century at a rate which will very likely exceed the one
which has been observed during 1971 to 2010 due to increased ocean warm-
ing and increased mass loss from glaciers and ice sheets. Most aspects of
climate change will persist for many centuries even if emissions of CO2 are
stopped today. This represents a substantial multi-century climate change
commitment created by past, present and future emissions of CO2. Risks
of harmful impacts on ecosystems and human systems increase with the
rates and magnitudes of warming, ocean acidification, sea level rise and
other dimensions of climate change. Efficient risk management requires
thorough understanding of the climate system in all its components, like
the cryosphere (Pachauri et al., 2014).
1.2 The Greenland Ice Sheet
The Greenland Ice Sheet (GrIS) is the second-largest body of ice on Earth
after the Antarctic Ice Sheet. Its total ice volume corresponds to 7.36m of
e.s.l.r. (Pachauri et al., 2014). It is an important component of the Earth
climate system and it interacts with the other components in a multitude of
ways.
The GrIS is located between 60°N to 82°N (Fig. 1.1), which are latitudes
of dominant westerly winds. Its average surface elevation of about 2130m
(Howat et al., 2014) makes it a major orographic obstacle to atmosphere
flow. Moreover, the high albedo of the ice sheet cools the surface air layers
and creates a stationary high pressure system over the ice sheet. The ice
sheet thus influences the atmospheric circulation, which in turn affects the
patterns and magnitude of precipitation in its vicinity.
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FIGURE 1.1: Land elevation of Greenland and surface elevation of its cur-
rent ice sheet (M. Morlighem, pers. comm.). The ice surface is made trans-
parent to show the underlying bedrock.
Greenland is surrounded by oceans. Ocean currents are efficient agents
for heat transport and they circumnavigate Greenland’s coastline in a roughly
clockwise fashion (Straneo & Heimbach, 2013). Warm subsurface ocean wa-
ters are able to reach the base of Greenland’s marine-terminating glaciers
through valleys (“troughs”) in the substrate of the continental shelf, and
drive significant melt at the ice-ocean interface (Straneo & Heimbach, 2013).
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FIGURE 1.2: Sketch of a tidewater glacier of the Greenland ice sheet. Ice
forms inland and moves towards the ocean. On its way it is lost through
melting at the ice surface and base, as well as through calving and sub-
marine melting at the terminus. Figure adapted from Straneo & Heimbach
(2013).
The release of cold, fresh meltwater in turn affects the buoyancy-driven
ocean circulation as well as the formation of sea ice at the ocean surface,
which influences the exchange of moisture and heat between atmosphere
and ocean (Cuffey & Paterson, 2010, p.553).
During the last two decades, the average contribution to e.s.l.r. from
the GrIS has substantially increased from 0.09 [−0.02 to 0.20] mma−1 (1992
to 2001) to 0.59 [0.43 to 0.76] mma−1 (2002 to 2011) (average of 18 studies,
brackets show value range, IPCC-AR5, 2013, p.320). Recent studies suggest
that this trend continues and accelerates (Helm et al., 2014). The ice loss
from Greenland is partitioned in approximately similar amounts between
surface melt and outlet glacier discharge, and both components have in-
creased. The surface mass balance has become progressively more negative
as a result of an increase in surface melt and runoff (van den Broeke et al.,
2016), and ice discharge has also increased due to the acceleration of some
outlet glaciers (Moon et al., 2012).
The IPCC-AR5 (2013) concludes that “changes in ice sheet mass balance
are the result of an integrated response to climate, and it is imperative that
we understand the context of current change within the framework of past
changes and natural variability”. The projections of sea level rise based
on numerical models and presented in the IPCC-AR4 (2007) explicitly ex-
cluded future rapid dynamical changes in ice flow, and it stated that “un-
derstanding of these processes is limited and there is no consensus on their
magnitude”. Substantial efforts have been made since IPCC-AR4 (2007) to
fill the knowledge gap (e.g. Nowicki et al., 2013a; Nowicki et al., 2013b; Pat-
tyn et al., 2013). However, considerable uncertainties in projections of e.s.l.r.
remain, and require further dedicated work.
Greenland’s ice reaches the ocean by means of outlet glaciers, which of-
ten move through troughs (Fig. 1.2). The total width of the GrIS’s outlet
glaciers is only 8% of the total Greenland coast line length, yet they dis-
charge 88% of Greenland’s ice (Morlighem et al., 2014a). Estimates of future
ice discharge of the GrIS thus require understanding of the outlet glaciers’
dynamics.
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This cumulative doctoral thesis aims to contribute to the understand-
ing of the dynamics of outlet glaciers by means of a numerical study of
a major marine-terminating outlet glacier of the western GrIS, Jakobshavn
Isbræ. The following two chapters provide an overview over the current
scientific understanding of Jakobshavn Isbræ (Chap. 2), and state the nec-
essary fundamentals for numerical ice sheet modelling (Chap. 3), respec-
tively. Chapters 4, 5, and 6 are three publications that address the aim of
the study. Chapter 7 presents additional model results that were omitted
from the preceding publication due to space limitations of the journal the
manuscript was submitted to. Chapter 8 summarizes the conclusions of the
thesis. For consistency reasons, the author modestly adopts the first-person
plural narrator perspective for the remainder of the text.
52 Jakobshavn Isbræ, West
Greenland
2.1 Introduction
In this section, we present an overview over current state of scientific under-
standing of Jakobshavn Isbræ: we give the glacier’s general setting, and a
short summary of the observational and modelling studies on Jakobshavn
Isbræ made during the last decades. After a synopsis, we identify open
questions about Jakobshavn Isbræ, and state the objectives of this thesis.
For the terminology used in this chapter, we refer to the common glaciolog-
ical literature, e.g. Hooke (2005) and Cuffey & Paterson (2010).
Jakobshavn Isbræ is a major marine-terminating outlet glacier of the
Greenland Ice Sheet (GrIS, Figs. 2.1 and 2.2). Its drainage basin stretches
from the western ice margin to the GrIS’s central ice divide, and covers
90.135 km2, about 6.5% of the total surface area of the GrIS (Rignot & Kana-
garatnam, 2006; Rignot & Mouginot, 2012). The glacier has become a major
contributor to e.s.l.r. since the late 1990s.
The ice surface elevation is highest at the ice divide (about 3180m), and
slopes down westward to sea level at the ice margin (Fig. 2.3 a). The aver-
age ice surface elevation is about 2470m (Howat et al., 2014). The surface
slope is rather steep compared to e.g. ice streams in West Antarctica: sur-
face gradients range from 0.003 in the interior up to 0.48 in an ice fall near
the calving front. The bedrock topography underneath the inland ice is to
a large extent at or below sea level (Fig. 2.3 b). Moving along-flow towards
the coast, the bedrock slopes upward, terminating in a mountain range of
about 500m altitude at the coast. A network of troughs develops near the
ice divide, which becomes deeper relative to the surrounding bedrock the
further one moves towards the coast. Along their path, the troughs merge
several times, ultimately forming a single, deep, U-shaped trough, which
terminates into the “Kangia”, the deep fjord which connects Jakobshavn Is-
bræ to Disko Bugt (Fig. 2.1). The trough reaches depths of up to 1700m be-
low sea level and is about 6 kmwide, with steepwalls to either side (Bamber
et al., 2013; Gogineni et al., 2014; Morlighem et al., 2014a). The ice thickness
is largest at the ice divide (up to about 3460m) and in the deep trough (up
to about 2500m).
Jakobshavn Isbræ’s ice flows westward from the ice divide to the coast
in a converging pattern. Flow velocities range from a few meters per year at
the ice divide to several kilometres per year in two branches, which merge
and flow into the Kangia (Fig. 2.2). Both internal deformation and basal
sliding contribute to Jakobshavn Isbræ’s ice motion (Lüthi et al., 2002). The
faster branch, commonly referred to as “ice stream” (e.g. Cuffey & Pater-
son, 2010) is located in the deep trough mentioned above. The combination
of thick ice and steep surface slopes creates average driving stresses of 360
6 Chapter 2. Jakobshavn Isbræ, West Greenland
Zipper
51
°
W
Ilulissat
   km
49
°
W
50
°
W
69°24'N
69°12'N
69°00'N
Jakobshavn IsbræDiskoBugt
IF
IR
TIB
Kangia
20100
FIGURE 2.1: Overview map of the region around the Kangia and Jakob-
shavn Isbræ’s terminus. Location abbreviations: TIB - Tissarissoq Ice Bay,
IR - Ice Rumple, IF - ice fall (cf. Echelmeyer & Harrison, 1990; Csatho et al.,
2008). Background image © Google Earth.
to 410 kPa, which are an order of magnitude higher than the driving stress
of most ice streams in West Antarctica (about 20 kPa Cuffey & Paterson,
2010). Ice rapidly accelerates over just a few ice thicknesses width when it
approaches the branches. The heavily crevassed ice surface in this area doc-
uments the large strain rates that characterize the shear margins on either
side of the ice stream (Echelmeyer et al., 1991). The ice flow pattern allows
us to crudely subdivide the drainage basin of Jakobshavn Isbræ into two
regions:
1. The “ice stream”, which includes the fast-flowing regions of the faster
branch and its shear margins, and
2. the “ice sheet”, which includes the surrounding regions of slow ice
flow.
Jakobshavn Isbræ’s terminus is characterized by a vertical ice cliff, which
rises 50 to 90m over the water surface, and spans the entire width of the
Kangia (Fig. 2.4). Calving, the separation of ice blocks from the terminus,
occurs frequently and is a major means of ice discharge for Jakobshavn Is-
bræ (Echelmeyer et al., 1992). The mixture of sea ice and calved icebergs
forms a dense “ice mélange”, whose rigidity influences the glacier’s calving
rate (Amundson et al., 2010). Moreover, observations show a strong correla-
tion between the calving rate and surface air temperatures (Sohn et al., 1998;
Joughin et al., 2004; Joughin et al., 2008; Cassotto et al., 2015), which presum-
ably weaken the ice mélange and facilitate hydro-fracturing of meltwater-
filled surface crevasses. These processes are poorly understood (Benn et al.,
2007). Calved icebergs, some with a draft of up to 600m, slowly drift down
the Kangia and may become stranded on a shallow submarine shoal at its
mouth (Echelmeyer et al., 1992). Only after the icebergs melt, break apart
and are lifted during high tides do they float free and move on into the
Disko Bugt and Davis Strait.
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FIGURE 2.2: Ice surface velocity of Jakobshavn Isbræ during 2008/2009
(Rignot & Mouginot, 2012). The black contour denotes Jakobshavn Isbræ’s
drainage basin.
The Kangia connects the glacier to the Disko Bugt (Fig. 2.1), which in
turn is a wide south-eastern inlet of the Baffin Bay. Its bathymetry is poorly
known due to the year-round presence of a dense ice mélange, but it is esti-
mated to be between 800 and 1500m deep (Echelmeyer et al., 1991; Gladish
et al., 2015). The water in the Kangia is a stratified mixture of cold, fresh wa-
ter at the surface and warm, saline waters at depth. Basin waters at depth
flow towards the glacier, entrained by a buoyancy-driven upwelling plume
at ice-ocean interface. This pattern of fjord circulation drives comparatively
high submarine melting rates (228 ± 49ma−1, with higher melting rates at
depth, Motyka et al., 2011) and has been observed at some other marine
terminating glaciers in Alaska and Greenland (Motyka et al., 2003; Rignot
et al., 2010; Straneo et al., 2011).
Annual average air temperatures at 2m above the ice surface range from
−30 ◦C at the ice divide to −7 ◦C near the terminus (Fig. 2.3c). Summer air
temperatures well above 0 ◦C allow substantial surface melt at lower ice
surface elevations. Figure 2.3d shows the surface mass balance (SMB) of
Jakobshavn Isbræ averaged from 1957 to 2007. Its values are on the order of
several centimetres water equivalent (w.e.) per year over wide areas of the
ice sheet interior and rapidly decrease to negative values of several meters
w.e. per year towards the margin of the ice sheet. The equilibrium line –
the region where accumulation and ablation balance each other – is located
at about 20 to 100 km from the ice margin.
2.2 Observations
2.2.1 Early records
Paleo-records show that the terminus position of Jakobshavn Isbræ has
been ever-changing: at the end of the last ice age, ice retreated from a posi-
tion near the west end of Disko Island to the mouth of the Kangia near the
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FIGURE 2.3: Jakobshavn Isbræ’s geometry and surface forcings: a) ice sur-
face elevation (Howat et al., 2014), b) bedrock elevation (Bamber et al., 2013;
Gogineni et al., 2014; Morlighem et al., 2014a), c) annual average surface
temperature (1958 - 2007) and d) annual surface mass balance (SMB) (1958
- 2007), both Ettema et al. (2009). The black line outlines Jakobshavn Isbræ’s
drainage basin (Rignot & Mouginot, 2012).
2.2. Observations 9
FIGURE 2.4: The calving front of Jakobshavn Isbræ’s ice stream, as seen
from NASA’s P-3B aircraft on April 21, 2012. The ice cliff is up to 90m high.
An ice mélange covers the ocean in front of the glacier. View direction is
approximately towards the South. Photo by: NASA/GSFC/Jefferson Beck,
(Creative Commons licence BY 2.0). The photo has been cropped.
village of Ilulissat. Here, the shallow moraine shoal of 200 to 300m depth
marks a quasi-stationary terminus position at around 8000 BP. The ice then
retreated to a minimum extent in this region, inland of its present posi-
tion, until about 5000 BP. Following this retreat, the glacier advanced until
it reached a position about halfway along the present fjord in 1850 (Bauer,
1968; Weidick, 1968; Echelmeyer et al., 1991).
Georgi (1959) compiled a record of observed calving front positions
from year 1850 until 1942, which shows gradual retreat over 25 km (Fig.
2.5). It is not possible to tell from this record whether calving front retreat
occurred in a continuous or rather abrupt fashion. However, field obser-
vations show that the glacier during this period underwent various phases
of intermittent strong thinning from 1902 to 1913 and from 1930 to 1959
(Csatho et al., 2008). From the 1960s until the 1990s, the calving front po-
sition stabilized and fluctuated around an annual average position at the
western head of Tissarissoq Ice Bay (Fig. 2.1) by about 2.5 km (Sohn et al.,
1998). The “Ice Rumple” (cf. Fig. 2.1), an ice rise in the Tissarissoq Ice Bay,
presumably stabilized the Jakobshavn Isbræ’s floating ice tongue (Joughin
et al., 2008).
2.2.2 Recent Changes
During the late 1990s and early 2000s, Jakobshavn Isbræ’s floating ice tongue
disintegrated, which triggered ongoing widespread flow acceleration, mass
loss and calving front retreat. Since a comprehensive review of correspond-
ing observations in the literature is lacking, we present here a summary of
the observed changes. For reasons of clarity, we subdivide the continuous
chain of events into three phases:
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FIGURE 2.5: a) Observed ice surface velocity in region of fast flow in
2008/2009 (Rignot & Mouginot, 2012). The black flowline and coloured
triangles are used in Fig. 2.6. b) Jakobshavn Isbræ’s bedrock topography
in the same region, shaded relief (Bamber et al., 2013; Gogineni et al., 2014;
Morlighem et al., 2014a). Coloured markers denote the borehole locations
of the studies Iken et al. (1993) and Lüthi et al. (2002), cf. Fig. 2.7. c) Evolu-
tion of Jakobshavn Isbræ’s calving front position in the red box inset in (b).
Black lines are calving front positions retraced after the compilation pre-
sented in Georgi (1959). Recent calving front positions (1985 until end 2015)
are colour-coded, and have been derived from Landsat 5-7 and TerraSAR-X
satellite scenes (Rosenau et al., 2013; Moon et al., 2014). Satellite background
image: Landsat 7 (July 1st, 2001) © Google Earth.
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FIGURE 2.6: Red crosses: time series of observed calving front positions
along the flowline in the ice stream (cf. Fig. 2.5a). Triangles: observed sur-
face velocities at the locations corresponding in colour shown in Fig. 2.5a,
compiled from Joughin et al. (2008), Joughin et al. (2012), Joughin et al. (2014),
and Howat (2016) and J. Mouginot, pers.comm.
1. Phase I (until 1998) denotes the time prior to the disintegration of the
ice tongue, during which the glacier has exhibited quasi-stable be-
haviour.
2. Phase II (1998 until fall 2003) corresponds to the period during which
the ice tongue disintegrated, which triggered strong flow acceleration
and mass loss.
3. Phase III (late 2003 trough today) corresponds to the time after the
ice tongue had disintegrated, which triggered ongoing calving front
retreat and strong glacier mass loss nearly year-round.
Phase I (until 1998)
Jakobshavn Isbræ has aroused early interest by glaciologists. We are there-
fore fortunate to have access to a wealth of observations on the glacier prior
to the dawn of the modern satellite era. Seminal works by intrepid re-
searchers like R. Bindschadler, K. Echelmeyer, A. Iken, and many others
allow us to reconstruct the state of Jakobshavn Isbræ in considerable detail.
This section summarizes their main findings.
During Phase I, the northern and southern branches merged and flowed
into a floating ice tongue, which extended about 15 km into the Kangia up
to the west end of Tissarissoq Ice Bay. A heavily crevassed zone on the ice
tongue, called “Zipper”, marked the area of confluence of both branches,
and forms downstream of an ice fall (cf. Fig. 2.1). The grounding line
was located approximately where both branches merged. An “Ice Rumple”
located at the southern part of the ice tongue indicated a pinning point,
which presumably stabilized the ice tongue (Echelmeyer & Harrison, 1990;
Echelmeyer et al., 1991; Joughin et al., 2008, and Fig. 2.1). The calving front
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FIGURE 2.7: Measured temperatures in boreholes A,B, and D from Iken et
al. (1993) and Lüthi et al. (2002), respectively. Boreholes A and D reached
the ice base, borehole B did not. For borehole positions, cf. Fig. 2.5b. The
dashed red line represents the pressure melting point temperature.
position varied stably along-flow around an annual mean position at the
head of Tissarissoq Ice Bay (TIB) by ±2.5 km (Sohn et al., 1998), (Fig. 2.5).
Calving during the presence of the ice tongue produced tabular icebergs,
measuring up to 2 km.
Surface flow velocities in the ice stream during the years 1984 to 1986
ranged from 6 to 7 kma−1 and showed little seasonal variation, which indi-
cates that the floating ice tongue was able to provide substantial buttressing
to the ice upstream (Echelmeyer & Harrison, 1990). The glacier continued
to flow at these speeds in the 1990s. A small seasonal variation in summer
1995 detected by Luckman & Murray (2005) may have been a harbinger of
the changes that were yet to come.
Mass balance assessments of Jakobshavn Isbræ until 1998 show that the
glacier has been close to equilibrium, or perhaps in slight negative imbal-
ance (Bindschadler, 1984; Pelto et al., 1989; Echelmeyer et al., 1992; Rignot
& Kanagaratnam, 2006; Motyka et al., 2010). Mass flux estimates across
the grounding line range from 21.8 to 25.5Gt a−1 (Echelmeyer et al., 1992;
Rignot & Kanagaratnam, 2006). The ratio of ice discharge through calving
to surface and basal melt was two (Echelmeyer et al., 1992). Basal melt-
ing provided an estimated 20% of the total melt (Echelmeyer et al., 1992).
Nearly all of the meltwater generated from both surface and basal melt-
ing entered the Kangia near the calving front as either surface run-off or
subglacial discharge (Echelmeyer & Harrison, 1990). Submarine melting
rates underneath Jakobshavn Isbræ’s floating ice tongue in the mid-1980s
are about 228 ± 49ma−1 (Motyka et al., 2011), which is one to two orders of
magnitude higher than values measured at Antarctic ice streams (Cuffey &
Paterson, 2010, p.119).
Knowledge about the thermal regime of Jakobshavn Isbræ stems al-
most exclusively from sparse vertical borehole measurements. Echelmeyer
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et al. (1992) measured the ice temperature in shallow boreholes along the
ice stream, and finds a linear relationship between ice temperature and ice
surface elevation. The authors attribute a strong variation in temperature
across the ice stream to high deformational warming in the shear margins.
Iken et al. (1993) and Lüthi et al. (2002) measured temperatures and tilt in
ice-thickness-penetrating boreholes about 50 km upstream of the terminus
position at that time (cf. Fig. 2.5b). The results showed a strong tempera-
ture inversion along the vertical for all borehole profiles (Fig. 2.7). While
the surface layers were at summer season to annual average 2m surface air
temperature (−4 to −7 ◦C), the temperature quickly dropped to −22.1 ◦C in
the middle part of the ice column, only to sharply rise again to pressure
melting point towards the base. The temperature profile reflects the flow
characteristics of the glacier: cold glacier ice is advected from upstream,
and warms through englacial dissipation of kinetic energy (strain heating),
as well as heating through basal friction and geothermal heat flux. Since ice
is a good thermal insulator and heat sources are concentrated at the base,
the ice at the base may become temperate and form a layer of temperate ice
(temperate layer). A borehole in the centre of the ice stream by Iken et al.
(1993) did not reach the base, so that a basal temperate layer has not been
observed there. However, the authors postulate the existence of a temperate
layer of several hundred meters thickness there, which would considerably
contribute to the ice motion, as temperate ice is soft (cf. Sect. 3.3.2). The
small difference in temperature profiles between boreholes drilled in the
centre versus those drilled at the margins of the ice stream suggests that
strain heating in the shear margins at these locations is small. Drainage
behaviour of the borehole liquid indicated the likely presence of a linked-
cavity-type subglacial hydrologic drainage system. Lüthi et al. (2002) found
a temperate layer of 30m thickness adjacent to the ice stream. The tilt mea-
surements reveal that basal sliding contributed about 60% to the surface
ice velocities here. The authors interpreted their data with the help of a
numerical model Funk et al. (1994). They inferred a microscopic water con-
tent of 1% near the cold-temperate transition surface (CTS), the interface
between cold and temperate ice in the glacier, and a basal melting rate of
about 0.1ma−1.
Phase II (1998 until fall 2003)
The pattern of stable calving front migration changed in 1998, when an
unusually early break-up of the ice mélange in front of the glacier pro-
longed the calving season by almost two months (Joughin et al., 2008). As
a consequence, the calving front retreated 2 km further upstream than the
multi-decadal minimum (Sohn et al., 1998). In the summer of 1999, the calv-
ing front retreated an additional 2.5 km, and did not readvance back to its
maximum extent at the head of Tissarissoq Ice Bay in the following winter.
While the calving front did so in the winters of 2000/2001 and 2001/2002,
it retreated further inland each summer by about 2 km. In the winter of
2002/2003, the ice front did not re-advance as usual, but instead stagnated
at the position of maximum summer retreat in 2002 (Podlech & Weidick,
2004). During the subsequent melt season in 2003, a large part of Jakob-
shavn Isbræ’s ice tongue disintegrated, resulting in 7.5 km of calving front
retreat (Fig. 2.5c).
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Ice velocities in the fast flowing parts of the ice stream strongly in-
creased in amplitude and seasonal variability during the break-up of the
floating ice tongue, cf. Fig. 2.6 and Joughin et al. (2008). The flow accelera-
tion rapidly travelled upstream, and spread from there to the surrounding
ice sheet in a strongly dampened fashion. Annual average velocities in-
creased by about 5% per year in the ice stream, and a slower ∼ 1.5% per
year in the northern branch during this phase. The speedup was not uni-
form, but followed a step change in 1998, ensued by a nearly year-long
period of little change, prior to a large speedup in 2000. By spring 2003, the
glacier’s speed had increased to 12.6 kma−1 near the grounding line, a 70%
increase compared to prior to the break-up of the ice tongue. The sparsely
sampled data from 2000 to 2003 also suggest a non-uniform speedup, with
a minor slowdown in 2001 (Joughin et al., 2008).
After 1997, the lower elevation regions of the branches have been thin-
ning strongly, which spread out to the surrounding ice sheet in a damp-
ened pattern. Analysis of repeat airborne surveys revealed thinning rates
of more than 10ma−1 on grounded ice. Most of this thinning has been at-
tributed to ice stretching caused by flow acceleration (“dynamic thinning”)
(Thomas et al., 2003; Joughin et al., 2008). The thinning signal increased with
time to more than 15ma−1 and extended tens of kilometres inland along
the glacier’s main trunk. Jakobshavn Isbræ’s floating ice tongue thinned
by about 320m from 1997 to 2001, which lead to ungrounding of several
square kilometres of ice (Thomas et al., 2003). Large rifts, that had not been
observed earlier, appeared in the northern part of the ice tongue near the
grounding line from 2000 onwards. These rifts and the thinning weakened
the ice tongue, which therefore produced much less resistance to upstream
flow (“buttressing”) (Joughin et al., 2008). The thinning has been attributed
to both flow acceleration and especially increased submarine melting (Kra-
bill et al., 2004; Thomas et al., 2003): decreasing heat loss of the Irminger
Current into the Labrador sea caused an increase in subsurface water tem-
peratures in Disko Bugt by about 1.1 ◦C from 1997 onward (Yashayaev,
2007), which has been proposed as a cause for the destabilization of the
ice tongue through increased submarine melt (Holland et al., 2008).
The mass balance of Jakobshavn Isbræ rapidly turned negative with the
disintegration of the ice tongue due to the increase in submarine melting
and dynamic discharge. Jakobshavn Isbræ was losing 8 to 11.3Gt a−1 of
mass per year in 2000 (Howat et al., 2011; Rignot & Kanagaratnam, 2006).
The rate of mass loss increased over the following years to nearly 25Gt a−1
by the end of 2002 (Howat et al., 2011).
No published measurements of englacial temperature in the ice stream
and its shear margins during the break-up of the ice tongue exist. We are
therefore unable to say whether and how the thermal regime influenced the
glacier’s evolution at that time.
Phase III (late 2003 trough today)
The northern branch and ice stream of Jakobshavn Isbræ became discon-
nected in the summer of 2004, when yet another retreat of the calving front
by 3 km completed the disintegration of the ice tongue. From then on, an
ephemeral ice tongue built up every winter but quickly disintegrated at the
onset of the melt season every year, so that the calving front in summer is
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essentially grounded (Dietrich et al., 2007). The terminus kept retreating at
an average rate of 1 to 2 kma−1, with annual fluctuation of its position of 1
to 3 km (Fig. 2.6).
Ice velocities linearly increased by 5% per year overmuch of the glacier’s
fast moving area. A strong, increasing seasonal fluctuation of up to 40% of
the average velocity is superimposed on this trend, which is largest in the
vicinity of the calving front (Fig. 2.6). During and after a calving event,
terminus ice velocities may reach maxima of up to 25.5 kma−1 (Rosenau
et al., 2013). The glacier readjusts to the new geometry over a period of
4 to 5 days, during which flow velocities decrease to pre-calving values
(Amundson et al., 2010). Ice sheet wide observations of ice surface velocity
reveal a widespread inland flow acceleration of about 100ma−1 for about
one month at the onset of the melt season. This velocity “spike” does not
correlate with the calving front position, and is most apparent in in areas
where there is no other seasonal variation. This speedup appears to be a
response to increased basal lubrication (Zwally et al., 2002; Joughin et al.,
2008).
The thinning rates of Phase II continued and peaked tomore than 20ma−1
in the ice stream during the following years (Joughin et al., 2008; Hurkmans
et al., 2012; Helm et al., 2014). From 2004 to 2010, the grounding line of
Jakobshavn Isbræ retreated 3.5 ± 0.2 km, resulting in a total grounding line
retreat of 6 km since 1985 (Rosenau et al., 2013). The ice discharge across
the grounding line increased to 46 kma−3 in 2005 (Rignot & Kanagaratnam,
2006). By the end of 2010, the glacier had lost 321 ±12Gt of ice, with two
thirds of the loss occurring since summer 2005. 85 km2 of ice area reduction
due to calving front retreat accounts for nearly 20% of this loss. The glacier
was now losing mass nearly throughout the year (Howat et al., 2011). We
are unaware of more recent publications on Jakobshavn Isbræ’s mass bal-
ance since 2011, but given that the glacier continued to retreat and to flow
at high speeds it is likely that its annual net mass balance stayed negative.
Only few temperaturemeasurements exist from the time after the break-
up of Jakobshavn Isbræ’s ice tongue, and none of them are taken in the ar-
eas of fast flow. Lüthi et al. (2015) presented four full-depth temperature
profiles from two drill sites in the ablation zone about 30 km north of Jakob-
shavn Isbræ’s terminus. A temperature difference of up to 4 ◦C in two bore-
holes only 86m apart illustrated the high horizontal variability of the ice
sheet’s thermal structure in the ablation zone, which they attributed to ad-
ditional englacial heat sources in the ablation zone, such as cryo-hydrologic
warming (Phillips et al., 2010). The authors thus cautioned against interpre-
tation of single boreholes in areas where englacial heat sources strongly
affect the thermal structure of the ice.
2.3 Modelling Studies
The observations listed above describe rapid changes of Jakobshavn Isbræ
over the last two decades, but they yield only little insight into the glacier’s
internal dynamics that cause and sustain the changes. Therefore, models
have been employed to fill in these gaps. Here, we present a brief overview
over the most relevant modelling studies on Jakobshavn Isbræ.
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Funk et al. (1994) studied the thermal regime of Jakobshavn Isbræ us-
ing a two-dimensional (2D) thermodynamically coupled flow-band model,
which simulates ice flow along a vertical slice of the ice sheet. The authors
compared their model results with borehole temperature profiles published
in Iken et al. (1993). They postulated the existence of a basal temperate layer
of up to several hundred meter thickness extending from the ice sheet mar-
gin to about 200 km inland, formed by intense strain heating at the base.
The authors attribute discrepancies between their model results and obser-
vations to three-dimensional flow effects, which are not accounted for in
flow-band models.
Truffer & Echelmeyer (2003) used a Finite-Element model (cf. Sect. 3.4)
to calculate three-dimensional (3D) flow through a cross-section of Jakob-
shavn Isbræ about 50 km upstream of the calving front. They found that the
deep trough underneath Jakobshavn Isbræ determines the glacier’s flow
pattern. Vertical shear in an enhanced (i.e. artificially softened) basal layer,
as well as lateral shear in the shear margins both contribute to ice mo-
tion. Modelled shear stress exceeded 300 kPa at the steep side walls of the
trough. The authors inferred a basal melting rate beneath Jakobshavn Is-
bræ of about 0.5ma−1, and thus hypothesize that Jakobshavn Isbræ must
possess an efficient drainage system. The authors conclude that the glacier
possesses stable dynamics, since it is dominated by the bedrock topogra-
phy.
Johnson et al. (2004) studied the flow dynamics of Jakobshavn Isbræ’s
floating ice tongue prior to its disintegration using a plane-stress model and
a shelfy-stream approximation (SSA, cf. Sect. 3.3.2). None of the models is
able to reproduce the observed velocities without resorting to unphysical
model parameters, highlighting that the dynamics of the floating ice tongue
are poorly understood.
Thomas (2004) studied impact of the force perturbation induced by the
break-up of the ice tongue on the glacier using a set of equations specifically
derived for this purpose. The author found that the net sum of driving
and resisting forces of the ice stream is quite small, so that small changes
in either one of the components is able to cause large changes in the net
driving stress. He posed that calving of 4 km from the glacier’s floating
ice tongue in 1997/1998 likely caused a large drop in buttressing, and that
basal drag in the ice stream is small compared to the lateral and driving
stress (about 50 kPa vs. more than 300 kPa). The analysis identifies several
negative feedback mechanisms between the mass transport and the stress
regime, which would quickly balance any force perturbation at the calving
front (like calving front retreat) once the force perturbation stops.
van der Veen et al. (2011) performed a force balance analysis of Jakob-
shavn Isbræ and found that the reduction in back stress alone caused by the
break-up of the ice tongue (Thomas, 2004) was not sufficient to cause the
observed acceleration along the ice stream. Instead, the authors surmised
that the lateral margins of Jakobshavn Isbræ must have weakened substan-
tially to allow the ice stream to accelerate. They proposed cryo-hydrologic
warming (Phillips et al., 2010) and/or weakening through an increase in mi-
croscopic water content (Lliboutry & Duval, 1985) as possible explanations
for this effect. The lack of both thermodynamical coupling and the capabil-
ity for prognostic simulations in their model did not allow the authors to
investigate this question further.
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Vieli & Nick (2011) studied the sensitivity of Jakobshavn Isbræ to calv-
ing front migration using a flow-band model (Nick et al., 2010). The au-
thors found that calving front retreat triggered flow acceleration at the ter-
minus, which spread inland through several feedbacks: flow acceleration
caused dynamic thinning and surface steepening, which increased the driv-
ing stress inland. At the same time, thinning caused a reduction in basal
drag through grounding line retreat and decreasing the basal effective pres-
sure. The authors concluded that the changes occurring at Jakobshavn Is-
bræ have been triggered at the terminus. The flow-band model parameter-
ized the lateral drag of the ice stream, and did not include thermodynamic
coupling. It was therefore not able to capture the interaction between the
ice stream and the ice sheet, like lateral stress transfer and lateral ice influx.
Price et al. (2011) studied the response of Jakobshavn Isbræ to a one-step,
one-time stress perturbation at the terminus using a three-dimensional (3D)
thermodynamically coupled model (Price et al., 2007). The study focusses
on the contribution of Greenland to global sea level rise until 2100 and does
not investigate details of Jakobshavn Isbræ’s response to the stress pertur-
bations. Moreover, the authors acknowledge that the resolution, physics
and the simplified stress perturbation applied in the model do not allow to
recreate Jakobshavn Isbræ’s complex observed behaviour.
Joughin et al. (2012) extended the observational record of surface veloc-
ities and thinning rates presented in (Joughin et al., 2008), and used a 1D
stress-balance model and a 2D SSA model to relate changes in the glacier
speed to the geometry through variations in basal friction and horizontal
stress. The authors found that dynamic thinning of the glacier dampened
the glacier’s response to calving front retreat and that the bed in the trough
provides little resistance to flow within about 20 km of the calving front,
which agrees with Thomas (2004). Lateral stress transfer the ice stream’s
high driving stress to the bedrock adjacent to the ice stream. The authors
propose the same mechanism for upstream glacier acceleration as described
by Vieli & Nick (2011). Despite their finding of low basal resistance in the
deep trough, the authors attributed about half of the observed speed-up to a
thinning-induced drop in basal effective pressure at that location. However,
the authors acknowledged that there is enough uncertainty to allow for
other feedbacks such as speedup-induced softening of the margins through
enhanced lateral shearing and thermal rheological feedbacks to contribute
to the acceleration, which they were not able to test with their model.
Habermann et al. (2013) studied the evolution of the basal shear stress
from inversions with a 2D SSA model (PISM, Bueler & Brown, 2009) during
the years 1985, 2000, 2005, 2006 and 2008. Similar to Joughin et al. (2012),
they found significant lowering of this value in the first 7 km upstream of
the 2008 grounding line during the speedup in the 2000s, and relate it to
lowering of the basal effective pressure.
Nick et al. (2013) applied the flow-band model used in Vieli & Nick
(2011) to determine the future behaviour of Jakobshavn Isbræ and three
other main Greenland outlet glaciers until 2200. The authors found that
the dynamics of Jakobshavn Isbræ are highly sensitive to a reduction in
ice mélange, enhanced hydro-fracturing through surface melt and forcing
by submarine melting when an ice tongue is present. They projected fur-
ther calving front and grounding line retreat, and that the mass loss of
Jakobshavn Isbræ, which is dominated by dynamic discharge, would stay
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roughly constant at an average of 18.7 to 22.8Gt per year. However, their
model shared the same shortcomings as stated under Vieli & Nick (2011),
and thus did not address the impact of the thermal regime on flow dynam-
ics of Jakobshavn Isbræ, nor the dynamic interaction between the ice stream
and the surrounding ice sheet.
Seroussi et al. (2013) used a 3D higher-order ice flow model (HOM, cf.
Sect. 3.3.2) to reproduce the present-day ice flow of the GrIS, and found
that steady-state temperature profiles derived from present-day conditions
represent the ice sheet’s thermal regime to a reasonable degree. The results
show that about 80% of Jakobshavn Isbræ’s base (with exception of the ar-
eas at the central ice divide) is at pressure melting point. However, the
study did not address the impact of rapid calving front retreat on the dy-
namics of the ice sheet. A maximum mesh resolution of 1 km may not have
been sufficient to resolve the narrow and deep troughs of the outlet glaciers.
The authors concluded that it is reasonable to use steady-state temperature
profiles for short-term (decades to a century) projections, as the ice sheet
at these time scales is far more sensitive to forcings like basal sliding and
atmospheric conditions.
Muresan et al. (2016) studied the evolution of Jakobshavn Isbræ dur-
ing 1990 to 2014 using a superposition of the shallow-ice approximation
(SIA, Hutter, 1983) and the shallow-shelf or shelfy-stream approximation
(cf. Sect. 3.3.2) in the Parallel Ice Sheet Model (PISM, Bueler & Brown,
2009; Winkelmann et al., 2011), which includes the enthalpy method (cf.
Sect. 3.3.3). The authors attempt to reproduce the observed calving front
positions of Jakobshavn Isbræ by tuning atmospheric forcing and an sub-
marine melting parameterization. They find that most of the glacier’s cur-
rent retreat is driven by the ocean parameterization and the glacier’s sub-
sequent response, which is largely governed by the bed geometry. The au-
thors acknowledge several shortcomings of their study, of which the most
relevant one is perhaps the mesh resolution dependency of their results.
While the authors agree with Vieli & Nick (2011) and Joughin et al. (2012)
on the thinning-induced mechanisms that transfer the speedup inland and
note that shear margin weakening causes speedup in the early 1990s (van
der Veen et al., 2011), they do not investigate the contributions to the lateral
shear margin weakening, nor do they present the evolving thermal regime
of their modelled glacier.
Shapero et al. (2016) used a Full-Stokes ice flowmodel (Elmer/Ice, Gagliar-
dini et al., 2013, , cf. Sect. 3.3.2) to derive the basal shear stress under Jakob-
shavn Isbræ and two other Greenland outlet glaciers. In agreement with
Thomas (2004) and Joughin et al. (2012), the authors find that the areas of
fast ice flow coincide with areas of low (10 to 40 kPa) basal shear stress, and
that most of the glacier’s driving stress is balanced by lateral stress trans-
fer (“lateral drag”) to the bed underneath the shear margins. The authors
discussed their results with opposing conclusions presented in Iken et al.
(1993), Funk et al. (1994), and Lüthi et al. (2002), which state that most of
Jakobshavn Isbræ’s horizontal motion is due to vertical deformation, and
showed that the boreholes presented in those studies were drilled in areas
of localized high basal shear stress. This result cautions against the inter-
pretation of single borehole measurements of englacial deformation. More-
over, they emphasize the need to model the lateral stress component in the
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ice stream explicitly due to its large contribution to the glacier’s momen-
tum balance, and possibly its thermal regime. The presented stress-balance
computations do not allow to conclude on the glacier’s thermal regime, nor
do they allow to evaluate the effect of calving front retreat on the interaction
between the ice stream and the ice sheet.
2.4 Synopsis
The array of presented observations and modelling studies provides some
insight into the flow dynamics of Jakobshavn Isbræ. The bedrock topogra-
phy defines much of the glacier’s flow in both the grounded and floating
areas. This holds especially for the last 70 km of the deep trough, in which
the ice stream is located. Here, driving stresses are high, but only little of
the driving stress is supported by the bedrock underneath, and a large frac-
tion of its horizontal motion is due to basal sliding. Instead, most of the
driving stress is transferred to the steep trough side walls and adjacent ice
sheet, which results in pronounced lateral shear margins to either side of
the ice stream.
Ice velocities range from meters to hundreds of meters per year on the
ice sheet, and rapidly accelerate in the shear margins to several kilometres
per year in the fast-flowing branches. The position and thickness of the
terminus exerts a strong control on the flow velocities of the branches, and
large areas of the inland ice. The exact type and interplay of the underlying
processes that influence the flow speeds are unclear. Moreover, the pro-
cesses which sustain the widespread flow acceleration after the ice tongue
disintegrated are poorly understood.
High submarine melting thins the ice tongue from underneath. High-
est melting rates occur at the grounding line. The calving front migrates
under the influence of ice flow and calving of icebergs. Calving rates at
Jakobshavn Isbræ are sensitive to the presence of an ice mélange in front
of the glacier, surface air temperatures and, possibly, submarine melting
rates. The link between calving and atmospheric as well as oceanic forcing
is poorly understood.
Jakobshavn Isbræ was roughly in equilibrium or in slight negative mass
balance during presence of the floating ice tongue. Two-thirds of the ice was
lost by calving, one third by melt. After the break-up of the ice tongue, the
glacier’s mass balance turned increasingly negative, and calving became
the dominant form of ice loss.
Jakobshavn Isbræ has a highly variable, but poorly constrained poly-
thermal regime, which is dominated by the advection of ice. Vertical tem-
perature profiles in the vicinity of the ice stream show a strong tempera-
ture inversion, with a comparatively warm upper ice column, a cold core
at medium depth and a temperate base. Some boreholes show a basal tem-
perate layer of 30m thickness, but the lateral extent of the temperate layer
is unknown. The presence of a thick basal temperate layer in the centre of
the ice stream has been postulated, but has not been directly observed.
The type of the basal hydrology system underneath Jakobshavn Isbræ is
poorly constrained, but observations point towards an inefficient drainage
system. Flow acceleration attributed to basal lubrication variability at the
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onset of the melt season is short (about 1 month) and only significant in the
ice sheet interior.
Explanatory hypotheses concerned with Jakobshavn Isbræ’s accelera-
tion after the break-up of its floating ice tongue can be categorized in three
groups. On the one hand, Thomas (2004) proposes that the calving front
retreat reduces the back force on the glacier so that it accelerates. On the
other hand, van der Veen et al. (2011) show that this back force reduction is
not sufficient to explain the inland acceleration of the glacier, and surmise
that the shear margins of the ice stream must have weakened through e.g.
thermal effects. Others, like Vieli & Nick (2011) and Joughin et al. (2012)
argue that thermal effects are unsuitable to explain for example the season-
ality in the velocity signal, and posit that inland acceleration is instead sus-
tained through a thinning-induced feedback chain: acceleration triggered
by calving front retreat leads to dynamic thinning, which simultaneously
leads to driving stress increase and basal drag reduction, and thus further
acceleration inland. Despite the fact that these hypotheses seemingly con-
tradict each other, they have never been tested with an ice flow model.
Most ice flow models lacked at least one of the crucial features to represent
Jakobshavn Isbræ’s flow dynamics, like lateral stress transfer, the thermal
regime, and most importantly, the dynamically evolving calving front of
Jakobshavn Isbræ (cf. Sect. 2.6 below).
2.5 Open Questions
Despite the extensive array of observations andmodelling studies presented
above, several questions about Jakobshavn Isbræ’s dynamics remain unan-
swered:
1. What are the 3D thermal and stress regime of Jakobshavn Isbræ, in
particular in areas of fast flow?
2. How did the changes in the glacier’s stress regime since the disinte-
gration of the ice tongue affect the glacier’s thermal regime, and vice
versa?
3. Which processes enable and sustain the glacier’s acceleration?
4. Which mechanisms would help the glacier stabilize, and how much
ice will the glacier have lost until then?
2.6 Model Requirements
Answering the open questions on Jakobshavn Isbræ requires thorough un-
derstanding of the glacier’s thermodynamics. Therefore, they can be ad-
dressed using a numerical ice sheet model. What are the requirements that
a numerical ice sheet model needs to fulfil in order to represent the glacier’s
most relevant features?
2.6.1 Feature Requirements
Firstly, the model needs to be able to simulate the transient evolution of
the glacier and it should rely as much as possible on described physical
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processes. So-called “tuning-parameters” or “enhancement-factors” (e.g.:
Huybrechts et al., 1991; Funk et al., 1994; Truffer & Echelmeyer, 2003; Vieli
& Nick, 2011) may obfuscate the physical processes underlying the glacier’s
behaviour. Secondly, the dominating influence of the terminus position on
Jakobshavn Isbræ demands the ability to dynamically evolve the calving
front position in the model. Thirdly, dynamic lateral effects like stress trans-
fer andmass influx are important to Jakobshavn Isbræ’s dynamics and need
to be modelled explicitly, which excludes flow-band models from the list
of suitable candidates. Lastly, the glacier’s polythermal regime requires a
thermodynamically coupled model, which represents both cold and tem-
perate ice. In order to fulfil this requirement, the model needs to be three-
dimensional.
2.6.2 Technical Requirements
Besides the model features listed above, the technical requirements to the
model are: the model needs to be tested and verified. Only then we can
have confidence that results of a real-world glacier case are robust. The
model’s ability to finely resolve areas crucial to ice flow such as highly lo-
calised ice streams is an advantage, as it help to minimize computational ef-
fort while maximising spatial resolution in regions where it matters. Three-
dimensional, high-resolution modelling of a large outlet outlet in time is
computationally expensive. A parallelized model architecture to share the
computational load among multiple processors will help to cut computa-
tional time.
2.6.3 Model Choice
Creating a functioning ice flow model is a complex task. Instead, we choose
to use one of the ice flow models that have emerged during the last two
decades. The list of demands on the ice flow model made us opt for the
Ice Sheet System Model (ISSM, Larour et al., 2012a), a thermodynamically
coupled, parallel, finite-element ice flow model. The ISSM was not able to
capture Jakobshavn Isbræ’s polythermal regime fully nor its dynamically
evolving calving front at the beginning of this PhD project, so that features
that enable this need to be developed. ISSM is described in Sect. 3.5.
2.7 Objectives of this Thesis
The overarching objective of this thesis is to study the dynamic changes
of Jakobshavn Isbræ before, during and after the disintegration of its ice
tongue using ISSM, in order to determine the thermodynamic processes
that cause and sustain the glacier’s observed widespread flow acceleration
and thinning. In order to accomplish this task, we aim to:
1. implement crucial, but missing model features into ISSM (cf. Sect.
2.6). This step requires:
(a) completion and testing of the implementation of the enthalpy
method (cf. Sect. 3.3.3),
(b) design, implementation, and testing of a method that allows for
dynamic calving front evolution,
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2. create a 3D thermodynamically coupled model of Jakobshavn Isbræ,
3. apply the calving-front-evolution method to assess the changes in
thermal and stress regime of Jakobshavn Isbræ during the calving
front retreat,
4. assess the mechanisms that sustain the acceleration of Jakobshavn Is-
bræ, and discuss current explanatory hypotheses for the changes (cf.
Sect. 2.4) in that context,
5. identify fields where further study is required.
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3 Modelling Glaciers and Ice
Sheets
3.1 On the Use of Models
Amodel is any set of computablemathematical equations, algorithms and/or
inequalities, which are designed to describe a real process. Models are ap-
plied in many fields of science where results can be quantified. There ex-
ist no general rules for the creation of a model. However, the modelling
process can be subdivided into different stages with no strict chronological
order (Burger, 2007):
• Understanding of the described process
• Choice of scales, and corresponding mathematical description
• Development of the mathematical model
• Sensitivity analysis and (optional) simplification of the model
• Numerical simulation
• Comparison of the solution to real data
• If necessary, improvement of the model or optimization of parameters
• Presentation of the results
Several points become clear from the list. First, the model user, the
model and the model results mutually affect each other. Second, while us-
ing models and interpreting model results, it is important to keep in mind
that models are always simplifications, which base on certain assumptions.
Moreover, model input data sets carry errors and are often inconsistent.
Therefore, the proof of robustness of the model results requires an exten-
sive sensitivity analysis to the model input parameters.
These points reveal that any presented model result has no absolute va-
lidity, and can never replace measurements of the process itself. Plausible
model results do not prove the validity of the assumptions underlying a
model. If unaware, the model user risks to confirm his biases and support
incorrect intuitions. Instead, the function of model use is to enhance the
understanding of the modelled process, and thus to guide further study.
Therefore, in the view of e.g. Oreskes et al. (1994), a model is most use-
ful when used to challenge existing formulations, rather than attempting to
validate or verify them.
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3.2 Elements of Level-Set Methods
A Level-Set Method (LSM) is a conceptual framework which uses level-sets
of functions for analysis of interfaces and slopes in Eulerian configuration.
They have been developed in the 1980s by S. Osher and J. Sethian (Osher &
Sethian, 1988), and are a popular tool in many numerical disciplines like im-
age processing, computer graphics, computational geometry, optimization
and computational fluid dynamics (Sethian, 2001; Osher & Fedkiw, 2006).
LetΩ ⊂ Rm be an open subset of finite-dimensional space and [0, T ] ⊂ R
a time interval. The basic idea of a LSM is to both represent and evolve a
boundary through an auxiliary function, ϕ : Ω × [0, T ] → R, the Level-Set
Function (LSF), which we set to be continuously differentiable. For c ∈ R,
we define the c-level-set of ϕ by:
Γc(t) = {x ∈ Ω : ϕ(x, t) = c}. (3.1)
Γc is thus defined implicitly by ϕ = c. Taking the material derivative of
ϕ = c on Ω, we obtain a transport equation for the c-level-set, the Level-Set
Equation (LSE):
∂ϕ
∂t
+w · ∇ϕ = 0. (3.2)
Here, w is the velocity of the c-level-set. For numerical applications it is
useful to define w at least on an open environment around Γc, or the entire
domain,Ω. Since the c-level-set ofϕ, and the 0-level-set of ϕ˜ = ϕ−c describe
the same set of points, it is sufficient to consider only the 0-level-set of ϕ for
analysis of shapes and the outline of a continuum like a glacier. We denote
the 0-level-set of ϕ by Γ(t) = Γ0(t).
The LSE is a Hamilton-Jacobi-type partial differential equation (PDE). It
requires an initial condition, ϕ0(x, t0) for all x in Ω, and boundary condi-
tions at inflow boundaries. The LSE is solved numerically, which requires
sophisticated stabilization techniques: the solution to the LSE may develop
noise and sharp gradients over time, which may impede the retrieval of its
0-level-set. Since we only care for the position of the 0-level-set in applica-
tions, we can apply routines for “reinitialization” of the LSF, i.e. replacing
the old, degenerated LSF with a new one, which respects both the position
of the old 0-level-set and ‖∇ϕ‖  1. The nature of the modelled problem
determines the frequency of how often we have to reinitialize the LSF.
The LSM introduces a powerful geometrical and analytical toolbox. Let
ϕ < 0 define an area Ω0 ⊂ Ω with boundary Γ. Evaluation of whether a
point x ∈ Ω is on Γ, or inside or outside of Ω0 is done by looking at the sign
of ϕ(x, t). The unit surface normal on Γ is defined as:
n =
∇ϕ
|∇ϕ| , (3.3)
since the gradient of ϕ is always perpendicular to the level-sets of ϕ. Since
ϕ is defined on the entire domain Ω, this definition allows to continue the
unit surface normal from Γ onto Ω. Similarly, computing volume and sur-
face integrals of a function f defined on Ω0 and Γ, respectively, becomes a
question of evaluating the volume integral of f · χ over Ω. Here χ is the
characteristic function of the respective subset, which is easily constructed
from ϕ.
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The velocity of the ice boundary, w, is the sum of the ice velocity, v, and
an accumulation-ablation flux, a:
w = v + a. (3.4)
Ablation occurs for a pointing into the ice, and accumulation otherwise.
Inserting Eq. (3.4) into the LSE (3.2) yields a kinematic boundary condition:
∂ϕ
∂t
+ v · ∇ϕ = −a · ∇ϕ. (3.5)
It is known that the numerical scheme of the LSM does not conserve the
volume nor the shape of Ω0 accurately. To address this drawback, further
sophisticated methods have been developed, like the combination of the
original (Eulerian) LSM with a (Lagrangian) particle tracer method (Parti-
cle LSM, Enright et al., 2002). The advantage of the LSM is that one can
perform numerical computations involving curves and surfaces on a fixed
discretization of the model domain, e.g. static Finite-Element meshes. The
method facilitates following the boundary of continua that change their
topology, which makes it a suitable tool to model the dynamic evolution
of glaciers.
3.3 Large-scale Ice Sheet Thermodynamics
In this section, we state the equations that describe the large-scale thermo-
dynamics of glaciers and ice sheets. They are derived from general princi-
ples of continuum mechanics, which are found in corresponding textbooks,
e.g. Liu (2002). We refer to e.g. (Greve & Blatter, 2009) for a more detailed
introduction of the equations stated here.
3.3.1 Mass Balance of Ice Sheets
Ice and Incompressibility
The ice found in glaciers and ice sheets is a polycrystalline material, which
exhibits creep flow when a shear stress is applied (Hooke, 2005; Cuffey &
Paterson, 2010). The deformation response to the applied stress is anisotropic
due to its crystal structure and it changes over time in different creep phases
(Cuffey & Paterson, 2010). It is common to assume for glaciers and ice
sheets that the orientation of the crystals and ice grains is random, so that
the overall response of ice to stress is isotropic (Greve & Blatter, 2009).
The density of an incompressible material is constant in both space and
time. Strictly speaking, this does not hold for ice sheets: their density in-
creases with depth, as fresh snow transforms to firn and compacts to ice.
However, the largest density variations occur in the upper 50 to 100m of
the ice sheet (Cuffey & Paterson, 2010, p.16). Depending on the total thick-
ness of the ice column, this typically decreases the average density of the
ice column by 1 to 2%. Further below, both thermal expansion and com-
pression alter the ice density with depth by at most 1% (Cuffey & Paterson,
2010). For these reasons, we assume that ice is an incompressible material
here.
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FIGURE 3.1: Schematic overview of the geometry of a marine-terminating
outlet glacier and its ice tongue along the vertical, and the stress boundary
condition at the calving front. Ice flow is to the right, and s is the ice surface
elevation, b is the ice base,H is the ice thickness, zsl is the sea level elevation,
and pw is the water pressure. The location where the ice detaches from the
bedrock and starts floating is the grounding line.
Continuity Equation
The law of mass conservation states that the mass of a closed system re-
mains constant over time. It is a fundamental concept of physics, and im-
plies that mass that enters a system must either accumulate within the sys-
tem or leave the system. The local form of the law reads:
Theorem 3.1. (Mass conservation) Let Ω ⊂ R3 be a material body of
• density ρ : Ω× [0, T ] → R∗+ and
• velocity v : Ω× [0, T ] → R3
for a time frame [0, T ]. The mass conservation imposes:
∀x ∈ Ω ∀t ∈ [0, T ], dρ
dt
+ ρ∇ · v = 0 (3.6)
The mass-balance equation (Eq. 3.6) reduces for incompressible materials
to:
∇ · v = 0, (3.7)
which is also known as the continuity equation for incompressible materials.
Kinematic Boundary Conditions
We choose the coordinate system so that for a point x = (x, y, z), the x
and y coordinate describe the horizontal components in 3D space and that
the z coordinate describes its vertical direction. Let the velocity in 3D be
v = (vx, vy, vz). The ice surface, s, and ice base, b, are represented implicitly
by the 0-level-sets of the functions:
Fs(x, t) = s(x, y, t)− z and Fb(x, t) = z − b(x, y, t), (3.8)
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respectively. In this case, the kinematic boundary condition (3.5) becomes:
∂s
∂t
= −vx ∂s
∂x
− vy ∂s
∂y
+ vz + as (3.9)
at the ice surface, and
∂b
∂t
= −vx ∂b
∂x
− vy ∂b
∂y
+ vz + ab (3.10)
at the ice base. Here, as and ab denote the surface and base accumulation-
ablation function, respectively. Accumulation occurs for positive values
and ablation for negative values, respectively.
Ice Thickness Equation
Let H(x, t) = H(x, y, t) = s(x, y, t) − b(x, y, t) be the ice thickness (cf. Fig.
3.1), and
Q =
(
Qx
Qy
)
=
( ∫ s
b vx dz∫ s
b vy dz
)
(3.11)
the volume flux. Vertical integration of the continuity equation (3.7) and ap-
plication of the kinematic boundary conditions (3.9) and (3.10) at ice surface
and base yields the ice thickness equation:
∀x ∈ Ω, t ∈ [0, T ], ∂H
∂t
= −div Q+ as − ab (3.12)
For a detailed derivation of this equation, see e.g. (Greve & Blatter, 2009).
3.3.2 Momentum Balance of Ice Sheets
We introduce a few fundamental variables of continuum mechanics. Let
M2 the second-order tensor space. The symmetric Cauchy stress tensor,
σ ∈ M2, defines the state of stress at a point inside a continuum and at
its boundaries. The pressure is defined as:
p = −1
3
tr (σ) , (3.13)
where tr (·) is the trace operator. Since one can apply any pressure to an in-
compressible material body without changing its shape, the applied stress
cannot be determined from the deformation alone (Truesdell & Noll, 2004).
It is therefore convenient to introduce the deviatoric stress tensor, σ′ ∈ M2:
σ = σ′ − pI, (3.14)
where I ∈ M2 is the identity tensor. The symmetric strain-rate tensor, ε˙ ∈
M2, describes the rate-of-change of the deformation of a material in the
neighbourhood of a point:
ε˙ =
(
1
2
(
∂vi
∂xj
+
∂vj
∂xi
))
ij
. (3.15)
28 Chapter 3. Modelling Glaciers and Ice Sheets
Its main diagonal components ε˙ii describe the body’s dilatation rates in the
respective spatial directions and the off-diagonal components ε˙ij, i =j repre-
sent the shear rates of the body, respectively. The effective deviatoric stress, σ′e,
and effective strain rate, ε˙e, are the second invariant of the deviatoric stress
tensor and the strain rate tensor, respectively:
σ′e =
1
2
tr
(
σ′
)2
=
1
2
[
(σ′xx)2 + (σ′yy)2 + (σ′zz)2
]
+ σ′xy + σ′xz + σ′yz
(3.16)
ε˙e =
1
2
tr (ε˙)2
=
1
2
[
(ε˙xx)
2 + (ε˙yy)
2 + (ε˙zz)
2
]
+ ε˙xy + ε˙xz + ε˙yz
(3.17)
Quasi-Static Flow
The balance of linear momentum is the extension of Newton’s Second Law
to bodies with continuous mass distribution:
Theorem 3.2. (Balance of linear momentum) We consider the same system as
in Theorem 3.1, subject to a body force ρb : Ω× [0, T ] → R3. The balance of linear
momentum is:
∀x ∈ Ω ∀t ∈ [0, T ], ρdv
dt
= ρb+∇ · σ (3.18)
Two body forces act on glaciers: 1) the gravitational force ρg and 2) the
Coriolis force due to the rotation of the Earth, 2ρΩ × v. Here, Ω is the
angular velocity vector of the rotating reference frame. Then the balance of
linear momentum (Eq. 3.18) becomes:
ρ
(
∂v
∂t
+ (v · ∇)v
)
= ∇ · σ + ρg − 2ρΩ× v (3.19)
This non-linear PDE is difficult so solve. A scaling analysis reveals that
acceleration and inertia term of glaciers and ice sheets are negligible (e.g.
Greve & Blatter, 2009, p.111), even for themost extreme cases of glacier flow,
like glacier surge. The Coriolis force is larger than the acceleration terms,
but still 7 orders of magnitude smaller than the force exerted by the grav-
itational acceleration (Greve & Blatter, 2009). Dropping the corresponding
terms, Eq. (3.19) simplifies to:
∇ · σ + ρg = 0 (3.20)
We require a constitutive equation (“material law”) to describe how
ice deforms in response to an applied stress field. Even though ice is an
anisotropic, polycrystalline material, it is commonly treated as a perfectly
isotropic, incompressible viscous fluid (Hooke, 2005, p.271), so that
σ′ = 2με˙, (3.21)
where the viscosity μ is a scalar value. Without further approximation, in-
sertion of Eqs. (3.21) and (3.14) into (3.20) yields the Full-Stokes model for ice
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flow:
2∇ · (με˙)−∇p+ ρg = 0.
∇ · v = 0 (3.22)
This model has 4 equations for 5 unknowns: the three components of the
velocity, v = (vx, vy, vz), the pressure, p, and the viscosity, μ. Therefore, the
Full-Stokes model needs to be closed by a constitutive equation as given by
Glen’s Flow Law (below). From here onwards, ρ denotes the ice density
unless stated otherwise.
Boundary Conditions
Mechanical boundary conditions are required to solve the equations of mo-
mentum balance (3.22). Let n be the outward-pointing unit normal on the
respective ice boundary.
Ice-air boundary The atmospheric pressure, pa, is negligible compared to
the hydrostatic pressure of ice. Therefore, the ice-air boundary is treated as
a free surface:
σ · n = −pan ≡ 0. (3.23)
Ice-ocean boundary At the ice-ocean boundary, the hydrostatic pressure
of water, pw, applies, which linearly increases with depth (Fig. 3.1):
σ · n = −pwn = max (0, ρwg(zsl − z))n (3.24)
Here, ρw is the density of the sea water and zsl the sea level elevation. The
back stress exerted by an ice mélange is small compared to the water pres-
sure and therefore usually neglected.
Ice-bedrock boundary At the ice-bedrock interface, we have to apply two
boundary conditions. A Dirichlet boundary condition ensures the impene-
trability of ice and bedrock:
v · n = −ab (3.25)
Any motion perpendicular to the basal tangential plane is thus due to the
basal accumulation-ablation function, ab.
A Neumann boundary condition governs the motion along the basal
tangential plane. The process of basal sliding of glaciers is fundamental to
ice stream dynamics, yet poorly understood. It is generally described using
a viscous friction law (Cuffey & Paterson, 2010, p.240):
‖vb‖ = kN−q
′
eff ‖τb‖p
′
(3.26)
Here,
• vb = v − (v · n)n is the velocity component in the basal tangential
plane,
• Neff = ρgH − ρwgb is the basal effective pressure: the difference be-
tween ice overburden pressure and water pressure at the ice base,
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• τb = σ ·n− (n ·σ ·n)n is the friction stress component along the basal
tangential plane,
• k, p′, q′ > 0.
The values for p′ and q′ are a matter of debate. Commonly, (p′, q′) = (3, 1)
or (p′, q′) = (3, 2) are used for sliding over hard rock, and (p′, q′) = (1, 0) for
sliding over soft, deformable sediment. Weertman’s law for basal sliding
(Cuffey & Paterson, 2010, p.232) is special case of this equation for p′ = 3
and q′ = 1. It reads in vector form:
τb = −k2N r′eff ‖vb‖s
′−1 vb := −α2vb (3.27)
It is r′ = q′/p′ and s′ = 1/p′. The coefficients k and α depend on the thermal
and mechanical properties of ice and the bedrock.
Glen’s Flow Law
Glen (1955) conducted uniaxial compression experiments on ice in secondary
creep phase (e.g. Cuffey & Paterson, 2010, p.52), from which he determined
a relation between the effective strain rate and effective stress of glacier ice:
ε˙e =
(
σ′e
B
)n
(3.28)
Empirically derived values of the stress exponent, n, range from 1.5 to 4.2,
but a value of n = 3 is most consistent with field data, and therefore widely
used in analyses of glacier dynamics (Cuffey & Paterson, 2010, p.55). Since
n > 1, any increase in effective deviatoric stress will lead to an even larger
increase in effective strain rate.
Nye (1957) extended Glen’s flow law to tensorial form to cover multi-
axial states of stress. For isotropic materials, the principal axes of the devi-
atoric stress σ′ and the strain rate tensor ε˙ coincide. In this case, we obtain
Glen-Nye flow law:
ε˙ =
σ′n−1e
Bn
σ′ = Aσ′n−1e σ
′ (3.29)
where A = 1Bn is the rate factor. Exploiting Glen’s original flow law, we can
write the law as
ε˙ =
ε˙
n−1
n
e
B
σ′, (3.30)
so that through comparison with Eq. (3.21), we see that the viscosity of ice
is:
μ =
B
2ε˙
n−1
n
e
=
1
2Aσ′n−1e
(3.31)
This flow law is widely used in ice sheet modelling (Cuffey & Paterson,
2010, p.61). Some anisotropic laws are being developed (Thorsteinsson,
2001; Gillet-Chaulet et al., 2005; Ma et al., 2010), but they are beyond the
scope of this thesis. The dependency of the viscosity on the effective devi-
atoric stress (Fig. 3.3) renders the equations of momentum balance (3.22)
non-linear.
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Controls on the Rate Factor
The rate factor of ice,A, is a function of various physical and chemical prop-
erties, like ice temperature, pressure, microscopic water content, ice density,
grain size, impurities and fabric orientation, but their exact contribution is
currently unclear (Cuffey & Paterson, 2010, p.64).
The temperature of ice, T , has the highest influence on A. The higher
the temperature, the higher the rate factor. Over the whole range of tem-
peratures in terrestrial ice,A nominally varies by three orders of magnitude
(Cuffey & Paterson, 2010, p.64, and Fig. 3.2). Such a large sensitivity implies
that temperatures need to be known well in order to model the ice flow cor-
rectly. Some empirical relationships between temperature and rate factor
have been proposed, e.g. (Cuffey & Paterson, 2010, p.73). An Arrhenius
relationship describes the temperature dependence:
A = A0 exp
(
− Q
RT ∗
)
. (3.32)
Here,R = 8.314 JmolK−1 is the universal gas constant, and T ∗ is the Kelvin
temperature relative to the pressuremelting point temperature, Tpmp, which
is 273.15K at atmospheric pressure. Values of the pre-exponential constant,
A0, and the activation energy,Q, make a sharp jump at T ∗ = Tpmp−10K, to
account for the much higher deformation rates of ice close to pressure melt-
ing point. T ∗ follows a linear relationship for pressures typical in glaciers
and ice sheets (p < 50MPa):
T ∗ = T + βp. (3.33)
Values of the Clausius-Clapeyron constant β range between β = 7.42× 10−8KPa−1
to 9.8× 10−8KPa−1 (Hooke, 2005). We define the homologous tempera-
ture, Thom, as the difference of the ice temperature to the pressure melting
point temperature in degrees Celsius:
Thom = T − Tpmp + βp. (3.34)
Ice is called temperate, if its temperature is at pressuremelting point (T ∗ = Tpmp)
and cold otherwise.
The microscopic water content, W , softens temperate ice by facilitating
geometric adjustments between neighbouring ice grains with different ori-
entations. Measurements have found water content as high as 2.9 to 4.6%
in a basal temperate layer of the GrIS (Brown et al., 2017). Laboratory exper-
iments on samples from a temperate glacier by Duval (1977) and Lliboutry
& Duval (1985) suggest a softening effect of
A(W ) = A(T ∗ = 273.15K)(1 + 1.8125W [%]) (3.35)
for water contents up to 1%. The microscopic water content thus signifi-
cantly influences the rate factor and viscosity of temperate ice in a glacier.
No relationship is known for values larger than 1%, for which usually the
rate factor value corresponding to 1% microscopic water content is pre-
scribed. The ice under a 3000m thick ice sheet is usually close to or at
pressure melting point, which at this pressure is about 2K lower than at
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FIGURE 3.2: Rate factor A(Thom,W ) for cold ice with Thom = −30 ◦C to
temperate ice with 1% microscopic water content according to the law pre-
sented in Lliboutry & Duval (1985). The kink at −10 ◦C is due to the piece-
wise definition of the pre-exponential constant, A0, and the activation en-
ergy, Q. The kink at 0 ◦C is due to the linear softening of temperate ice, cf.
Eq. 3.35.
the surface (cf. Eq. 3.33). The pressure dependency thus introduces a small
but non-negligible contribution to the ice rate factor.
The porosity of ice has little effect on the viscosity from the density of
pore close-off (ρ  830 kgm−3). Fabric orientation of ice stiffens and softens
the ice considerably depending on the direction of the applied stress. Since
the c-axis of ice crystals tends to re-orientate in favour of the direction of
applied stress, this effect is usually neglected in analyses of glacier flow
(Greve & Blatter, 2009), which also holds for the effect of grain size and
impurities in the ice.
The Higher-Order Model (HOM)
Solving the Full-Stokes equations (3.22) is computationally expensive, and
the aspect ratio of ice sheets allows to make certain assumptions which are
used to simplify them. Therefore, several flow approximations have been
derived. Here, we state the two flow approximations we use in this the-
sis, the higher-order model (HOM, Blatter, 1995; Pattyn, 2003) and the shelfy-
stream or shallow-shelf approximation (SSA,Morland&Zainuddin, 1987; MacAyeal,
1989). Other flow approximations include the shallow-ice approximation
(SIA, Hutter, 1983) and the L1L2 model (Schoof & Hindmarsh, 2010).
In all parts of an ice sheet, the vertical shear stresses σxz and σyz (≤
100 kPa) are small compared to the vertical normal stress, which is approx-
imately equal to the pressure, p (O(p) = 10MPa). Moreover, the ratios
∂vz
∂x /
∂vx
∂z and
∂vz
∂y /
∂vy
∂z are typically on the order of 1× 10−6 (Greve & Blat-
ter, 2009, pp.73-75). A simplified, approximated system of equations for the
large-scale dynamics of ice sheets is derived from these observations:
Theorem 3.3. (Higher-Order Model) Under the assumption, that
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FIGURE 3.3: The ice viscosity as a function of effective deviatoric stress (Eq.
3.16) for a stress exponent n = 3 and cold ice at different ice temperatures
and temperate ice with a microscopic water content of 1%, respectively.
• ∂σxz∂x  ∂σzz∂z and ∂σxz∂y  ∂σzz∂z : variation in horizontal shear stress along
the direction of shear is small compared to vertical changes of vertical stress,
and
• ∂vz∂x  ∂vx∂z and ∂vz∂y  ∂vy∂z : horizontal variations in vertical ice motion are
negligible compared to vertical gradients of horizontal ice motion,
and using the constitutive equation (3.21), the equations of momentum balance
(3.20) are simplified to:
4
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(
μ
∂vx
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∂
∂x
(
μ
∂vy
∂y
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+
∂
∂y
(
μ
(
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∂y
+
∂vy
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))
+
∂
∂z
(
μ
(
∂vx
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))
= ρg
∂s
∂x
4
∂
∂y
(
μ
∂vy
∂y
)
+ 2
∂
∂y
(
μ
∂vx
∂x
)
+
∂
∂x
(
μ
(
∂vx
∂y
+
∂vy
∂x
))
+
∂
∂z
(
μ
(
∂vy
∂z
))
= ρg
∂s
∂y
vz(x, y, z) = vz(x, y, b)−
∫ z
b(x,y)
∂vx
∂x
+
∂vy
∂y
dz′.
(3.36)
The main simplification in the HOM is the elimination of the pressure
variable through the hydrostatic approximation of the vertical normal stress
component. This step drastically reduces the required computational effort
for the solution of the equation system, and permits to derive a floating con-
dition:
G(H, b) := ρH − ρw(zsl − b) = 0. (3.37)
Ice is grounded where G(H, b) > 0, floating where G(H, b) < 0, and the
grounding line is given by the 0-level-set of G.
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The Shelfy-Stream Approximation (SSA)
In regions of small basal drag like ice shelves and regions of high basal
sliding, vertical shear in the ice column becomes negligible. Moreover, the
assumptions for the HOM hold. Morland & Zainuddin (1987) used these
observations to simplify the equations of linear momentum balance (3.20)
to a two-dimensional model for the flow of an unconfined ice shelf, and
MacAyeal (1989) extended this model to sliding over easily deformable till:
Theorem 3.4. (Shelfy-Stream Approximation) Let μ¯ = 1H
∫ s
b μdz be the verti-
cally averaged ice viscosity. Under the assumptions that
• ∂σxz∂x  ∂σzz∂z and ∂σyz∂y  ∂σzz∂z : variation in horizontal shear stress along
the direction of shear is small compared to vertical changes of vertical stress,
• ∂vz∂x  ∂vx∂z and ∂vz∂y  ∂vy∂z : horizontal variations in vertical ice motion are
negligible compared to vertical gradients of horizontal ice motion,
• ∂vx∂z = 0 and
∂vy
∂z = 0, and
• bedrock slopes are small,
Eq. (3.22) becomes:
∂
∂x
(
4Hμ¯
∂vx
∂x
+ 2Hμ¯
∂vy
∂y
)
+
∂
∂y
(
Hμ¯
(
∂vx
∂y
+
∂vy
∂x
))
= ρgH
∂s
∂x
+α2vx
∂
∂y
(
4Hμ¯
∂vy
∂y
+ 2Hμ¯
∂vx
∂x
)
+
∂
∂x
(
Hμ¯
(
∂vx
∂y
+
∂vy
∂x
))
= ρgH
∂s
∂y
+α2vy
(3.38)
The terms in red colour are added for grounded ice only.
The SSA thus eliminates both pressure and vertical components of ve-
locity, which yields a 2D, computationally cheap flow approximation, that
includes lateral stress transfer (“membrane stress”). Field observations at
Jakobshavn Isbræ show that a large fraction of the motion in fast-flowing
areas is due to basal sliding (Lüthi et al., 2002), and that much of the ice
stream’s driving stress is balanced by lateral drag (van der Veen et al., 2011),
so that careful application of the SSA to Jakobshavn Isbræ is justified.
3.3.3 Energy Balance of Ice Sheets
Temperature and microscopic water content of ice have a strong influence
on the rheology of ice (Sect. 3.3.2). Polythermal glaciers like Jakobshavn
Isbræ consist of both cold and temperate ice (Iken et al., 1993; Lüthi et al.,
2002). It is thus important to represent polythermal regimes in an ice sheet
model.
The Enthalpy Method
Aschwanden et al. (2012) model the thermal state of a glacier through the
specific inner energy density, E, which they call “enthalpy” for historical
reasons. The “enthalpy method” bases on the concept that a small change
in internal specific energy changes in cold ice only the temperature, T ,
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whereas it drives melt in temperate ice, and thus changes only the micro-
scopic water content, W . Here, we state the study’s main results, and we
refer the interested reader to Aschwanden et al. (2012).
In the enthalpy method, glacier ice is considered to be an ice-water mix-
ture with corresponding partial densities ρˆi and ρˆw, so that the bulk density
of the mixture is ρm = ρˆi + ρˆw. The water content, W , of the mixture is
W = ρˆw/ρm. The enthalpy of cold ice is:
Ei(T ) =
∫ T
T0
Ci(T˜ ) dT˜ , (3.39)
where T0 is a fix reference temperature, and Ci(T ) is the heat capacity of
ice, which is a linear function that varies by about 10% in the temperature
range typical for glaciers. Assuming that the heat capacity is constant, we
obtain:
Ei(T ) = Ci (T − T0) . (3.40)
The enthalpy of ice at pressure melting point with W = 0 is denoted by:
Epmp(p) = Ei(Tpmp(p)), (3.41)
The CTS is the Epmp(p)-level-set of the glacier’s enthalpy field, E. Melting
of ice requires latent heat of fusion, L. Neglecting the possibility of super-
cooled water (water in liquid phase, whose temperature is below pressure
melting point), the enthalpy of the temperate ice mixture is:
E(W, p) = Epmp(p) +WL. (3.42)
In summary, the enthalpy of an ice mixture is:
E(T,W, p) =
{
Ci (T − T0) , if T < Tpmp(p)
Epmp(p) +WL , if T = Tpmp(p) and 0 ≤ W ≤ 1 (3.43)
This relationship is invertible under the reasonable assumption that ∂E∂T = Ci > 0
for T < Tpmp(p), and ∂E∂W = L > 0 for T = Tpmp(p):
T (E, p) =
{
T0 +
Ei
Ci
, if E < Epmp(p)
Tpmp(p) , if E ≥ Epmp(p) , and (3.44)
W (E, p) =
{
0 , if E < Epmp(p)
L−1 (E − Epmp(p)) , if E ≥ Epmp(p). (3.45)
The thermal state of ice is thus described completely with the tuple (E, p),
instead of the triple (T,W, p), which makes the tuple the preferred state
variables in a thermodynamically coupled ice sheet model.
The law of conservation of energy states that the total energy of a closed
system remains constant. It is expressed by the First Law of Thermodynam-
ics, which can be simplified to a local form for the enthalpy:
ρm
dE
dt
= −div q +Ψ. (3.46)
Here, q is the heat flux and Ψ is the local heat production. The local heat
production in ice, Ψ, is the rate at which kinetic energy is transformed into
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heat (Greve & Blatter, 2009, p.35):
Ψ = tr (σ · ε˙) . (3.47)
Therefore, the total heat of a glacier is generally not a conserved quantity,
in contrast to the total energy of the closed system.
The field equation for the enthalpy is derived from the equation of en-
ergy balance (Eq. 3.46) by formulating the heat flux, q, in both cold and
temperate ice. In cold ice, the heat flux is modelled to follow Fourier’s law:
q = −Ki(E)∇E. (3.48)
Here, Ki(E) is the thermal conductivity of cold ice. In temperate ice, the
physical processes underlying heat flux are poorly understood. They are
modelled as the sum of sensible and latent heat fluxes (Greve, 1997b):
q = qs + ql. (3.49)
The sensible heat flux in temperate ice arises from variations in the pressure-
melting point temperature:
qs = −κ(E, p)∇Tpmp(p), (3.50)
where κ(E, p) = (1−W (E, p))κi(E)+W (E, p)κw is the thermal conductivity
of the ice-water mixture.
The latent heat flux is due to the mass flux of liquid water in ice. This
process is poorly constrained by experimental knowledge in glacier ice. In
the interest of finite spatial derivatives of the enthalpy, the authors (As-
chwanden et al., 2012) make a regularizing choice:
ql = −κ0∇W = −K0∇E, (3.51)
where conductivities κ0 and K0 = κ0/L are small positive constants.
Inserting Eqs. (3.47), (3.48), (3.50), (3.51) into the energy balance equa-
tion (3.46) yields the enthalpy field equation:
ρm
dE
dt
= ∇ ·
({
Ki(E)∇E
κ(E, p)∇Tpmp(p) +K0∇E
})
+ tr (σ · ε˙) . (3.52)
The upper line applies in cold ice, the lower line in temperate ice. Since the
microscopic water content in ice is small, and the density of ice and water
differ by less than 10%, one commonly sets ρm to be the density of ice.
Boundary Conditions
At the boundaries of ice, the ice mixture density, ρm, and the volumetric en-
thalpy, ρmE, jump from their value outside the ice to their value inside the
ice, respectively. Boundary conditions for the enthalpy at these interfaces
therefore have to be derived from jump conditions for mass and enthalpy,
cf. Aschwanden et al. (2012). For a thorough introduction into jump condi-
tions we refer to the common literature on continuum mechanics, e.g. Liu
(2002).
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Ice surface The temperature of the precipitation at the ice surface is rarely
known, and the conductive heat flux into the ice is small and usually ne-
glected. Therefore, one usually prescribes the air temperature at 2m above
the ice surface, T2m, as a Dirichlet boundary condition at the ice surface:
E = E(T2m, 0, patm). (3.53)
Ice base (grounded) At the grounded ice base, a subglacial water layer
with thickness ηb may be present, with whom the glacier exchanges mass
and heat. Let Mb = ρiab be the mass exchange rate. Under the assumptions
that the subglacial water is at pressure melting point, and that its pressure
is constant in space and time, one can show that:
−Mb = Fb − (q − qgeo) · n
(1−W )L , (3.54)
where q is the heat flux at the ice base, qgeo is the geothermal heat flux, n is
the unit surface normal pointing into the ice, and
Fb = −τb · vb = α2 ‖vb‖2 (3.55)
is the heat production through basal friction between ice and bedrock (with
τb as in Eq. (3.26)). For the right hand term, Eq. (3.27) has been applied.
A point at the ice base is defined as cold if the temperature in its neigh-
bourhood is below pressure melting point, and if there is no subglacial wa-
ter layer:
E < Epmp(p) and ηb = 0, (3.56)
and as temperate otherwise. At a cold point at the base, Mb = 0 holds, so
that Eq. (3.54) becomes a Neumann boundary condition:
q · n = qgeo · n+ Fb. (3.57)
At a temperate point of the ice base, all available heat is used for sub-
glacial melt. In this case, Eq. (3.54) is used to compute the basal melting
rate, and an insulating Neumann boundary condition is applied in case of
positive thickness of the basal temperate layer:
K0∇E · n = 0, (3.58)
and a Dirichlet boundary condition if only the base itself is temperate:
E = Epmp(p). (3.59)
An overview of the basal boundary condition and melting rate decision
chart is sketched in Fig. 3.4. This chart is not applicable to a direct steady-
state solver, which is used in ISSM (cf. Sect. 3.5). It creates a non-converging
loop if sufficient basal heating erroneously creates a temperate layer with
positive thickness, so that the basal heating would be switched off in the
next solver iteration step. This "cools" the base back down below pressure
melting point temperature, from where the cycle restarts. A workaround to
this problem is described in Sect. 6.7.1.
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for Eq. (3.52)
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FIGURE 3.4: Decision chart for basal boundary conditions and basal melting
rate computation of prognostic simulations. Adapted from Aschwanden et
al. (2012), Fig. 5.
Ice base (floating) Glacier ice and ocean water exchange heat through a
thin ocean mixed layer (Holland & Jenkins, 1999). Ocean heat exceeding
Epmp(p) is used for melt, so that we assume the ocean to be at Epmp(p)
for the heat flux. The heat flux through this boundary layer into the ice is
parametrised as:
q · n = −ρml
ρi
γml(E|z=b − Epmp(p)), (3.60)
where ρml is the density of the mixed layer, and γml = const is a thermal
exchange velocity between the ocean and the mixed layer. Similar to the
grounded ice, this Neumann boundary condition becomes insulating once
the temperature of the base reaches pressure melting point. The effect of
ocean salinity on the pressure melting point temperature is not modelled
explicitly.
Drainage of microscopic water content The enthalpy method does not
introduce an upper limit for the microscopic water content, and modelled
values may ramp up quickly to unphysical values due to positive feedbacks
between the rate factor parametrisation and the strain heating. However,
observations of values over 5% are rare (e.g. Pettersson et al., 2004; Brad-
ford & Harper, 2005; Brown et al., 2017, and references therein). Moreover,
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rate factor parametrisations such as Eq. (3.35) are only valid for W < 1%.
Therefore, Greve (1997b) introduced a drainage function, which removes a
fraction ∂W∂t = D(W ) of the microscopic water content at every time step in
the model. Drained water adds to the basal melting rate, to give an updated
value that enters the subglacial water layer:
−M˜b = −Mb +
∫ s
b
ρwD(W ) dz. (3.61)
This updated basal melting rate also enters the computation of the vertical
velocities in Eq. (3.36).
3.4 The Finite-Element Method (FEM)
The Finite Element Method (FEM) provides a formalism to generate a dis-
crete algorithm for approximating the solution of PDE. We will not describe
the full theory behind the FEM here, but illustrate its general idea. The in-
terested reader is referred to the standard literature, e.g. Zienkiewicz &
Taylor (1989) and Brenner & Scott (2007).
The main idea behind the FEM is to write the PDE into an equivalent
weak formulation, for which the existence and uniqueness of the solution
can be shown (Lax-Milgram Theorem), and then project the problem into
a finite-dimensional subspace through a Galerkin-method. There, Céa’s
Lemma ensures the best-approximation quality of the obtained Galerkin
approximation, i.e. the solution of the discretized problem minimizes the
distance to the solution of the original problem.
As an illustration, we apply here the FEM to the SSA field equations
(3.38) for floating ice:
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(3.62)
Let’s assume that the water pressure applies at the calving front, ΓN , and a
homogeneous Dirichlet boundary condition at the other boundaries, ΓD:
σ′ · n = f =
(
ρgH2
2
− ρwgb
2
2
)
on ΓN
v = 0 on ΓD.
(3.63)
Let the space of admissible velocities be:
V =
{
v ∈ (H1(Ω))2 , ∀x ∈ ΓD : v = 0} . (3.64)
The Sobolev space,H1(Ω), is the space of square-integrable functions, which
have a square-integrable first derivative. The problem in local form, Eqs.
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(3.62), (3.63), is equivalent to its weak formulation:
∀ϕ = (ϕx, ϕy) ∈ V,∫
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The idea of the Galerkin method is to project this problem from the infinite-
dimensional space V into a finite-dimensional subspace, Vh ⊂ V . Let {ϕi, i = 1, · · · , n}
be the basis of Vh, with n ∈ N. Since Vh is finite-dimensional, it is sufficient
to test the weak formulation with the basis vectors {ϕi, i = 1, · · · , n} only.
We obtain a set of n equations, i ∈ {1, · · · , n}:∫
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ρgH∇s ·ϕi dΩ
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If we write the Galerkin approximation, vh ∈ Vh, to the solution of the
original problem, v ∈ V , as:
vh =
n∑
j=1
λjϕj , (3.67)
with real coefficients λj , j = 1, · · · , n, and if we replace v in Eq. (3.66), we
obtain:
n∑
j=1
λj
∫
Ω
2μ¯H
(
2
∂ϕjx
∂x
+
∂ϕjy
∂y
)
∂ϕix
∂x
+ μ¯H
(
∂ϕjx
∂y
+
∂ϕjy
∂x
)
∂ϕix
∂y
dΩ
+
n∑
j=1
λj
∫
Ω
2μ¯H
(
2
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)
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+ μ¯H
(
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∂y
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∂x
)
∂ϕiy
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dΩ
=
∫
Γ
f ·ϕi dΓ−
∫
Ω
ρgH∇s ·ϕi dΩ
.
(3.68)
This is a system with n equations for n unknowns, v1, . . . , vn. Let K =
(kij)ij be the matrix that represents the left-hand side, with:
kij =
∫
Ω
2μ¯H
(
2
∂ϕjx
∂x
+
∂ϕjy
∂y
)
∂ϕix
∂x
+ μ¯H
(
∂ϕjx
∂y
+
∂ϕjy
∂x
)
∂ϕix
∂y
dΩ
+
∫
Ω
2μ¯H
(
2
∂ϕjy
∂y
+
∂ϕjx
∂x
)
∂ϕiy
∂x
+ μ¯H
(
∂ϕjx
∂y
+
∂ϕjy
∂x
)
∂ϕiy
∂y
dΩ,
(3.69)
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The components of the right-hand side, F = (fi)i, are:
fi =
∫
Γ
f ·ϕi dΓ−
∫
Ω
ρgH∇s ·ϕi dΩ, (3.70)
and let V = (λj)j , then Eq. (3.68) becomes:
KV = F . (3.71)
We are free to choose a basis of the solution space. Commonly, one opts
for basis functions which are 1 on one mesh vertex, and 0 on all others. In
this case, the mesh construction is a crucial point, as it defines the solution
space, and matrix K is a sparse matrix system, which is solved by special-
ized solvers efficiently.
The FEM is widely employed in solid mechanics, and has more recently
found its application to computational fluid mechanics. Its solid mathe-
matical foundation and its ability to use unstructured meshes for arbitrary
geometries provide certain advantages over other discretization methods,
like the Finite Difference of Finite Volume Methods.
3.5 The Ice Sheet System Model (ISSM)
In this thesis, we use the parallelized, multi-purpose framework for ice flow
modelling provided by the Ice Sheet System Model (ISSM, Larour et al.,
2012a). ISSM is developed by an international core team at the Jet Propul-
sion Laboratory, Pasadena, CA and the University of California, Irvine, CA,
both USA. ISSM is able to perform both diagnostic and prognostic model
simulations for 2D and 3D ice sheets. Various ice flow approximations, like
the Full-Stokes model, HOM, SSA, SIA and L1L2 have been implemented
into the ISSM. The ice thickness is evolved by solving the ice thickness equa-
tion (3.12), and the temperature evolution is governed either by a “cold-ice”
approach (Larour et al., 2012a), or the enthalpy gradient method described
in Sect. 3.3.3. The corresponding basal boundary conditions have been im-
plemented by the author as a part of this PhD-thesis at the end of 2013.
ISSM provides inverse methods to infer poorly constrained model parame-
ters, like the basal roughness, the ice viscosity parameter or the bedrock ele-
vation through data assimilation of observations at the ice surface through
classic adjoint methods (Nocedal & Wright, 2006; Morlighem et al., 2010;
Morlighem et al., 2011). The grounding line for simplified models, like the
SSA and HOM, evolves through a subelement-migration-scheme (Seroussi
et al., 2014a). In collaboration with the ISSM team, the author implemented
the capability for dynamic ice front evolution through a Level-Set Method
in 2014, as described in Sect. 3.2.
ISSM relies on the Finite Element Method (Sect. 3.4) for discretization
of the model equations. It employs static, adaptive mesh generation of un-
structured, anisotropic meshes, which reduces discretization errors in ar-
eas crucial to ice flow while minimizing the number of required degrees of
freedom. Three-dimensional meshes are generated through vertical extru-
sion of previously generated two-dimensional meshes. Triangular (2D) and
prismatic (3D) linear Lagrange finite elements are employed to discretize
the model equations. The non-linearity introduced by the dependency of
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the viscosity on the strain rate in Glen’s flow law with n = 3 is treated
with an iterative fixed-point method (Picard’s scheme). Model equations
for momentum-, mass-, and energy balance are solved in an iterative, de-
coupled fashion. Prognostic runs use an implicit time-stepping scheme.
The discretized equation systems can be solved on one CPU on a desk-
top computer, but ISSM’s real strength is its massively parallelized archi-
tecture, which enables it to run on supercomputers, and allows for high-
resolution, continental-scale simulations. Themesh is partitioned byMETIS,
which distributes the computational effort optimally among the processors.
The Message Passing Interface (MPI, Gropp et al., 1996; Gropp & Lusk,
1996) ensures the framework’s parallelism. Finally, the Portable Extensi-
ble Toolkit for Scientific Computation package (PETSc, Balay et al., 1997;
Balay et al., 2008; Balay et al., 2009) is employed for the solution of the dis-
cretized equation systems by using both iterative and direct solvers, like the
MUltifrontal Massively Parallel Sparse direct Solver (MUMPS, Amestoy et
al., 2001; Amestoy et al., 2006). ISSM’s parallel architecture has important
implications for code development, as it is for example of interest to keep
communication between separate mesh partitions to a minimum. Simple
topological operations like determining the neighbouring mesh element are
therefore undesirable.
ISSM is written in C/C++ (Kernighan, 1988; Stroustrup, 1997), and has a
user interface in MATLAB. The C/C++ core and the MATLAB environment
are interfaced through the MATLAB External API (mex-modules). This ap-
proach combines the extensive library of predefined functions and power-
ful plotting capabilities of MATLAB with the fast C/C++ language, making
it well suited for the processing, display and analysis of large and complex
data sets. Code development uses the Apache Subversion software ver-
sioning system (SVN, Pilato et al., 2008). Automated suites of simple test
cases (“Nightly Runs”) ensure the functionality of the framework during
development. A user interface in Python (https://www.python.org)
is under development, but does currently not provide the same range of
capabilities as the MATLAB interface does. The ISSM software package is
freely available for download via SVN under a BSD 3-Clause License from
its website (https://issm.jpl.nasa.gov/). A help forum is found at
https://issm.ess.uci.edu/forum/index.php.
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4 Enthalpy benchmark
experiments for numerical ice
sheet models
Introductory Remarks
This chapter and the following two are three publications, which make up
the main body of this doctoral thesis. An introductory text (“Context”) pre-
cedes every publication and explains its motivation, its associated work
effort, its aim, its significance for the thesis, and an interpretation of the
results. The author’s contribution is declared in the respective sub-section
“Contributions”.
Context
A glacier’s thermal regime has a strong influence on its mass balance and
the rheology of the ice (cf. Sects. 3.3.2, 3.3.3). An ice flow model thus re-
quires an accurate thermal model. In this thesis, we rely on the enthalpy
method outlined in Sect. 3.3.3, as it allows to capture the polythermal
regime of Jakobshavn Isbræ. It is necessary to test and verify the implemen-
tation of the method before applying it to complex real-world glacier cases.
For the enthalpy method, special attention should be paid to two aspects:
first, the position of the CTS should be accurate, since temperate ice at the
base is much more easily deformable than cold ice (cf. Sect. 3.3.2). Second,
the complex enthalpy boundary condition scheme at the grounded ice base
should be thoroughly tested, as it is able to change the type of boundary
condition depending on the basal thermal state, and its correct functioning
is crucial for the mass balance and the thermodynamics of a modelled ice
sheet. However, simple test cases for the enthalpy method with analytical
solutions did not exist to date, and needed to be formulated.
The enthalpy field equation (3.52) had been implemented in ISSM and
applied to Greenland in Seroussi et al. (2013). This implementation, how-
ever, lacked the dynamic basal boundary condition scheme (Sect. 3.3.3),
a rheology which takes the positive microscopic water content of temper-
ate ice into account (e.g. Lliboutry & Duval, 1985), as well as a suitable
treatment of the thermal conductivity discontinuity in finite elementswhich
are intersected by the CTS. The author implemented, debugged and main-
tained the missing modules into ISSM with counselling by H. Seroussi and
M. Morlighem.
The authors of the following paper had two aims: 1) to present two
simple test cases, so-called “benchmarks”, as well as their corresponding
analytical solution, which are usable to test the functionality of the imple-
mented basal boundary condition scheme and the correct positioning of the
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CTS in an ice sheet model, and 2) to use those benchmarks to test the im-
plementation of the enthalpy method in three numerical ice sheet models,
TIM-FD3(Kleiner & Humbert, 2014), COMice (Rückamp et al., 2010), and
ISSM.
In this thesis, we apply the enthalpy method in ISSM to Jakobshavn
Isbræ. ISSM’s discretization of the equations of momentum and mass bal-
ance as well as the grounding line migration have been tested thoroughly
(Larour et al., 2012a; Pattyn et al., 2013; Seroussi et al., 2014a), which was not
yet the case for the enthalpy method. The benchmarks provide sensitivity
estimates of ISSM’s enthalpy solution to model input parameters and as-
pects of the discretization, which would be difficult to estimate in complex,
real-world glacier model geometries.
The performance of ISSM in the benchmark experiments shows that
the implementation of the basal boundary conditions behaves as expected
(Exp. A). We also find that the position of the CTS depends on the ver-
tical resolution of the model, the ratio of temperate and cold ice thermal
conductivities, and likely the type of discretization of the model equations
(Exp. B): a significant negative temperature offset of up to 0.9 ◦C above the
CTS, and a positive water content offset of about +0.5% below the CTS in
the enthalpy solution are attributed to the implementation of the mixed-
element conductivity. Computational resources limit the degree of vertical
resolution in real-world glacier models, which is typically comparable to
the lowest resolution tested in this paper. The error estimate of the CTS po-
sition is thus about the thickness of one vertical layer in the model, which
can be several tens of metres in thick parts of the ice sheet. Moreover, the
offset occurs in a region which is crucial to ice flow due to the concentration
of deformation at the base.
Contributions
Exp. A has been designed by authors Kleiner and Rückamp. Exp. B has
been adapted from Greve & Blatter (2009, p.246). Authors Kleiner (TIM-
FD3), Rückamp (COMIce) and Bondzio (ISSM) performed all enthalpy bench-
marks themselves with their respective model. The model results were dis-
cussed among all authors. First author Kleiner coordinated the writing and
typesetting of the document, and created the figures from the model results,
which the authors Rückamp and Bondzio provided to him. Kleiner wrote
the main body of the introduction, experiment description and result sec-
tion, and inserted comments and contributions from all co-authors. Kleiner,
Rückamp and Bondzio wrote the respective model description parts. The
discussion and conclusion part were written in a joint effort by all authors.
The analytical solution for Exp. A has been derived and written by Kleiner.
The analytical solution for Exp. B has been written and adapted for the en-
thalpy by Bondzio.
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Abstract
We present benchmark experiments to test the implementation of enthalpy
and the corresponding boundary conditions in numerical ice sheet models.
Since we impose several assumptions on the experiment design, analytical
solutions can be formulated for the proposed numerical experiments. The
first experiment tests the functionality of the boundary condition scheme
and the basal melt rate calculation during transient simulations. The sec-
ond experiment addresses the steady-state enthalpy profile and the result-
ing position of the cold–temperate transition surface (CTS). For both ex-
periments, we assume ice flow in a parallel-sided slab decoupled from the
thermal regime.
We compare simulation results achieved by three different ice flow-
models with these analytical solutions. The models agree well to the analyt-
ical solutions, if the change in conductivity between cold and temperate ice
is properly considered in the model. In particular, the enthalpy gradient on
the cold side of the CTS goes to zero in the limit of vanishing temperate-ice
conductivity, as required from the physical jump conditions at the CTS.
4.1 Introduction
Ice sheets and glaciers can be distinguished by their thermal structure into
cold, temperate and polythermal ice masses. While in cold ice the tem-
perature is below the pressure melting point, in temperate ice the pressure
melting point is reached. In temperate ice, the heat generated by viscous
deformation can not give rise to temperature changes, but will be used for
melting (Fowler, 1984; Blatter & Hutter, 1991). Thus temperate ice may con-
tain a liquid water content (moisture). Polythermal ice masses contain both
cold ice and temperate ice, separated by the cold–temperate transition sur-
face (CTS, Greve, 1997a; Greve, 1997b). The large ice sheets in Greenland
and Antarctica show the polythermal structure of a Canadian-type glacier,
which are mostly cold except for a temperate layer at the base (Aschwanden
et al., 2012, and references therein). The liquid water inclusion in temperate
ice makes this ice considerably softer than cold ice, resulting in a strong re-
lationship between viscosity and moisture content (Duval, 1977; Lliboutry
& Duval, 1985). The importance of this feature for the ice dynamics is obvi-
ous especially for temperate ice at the base where stresses are highest.
The enthalpy scheme presented in Aschwanden & Blatter (2009) and
Aschwanden et al. (2012) describes temperature and water content in a con-
sistent and energy conserving formulation. Changes in the enthalpy are
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caused by changes of temperature in the cold ice part and by changes of
the water content in the temperate ice part. The CTS position is implicitly
given as the level-set of the pressure melting point and can be derived from
the enthalpy field. Therefore, no restriction to the topology and shape of
the CTS exists and there is no need to track it as in front-tracking models
(e.g. Hutter et al., 1988; Blatter & Hutter, 1991; Greve, 1997b; Greve, 1997a).
Compared to the front-tracking models, neither jump conditions nor kine-
matic conditions are required at the CTS.
The enthalpy scheme has already been used in model studies for the
Greenland Ice Sheet. In the “reference-implementation” of Aschwanden
et al. (2012), the enthalpy scheme was compared to a cold-ice scheme. A
simplified version of the enthalpy scheme (regarding basal boundary con-
ditions and ice rheology) was used to assess the effect of the initial thermal
regime on century-scale simulations (Seroussi et al., 2013). Thus far, we are
lacking analytical solutions for thermo-mechanically coupled polythermal
ice flow to test the enthalpy implementations in ice sheet models.
Here, two numerical experiments for the enthalpy field are presented
for which analytical solutions exist. Similar to other studies on ice sheet
modelling (Huybrechts et al., 1996; Bueler et al., 2005; Pattyn et al., 2012),
we aim to verify the enthalpy method by comparing numerical solutions
to analytical solutions under simplified boundary conditions. While artifi-
cially constructed exact solutions require additional compensatory terms to
be incorporated in the numerical model (e.g. Bueler et al., 2005; Bueler et al.,
2007), the proposed experiments are chosen in a way that numerical mod-
els should be able to perform them with no or only minor modifications
of their source codes. Therefore it is ensured that the models run through
the same model components and execute the same code for the proposed
numerical experiments and for real-world simulations.
4.2 Theory
4.2.1 Governing Equations
Compared to thermodynamics usage, the enthalpy described in Aschwan-
den et al. (2012) is the specific internal energy. The work associated with
changing the volume is not considered, since ice is assumed to be incom-
pressible. The use of the name “enthalpy” ismade tomatch other cryospheric
applications (e.g. Notz & Worster, 2006). In the enthalpy approach, temper-
ature T and moisture W are diagnostically computed from the modelled
enthalpy field E (units: J kg−1). The following transfer rules are used
E(T,W, p) =
{
Ci(T − T0), if E < Epmp
Epmp +WL, if E ≥ Epmp,
(4.1)
where p is the pressure, T0 is a reference temperature (to have positive val-
ues for the enthalpy for typical temperatures in glaciers), and L the latent
heat of fusion. The enthalpy of the solid ice at the pressure melting point is
defined asEpmp = Es(p) = Ci(Tpmp(p)−T0), where Tpmp(p) = T0−βp is the
pressure melting point temperature, β is the Clausius–Clapeyron constant
and T0 is the melting point at standard pressure (see Table 4.1 for parameter
values).
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The enthalpy field equation of the ice-watermixture depends onwhether
the mixture is cold (E < Epmp) or temperate (E ≥ Epmp):
ρi
(
∂E
∂t
+ v · ∇E
)
= −∇ · qi +Ψ, (4.2)
with the ice density ρi, the ice velocity vector v = (vx, vy, vz), the conductive
flux qi, and the heat source by internal deformation Ψ. The conductive
flux in cold ice is represented by Fourier’s law in enthalpy form with the
conductivity Kc = κi/Ci. In temperate ice the conductive flux is composed
of the sensible heat flux (caused by variations in the pressure melting point)
and latent heat flux, thus
qi = −
{
Kc∇E, if E < Epmp
κi∇Tpmp(p) +K0∇E, if E ≥ Epmp.
(4.3)
At the present state, K0 is poorly constrained. To test the sensitivity of
the models on this parameter, different values have been used according to
Table 4.1.
Quantity Value Units
Seconds per year, spy 31 556 926 s a−1
Gravitational acceleration, g 9.81 ms−2
Density of ice, ρi 910 kgm−3
Density of water, ρw 1000 kgm−3
Reference temperature, T0 223.15 K
Melting point at
standard pressure, T0 273.15 K
Specific heat capacity, Ci 2009.0 J kg−1K−1
Thermal conductivity, κi 2.1 Wm−1K−1
Experiment A (Aschwanden et al., 2012):
Ice thickness, H 1000 m
Geothermal flux, qgeo 0.042 Wm−2
Latent heat of fusion, L 3.34× 105 J kg−1
Clausius–Clapyron constant, β 7.9× 10−8 KPa−1
Moisture mass diffusivity, K0 κi/Ci × 10−1 kgm−1 s−1
Experiment B (Greve & Blatter, 2009):
Ice thickness, H 200 m
Geothermal flux, qgeo 0.0 Wm−2
Latent heat of fusion, L 3.35× 105 J kg−1
Clausius–Clapyron constant, β 0.0 KPa−1
Rate-factor, A 5.3× 10−24 Pa−3 s−1
Moisture diffusion coefficient, K0 κi/Ci × 10−1
...
κi/Ci × 10−5 kgm−1 s−1
TABLE 4.1: Used constants and model parameters.
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4.2.2 Boundary Conditions
At the upper ice surface, the enthalpy is prescribed from the surface temper-
ature with zero moisture content corresponding to a Canadian-type poly-
thermal glacier (cf. Blatter & Hutter, 1991). In the following description of
the basal conditions T ′(p) = T − Tpmp(p) + T0 = T + βp is the temperature
relative to the melting point, Hw is the basal water layer thickness, and nb
is the outward pointing normal vector. The type of basal boundary condi-
tion (Neumann or Dirichlet) is time dependent. The decision chart for local
conditions given in Aschwanden et al. (2012, Fig. 5) need to be evaluated at
every time step. The chart encompasses four different situations:
Cold base (dry): if the glacier is cold at the base and without a basal water
layer (i.e. E < Epmp and Hw = 0), then
Kc∇E · nb = qgeo. (4.4)
The geothermal flux is the only source of heat as basal sliding and
therefore frictional heating is forbidden for ice with temperatures be-
low the pressure melting point. The geothermal flux is assumed to be
constant, thus changes of the heat storage in the underlying bedrock
cannot affect the basal heat budget of the ice.
Temperate base: if the glacier is temperate at the base without an overlying
temperate ice layer, but with melting conditions at the base (i.e. E ≥
Epmp, Hw > 0 and ∇T ′ · nb < β/Kc), then
E = Epmp. (4.5)
This condition applies to basal ice maintained at the enthalpy of the
pressure melting point, when the geothermal flux and frictional heat-
ing (caused by sliding) exceed the heat flux away from the base into
the ice. In this case the remaining heat is used for melting.
Temperate ice at base: if the glacier is temperate at the base with an overly-
ing temperate ice layer (i.e. E ≥ Epmp, Hw > 0 and ∇T ′ ·nb = β/Kc),
we let
K0∇E · nb = 0. (4.6)
The proposed insulating Neumann boundary condition suppresses
the diffusive enthalpy flux into the temperate ice layer even in the
case of K0 = 0. In this case the energy at the base is balanced by the
basal melting rate calculation.
Cold base (wet): if the glacier is cold, but has a liquid water layer at the
base that is refreezing (i.e. E < Epmp and Hw > 0), then
E = Epmp. (4.7)
It is assumed here that the subglacial water is at the pressure melt-
ing point and the heat stored in the water layer does not allow the
basal enthalpy to be below the pressure melting point (continuity of
temperature). As a consequence, the refrozen ice has a zero water
content.
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Note that, in addition to the temperate base condition, E ≥ Epmp, it is
necessary to check if there is a temperate layer of ice above,∇T ′·nb = β/Kc.
Since we are dealing with polythermal glaciers, melting of ice or refreez-
ing of liquidwater at the base plays a role. The calculatedmelting/refreezing
rate, ab (units: ms−1 ice equivalent), obeys
ab =
Fb − (qi − qgeo) · nb
Lρi
, (4.8)
with the frictional heating Fb due to basal sliding, the heat flux in the ice qi,
and the geothermal flux qgeo entering the ice at the base.
Although explicit boundary conditions for CTS are not required in the
enthalpy scheme, they are used to evaluate the numerical results and to de-
rive analytical solutions later in the text. According to Greve, 1997a, melt-
ing, freezing and parallel flow conditions must be distinguished depending
on the CTS velocity. The enthalpy method allows for all three conditions in
general. However, the basal boundary conditions used in Aschwanden et
al. (2012) only permit melting conditions, as Eq. (4.6 inhibits the increase of
enthalpy towards the CTS. Further, the numerical models applied here do
not allow a discontinuous enthalpy solution in case of freezing or parallel
flow conditions (W > 0 at the CTS).
In case of melting conditions at the CTS, the total enthalpy flux (advec-
tive and diffusive) at both sides of the CTS must be equal
ρvE+ +Kc∇E+ · n+CTS = ρvE− −K0∇E− · n−CTS, (4.9)
where the superscripts “+” and “−” denote the cold and the temperate
side of the interface, respectively, and n+CTS and n
−
CTS are the normal vec-
tors pointing toward the CTS. This is based on the general assumption that
the total heat flux leaving a representative volume through a particular
face must be identical to the flux entering the next representative volume
through the same face.
At the CTS, ice at its pressure melting point and without any moisture
flows into the temperate layer. Hence, the enthalpy is continuous at the
CTS
E+ = E−. (4.10)
Assuming a horizontal CTS and according to Eqs. (4.9) and (4.10), the en-
thalpy derivative at the CTS is discontinuous in the given case of Kc = K0:
Kc
∂E
∂z
∣∣∣∣
+
= K0
∂E
∂z
∣∣∣∣
−
. (4.11)
The condition further implies that for K0 → 0 the enthalpy gradient on the
cold side of the CTS (+) vanishes.
4.3 Numerical Models
The numerical models used here are all three-dimensional flow models in-
cluding a thermal component for ice. They all allow the evolution of the ice
thickness, although this is not applied here.
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4.3.1 TIM-FD3 (finite differences)
In the Thermocoupled Ice-flowModel (TIM-FD3, Kleiner &Humbert (2014)),
the relevant equations are discretised using finite-differences in terrain-following
(sigma) coordinates. For the advective terms in Eq. (4.2) the hybrid differ-
ence scheme of Spalding (1972) is used. This scheme switches between the
second-order central-difference scheme and the first-order upwind-difference
scheme according to the local cell Peclet number. It allows stable numerical
solutions for the advection dominated transport in the temperate ice layer.
The conductive terms in Eq. (4.2) are discretised using second-order
central-difference scheme for the second derivative, where the conductiv-
ities are evaluated midway between the grid nodes (e.g. Greve & Blatter,
2009, Chap. 5.7.3). The transport due to sensible heat flux in the temperate
layer
Γ = ∇ · (κi∇Tpmp(p)) = −β∇ · (κi∇p) is assumed to be small and consid-
ered as a source term in the model. The time stepping is performed using a
semi-implicit Crank–Nicolson scheme with a constant time step.
Special attention is required for the diffusion term, since the conduc-
tivity is discontinuous at the CTS. The most straightforward procedure for
obtaining the interface conductivity would be to assume a linear variation
of the conductivity between nodes (arithmetic mean). However, this ap-
proach cannot handle the abrupt changes of conductivity at the CTS.We use
the harmonic mean of the conductivities, as suggested by Patankar (1980,
Chap. 4.2.3) not only at the CTS but for all conductivities evaluated between
grid nodes.
4.3.2 ISSM (finite element)
The open source Ice Sheet System Model (ISSM; https://issm.jpl.
nasa.gov/) is applied here. A detailed model description can be found
e.g. in Larour et al. (2012a). It now implements the entire set of field equa-
tions and boundary conditions of the enthalpy formulation presented by
Aschwanden et al. (2012). Since Seroussi et al. (2013), the implementation
has been completed by adding the basal boundary condition and basal
melting rate scheme as described in Aschwanden et al. (2012, Fig. 5).
The enthalpy field equation is discretised using a finite-element method
with linear elements. The steady-state equation and implicit time stepping
scheme, respectively, give rise to a nonlinear system. It is solved using a
parallelized solver. The numerical scheme can be stabilised using artificial
diffusion or streamline upwind diffusion. For best comparison to the re-
spective analytical solutions no numerical stabilization has been used here.
Jumps in heat conductivity at the CTS are being accounted for by taking a
volume-weighted harmonic mean of the heat conductivities over the ele-
ment, cf. Patankar (1980).
4.3.3 COMice (finite element)
Numerical solutions are obtained using the COMice model (Rückamp et
al., 2010) that is based on the commercial finite-element software COM-
SOL Multiphysics© (www.comsol.com). The domain is approximated by
a structured triangular mesh with vertical equidistant layers. Enthalpy (Eq.
4.2) is solved with first-order Lagrange elements stabilized with streamline
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diffusion. The time derivatives are discretized using the implicit backward
Euler scheme. An adaptive time stepping method according to Hindmarsh
et al. (2005) controls the chosen time step with respect to a given tolerance.
We apply Newton’s method to solve the resulting system of nonlinear alge-
braic equations at each time step.
The step of the conductivity from Kc(E) to K0 at the CTS is imple-
mented using Comsol’s built-in operator circumcenter(expr):
K(E) =
{
Kc, if circumcenter(E) < Epmp
K0, else.
(4.12)
The operator interpolates the enthalpy solution to the circumcentre of the
mesh element to which the point belongs. In doing so, circumcenter(E)
is constant on each triangle and discontinuous along the edges. There-
fore the conductivity jump is located on a mesh edge. This implementa-
tion shows better and faster convergence compared to other tested meth-
ods like a Heaviside function or a smoothed Heaviside function as used in
the COMSOL implementation of Aschwanden & Blatter (2009) to compute
the conductivity jump at the CTS. For post-processing, the CTS position is
linearly interpolated between nodes.
4.4 Experiment Description
4.4.1 Experiment A: parallel sided slab (transient)
The simulation setup is designed to test the implementation of the basal
decision chart for boundary conditions and melting rates (Aschwanden et
al., 2012, Fig. 5). Depending on the different thermal situations that occur
at the base, the numerical code may have to switch between Neumann and
Dirichlet boundary conditions for the enthalpy and the corresponding basal
melting rate calculation. The main idea of this setup is to test the reversibil-
ity during transient simulations. The conservation of water volume is also
addressed here. An initially cold ice body that runs through a warmer pe-
riod with an associated build up of a liquid water layer at the base must
be able to return to its initial steady state. This requires refreezing of the
liquid water at the base. To test this behaviour we assume a simple heat
conducting block of ice.
A parallel sided slab of ice of constant thickness H is considered. The
surface is parallel to the bed and has a constant inclination γ = 0° to guar-
antee |v| = 0 and Ψ = 0. To make the setup basically vertical 1-D, in or-
der to be able to consider only vertical heat transport, we impose periodic
boundary conditions at the sides of the block. Hence the horizontal exten-
sion does not play a role. The geothermal flux qgeo at the base is constant.
All parameters and their values are listed in Table 4.1.
The model run is as follows:
Initial phase (I): starting under cold conditions with an imposed surface
temperature of Ts = Ts, c = −30 °C and an isothermal initial tempera-
ture field T (0, z) = Ts, c the simulation is run for 100 ka.
Warming phase (II): the surface temperature is switched to Ts = Ts, w =
−10 °C and the simulation is continued for another 50 ka.
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Cooling phase (III): the surface temperature is switched back to the initial
value of Ts = Ts, c and the simulation is continued for further 150 ka.
Since Ψ is zero, a temperate layer of ice at the base will not form and cold
ice conditions hold everywhere inside the ice. The ice thickness and vertical
alignment of the block is held constant over time although a significant
water layer can be build up during the warming phase. Further, the water is
stored at the base and no restriction of the maximum water layer thickness
is applied.
4.4.2 Experiment B: polythermal parallel sided slab (steady state)
To test the numerical solution for enthalpy in a vertical ice column with ice
advection, we apply the “Slab with Melting Conditions at the CTS” setup
with a known analytical solution for K0 = 0kgm−1 s−1 (Greve & Blatter,
2009, Chap. 9.3.6). However, the knowledge about latent heat flux in tem-
perate ice is poorly constrained as laboratory experiments and field obser-
vations are scarce. We vary the values of K0 to highlight the effect on the
resulting polythermal structure.
Similar to Experiment A, a parallel sided slab of constant ice thickness
H and a constant surface and bed inclination γ in the x-direction is consid-
ered (Table 4.1). Ice flow is decoupled from the thermal quantities by using
a constant flow rate factor A. The velocity throughout the ice column is
prescribed as:
vx(z) =
A(ρg sin γ)3
2
(H4 − (H − z)4), (4.13)
vy(z) = 0, (4.14)
vz(z) = −a⊥s = const. (4.15)
Note that this setup is not mass conservative, as there is no process consid-
ered that balances the accumulation rate required for a constant ice thick-
ness. For simplicity we do not account for ice thickness evolution. The
geothermal flux qgeo is set to zero and basal sliding is neglected (Fb = 0).
Strain heating Ψ = 4με˙2eff is the only source of heat, where μ and ε˙eff are
the viscosity and the effective strain rate. The Glen-Steinemann power-law
rheology (Glen, 1955; Steinemann, 1954) for the deformation of ice is used,
thus
μ =
1
2
A−1/3ε˙−2/3eff , (4.16)
ε˙eff =
1
2
∂vx
∂z
= A(ρg sin γ)3(H − z)3. (4.17)
The strain heating is largest at the base and reaches ∼ 2.6× 10−3Wm−3.
According to the assumptions in Greve & Blatter (2009, p. 246), the en-
thalpy conductivityK0 in the temperate ice is zero, and the enthalpy flux at
the cold site of the CTS (Eq. 4.11) must vanish. The CTS in this experiment
is uniquely determined because the vertical velocity is downward. At the
ice surface (z = H), the enthalpy is prescribed corresponding to the surface
temperature Ts = −3 °C and zero water content. At the ice base (z = 0),
one of the boundary conditions given in Eqs. (4.4)–(4.7) holds depending
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on the basal thermal conditions. All simulations start from a constant en-
thalpy corresponding to a temperature of −1.5 °C and zero water content.
An analytical solution for the steady state enthalpy profile based on the so-
lution of Greve & Blatter (2009) is given in Appendix 4.8.2. The solution
leads to a CTS position of approx. 19m above the bed. The conductiv-
ity ratio CR = K0/Kc varies from CR = 10−1 to 10−5 for TIM-FD3 and
COMice and to 0 for ISSM, respectively for this setup. The simulations are
performed on vertically equidistant layers using different vertical resolu-
tions Δz = (10.0, 5.0, 2.0, 0.5)m.
Note that in both experiments outlined above, no frictional heating at
the base occurs. Drainage of moisture that exceeds a certain limit to the base
needs to be considered, when a coupling of moisture to the ice viscosity
is used, but is also ignored in this study. The implementation of a basal
hydrology model is beyond the scope of this study, hence basal water is
accumulated at the place of origin with no restriction to the water layer
thickness.
4.5 Results
4.5.1 Experiment A
The setup does not allow for a temperate ice layer and therefore enthalpy
variations are given only by temperature variations. The simulated basal
temperatures, basal melting rates and the basal water layer thicknesses over
time are shown in Fig. 4.1.
As heat conduction is the only process of heat transfer, the vertical en-
thalpy profiles are linear in the steady states, which are reached at the
end of each phase. At the steady states of the initial (I) and the cooling
(III) phase, the total vertical temperature gradient is given by the geother-
mal flux at the base and Eq. (4.4). This leads to the basal temperature of
T (I, III)b = Ts, c +Hqgeo/κi = −10 °C and zero melting at the base, revealed by
all three models (|ΔT | < 5× 10−2 °C).
In the warming phase (II), the basal temperature reaches the pressure
melting point after a few thousand years and a basal water layer develops
based on the basal melting rates. At the end of this phase, temperatures
reach the steady state (|ΔT | < 5× 10−2 °C) and the basal melting rates can
be calculated based on the steady state temperature gradient between the
surface and the base according to Eq. (4.8) as
a(II)b =
1
ρwL
(
qgeo + κi
Ts, w − Tpmp
H
)
. (4.18)
For this setting, the basal melting rate is a(II)b = 3.12 × 10−3ma−1 water
equivalent (w.e.). The models agree well with Eq. (4.18) as shown in Fig.
4.1 (|Δa(II)b | < 10−5ma−1 w.e.).
Phase III can be separated into two different parts: phase IIIa where the
base is temperate because of the remaining basal water layer from phase II,
and phase IIIb, where all subglacial water is refrozen and the base returns to
cold conditions. As long as a basal water layer exists, the basal temperature
is kept at pressure melting point independent of the applied surface tem-
perature and temperature profile according to Eq. (4.7). At the end of phase
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FIGURE 4.1: Results for Experiment A simulatedwith TIM-FD3 (blue), ISSM
(red) and COMice (black) overlay each other. Phases I to III are described in
the main text. The warming phase II is shaded in grey.
IIIa, the basal melting rates can therefore be found by replacing Ts, w with
Ts, c in Eq. (4.18). Due to the low surface temperature refreezing conditions
arise and reach steady state values of a(IIIa)b = −1.84×10−3ma−1 w.e. at the
end of this phase as shown by the model solutions (|Δa(IIIa)b | < 10−5ma−1
w.e.).
Since we do not have included neither a hydrology model nor a reason-
able upper limit for the subglacial water layer thickness, it is free to reach
arbitrary thicknesses. That, in turn, is an advantage of the setup, as we
want to observe the system behaviour over longer time periods. The sim-
ulations lead to a maximum water layer thickness of ∼ 130m that occurs
a few thousand years after the end of the warming phase (II). A realistic
liquid water layer thickness of about 2m would vanish in a few time steps
and would not allow for steady state considerations at the end of IIIa.
We have chosen phase IIIa to compare not only the quasi steady state
solutions of the models at the end of each phase, but also the transient be-
haviour of the models compared to the analytical solution. For the compar-
ison, we use the basal melting rate instead of the temperature profile, since
the correct melting rate requires a correct temperature profile and is easier
to compare. In Fig. 4.2, the simulated basal melting rates for the first 20 ka
of phase IIIa are compared to the analytical solution given in Appendix
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FIGURE 4.2: Simulation results compared to the analytical solution (thick
solid grey line) for phase IIIa in Experiment A. TIM-FD3 as blue solid line,
ISSM as red dashed line, and COMice as black filled circles.
4.8.1.
After ∼ 1000 years, the cold signal from the surface reaches the base
and melting starts to decrease until the temperature gradient in the overly-
ing ice does not allow for further melting and refreezing sets in. All models
agree well with the analytical solution. The COMice solution is sometimes
slightly below the analytical solution because of the very large time steps.
The transition between melting and freezing occurs after ∼ 4684.7 years in
the analytical solution. Model simulations show this transition at a compa-
rable modelled time.
All model results clearly reveal reversibility: after the whole simulation
period of 300 ka, the models return to the initial steady state at the end of
phase I.
4.5.2 Experiment B
Here, model results of the steady state simulations of experiment B are com-
pared to the analytical solution given in Appendix 4.8.2. For TIM-FD3 and
COMice, the steady state is assumed after 1000 model years, while in ISSM
a thermal steady state solver is applied. The final steady state CTS positions
for all simulations are shown in Fig. 4.3.
For the maximum value of temperate ice conductivity (CR = 10−1) and
the highest vertical resolution (Δz = 0.5m) the models result in a CTS po-
sition slightly below 36m. In these simulations, the thickness of the tem-
perate ice layer is almost doubled compared to the results achieved by us-
ing the smallest value of temperate ice conductivity (CR = 10−5) with the
same vertical resolution. The CTS positions decrease with decreasing CR
and converge to the analytical solution. The models have approximately
the same spread for the different vertical resolutions. The spread of the
CTS position is smallest for CR = 10−3, independent of the applied model.
Compared to ISSM, TIM-FD3 and COMice implementations do not allow
for solving the case K0 = 0 as in the analytical solution.
The steady state enthalpy profiles and the corresponding temperature
and moisture profiles are shown in Fig. 4.4 together with the analytical so-
lution given in Appendix 4.8.2. The profiles are shown for the lowest (10m)
and highest (0.5m) vertical resolution and the lowest conductivity ratio
CR = 10−5 used by all models. The results of all models agree well with the
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FIGURE 4.3: Comparison of simulated steady state CTS positions for differ-
ent values of the temperate ice conductivity in Experiment B. The different
models are shown as: TIM-FD3 (blue), ISSM (red) and COMice (black). Re-
sults of different models are slightly shifted on the x axis to not overlay each
other. The dashed black line indicates the CTS position of the analytical so-
lution derived for K0 = 0.
analytical solution for high resolutions. At coarser resolutions, the simu-
lated enthalpy profiles differ noticeably from the analytical solution. In the
following, we compare enthalpy differences as ΔE = Eanalytic − Esimulated.
In the ISSM simulation with the coarsest resolution (Δz = 10m), the
enthalpy differs from the analytical solution by ∼ 1720 J kg−1 close to the
CTS. This results in an temperature difference of ∼ 0.9 °C in the cold-ice
part. TIM-FD3 and COMice reveal also a lower enthalpy at the cold side
of the CTS compared to the analytical solution, but only to a minor extent
(TIM-FD3: ∼ 0.2 °C, COMice: ∼ 0.1 °C). Note, the analytical solution only
holds for K0 = 0, thus small differences are expected here.
As themethod chosen for interpolating heat conductivities in ISSM strongly
favours the lower value, a quasi isolating layer thicker than in the analyt-
ical solution is artificially created. Thus, heat flux into the upper cold ice
column decreases, and that column cools. Vice versa, excess heat is accu-
mulated in the lower temperate ice column, such that this part of the ice
column heats up. The result is a negative temperature and positive water
fraction offset. It scales with vertical mesh resolution, but stays detectable
even on the highest mesh resolution tested here.
In the TIM-FD3 simulation with the coarsest resolution (Δz = 10m),
the enthalpy difference ΔE is largest at the base (∼ 2530 J kg−1). As the
base is temperate, this difference in the enthalpy corresponds to a differ-
ence in the basal water content of ∼ 0.8%. With this resolution the temper-
ate ice layer needs to be resolved within the lowermost three grid points.
The slope in the profile is caused by second order one-sided discretisation
(e.g. Payne & Dongelmans, 1997) of the basal boundary condition (Eq. 4.6)
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FIGURE 4.4: Simulated steady state profiles of the enthalpy, E, the tem-
perature, T , and the water content, W for TIM-FD3 (blue), ISSM (red) and
COMice (black) compared to the analytical solution (grey). ζ = z/H is the
normalised vertical coordinate. The vertical resolution is Δz = 10m (upper
row) and Δz = 0.5m (lower row), CR = K0/Kc = 10−5. In the lower row
the model results overlay the analytical solution.
in TIM-FD3. Compared to the FE models neither strain heating nor trans-
port of heat is considered for basal grid nodes.
With increasing vertical resolution, the maximum deviation from the
analytical solution decreases for all models. For the highest resolution (Δz =
0.5m) and CR = 10−5 themaximumdifferences are∼ 150 J kg−1,∼ 100 J kg−1,
and ∼ 10 J kg−1 for TIM-FD3, ISSM and COMice, respectively. The differ-
ences remain positive, thus the enthalpy is slightly underestimated. Only
ISSM is able to perform the experiment with K0 = 0 as in the analytical
solution, but the maximum enthalpy difference does not further decrease.
As expected from Eq. (4.11), all models show small enthalpy gradients at
the cold side of the CTS.
The observed order of accuracy measured as the root-mean-square de-
viation (RMSD) to the analytical solution has been obtained in the series of
vertical mesh refinements from Δz = 10m to 0.5m and is shown in Figure
4.5. The models TIM-FD3 and ISSM show approximately first-order conver-
gence asΔz → 0, while in COMice the RMSD drops only forΔz below 2m.
The finite difference discretisation scheme in TIM-FD3 is formally second-
order accurate in space (and time) and the finite element models ISSM and
COMice use linear basis functions, thus one would expect second-order
convergence as Δz → 0 for smooth problems. However, this is not the case
here, since the observed order of accuracy depends on the strength of dis-
continuities (conductivity ratio between cold and temperate ice) and on the
CTS implementation details.
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4.6 Discussion
All threemodels are able to run the time dependent experiment A and agree
with the analytical solutions in terms of absolute values, timing and re-
versibility. However, not all types of basal boundary conditions have been
tested here. Since the absence of strain heating suppresses the formation
of a temperate ice layer at the base, the insulating boundary condition (Eq.
4.6) could not be tested.
Beside the test of the implementation of the boundary conditions, this
experiment addresses the importance of a basal water layer. Although
the surface temperature changes, the basal temperature is kept at pressure
melting point as long as a basal water layer exists. The amount of water
at the base is crucial for the temperatures in the ice, because it acts as an
energy buffer. It slows down the response of basal temperatures to surface
cooling. The water layer thicknesses simulated here are unrealistic high
compared to conditions under real ice masses. More realistic simulations
would require a subglacial hydrology model, but this is beyond the scope
of this paper.
Experiment B addresses whether the models are able to reproduce the
steady state analytical solution for certain polythermal conditions includ-
ing advection, diffusion and strain heating. The models agree well with
the analytical solution for K0 → 0, if the vertical resolution is high. All
models meet the transition conditions for the melting CTS, although no ex-
plicit boundary conditions are implemented. An adequate treatment of the
abrupt change of conductivity at the CTS in the numerical discretisation
scheme is required to achieve this behaviour. The usage of an arithmetic
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mean (TIM-FD3) or a Heaviside as well as a smoothed Heaviside function
(COMice) for the conductivity jump leads to oscillations in the enthalpy so-
lution that are visible e.g. in a time varying CTS position. Consequently,
no steady state solution is reached under these conditions. The harmonic
mean approach of Patankar (1980, Chap. 4.2.3) for the conductivity (TIM-
FD3 and ISSM) leads to a continuous heat flux at the CTS and violates the
condition of Eq. (4.11) (non-continuous). Nevertheless, the harmonic mean
strongly favours the lower conductivity K0 for small ratios CR = K0/Kc
and this leads to the apparent jump in ∂E/∂z.
TIM-FD3 tends to underestimate the water content at the base of a tem-
perate ice layer. This would result in stiffer ice at the base. In typical appli-
cations of the model the vertical layers are not equidistant as in this study,
but refined towards the base. We therefore expect only a minor influence
on the velocity field. ISSM simulations underestimate the temperature in
the cold part accompanied by an overestimation of the water content in the
basal temperate layer at coarse resolution. Implications for the overall stiff-
ness are hard to obtain. Ice would deform more in the temperate part at the
base, but less in the cold part above.
The understanding of moisture transport in the temperate ice is poor.
If the latent heat flux can be represented as in Aschwanden et al. (2012),
then it is crucial to consider the assumption made on the chosen value of
K0. Simulations with a relatively high value of K0 would lead to a much
thicker temperate ice layer in contrast to simulations where K0 ≈ 0. Stable
numerical solutions could be obtained for temperate ice diffusivities in the
chosen range of K0 ≈ 10−4 to 10−8 kgm−1 s−1 and 0 for ISSM. The lower
bound is therefore several magnitudes lower than K0 = 10−4 kgm−1 s−1
as the lowest value possible for a stable solution in Aschwanden & Blatter
(2009). If one assumes a vanishing latent heat flux in the temperate part
of a glacier, we would recommend to use a value of K0 ≈ 10−6 kgm−1 s−1
(CR = 10−3). For this value, the CTS positions of all models are close to
the analytical solution and show the smallest spread with varying vertical
resolutions (Fig. 4.3).
The evolution equation for the enthalpy field is similar to the tempera-
ture evolution equation already implemented in thermomechanically-coupled
ice sheet models. Therefore an enthalpy scheme allows one to convert so-
called ’cold-ice’ models into polythermal ice models with only minor mod-
ifications, but with the restriction of melting conditions at the CTS. The
question whether exclusive melting conditions at the CTS are valid in an
ice sheet is not conclusive. At least simulations of the Greenland Ice Sheet
based on a two-layer front-tracking scheme performed with the polyther-
mal ice model SICOPOLIS indicate that freezing conditions are relatively
rare (Greve, 1997a; Greve, 1997b). In the most recent version of SICOPOLIS
the enthalpy scheme by Aschwanden et al. (2012) and a modified version
of this scheme have been implemented as conventional one-layer enthalpy
scheme and one-layer melting CTS scheme, respectively (Blatter & Greve,
2015). Thus comparisons to the two-layer front-tracking scheme can be per-
formed for continental scale ice sheets in the future.
The dynamics of glaciers, ice caps and ice sheets are strongly linked to
the description of the rheology of temperate ice and its uncertainties. Be-
sides the limited knowledge on the rheology of temperate ice, the current
experimentally-based relationship for the flow rate factor is only valid for
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water contents up to 1% (Duval, 1977; Lliboutry & Duval, 1985). How-
ever, actual water contents found in temperate and polythermal glaciers
are sometimes substantially larger (up to 5%, Bradford & Harper, 2005).
The advantage of deriving the water content by solving numerically for the
enthalpy is limited by the use of a flow rate factor with a restricted valid-
ity range. Consequently, deformation experiments with temperate ice are
urgently needed.
4.7 Conclusions
The proposed numerical experiments provide tests for the enthalpy imple-
mentation in numerical ice sheet models. All models applied here (TIM-
FD3, ISSM, COMice) are able to perform these experiments successfully
and agree to the analytical solutions. The enthalpy scheme determines the
cold–temperate transition surface (CTS) and the vertical enthalpy profile in
a polythermal glacier correctly without the need of tracking the CTS explic-
itly and applying additional conditions at this internal boundary. This is
in particular the case for high vertical resolution for all three models. TIM-
FD3 and COMice also perform well for low vertical resolution, while the
ISSM solution shows a significant enthalpy difference to the analytical so-
lution although the analytical CTS position is met. There is a clear need
for an empirical determination of the temperate ice conductivity K0 and an
improved description of the temperate ice rheology.
4.8 Appendix: Analytical Solutions
4.8.1 Basal Melt Rate in Experiment A
To derive the basal melting rate for phase (IIIa) of Experiment A, it is as-
sumed that the temperature is in steady-state at the end of the warming
phase (II). For this setup, Eq. (4.2) simplifies to the one-dimensional form
ρi
∂E
∂t
=
∂
∂z
(
Kc
∂E
∂z
)
. (4.19)
We have only cold ice conditions in the interior of the ice body and Kc as
well as ρi are constants. Based on the transfer rules in Eq. (4.1), Eq. (4.19)
can be written as an evolution equation for the temperature:
∂T
∂t
= κ
∂2T
∂z2
and κ =
κi
ρici
. (4.20)
We determine the evolution of T (z, t) starting from the initial condition
(steady state temperature profile of phase II)
T (z, 0) = T0(z) = Tpmp + (Ts, w − Tpmp)z/H (4.21)
and Dirichlet conditions at the upper and lower surface
T (H, t) = Ts, w and T (0, t) = Tpmp. (4.22)
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The basal temperature is kept at pressure melting point by the basal water
layer (Eq. 4.7). Solutions of the heat equations can be found by separation
of variables and Fourier analysis and require homogeneous boundary con-
ditions. Therefore, the temperature deviation Θ is used instead of T , thus:
T (z, t) = Teq(z) + Θ(z, t), (4.23)
where the steady state profile for this setup is again a linear
Teq(z) = Tpmp + (Ts, c − Tpmp)z/H. (4.24)
Substitution of Eq. (4.23) into Eq. (4.20) and application of the steady state
solution Teq(z) implies thatΘ(z, t) satisfies the homogeneous heat equation
∂Θ
∂t
= κ
∂2Θ
∂z2
(4.25)
with homogeneous Dirichlet boundary conditions,
Θ(0, t) = Θ(H, t) = 0 for t > 0 (4.26)
and the initial condition
Θ(z, 0) = T0(z)− Teq(z) for 0 ≤ z ≤ H. (4.27)
The solution of Eqs. (4.25)–(4.27) forΘ can be obtained using themethod
of separation of variables and leads to (e.g. Dubin, 2003):
Θ(z, t) =
∞∑
n=1
Ane
λnt sin
nπz
H
, where λn = −κ
(nπ
H
)2
. (4.28)
Setting t = 0 the Fourier coefficientsAn can be found by matching the initial
condition Eq. (4.27)
Θ(z, 0) =
∞∑
n=1
An sin
nπz
H
= T0(z)− Teq(z), (4.29)
thus for the Fourier sine series, the coefficients An are determined as
An =
1
H
∫ H
0
(T0(z)− Teq(z)) sin nπz
H
dz. (4.30)
Inserting the initial condition (Eq. 4.21) and the steady state profile (Eq.
4.24) into Eq. (4.30) leads to
An = (−1)n+1 2(Ts, w − Ts, c)
nπ
. (4.31)
Based on the analytical solution of the temperature profile (Eq. 4.28), the
basal melting rate (Eq. 4.8) is
ab =
qgeo − qi
ρL
=
1
ρL
(
qgeo + k
∂T
∂z
∣∣∣∣
z=0
)
, (4.32)
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where
∂T
∂z
∣∣∣∣
z=0
=
∂Teq(z)
∂z
∣∣∣∣
z=0
+
∂Θ(z, t)
∂z
∣∣∣∣
z=0
=
Ts, c − Tpmp
H
+
∞∑
n=1
nπ
H
Ane
λnt.
(4.33)
The sum is evaluated up to n = 25 to produce the analytical solution shown
in Fig. 4.2.
4.8.2 Analytical Solution Experiment B
The following derivation of the analytical solution to experiment is a modi-
fication of the derivation of the “parallel-sided polythermal slab” provided
by Greve & Blatter (2009). Under the assumptions given there and the vari-
able transform z = ζH , the enthalpy field Eq. (4.2) reduces to
D∂
2E
∂ζ2
+M∂E
∂ζ
= −K (1− ζ)4 , if E < Epmp (4.34)
M∂E
∂ζ
= −K (1− ζ)4 , else. (4.35)
Here,
D = Ki
ρ
, M = Ha⊥s , K =
2A
ρ
(ρg sin γ)4H6. (4.36)
Let E+ be a solution of Eq. (4.34) and E− a solution to Eq. (4.35). Then
the enthalpy solution for the entire ice column is given by E = E−I[0,ζm) +
E+I[ζm,1], where ζm is the position of the CTS.
At the CTS, the continuity condition for the enthalpy Eq. (4.10) holds
and due to the neglect of water conductivity in temperate ice the right hand
side of Eq. (4.11) is zero. A solution E+ to Eq. (4.34) is given by a solution
to the homogeneous differential equation Eh associated to Eq. (4.34) and a
particular solution Ep:
E+ = Eh + Ep, with (4.37)
Eh(ζ) = c1 e
−Mζ/D + c2, and (4.38)
Ep(ζ) =
5∑
k=1
akζ
k. (4.39)
The coefficients a1, . . . , a5 of Ep can be found by balancing powers in Eq.
(4.34), cf. Greve & Blatter (2009). The three remaining unknowns, c1, c2 and
ζm, can now be derived from the conditions at the CTS (Eqs. 4.10 and 4.11)
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and the given surface enthalpy. Inserting E+ yields:
Es = c1e
−M/D + c2 +
5∑
k=1
ak (4.40)
Epmp = c1e
−Mζm/D + c2 +
5∑
k=1
akζ
k
m (4.41)
0 = −c1MD e
−Mζm/D +
5∑
k=1
kakζ
k−1
m . (4.42)
With c1 from Eq. (4.42), c2 from Eq. (4.40), Eq. (4.41) becomes an implicit
definition for ζm, whose root can be determined using a numerical solver.
Then c1 and c2 follow accordingly.
A solutionE− for the temperate ice part can be found by integrating the
temperate version of Eq. (4.35) directly. E− is then fully determined by Eq.
(4.11):
E−(ζ) = Epmp +
K
5M
(
(1− ζ)5 − (1− ζm)5
)
. (4.43)
Acknowledgements
The authors would like to thank H. Blatter, R. Greve, F. J. Navarro, J. Otero
and F. Ziemen for fruitful discussions on enthalpy and ice sheet models.
We acknowledge the support of the ISSM developer team (E. Larour, H.
Seroussi and M. Morlighem) for the implementation of the enthalpy for-
mulation in ISSM.

65
5 Modelling calving front
dynamics using a Level-Set
Method: Application to
Jakobshavn Isbræ, West
Greenland
Context
Observations suggest that the terminus position is a major control on the
dynamics of Jakobshavn Isbræ (Sect. 2.2). The glacier’s terminus is a steep
ice cliff, which towers up to 90m over the water level (Echelmeyer et al.,
1991). Ice cliffs like this exert a significant driving stress on the ice in its
vicinity (Weertman, 1957). Jakobshavn Isbræ discharges a large fraction of
its ice by calving (Echelmeyer et al., 1991; Howat et al., 2011). Its terminus
position advances with the motion of the ice, and retreats with calving and
ocean melting at the vertical face. Despite the wide array of observations, it
is unclear which mechanisms sustain its widespread acceleration and thin-
ning (cf. Sect. 2.4).
Various explanatory hypotheses concerned with the sustained speedup
exist (see Sect. 2.3), but could not be tested with ISSM, because it did not
feature a calving-front-tracking scheme. Ice margin retreat was approxi-
mated through thinning the margins through high melting rates. This ap-
proach is not suitable to model a seasonally migrating calving front. Repro-
ducing the calving front retreat through heavily increasedmeltingwould be
unphysical, distort the modelled glacier’s ratio of melting to calving, and
would not result in the same backstress evolution, as it would be difficult
to reproduce the terminus’ steep ice cliff this way. It was thus necessary to
design and implement a numerical scheme to allow dynamic calving front
evolution for ISSM’s 2D and 3D model simulations.
The aim of the following publication is to introduce a Level-Set Method
(LSM, Osher & Sethian, 1988, and Sect. 3.2) for dynamic calving front po-
sition evolution in an ice sheet model. The LSM is an Eulerian boundary
tracking approach, and is thus well suited for use in models which employ
static meshes, like ISSM. The publication describes the theoretical frame-
work of the method, which is generally applicable in current ice sheet mod-
els, and provides implementation details for ISSM. The perturbation study
of Jakobshavn Isbræ proves the method’s applicability to complex, real-
world glacier geometries. In this thesis, this publication serves to introduce
and test the calving front-tracking scheme, which is a necessary step before
we apply it to the three-dimensional, thermodynamically coupled model of
Jakobshavn Isbræ in Chap. 6.
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The test setups in the appendix show the correct functioning of the LSM,
and provide assessments of the mesh resolution required for accurate track-
ing of the calving front. The perturbation experiments on Jakobshavn Isbræ
give qualitative insights to its two-dimensional flow dynamics: they high-
light the importance of lateral effects like momentum transfer and mass
influx as well as the dominating role of the calving front position on the
glacier’s dynamics. However, it is not possible to draw quantitative con-
clusions from this study: calving rates are prescribed instead of being dy-
namically computed, and the influence of three-dimensional effects on the
stress regime and the thermal regime is not captured. Therefore, a three-
dimensional, thermodynamically coupled model study of Jakobshavn Is-
bræ’s evolution using a suitable calving rate parametrisation is necessary
to address these points.
Contributions
Conceptual design, implementation, testing and maintenance of the LSM
in ISSM was done by Bondzio, with counselling by H. Seroussi and M.
Morlighem. The publication text was written by Bondzio and proof-read
by all co-authors. All numerical experiments presented in the publication
were performed by Bondzio. All figures except Fig. 5.2 were created by
Bondzio.
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Abstract
Calving is a major mechanism of ice discharge of the Antarctic and Green-
land Ice Sheets, and a change in calving front position affects the entire
stress regime of marine terminating glaciers. The representation of calv-
ing front dynamics in a two or three dimensional ice sheet model remains
non-trivial. Here, we present the theoretical and technical framework for
a Level-Set Method, an implicit boundary tracking scheme, which we im-
plement into the Ice Sheet System Model (ISSM). This scheme allows us
to study the dynamic response of a drainage basin to user-defined calving
rates. We apply the method to Jakobshavn Isbræ, a major marine termi-
nating outlet glacier of the West Greenland Ice Sheet. The model robustly
reproduces the high sensitivity of the glacier to calving, and we find that en-
hanced calving triggers significant acceleration of the ice stream. Upstream
acceleration is sustained through a combination of mechanisms. However,
both lateral stress and ice influx stabilise the ice stream. This study pro-
vides new insights into the ongoing changes occurring at Jakobshavn Isbræ,
and emphasises that the incorporation of moving boundaries and dynamic
lateral effects, not captured in flow-line models, is key for realistic model
projections of sea level rise on centennial time scales.
5.1 Introduction
Calving of icebergs is a major mean of ice discharge for marine terminating
glaciers around the world. It accounts for about half of the ice discharge of
the Greenland and Antarctic Ice Sheets (Cuffey & Paterson, 2010; Rignot et
al., 2013). This process causes calving front retreat, which leads to reduced
basal and lateral stress and results in upstream flow acceleration.
In order to assess the impact of calving on the dynamics of outlet glaciers
using an ice sheet model, we need to include a dynamically evolving calv-
ing front. This requires tracking the calving front position and adjusting
the boundary conditions accordingly. Addressing these issues is rather
straightforward for 1D-flow-line or 2D-flow-band models (Nick et al., 2009;
Vieli & Nick, 2011), where the calving front is tracked along the flow-line.
However, this type of model lacks the consistent representation of lateral
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FIGURE 5.1: Observed ice surface velocities 2008/2009 (Rignot & Moug-
inot, 2012) of the Jakobshavn Isbræ drainage basin (logarithmic scale). Back-
ground image from Google Earth ©.
momentum transfer and lateral ice influx from tributaries for example, which
have to be parametrised instead. This parametrisation may neglect feed-
back effects important for simulations on decadal to centennial time scales,
e.g. catchment area entrainment (Larour et al., 2012b).
It is therefore critical to include a front tracking scheme in 2D-horizontal
and 3D models, which has been addressed by only a few ice sheet mod-
els (e.g. Jouvet et al., 2008; Winkelmann et al., 2011). Various approaches
to model the evolution of the shape of ice exist. Explicit methods track
the position of a set of points, which represent the calving front. They re-
quire a complex technical framework to allow for geometric operations like
folding and intersection of the continuum boundary, tracking singularities
in curvature, and determining the position of a point in space relative to
the modelled continuum. Alternatively, the Level-Set Method (LSM, Os-
her & Sethian, 1988) represents the continuum boundary implicitly by a
contour, or “level-set”, of a so-called “Level-Set Function” (LSF). It easily
handles topological changes of the modelled continuum, like splitting and
merging. The LSM is based on a partial differential equation similar to the
mass transport equation solved by ice sheetmodels. Thismakes themethod
straightforward to implement, and allows for the application to continen-
tal scale ice sheet simulations. Although the method does not necessarily
conserve volume accurately, it is well established in Continuum Fluid Me-
chanics (Chang et al., 1996; Groß et al., 2006). A LSM has been applied to
represent the ice surface in 2D-flow-band models (Pralong & Funk, 2004),
but not to model real ice sheets yet.
Understanding calving dynamics remains challenging because of the
diversity of factors involved in calving events. Bathymetry, tides and storm
swell, as well as sea ice cover, ice mélange and temperatures of both sea
water and air are possible factors influencing calving rates. However, their
effect, their respective share and their interplay seem to vary from glacier to
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glacier, and are not well understood (Cuffey & Paterson, 2010; Krug et al.,
2015). Therefore, no universal calving rate parametrisation exists to date
(Benn et al., 2007), and we rely here on user-defined calving rates. However,
incorporating calving rate parametrisations in the LSM should be straight-
forward.
Jakobshavn Isbræ is a major marine terminating glacier in West Green-
land, which drains about 6.5% of the Greenland Ice Sheet (Zwally et al.,
2011). It is characterised by two branches, which today terminate into a
50 km long ice-choked fjord (Figs. 5.1 and 5.2). The southern branch exhibits
high flow velocities, which are confined to a narrow, deep trough of about
5 km width. The trough retrogradely slopes inland to a maximum depth of
about 1700m below sea level (Gogineni et al., 2014), and discharges most
of the ice of the drainage basin (Rignot & Mouginot, 2012). We refer to the
fast-flowing area as “ice stream”, and to the surrounding slow-moving ice
as “ice sheet”. Those areas are separated by pronounced shear margins on
either side of the ice stream. Observations have shown that the fast flowing
areas of Jakobshavn Isbræ exhibit a weak bed with a basal layer of temper-
ate, soft ice (Lüthi et al., 2002). Basal sliding and shear in this layer cause
most of these areas’ horizontal motion. A large fraction of the ice stream’s
momentum is transferred to the adjacent ice sheet by lateral stress. It is
thus well justified to use the two-dimensional shelfy-stream approximation
(SSA, MacAyeal, 1989) to simulate this glacier.
FIGURE 5.2: Winter (Feb-Mar) calving front positions from 2009 to 2014
overlaid on a TerraSAR-X scene from 2015-02-07 (© DLR). Dashed lines are
used in case of ambiguous calving front positions.
Until the late 1990s, Jakobshavn Isbræ had a substantial floating ice
tongue, which extended well into the fjord, and was fed by both branches.
The calving front position remained fairly constant from 1962 to the 1990s
(Sohn et al., 1998), and the glacier exhibited negligible seasonal variations in
flow speed (Echelmeyer & Harrison, 1990). In the 1990s, the glacier started
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a phase of acceleration, thinning and retreat, that followed the breakup of
its ice tongue. Seasonal variations in calving front position and flow veloc-
ity increased sharply (Joughin et al., 2004; Joughin et al., 2008). Today, the
glacier is one of the fastest ice streams in the world. It is still far from equi-
librium and is a major contributor to global sea level rise (Howat et al., 2011;
Joughin et al., 2014). Observations suggest that the calving front position is
a major control on the ice stream dynamics (Podrasky et al., 2012; Rosenau
et al., 2013; Moon et al., 2014).
Various hypotheses have been proposed to explain the mechanisms be-
hind this change. All identify the breakup of the floating ice tongue as the
initial trigger of this dramatic chain of events, but different mechanisms
have been proposed to explain the sustained acceleration, thinning and re-
treat of the glacier. Studies by Joughin et al. (2012) and Habermann et al.
(2013) propose loss of buttressing and changes in basal conditions as the
main cause behind the ongoing acceleration. On the other hand, van der
Veen et al., 2011 argue that weakening of the lateral shear margins has sig-
nificantly amplified the upstream acceleration. Several modelling studies
of the glacier, which use 1D-flow-line and 2D-flow-band models, project
unstable retreat of the glacier along its southern trough for up to 60 km in-
land within the next century (Vieli & Nick, 2011; Joughin et al., 2012; Nick
et al., 2013). Other modelling studies argue that this type of ice stream is sta-
ble as long as it is fed by the surrounding ice sheet (Truffer & Echelmeyer,
2003). However, numerical 2D-planview modelling efforts of Jakobshavn
Isbræ so far lacked the representation of a dynamically evolving calving
front. Hence, the hypotheses could not be tested in a satisfactory manner.
We present here a LSM-based framework to model the dynamic evolu-
tion of a calving front. This method is a step towards better physical rep-
resentation of calving front dynamics in 2D and 3D ice sheet models. We
describe the implementation of the method into the Ice Sheet System Model
(ISSM, Larour et al., 2012a), a parallel, state-of-the-art ice sheet model, and
apply it here to Jakobshavn Isbræ in order to model its dynamic response
to perturbations in calving rate.
5.2 Theory
5.2.1 Ice Flow Model
We employ the SSA on both floating and grounded ice. It neglects all ver-
tical shearing but includes membrane stresses. The ice viscosity, μ, follows
Glen’s flow law (Glen, 1955):
2μ = Bε˙
1−n
n
e (5.1)
Here, n = 3 is Glen’s flow law coefficient,B the ice viscosity parameter, and
ε˙e the effective strain rate. We apply a Neumann stress boundary condition
at the ice-air and ice-water interface, corresponding to zero air pressure and
hydrostatic water pressure, respectively. A linear friction law links basal
shear stress, σb, to basal sliding velocity, vb, on grounded ice:
σb = −α2Neffvb , (5.2)
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where α denotes the basal friction parameter. We calculate the effective
basal pressure, Neff , assuming that sea water pressure applies everywhere
at the glacier base, which is a crude approximation far from the grounding
line. The ice thickness,H , evolves over time according to themass transport
equation:
∂H
∂t
= −∇ · (Hv) + as + ab. (5.3)
Here, v is the depth-averaged horizontal ice velocity, and as and ab are the
surface and basal mass balance, respectively. We determine the grounding
line position using hydrostatic equilibrium, and treat it with a sub-element
parametrisation (Seroussi et al., 2014b). We refer the reader to Larour et al.,
2012a for details on the solution of these equations in ISSM.
TABLE 5.1: Symbols and model parameters
Symbol Quantity
μ Ice viscosity
B Ice viscosity parameter
ε˙e Effective strain rate
n Glen’s flow law parameter
α Basal friction parameter
Neff Effective basal pressure
v Depth-averaged horizontal ice velocity
H Ice thickness
as Surface mass balance
ab Basal mass balance
Ω Computational domain
Ωi Ice domain
Ωc Ice free domain
Γ Ice boundary
Γh Numerical ice boundary
ϕ Level-Set Function
n Unit surface normal
w Level-set velocity
a⊥ Ablation rate
c⊥ Calving rate
m⊥ Melting rate
s Scaling function
p Perturbation function
Δt Perturbation duration
p0 Perturbation strength
L Seasonal calving period length
φ0 Phase shift
Qcf Calving flux
5.2.2 Level-Set Method
Let Ω be a computational domain in 2D or 3D space, and ϕ a real, differen-
tiable function on Ω×R+, called “Level-Set Function” (LSF). For any c ∈ R,
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we define the contour, or “c-level-set”, of ϕ by ϕ(x, t) = c. Taking its mate-
rial derivative yields the “Level-Set Equation” (LSE):
∂ϕ
∂t
+w · ∇ϕ = 0. (5.4)
This Hamilton-Jacobi type partial differential equation describes how level-
sets move with the local value of the velocityw, which is called level-set ve-
locity. We need to provide an initial condition ϕ0(x) = ϕ(x, t = 0) to solve
the LSE.
We use ϕ to partition Ω into three disjoint subdomains: the ice domain,
Ωi(t), its complement, Ωc(t), and their common boundary, Γ(t):⎧⎪⎨
⎪⎩
ϕ(x, t) < 0 ⇔ x ∈ Ωi(t)
ϕ(x, t) = 0 ⇔ x ∈ Γ(t)
ϕ(x, t) > 0 ⇔ x ∈ Ωc(t)
We omit the time dependence of these sets in the remainder of this article.
By construction, Γ, the 0-level-set of ϕ, separates Ωi and Ωc.
We extend n, the outward-pointing unit normal of Γ, onto Ω using the
LSF by:
n =
∇ϕ
|∇ϕ| . (5.5)
For details on the Level-Set Method and its applications, we refer to Osher
& Sethian (1988) and Sethian (2001).
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FIGURE 5.3: Schematic of the numerical ice margin. The red dashed lines
denote different contour lines (level-sets) of the LSF ϕ. The thick red line
marks the 0-level-set, Γ, the yellow line the numerical calving front Γh.
Dark blue triangles are ice-free elements, white ones are ice-filled and the
light blue ones are the front elements. The three vectors show an example
of the level-set velocity w = v + c, c = −c⊥n at a finite element node.
The boundary position of an ice sheet evolves with the sum of the ice
velocity v along n and an ablation rate, a⊥:
w · n = v · n− a⊥. (5.6)
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It follows that the ice boundary is stationary if and only if a⊥ = v · n, i.e.
the ablation rate matches the ice velocity perpendicular to the ice boundary.
The ablation rate needs to be prescribed, either based on observations or
through a parametrisation.
Note that no limitations have been made so far with respect to the di-
mension of the problem in this section. Accordingly, the method could be
applied to model the evolution of the glacier thickness and lateral extent si-
multaneously (Pralong& Funk, 2004). However, in this 2D-planviewmodel
study, we use the LSM to model only the horizontal extent of the ice sheet.
Its vertical extent is described by the mass transport equation (5.3).
Wemodel lateral ablation as the sum of amelting rate,m⊥, and a calving
rate, c⊥: a⊥ = c⊥ + m⊥. For simplicity, we assume in the remainder of
the article that lateral ablation occurs in the form of calving exclusively,
i.e. m⊥ = 0. Calving itself is assumed to be a quasi-continuous process,
consisting of frequent, but small calving events. With (5.5) and (5.6), the
LSE becomes:
∂ϕ
∂t
+ v · ∇ϕ = c⊥|∇ϕ|, (5.7)
which is also known as “Kinematic Calving Front Condition” (KCFC, Greve
& Blatter, 2009). Both the calving rate and ice velocity need to be provided
on the entire 2D computational domain Ω in order to solve the KCFC. An
example of a calving rate field will be given in section 5.3.2, and is shown
in Fig. 5.4. The KCFC implies that all level-sets of ϕ, including the calving
front Γ, move at a given time with the local sum of the horizontal ice ve-
locity and calving rate along the normal n (Fig. 5.3). We define the calving
flux Qcf as the ice flux crossing the calving front:
Qcf =
∫
Γ
c⊥(r)H(r) dr. (5.8)
The ice velocity components and the ice thickness are only defined on
Ωi, and need to be extended ontoΩc (see also section 5.2.3). Any scalar field,
S, is extrapolated onto Ωc by solving:
n · ∇S = 0, (5.9)
while keeping S fixed on Ωi. This type of extrapolation has the tendency
to preserve |∇ϕ| = O(1), when we use the extrapolated ice velocity field to
solve the KCFC (Zhao et al., 1996).
5.2.3 Implementation
ISSM relies on the Finite Element Method (FEM) to solve partial differential
equations. It applies a Continuous Galerkin FEM using triangular (2D) and
prismatic (3D) Lagrange finite elements, and uses anisotropic mesh refine-
ment to limit the number of degrees of freedom while maximizing spatial
resolution in regions of interest.
We discretise the KCFC (5.7) and extrapolation equation (5.9) using lin-
ear finite elements on the same mesh as the one used to model the ice
dynamics. We stabilise both equations with artificial diffusion (Donea &
Huerta, 2003), which after thorough testing proved to be the most robust
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stabilisation scheme. We integrate over time using a semi-implicit time-
stepping scheme. We solve the KCFC, and the field equations for ice flow
modelling in a decoupled fashion. The KCFC is solved first with input data
from the previous time step. We then update the numerical ice domain us-
ing the new LSF as described below, and update boundary conditions ac-
cordingly. Finally, we solve the momentum balance and the mass transport
equation on the updated ice domain.
The 0-level-set of ϕ, Γ, does in general not coincide with the finite ele-
ment mesh edges due to its implicit representation. It intersects a number
of elements (“front elements”) with a hyperplane, which divides them into
an ice-filled and an ice-free part (Fig. 5.3). This has various implications
on the numerical level. When assembling the system stiffness matrices for
ice flow modelling, exclusive integration over the ice-filled part of the ele-
ment would be required. The stress boundary condition at the calving front
would have to be applied at the intersecting hyperplane. Currently, ISSM
is not capable of resolving those submesh scale processes.
Therefore, we either fully activate or deactivate a mesh element at every
time step. Only active elements are considered for the numerical discreti-
sation of the respective field equations. We activate an element if at least
one of its vertices is in Ωi or Γ, and the element is then considered to be en-
tirely filled with ice. We flag the element as ice free if it lies entirely inside
Ωc, and it is deactivated. As a consequence, the numerical calving front,
Γh, runs along mesh edges, and is updated in a discontinuous manner (Fig.
5.3). We apply the stress boundary condition along Γh for numerical con-
sistency. Calving front normals on Γ and Γh may differ significantly in di-
rection. However, stress components tangential to n cancel out along Γh,
so that the integrated stress exerted at the calving front is close to the one
applied along Γ. For all further calculations where a normal is involved,
like extrapolation, the normal to the LSF (5.5) is used.
The numerical calving front is by definition further downstream than
Γ. This may lead to slightly higher resistive lateral stress at the calving
front, whose magnitude depends on the excess ice area of the intersected
front element and the front geometry. We use a fine mesh resolution in the
vicinity of the calving front to limit this effect.
We extrapolate the calving front thickness onto the ice-free domain us-
ing equation (5.9). This yields realistic ice thickness and ice thickness gradi-
ents across the front elements, that would otherwise lead to overestimated
driving stress and underestimated water pressure at the ice-ocean inter-
face. If not corrected, those two effects unrealistically increase ice velocities
at the calving front, which then feed back into the mass transport and LSM
schemes.
We present two experiments for validation of the LSM implemented
here in the Appendix. The first experiment shows that the ice margin is ad-
vected with the prescribed level-set velocityw. The linear representation of
the LSF on an unstructured mesh causes a small error in the exact level-
set position, which depends on element size and cancels out over time.
The second test shows that errors in volume conservation introduced by
the LSM decrease with finer mesh resolution, and are below 0.2% after 100
years for a mesh resolution of 1 km. In the application to Jakobshavn Isbræ,
we use a front element size of 0.5 km. The potential volume loss inherent
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to this implementation of the LSM is thus far below current uncertainties of
model input data.
Inclusion of the LSM requires additional computational effort for the
extrapolation of field variables, to solve the KCFC, and for extra iterations
of the momentum balance solver, since the stress boundary conditions at
the calving front change frequently. Its amount depends on the flow ap-
proximation and especially on whether the model setup is close to a stable
configuration or not. Using SSA, the additional computational cost reaches
up to 25%, of which 11% is caused by the solution of the KCFC.
5.3 Data and Model Setup
5.3.1 Jakobshavn Isbræ Model Setup
We use Jakobshavn Isbræ’s drainage basin from Zwally et al., 2011 to gen-
erate a 2D-horizontal finite element mesh with element size varying from
500m in the fjord and areas of fast flow to 10 km inland (Fig. 5.4). We
choose this high mesh resolution to minimise calving front discretisation
errors, and to resolve the fjord and the deep trough accurately in the model.
The resulting mesh has about 10, 000 vertices and 19, 000 elements. Due to
high flow velocities, the Courant-Friedrich-Lewy condition (CFL, Courant
et al., 1928) dictates a time step on the order of days for the solution of the
momentum balance equation, the mass transport equation, and the KCFC.
We use bed topography from Morlighem et al., 2014b, derived using a
mass conservation approach (Morlighem et al., 2011). The ice surface el-
evation is taken from GIMP (Howat et al., 2014), and ice thickness is the
difference between ice surface and ice base elevation. Bathymetry of the
ice-choked fjord of Jakobshavn Isbræ is difficult to measure and currently
poorly known. As a first order estimate, we apply a parabolic profile of
800m depth along the ice fjord, fitted via spline interpolation to known to-
pography data. We rely on Ettema et al. (2009) for the surface mass balance,
and, as a first approximation, use their surface temperatures to initialize
our ice viscosity parameter, B, based on the table from Cuffey & Paterson,
2010. Surface temperatures range from ∼ −8 ◦C near the coast to ∼ −28 ◦C
near the divide. Basal mass balance is set to zero and no thermal model is
run. All these forcings are kept constant over time.
We infer a basal friction coefficient, α, in (5.2) using an adjoint-based
inversion (MacAyeal, 1993; Morlighem et al., 2010) of surface velocities from
2009 (Rignot & Mouginot, 2012). In regions like the fjord, where there is no
ice today, we apply an area-averaged value of α = 30 kg1/2m−1/2 s−1. At
the margins of the computational domain we prescribe zero horizontal ice
velocities in order to prevent mass flux across this boundary. The friction
parameter is kept fixed over time for all model simulations.
Inconsistencies in model input data cause sharp readjustments of the
glacier state at the beginning of each simulation, which would make it dif-
ficult to distinguish between such effects and those of the applied forcing
(Seroussi et al., 2011). Therefore, we relax the model prior to the experi-
ments using a fixed, piecewise linear LSF ϕ0, whose 0-level-set corresponds
to the mean annual calving front position of 2009 (Fig. 5.4). Since the glacier
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in this configuration is far from steady state, model relaxation causes con-
siderable thinning across the glacier’s catchment area. In order not to de-
viate too much from present day’s geometric setting we choose a 100 year
relaxation time period. Note that the grounding line retreats during the re-
laxation due to dynamic thinning, so that the glacier forms a new floating
ice tongue. This ice tongue extends about 15 km to a local topographic max-
imum in the southern trough and 3 km into the northern one (Fig. 5.4). The
relaxed geometry constitutes the initial state for our experiments. Due to
this deviation in geometry, providing quantitative insights into Jakobshavn
Isbræ is beyond the scope of this study. However, the main characteristics
of the ice stream (e.g. its large drainage basin and the narrow outlet chan-
nel) are preserved, so that the results presented in this paper qualitatively
represent the behaviour of Jakobshavn Isbræ.
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FIGURE 5.4: Calving rate field c⊥0 in the region of fast flow, which has been
derived from modelled ice velocities at the end of the relaxation run. The
red line indicates the 0-level-set of the initial LSF used for geometry relax-
ation and as start position for the calving front during the experiments.
The turquoise line marks the grounding line. Purple contours indicate
zero bedrock elevation. Black lines are the “along-trough” (A) and “across-
trough” (B) profiles used in Fig. 5.6. The finite element mesh is displayed in
grey.
5.3.2 Description of Experiments
We set
c⊥0 = q|v0| (5.10)
as a basic calving rate estimate, where v0 is the velocity field at the end of
the geometry relaxation run, extended onto Ωc (Fig. 5.4). The continuous
function q is equal to 1 in areas where the bed lies below −300m, and lin-
early drops to 0 in areas of positive bed elevation. It prevents calving to
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occur in areas with a glacier bed above sea level, as suggested by observa-
tions of tidewater glaciers (Brown et al., 1982). The choice of the calving
rate estimate is motivated by the small observed angle between v0 and n
at the calving front (v0 ≈ |v0|n). Then w0 · n = v0 · n − c⊥0 ≈ 0, so that
we can expect this calving rate estimate to yield a stationary calving front,
if applied to a geometry that is in steady state. We scale c⊥0 over time with
a scaling function, s, which allows for the representation of seasonal cycles,
and a perturbation function, p, to modify the calving rate for some period
of time. The applied calving rate is then: c⊥(x, t) = c⊥0 (x) s(t) p(t).
We perform three suites of experiments in order to analyse the impact of
the calving rate on the glacier’s dynamics. The calving front is now allowed
to freely evolve in response to c⊥. All experiments run for 120 years.
In experiment A, we keep the calving rate constant over time, i.e. we set
both s(t) = p(t) = 1. Hence, c⊥(x, t) = c⊥0 (x). This experiment, although
not physically motivated, is used to evaluate whether a stable calving front
position can be reached using the LSM, and for comparison to the experi-
ments described below.
In experiment suites B and C, we represent the seasonal cycle by scaling
c⊥0 by
s(t) = max(0, π sin (2π (t/L− φ0))), with a phase shift φ0 = 4/12 and a pe-
riod L = 1 a. We perturb the calving rate during a limited duration, Δt,
with a perturbation strength p0 ≥ 0: p(t) =
{
p0, if t0 < t < t0 +Δt, and
1, else.
We start the perturbation at t0 = 20a for all experiments. In experiment
suite B, we perform 5 experiments with Δt = 1a, while varying p0 from 0
to 4 by increments of 1. In experiment suite C, we keep p0 = 2 fixed, and
set Δt as 2, 4 and 8 years. We use the notation B<p0> and C<Δt> to iden-
tify single experiments, e.g. B1 for experiment B with perturbation strength
p0 = 1, which represents the case of unperturbed periodic calving. B1 is
used as a control run the other experiments can be compared to. Table 5.2
lists all the experiments performed here.
TABLE 5.2: Table of experiments
Name p0 Δt Name p0 Δt Name p0 Δt
A 1 0 B2 2 1 C2 2 2
B0 0 1 B3 3 1 C4 2 4
B1 1 1 B4 4 1 C8 2 8
5.4 Results
Figure 5.5 shows calving front positions for experiments A, B1, B2 and C4.
Under constant calving rate forcing, the calving front remains at a stable
position after minor readjustments in the first decade of the simulation. In
experiment A, the calving front undergoes gradual retreat over time due to
the slowdown of the glacier caused by its ongoing thinning. When we per-
turb the calving rate, the calving front migrates, and higher calving rates
lead to larger retreats. The retreat is highest in areas of fast flow, and
78 Chapter 5. A Level-Set Method for Dynamic Calving Front Modelling
FIGURE 5.5: Calving front positions for experiments A, B1, B2 and C4 at the
start of each year, plotted over basal topography (grey).
strongly decreases towards the ice stream margins. This yields the char-
acteristic concave shape of a retreating calving front. The modelled calving
front positions and their shape are in good agreement with observations
(Fig. 5.2). The retreat rate during continued phases of calving decreases to
zero, so that the calving front reaches a new stable position 9 km upstream
of its initial position (Fig. 5.5d). In experiments B and C, the calving front
returns to a similar position as in the unperturbed experiment B1 within ten
to twenty years after the perturbation stops.
Figure 5.6 shows ice velocity, geometry and strain rates for experiment
C4 along two lines, which go along and across the southern trough, respec-
tively (Fig. 5.4). During the first 20 years prior to the perturbation, the
ice thickness in the floating part decreases by about 100 metres (Fig. 5.6a).
As the calving front retreats during the perturbation, the ice velocity in-
creases (Fig. 5.6b), and the ice thickness adjusts accordingly (Fig. 5.6a). The
ice thinning leads to a fast retreat of the grounding line in the regions of
locally retrograde bed, and temporarily stabilises over local along-trough
topographic maxima, referred to as “local highs”. The southern trough has
many local highs, which act as pinning points and are critical for flow dy-
namics, in agreement with earlier results from Vieli & Nick (2011). The ac-
celeration of the ice stream extends tens of kilometres upstream, to areas of
grounded ice (Fig. 5.6b). Thinning and acceleration are strongest over the
ice stream, and spread out to the surrounding ice sheet in a dampened fash-
ion. These thinning and acceleration patterns increase surface and velocity
gradients, especially in the shear margins (Fig. 5.6c), where the effective
strain rates gradually increase up to a factor of 4 in experiment C4 (Fig.
5.6d), which corresponds to a drop in viscosity of about 60% (equation 5.1).
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FIGURE 5.6: Section profiles of ice geometry (a) and ice velocity (b) along-
trough, as well as ice geometry (c) and effective strain rates (d) across-
trough for experiment C4 at the end of the calving season in October each
year. Positions of the lines are given in Fig. 5.4.
This substantially weakens the mechanical coupling between the ice stream
and the surrounding ice sheet.
Figure 5.7 shows the intra-annual variability of ice properties at the calv-
ing front and grounding line for experiments A, B1, B2 and C4. All shown
variables reflect the characteristics of the applied calving rate forcing. The
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FIGURE 5.7: Calving front and grounding line positions along-trough (left
column), calving front thickness, ice velocity and effective strain rate rela-
tive to their initial value along-trough (right column) over time for experi-
ments A, B1, B2 and C4. Perturbation intervals are marked in grey. Relative
values for ice velocity have been shifted up by 0.5 for better visibility (red
y-axis).
constant calving rate applied in experiment A leads to a steady configura-
tion (Fig. 5.7a and 5.7b). For an unperturbed periodic calving rate forcing
(Fig. 5.7c and 5.7d), the calving front position oscillates around a constant
annual mean value by ±3 km, while the grounding line position remains
unchanged at kilometre 29. Ice velocities and thickness at the calving front
act in phase with the calving front position, while the response of strain
rates at the grounding line is delayed by about a month. The ice velocity
varies over a year by ±20%, which corresponds to about ±2 kma−1, the ice
thickness by ±13%, or ±100m, and effective strain rates at the grounding
line by ±7%, or ±0.1 a−1.
The response to a calving rate perturbation scales with p0 andΔt. When
the calving rate doubles (B2, C4), the calving front retreats initially at an
average rate of 4.5 kma−1. The calving front stabilizes 9 km upstream for
longer perturbations (Fig. 5.7g). The intra-annual variability of the calving
front position doubles to ±6.5 km. The grounding line position is hardly
affected by small calving rate perturbations, but large perturbations trigger
fast retreats of several kilometres, which in turn cause drastic, but short-
lived flow accelerations (Figs. 5.7g and 5.7h). The annual average ice ve-
locity increases by 10%, and its intra-annual variability doubles to ±38%
(Fig. 5.7h). The mean calving front thickness decreases by 30% towards the
end of the perturbation of experiment C4, and experiences large variations
up to ±75%. This high thickness variability is due to the front retreating
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into areas of thick ice in summer followed by stretching and thinning dur-
ing calving front advance in winter. For small perturbations, variations of
effective strain rates at the grounding line quadruple to ±25% (Fig. 5.7f).
Once the calving rate perturbation stops, all variables display remarkable
reversibility.
When calving is temporarily turned off (experiment B0, not shown here),
the response of the glacier is reversed: the calving front advances, creating a
convex ice tongue. Meanwhile, the ice stream decelerates, thickens, and the
grounding line advances. After the perturbation, the glacier retreats into a
state slightly thicker and faster than the one of experiment B1.
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FIGURE 5.8: a: Absolute difference in ice volume for the different simula-
tions with respect to experiment B1. The non-oscillating ice volume profile
of experiment A causes its difference to experiment B1 to oscillate. b: The
volume differences from experiments B and C divided by Δt(1 − p0), the
measure of the time-integrated calving rate perturbation.
Figure 5.8a shows the evolution of the ice volume with respect to ex-
periment B1, the control run. The glacier in experiment B1 continues to
lose volume at an average rate of −22.8 km3 a−1 due to the ongoing ge-
ometry relaxation. In experiment A, Jakobshavn Isbræ loses an additional
0.4 km3 a−1, which corresponds to the gradual retreat of the calving front.
Enhanced calving causes additional volume loss proportional toΔt(1− p0),
the measure of the time-integrated calving rate perturbation (Fig. 5.8b). If
the calving rate is doubled, the additional volume loss reaches 35.7 km3 a−1
in the first year, but decreases with time, as the calving front thins and re-
treats into areas of lower calving rates. Those numbers agree well with
recent ice discharge observations (Howat et al., 2011). Over the first decade
after the perturbation, all modelled glaciers recover 40 to 60% of the volume
deviation to the control run.
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5.5 Discussion
The applied calving rate determines the behaviour of the calving front and
the ice stream. In our simulations, larger perturbation strengths p0 lead to
faster calving front retreats. In the case of long perturbations (experiments
C4 and C8), the calving front reaches a new stable position. A stable calving
front position requires the calving rate to be larger than the ice velocity if
the calving front advances, and similarly, if the calving front retreats, the
calving rate needs to be lower than the ice velocity.
Several mechanisms determine how the model responds to the calving
rate forcing. First, a calving rate increase leads to a retreat of the calving
front position, ice stream acceleration and dynamic thinning in the vicin-
ity of the terminus. Second, this dynamic thinning increases surface slopes
and therefore the driving stress. As the glacier locally speeds up, the ice
thinning propagates upstream. The ice stream thins much faster than the
surrounding ice sheet, which steepens the surface across the shear margins.
Lateral inflow of ice into the ice stream hence increases until it balances the
calving flux. This limits the thinning of the ice stream. Thinning of the ice
stream in turn leads to grounding line retreat and reduction in basal effec-
tive pressure, which both reduce basal drag significantly in the vicinity of
the grounding line. We showed that grounding line retreat leads to short-
lived, but drastic increases in ice flux. This mechanism is qualitatively the
same as the one described in Vieli & Nick (2011) and Joughin et al. (2012).
Several pinning points along the retrograde trough of the southern branch,
as well as the lateral stress transfer and mass influx prevent the modelled
ice stream from being prone to the Marine Ice Sheet Instability (Weertman,
1974; Schoof, 2007), a hypothesis which states that grounding line positions
are unstable on retrograde slopes. This corroborates earlier results by Gud-
mundsson et al. (2012), who presented examples of stable grounding line
positions on retrograde beds. However, due to large uncertainties in the
input data, and since some physical processes are not represented in our
experiments, evaluation of this question for Jakobshavn Isbræ is beyond
the scope of this study.
A third mechanism is related to the calving front lengthening during its
retreat (e.g. figure 5.5). The lengthening causes tributaries of the main ice
stream to calve directly into the fjord, thereby increasing the calving flux
Qcf (equation 5.8) and thinning of the terminus vicinity.
Finally, the ice stream accelerates faster than the surrounding ice sheet,
which increases strain rates at the shear margins. This reduces the ice vis-
cosity in these areas, which mechanically decouples the ice stream from the
ice sheet, allowing the ice stream to accelerate further. This positive feed-
back confines the initial thinning to the ice stream, and is controlled by the
rate at which ice enters the ice stream. This mechanism is essential for en-
abling ice stream acceleration tens of kilometres upstream of the grounding
line, since large fractions of the ice stream’s driving stress are balanced by
lateral stress. This corroborates force balance arguments produced earlier
by van der Veen et al., 2011.
In experiments A and B1, we apply the same annual mean calving rate.
However, due to the lack of seasonal cycle in calving rate the mechanical
coupling between the ice stream and ice sheet is higher in experiment A.
The ice stream velocity is therefore lower, causing gradual calving front
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retreat and additional ice volume loss. This illustrates that volume change
estimates from models with and without seasonal cycles of calving may dif-
fer. Our results suggest that including both a dynamically evolving calving
front as well as seasonal cycles are critical for accurate projections of future
contributions of ice sheets to global sea level rise on decadal to centennial
time scales.
Response mechanisms not covered here will likely include feedbacks
with damage mechanics and thermodynamics due to the increased strain
rates. During longer perturbations, ice surface loweringwill probably affect
the surface mass balance and the drainage basin outline.
The reversibility of the calving front configuration after the calving rate
perturbation is a robust feature across all experiments. The short duration
of the perturbation, the prescribed calving rates, and the geometry of the
glacier are responsible for this behaviour. The volume change in all exper-
iments never exceeds 0.1% of the initial glacier volume in the experiments
shown here. Once the perturbation stops, the surrounding ice sheet contin-
ues to replenish the ice stream, which allows for its quick recovery.
The modelled glacier response to enhanced calving is in good qualita-
tive agreement with observations, which corroborates that calving is a ma-
jor control on this glacier. The similar shape of the modelled and observed
calving front suggests that calving rates are indeed proportional to its flow
speed during the glacier’s current retreat. However, the reversibility of the
modelled calving front position is in contrast to Jakobshavn Isbræ’s actual
behaviour. Sustained high calving rates are therefore necessary to explain
the continued retreat of the glacier, as our results suggest that the glacier
would have re-advanced otherwise. Accurate model input data, represen-
tation of all relevant physical processes and incorporation of a suitable calv-
ing rate parametrisation will be necessary for quantitative analysis of this
dynamic ice stream.
5.6 Conclusions
In this study, we present the theoretical framework for coupling a Level-
Set Method (LSM) to ice dynamics and implement it into ISSM. The LSM
proves to be a robust method for modelling the dynamic evolution of a calv-
ing front. We apply this technique to Jakobshavn Isbræ using prescribed
calving rates, and we find that the glacier is highly sensitive to this forcing,
which agrees well with observations.
Calving rate perturbations strongly affect the ice stream through several
linkedmechanisms. First, changes in calving rate cause calving frontmigra-
tion and alter the ice discharge. Second, the resulting thickness change at
the calving front spreads out to the surrounding ice sheet. Third, thinning-
induced grounding line retreat causes further ice stream acceleration and
creates a positive feedback. Finally, shear margin weakening caused by the
ice stream acceleration decreases lateral drag resisting ice flow. This posi-
tive feedback mechanism sustains significant acceleration of the ice stream
tens of kilometres upstream of the grounding line.
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The surrounding ice sheet is barely affected by short periods of en-
hanced calving. It stabilises the ice stream and allows for quick reversibil-
ity of the calving front position through lateral ice influx and stress transfer
once the calving rates are set back to their initial values.
Since the calving front position and dynamic lateral effects are critical to
simulate and understand the behaviour of marine terminating glaciers, the
inclusion of moving boundaries in 2D-planview and 3D models is key for
realistic sea level rise projections on centennial time scales. This method is
a step towards better physical representation of calving front dynamics in
ice sheet models.
5.7 Appendix: Validation of the Level-Set Method
We present two simple test setups to validate the LSM. The first is designed
to show the accurate advection and shape preservation properties of the
method. The second setup aims to give an estimate for the volume change
introduced by the LSM for different mesh resolutions.
5.7.1 Advection
Let Ω be a 50 km square with the initial LSF as:
ϕ0(x) = ‖x− x0‖2 −R,
where x0 = (25, 25) km and R = 12.5 km, so that the initial 0-level-set
describes a circle in the middle of the domain. We prescribe a constant
velocity v = (cos(π/4), sin(π/4)) km a−1 everywhere. We advect ϕ0 over
10 years with time steps of 0.1 a, and keep track of the 0-level-set.
FIGURE 5.9: Zero-level-set positions at the start of every year, plotted over
ϕ0, which is in grey scale. An example of the mesh with element size 1
km is marked in black. The white diagonal marks the line along which the
velocity of the 0-level-set is tracked.
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Figure 5.9 shows the 0-level-set position at the beginning of every year.
The LSM preserves the initial circular shape, and can be used to model both
advance and retreat of a calving front. We measure the advection speed of
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FIGURE 5.10: Standard deviation of the relative numerical error in advec-
tion velocity of the 0-level-set depending on mesh element size.
the 0-level-set along the diagonal marked in white in Fig. 5.9. Figure 5.10
shows the standard deviation of the numerical error relative to the pre-
scribed advection speed taken over time for different element sizes. The
numerical error is due to the linear interpolation of the curved shape, which
causes variations of the level-set velocity around the prescribed value. The
standard deviation of the error linearly decreases with mesh resolution, and
drops below 1% for elements sizes below 0.5 km. We therefore choose a
mesh resolution of 0.5 km in the vicinity of the calving front in our simula-
tions.
5.7.2 Volume Conservation
Let Ω be a 200× 20 km2 rectangle with an initial LSF given by:
ϕ0(x) = (1, 0) · x− 100km.
The initial lateral extent is thus a 100 × 20 km2 rectangle. The geometry
corresponds to the Ice Shelf Ramp presented in Greve & Blatter (2009). The
ice thickness linearly decreases from 400 m at the grounding line (x = 0
km) to 200 m at the calving front (x = 100 km). We apply zero surface
accumulation and basal melt, as well as zero grounding line velocity and
free slip boundary conditions at y = 0 km and y = 20 km. The ice sheet
spreads under its own weight for 100 years.
Fig. 5.11 shows the evolution of the ice volume for different element
sizes. All simulations show volume loss due to the free flux boundary con-
dition at the numerical ice front, which is not entirely balanced by the vol-
ume added through the ice thickness extrapolation. The volume loss de-
creases with element size, and is below 0.2% of the initial ice volume after
100 years for an element size of 1 km. This volume loss is far below current
uncertainties of other model input data.
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FIGURE 5.11: Evolution of the relative ice volume change for different ele-
ment sizes. The red line shows volume conservation.
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6 The Mechanisms behind
Jakobshavn Isbræ’s
Acceleration and Mass Loss: a
Thermodynamically Coupled
Model Study
Context
Several hypotheses that explain Jakobshavn Isbræ’s widespread accelera-
tion after the disintegration of the floating ice tongue exist (cf. Sect. 2.4).
However, they are in part contradictory to each other, and have been de-
rived using simplified models (Thomas, 2004; van der Veen et al., 2011; Vieli
& Nick, 2011; Joughin et al., 2012) or suffered from mesh resolution prob-
lems (Muresan et al., 2016). Therefore, the thermodynamic mechanisms re-
sponsible for Jakobshavn Isbræ’s widespread acceleration are still unclear.
The following publication has several aims. Firstly, we aim to publish
the extension of the LSM presented in Bondzio et al. (2016) (Chap. 5) to 3D
thermodynamically coupled case. Secondly, we aim to show that the model
tools which have been developed during this thesis are applicable to a
highly dynamic real-world outlet glacier like Jakobshavn Isbræ. Thirdly, we
aim to reproduce Jakobshavn Isbræ’s thermodynamic state and behaviour
from beginning of 1985 until end of 2015, during which the calving front
position retreated more than 20 km (cf. Fig. 6.1c), in order to answer the
array of open questions formulated in Sect. 2.5.
The necessary model requirements to reproduce Jakobshavn Isbræ’s dy-
namic response to calving front retreat have been identified in Sect. 2.6. The
missing numerical tools, i.e. the enthalpy method and the LSM for dynamic
calving front evolution, have been introduced and verified in the two first
publications (Chaps. 4 and 5). The ISSM is therefore now prepared to be
applied to the real-world glacier case of Jakobshavn Isbræ. The results of
this study are presented in the following publication and Chap. 7.
In this study, we successfully reproduce Jakobshavn Isbræ’s thermody-
namic response to the observed calving front retreat. The resolution and
the degree of matching of the observations are unprecedented in published
literature (cf. Truffer & Echelmeyer, 2003; Vieli & Nick, 2011; Joughin et
al., 2012; Muresan et al., 2016). The results show that the deep trough un-
derneath the ice stream creates a stress regime where the driving stress is
balanced by lateral drag, and that is therefore highly sensitive to pertur-
bations in ice viscosity of the shear margins, which corroborates findings
presented in Bondzio et al. (2016). Since the trough reaches far inland, and
ice viscosity is strain-rate-dependent (cf. Sect. 3.3.2) stress perturbations
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through calving front retreat are able to cause widespread inland acceler-
ation. Therefore, the calving front position is currently the dominant con-
trol on the glacier’s dynamics. Shear margin warming through enhanced
strain heating contributes 5 to 10% to the total acceleration. Deep troughs
with low basal drag are a common feature underneath many outlet glaciers
of the GrIS (Shapero et al., 2016). We argue that the proposed mechanism
for glacier acceleration holds in a similar fashion for these glaciers as well.
Our results have implications for the type of models that are feasible to
produce projections of future eustatic sea level rise, since it is important
to capture the migrating calving front position, the thermal regime and es-
pecially the interaction of the ice stream with the shear margins for sim-
ulations of rapidly changing glaciers. Since the behaviour of Jakobshavn
Isbræ is mainly controlled by basal topography, the calving front position,
the ice rheology law and the thermal regime, we find that accurate pro-
jections of eustatic sea level rise will depend crucially on the emergence
of a reliable calving rate parametrisation applicable in continental-scale ice
sheet models and an improved rheology law for temperate glacier ice with
microscopic water content higher than 1%.
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Keypoints
• Calving front migration is responsible for 90% of Jakobshavn Isbræ’s
acceleration.
• Inland acceleration is due to a non-linear viscosity feedback in the
shear margins.
• The glacier is likely to lose mass at a rate comparable to today for at
least the next century.
Abstract
The mechanisms causing widespread flow acceleration of Jakobshavn Is-
bræ (JI), West Greenland, remain unclear despite an abundance of observa-
tions and modelling studies. We model the glacier’s evolution from 1985
to 2016 using a thermodynamically coupled ice flow model. The model
captures the timing and 90% of the observed changes by forcing its calving
front position with observations. The calving front position is the dominant
control on JI since its driving stress is balanced by lateral shear. The ice vis-
cosity in the shear margins instantaneously drops in response to calving
front retreat, which allows for faster flow. Gradual shear margin warming
contributes 5 to 10% to the total acceleration. These mechanisms and JI’s
overdeepened trough allow for widespread flow acceleration. JI currently
sustains the conditions for continued retreat, and we expect that the glacier
will contribute to eustatic sea level rise at a rate comparable or higher than
today.
6.1 Introduction
Jakobshavn Isbræ is the fastest marine-terminating outlet glacier of the Green-
land Ice Sheet (GrIS) (Rignot & Mouginot, 2012). The disintegration of its
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floating ice tongue between 1998 and 2004 triggered rapid calving front re-
treat, as well as widespread flow acceleration and mass loss (Joughin et al.,
2008; Howat et al., 2011). Since the disintegration, it has been contributing
to eustatic sea level rise at an increasing rate, reaching about 0.1mma−1 in
2011 (Howat et al., 2011). The mechanisms that sustain the acceleration re-
main unclear despite an abundance of observations (e.g. Csatho et al., 2008;
Joughin et al., 2008; Joughin et al., 2014) and modelling studies (e.g. Truf-
fer & Echelmeyer, 2003; Thomas, 2004; van der Veen et al., 2011; Joughin
et al., 2012). Many marine-terminating outlet glaciers of the GrIS are un-
dergoing similar dynamic changes (Moon et al., 2014), and it is therefore
crucial to better understand these changes to provide reliable projections of
the GrIS’s future contribution to eustatic sea level rise.
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FIGURE 6.1: State and evolution of JI. a) Observed surface flow velocities,
logarithmic scale (Rignot & Mouginot, 2012). White arrows show the flow
direction. The calving front evolution in Fig. 6.2a is tracked along the black
flow line. Coloured triangles denote the locations for velocity compari-
son in Fig. 6.2b. b) Bedrock topography in the same region, shaded relief
(Morlighem et al., 2014a). c) Observed calving front positions of JI from 1985
until end 2015, derived from Landsat 5-8 , ERS-1&2 and TerraSAR-X satel-
lite imagery. Map location is shown by red inset in b). Satellite background
image: Landsat 7 (July 1st, 2001) © Google Earth.
Jakobshavn Isbræ discharges its ice into the ocean through two branches
(Fig. 6.1a) that disconnected in 2004, following the disintegration of the ice
tongue (Joughin et al., 2008). The main branch, commonly referred to as “ice
stream” (Cuffey & Paterson, 2010) and as JI in this text, flows significantly
faster than the northern branch, and is located in a deep (−1700m below
sea level) and narrow (about 5-6 km wide) trough (Fig. 6.1b, Gogineni et al.,
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2014; Morlighem et al., 2014a). Pronounced shear margins exert a strong
control on the flow regime and characterize JI (e.g. Truffer & Echelmeyer,
2003).
Three hypotheses have been proposed to explain the speed-up of JI. The
first hypothesis (H1, Thomas, 2004) suggests that thinning of the floating
ice tongue and retreat of the calving front reduce the buttressing on the up-
stream ice, which leads to ice flow acceleration. The second hypothesis (H2,
van der Veen et al., 2011) states that the ice viscosity in the shear margins
must have dropped by over 60%, therefore reducing lateral drag, as the
loss of buttressing alone is not sufficient to explain the observed accelera-
tion of upstream areas. According to the third hypothesis (H3, Vieli & Nick,
2011; Joughin et al., 2012), dynamic-thinning-induced feedbacks and basal
hydrological processes following the disintegration both increased the driv-
ing stress and decreased the basal drag of the ice stream causing sustained
acceleration inland.
These three hypotheses were derived using models that did not include
certain important processes, relied on coarse resolution observations and
lead to different conclusions (Truffer & Echelmeyer, 2003; Thomas, 2004;
van der Veen et al., 2011; Joughin et al., 2012), underlining that the mech-
anisms at play are not fully understood. Recent developments in ice flow
modelling, includingmoving boundary capabilities in ice sheetmodels (Bondzio
et al., 2016) and the new availability of high-resolution model input data
(Joughin et al., 2014; Morlighem et al., 2014a; Howat et al., 2014; Noël et al.,
2015), make it possible to overcome these shortcomings and to provide a
more complete analysis. Here, we investigate the mechanisms that sustain
the glacier’s ongoing acceleration and mass loss using high-resolution in-
put data and a migrating calving front in the Ice Sheet System Model (ISSM,
Larour et al., 2012a), a state-of-the-art, finite-element ice flow model.
6.2 Ice Flow Model
We compute the ice velocities using the Higher-Order Model (Blatter, 1995;
Pattyn, 2003). We use a linear viscous basal friction law (Budd et al., 1984),
and assume that ice deformation follows a non-linear, isotropic flow law
(Glen, 1955; Nye, 1957) with a stress exponent n = 3. We compute the ice
viscosity, μ, as:
μ = (1−D) B(T,W )
2ε˙
n−1
n
e
. (6.1)
Here, ε˙e is the effective strain rate, and the ice viscosity parameter, B, de-
pends on the ice temperature, T , and the microscopic water content, W
(Cuffey & Paterson, 2010; Lliboutry & Duval, 1985). A constant damage
parameter D varying between 0 (no damage) and 1 (fully damaged) soft-
ens the ice (Borstad et al., 2012). The grounding line evolves based on hy-
drostatic equilibrium following a sub-element migration scheme (Seroussi
et al., 2014a). We model the thermal regime using an energy-conserving
enthalpy formulation (Aschwanden et al., 2012), which has been verified
and validated in ISSM in previous studies (Seroussi et al., 2013; Kleiner et
al., 2015). We track the calving front position using a Level-Set Method
(Bondzio et al., 2016), that has been extended from two horizontal dimen-
sions to three dimensions (3D) for this study, by assuming that the calving
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front remains vertical throughout the simulation. The model does not ac-
count for basal hydrology nor cryo-hydrological warming (Phillips et al.,
2010).
6.3 Model and Experiment Setup
We set up a 3D thermodynamically coupled model of Jakobshavn Isbræ in
1985, calibrated using available data sets (cf. Supplementary Online Mate-
rial (SOM, Sect. 6.7, Text S1). We mesh the glacier’s drainage basin (Rig-
not & Mouginot, 2012) with a horizontal resolution of 400m in regions of
high strain rates and steep bedrock slopes and up to 4 km elsewhere. The
horizontal mesh is vertically extruded into 17 layers that are more closely
spaced towards the base. The resulting mesh consists of about 675, 000 pris-
matic P1×P1 elements. We use a time step of about one day.
We simulate JI’s evolution from January 1st, 1985 until December 31st,
2015. Along the lateral boundary, except the calving front, we prescribe ob-
served surface velocities (Rignot & Mouginot, 2012), as well as ice temper-
atures from a thermodynamically coupled simulation of the GrIS (Seroussi
et al., 2013). At the ice surface, we impose annual average surface tem-
peratures and annual cumulative surface mass balance from RACMO2.3
(Noël et al., 2015). At the ice base, we prescribe the geothermal heat flux
by Shapiro & Ritzwoller (2004), and the basal boundary conditions of the
enthalpy method adjust dynamically to the thermal state of the base (Fig. 5,
Aschwanden et al., 2012). The basal friction coefficient, inferred from 1990s
conditions, is kept constant throughout the run. The submarine melting
rate is modelled as a piecewise linear function of depth (cf. Favier et al.
(2014)). We impose an ice-tongue-averaged melting rate of 350ma−1 un-
til 1990, and 270ma−1 from 1990 through 1995, accounting for an observed
drop in ocean water temperatures (Motyka et al., 2011). From 1996 onwards,
we increase the average melting rate to 540ma−1 in order to represent the
observed warming of ambient ocean temperatures (Holland et al., 2008; En-
derlin & Howat, 2013).
We force the calving front position explicitly from over 500 observa-
tions (Fig.6.1c), which have been compiled from Landsat 5-8, ERS-1&2 and
TerraSAR-X satellite scenes (cf. Moon et al., 2014). We interpolate this forc-
ing linearly in the time between two observations. All other forcings and
boundary conditions are kept constant.
6.4 Results
Fig. 6.2 compares model results and observations. Prior to the disintegra-
tion of the ice tongue, the modelled ice velocities match the observations
(Fig. 6.2b) and the glacier loses about 5.5Gt of ice per year (Fig. 6.2c). The
calving front retreat from 1998 onwards triggers strong flow acceleration
and mass loss. Ice velocities develop an increasing seasonal variability in
regions of fast flow, which is most pronounced close to the calving front.
Annual average ice velocities double until 2011 along the entire ice stream
(cf. SOM, Fig. 6.9). Seasonal variations in ice velocity are 20 to 40% of the
annual average velocity. The highest ice velocities occur at the calving front
during rapid retreat when the terminus is grounded (cf. SOM, Movie S1).
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FIGURE 6.2: Comparison of observations and model results. a) Calving
front positions from satellite observations along the flow-line in Fig. 6.1a.
b) Comparison of observed velocities (triangles) and modelled velocities
(lines). Colours correspond to the triangle locations shown in Fig. 6.1a.
Lines are discontinuous when the calving front retreats upstream of the cor-
responding location. c) JI’s modelled mass change (red line) relative to Jan
1st, 2000. The black line with error envelope shows observed mass changes
(Howat et al., 2011), and the black dashed line represents no volume change.
The grey boxes mark the period of ice tongue disintegration.
94 Chapter 6. The Mechanisms behind Jakobshavn Isbræ’s Acceleration
60
80
100
120
140
v c
/v
o
 
 
(%
)
a
1990 1995 2000 2005 2010 2015
time (a)
80
90
100
110
v u
/v
c
 
 
(%
)
b
FIGURE 6.3: Contribution of the calving front position and thermodynamic
coupling to the modelled ice velocity. a) Ratio of thermodynamically cou-
pled (vc) and observed ice surface velocities (vo). b) Ratio of modelled ice
surface velocities without (vu) and with (vc) thermodynamic coupling. The
black dashed lines represent exact matching of the considered velocity val-
ues. Marker and line colours, respectively, correspond to the colours of the
triangles in Fig. 6.1a. Lines are discontinuous when the calving front re-
treats upstream of the corresponding location. The grey patches mark the
time of the ice tongue disintegration.
Both the timing and amplitude of summer and winter velocities are in good
agreement with observations. Basal sliding contributes between 60 to 100%
to the ice motion of JI. The modelled glacier’s rate of mass loss rapidly in-
creases in time, reaching an average value of about −34.1Gt a−1 from 2004
onwards (Fig. 6.2c), in close agreement with observations (Howat et al.,
2011). A sensitivity analysis (cf. SOM, Fig. 6.7) shows that our results
depend weakly on the prescribed submarine melting rate, and only if a
floating ice tongue is present. Model simulations with a fix calving front
position show no seasonal variation (cf. SOM, Fig. 6.8).
Fig. 6.3a shows the ratio of modelled and observed ice surface veloc-
ities. Prior to the ice tongue’s disintegration, modelled and observed ve-
locities agree within 10%. During and after the disintegration, the model
reproduces 80 to 90% of the observed acceleration. The highest differences
of more than 20% occur at locations closest to the calving front, where ice
velocities are sensitive to the exact calving front position and basal topog-
raphy. Ratios show only little seasonal variation inland.
Fig. 6.3b shows the ice velocity ratio of a thermodynamically coupled
simulation and an “uncoupled” one with identical model settings, in which
the enthalpy is kept constant in time. Prior and during the disintegration,
ice velocities agree within 1 to 2%. However, the thermodynamically cou-
pled velocities rapidly increase relative to the uncoupled ones by an aver-
age of 10% from the end of the disintegration onwards. The ratio develops
a strong seasonal signal that is strongest near the terminus, and decreases
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to about 5% after 2009.
Fig. 6.4 shows the evolution of JI’s longitudinal stress transfer and lat-
eral drag. The depth-averaged longitudinal stress scales with ice thickness,
and reaches maximum values of up to 12MPa in the centre of the trough. A
large stress gradient in the last 20 km of the trough before the calving front
produces high driving stresses. Lateral drag is 200 – 300 kPa along the ice
stream’s shear margins, and reaches up to 575 kPa at the steep trough walls
on the lowest 28 km upstream of the 1990s’ calving front position. Calving
front retreat causes a complex response in the stress regime in the area that
corresponds to the flow acceleration (Fig. 6.4, 1b-d, 2b-d). Longitudinal
stress transfer along JI decreases gradually by up to 2MPa due to thinning
and calving front retreat. The buttressing reduction is largest close to the
calving front and spreads upstream along JI and its tributaries in a damp-
ened fashion. Lateral drag increases gradually by 85 to 230 kPa inside the
shear margins, and drops by up to 180 kPa in narrow bands flanking the
trough and the northern branch.
Fig. 6.5a shows that JI’s depth-averaged ice viscosity varies over more
than 4 orders of magnitude, from as low as 1.51× 1012 Pa s in the shear
margins, up to more than 2.42× 1016 Pa s inland. The soft ice in the shear
margins allows for high flow velocities in the ice stream. The annual av-
erage ice viscosity decreases by 20 to more than 60% during the calving
front retreat (Fig. 6.5, b-d). The viscosity drop originates from the calving
front, instantaneously spreads along JI in a linearly dampened fashion, and
spreads from there to the surrounding ice sheet in a diffusive pattern (cf.
SOM, Movie S2). The largest drop occurs in the shear margins and near the
calving front. The thermal regime of the glacier is advection-dominated (cf.
SOM, Figs. 6.15a, 6.16 & Movie S3), and enhanced strain heating following
the disintegration warms the shear margins by up to 2 ◦C (cf. SOM, Fig.
6.15b-d), which contributes 20 to 30% to the total viscosity drop.
6.5 Discussion
The combination of the deep trough under JI and the non-linear rheology
of ice creates a stress regime that is highly susceptible to stress perturba-
tions, caused e.g. by calving front retreat. In agreement with earlier studies
(Thomas, 2004; Joughin et al., 2012; Shapero et al., 2016), basal drag in the
centre of the ice stream is an order of magnitude lower than the driving
stress (cf. SOM, Figs. 6.11, 6.12), which is transferred laterally to the ad-
jacent steep trough walls, causing high horizontal strain rates (cf. SOM,
Fig. 6.10). Consequently, the ice viscosity in the shear margins is more than
two orders of magnitude lower than the surroundings, and highly sensi-
tive to changes in effective strain rate, temperature and microscopic water
content (Eq. 6.1). A small increase in either one variable triggers an in-
stantaneous positive feedback by softening the ice, which in turn allows for
higher strain rates and higher strain heating. Therefore, stress perturba-
tions through calving front retreat are swiftly transferred upstream along
deep parts of the bedrock topography with low basal drag, which charac-
terizes most of the deep trough under JI. Hence, calving front retreat is able
to trigger widespread acceleration, and calving rates are currently the main
control on the behaviour of JI. Ensuing dynamic thinning steepens the shear
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FIGURE 6.4: Evolution of Jakobshavn Isbræ’s stress regime. Left column
(1): depth-averaged absolute of longitudinal stress. 1a) Annual average in
1997. 1b-d) Change compared to 1997 in indicated years. Right column (2):
depth-averaged lateral drag. 2a) Annual average in 1997. 2b-d) Change
compared to 1997 in indicated years. Pink and purple lines denote bedrock
contours at 0 and −1000m elevation, respectively. The light green line de-
notes the average modelled grounding line position for each year. Satellite
background image: Landsat 7 (July 1st, 2001) © Google Earth.
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Satellite background image: Landsat 7 (July 1st, 2001) © Google Earth.
margins and increases driving stresses inland, which softens these regions
too (cf. SOM, Figs. 6.11, 6.13).
The explanatory hypotheses H1, H2 and H3 all highlight different as-
pects of the mechanism interplay during calving front retreat. In agree-
ment with H1, we find that calving front retreat reduces buttressing which
is swiftly transferred inland by both the viscosity drop in the shear margins
and dynamic thinning. Contrary to H2, the shear margin weakening is a
response to the calving front retreat, instead of an initial cause for the flow
acceleration. The importance of lateral drag transfer for the behaviour of
this glacier underlines the need for explicit modelling of the dynamics of
the shear margins through 2D plan-view or 3D ice flow models. In agree-
ment with H3, the thinning-induced driving stress increase through sur-
face steepening contributes to the flow acceleration, especially in the areas
surrounding JI. However, the viscosity-related adjustment spreads inland
along JI’s trough at a speed much higher than the geometrical adjustment
(cf. SOM, Movie S2), whose speed is about ice velocity (Nye, 1963; Bind-
schadler, 1997). Therefore, the geometrical adjustment proposed in H3 is
secondary to the initial viscosity drop and is mainly responsible for the ac-
celeration of the ice surrounding the deep trough, where basal friction is
high. Grounding line retreat and a drop in ice overburden pressure affect
the glacier flow only in the lowest 8 to 10 km upstream of the grounding
line, which corroborates results presented in Habermann et al. (2013).
Enhanced strain heating gradually softens the shear margins during
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continued calving front retreat, so that ice flow velocities of a thermody-
namically coupled simulation are higher than those of an uncoupled simu-
lation after the disintegration of the ice tongue. This observation underlines
that modelling the thermal regime is important in simulations of rapidly
changing glaciers.
The model captures the exact timing as well as 80 to 90% of the observed
acceleration simply by forcing it with the observed calving front position.
Therefore, we are confident that the viscosity drop and the geometrical ad-
justment are the main drivers behind the observed inland acceleration of JI.
Physical processes such as major variations in basal hydrology (Joughin et
al., 2012; Lampkin et al., 2013), sudden englacial warming (van der Veen et
al., 2011), cryo-hydrological warming (Phillips et al., 2010) and development
of englacial damage are not necessary to explain the extent and amplitude
of JI’s observed velocities.
Several factors cause the underestimation of flow velocities in themodel.
First, as the calving front position must coincide with element edges, the
calving front position is displaced up to one finite element width (400m)
downstream of the observed position, which systematically increases but-
tressing in the model (Bondzio et al., 2016). Second, it is known that the
stress exponent, n, for ice under high shear stress is likely to be greater
than 3 (Cuffey & Paterson, 2010), which would give higher flow velocities.
Third, accounting for highly deformable ice with a microscopic water con-
tent of locally well above 1% in the ice viscosity parameter (Lliboutry &
Duval, 1985) would help to improve the fit between model and observa-
tions.
The proposed mechanisms for glacier acceleration imply that JI is cur-
rently sustaining the necessary conditions for continued retreat. Currently,
simulations of the glacier’s future evolution are challenged due to the lack
of a suitable calving rate parametrisation (Benn et al., 2007). Observations
suggest that JI’s calving rates are controlled by air and ocean temperatures,
ice mélange rigidity, strain rates and bedrock topography (Sohn et al., 1998;
Benn et al., 2007; Joughin et al., 2008; Alley et al., 2008; Amundson et al., 2010;
Cassotto et al., 2015; Morlighem et al., 2016). Since the Earth’s climate sys-
tem will continue to warm (IPCC-AR5, 2013), which should weaken the ice
mélange, and strain rates are currently high while the glacier adjusts to the
new calving front position, we expect that the glacier will not re-advance
in the coming years to decades. The recent decline in calving front retreat
rates in 2015/2016 may suggest glacier stabilization. However, the glacier
is currently losing mass year-round, which will cause further intermittent
grounding line retreat and ice tongue destabilization. Under the most con-
servative assumption of calving front stabilization at the current position,
the glacier would continue to contribute 2.77 ± 0.78mm to eustatic sea level
rise until 2100 due to ongoing geometry adjustment to the new calving front
position (cf. SOM, Fig. 6.17). Since the glacier will continue to lose mass,
and the available bedrock topography of JI’s trough shows no feature that
would allow for glacier stabilization for the next 60 to 70 km along-flow, we
find a scenario of continued intermittent calving front retreat significantly
more likely. This scenario represents a commitment to eustatic sea level rise
from JI for at least the next several decades at a rate comparable or higher
than today.
6.6. Conclusions 99
Deep troughs with similar stress regimes are a common feature un-
der many marine-terminating outlet glaciers of the GrIS (Morlighem et al.,
2014a; Shapero et al., 2016), and we expect that the mechanisms described
here apply to these glaciers as well. It is therefore critical to explicitly ac-
count for the interplay of the lateral drag transfer through shear margins,
the thermal regime, and the migrating calving front in model simulations
of this type of glaciers. This makes flow-line and flow-band models (Nick
et al., 2009; Vieli & Nick, 2011) unsuitable for producing realistic projections
of future eustatic sea level rise of the GrIS (Nick et al., 2013). Moreover, re-
alistic projections will depend on whether the scientific community is able
to produce a material law for temperate ice with microscopic water con-
tents higher than 1% and a calving rate parametrisation that is suitable for
continental-scale ice sheet models.
6.6 Conclusions
In this study, we model the dynamic evolution of JI using a thermodynami-
cally coupled 3D ice flow model, whose only seasonal forcing is the calving
front position imposed from observations. The model captures the exact
timing and about 80 to 90% of the observed widespread acceleration, the
glacier’s thermal regime, as well as the observed mass loss.
The calving front position is currently the main control on the dynamics
of JI due to the low basal drag in the deep trough, which creates a stress
regime where most of the driving stress is transferred laterally to the steep
trough walls. The non-linear ice viscosity in the shear margins instanta-
neously drops in response to a stress perturbation caused by calving front
retreat, which allows for faster flow and dynamic thinning. Geometrical
adjustment to ice stream thinning spreads the viscosity drop to the areas
adjacent to the trough. Shear margin warming through enhanced strain
rates after the disintegration of the floating ice tongue contributes 5 to 10%
to the total acceleration. The combination of these mechanisms and JI’s
overdeepened trough, which reaches several hundred kilometres inland,
allows for widespread flow acceleration. These mechanisms are likely to
apply to many other marine-terminating outlet glaciers of the GrIS and the
interplay of calving front migration, shear margins and the thermal regime
is important to account for in projections of future eustatic sea level rise.
JI currently sustains the conditions for continued retreat, and we ex-
pect that the glacier will continue to contribute to eustatic sea level rise
for at least the next several decades at a rate comparable or higher than
0.1mma−1.
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Introduction
6.7.1 Text S1: Jakobshavn Isbræ Model Setup
We set up the Jakobshavn Isbræ model of 1985 in four steps. In the first
step, we choose Jakobshavn Isbræ’s drainage basin (Rignot & Mouginot,
2012) as the horizontal outline of the computational domain, which we
mesh anisotropically. The mesh width ranges from 400m in regions of
high strain rates and high basal gradients up to 4 km elsewhere. The re-
sulting 2D mesh has about 42, 000 triangular elements. We emulate Jakob-
shavn Isbræ’s largely unknown fjord bathymetry through a parabolic pro-
file with maximum depth of z = −1100m, which we fit to available data
using spline interpolation. Under the ice cover, we rely on a basal topog-
raphy data set derived using a mass-conservation approach (Morlighem et
al., 2014a). At the location where the grounding line has been observed in
the 1980s (Echelmeyer et al., 1991), we insert a sill with maximum elevation
z = −700m for enhanced grounding line stability. Furthermore, we insert
a shallow bump (summit at z = −200m) near the calving front, where a
small ice rise has been observed (Echelmeyer et al., 1991, cf. Fig. 6.6). We
combine two data sets to create the initial surface elevation. Firstly, we use
a photogrammetry-derived surface elevation model of Jakobshavn Isbræ’s
lower elevation region in 1985 (Korsgaard et al., 2016). We fill the data gaps
inland using the surface elevation data set given by the Greenland Mapping
Project (Howat et al., 2014), which we fit to the former data set using an el-
evation offset proportional to present day ice flow velocities. We derive the
floating ice base elevation and the grounding line position from hydrostatic
equilibrium, and define the ice thickness as the difference between the ice
surface elevation and the ice base elevation. We use an initial temperature
of −10 ◦C and zero microscopic water content to derive the initial ice vis-
cosity parameter (Cuffey & Paterson, 2010). We insert a damage parameter
confined to the ice stream’s shear margins for better fit of observed veloc-
ities during the data assimilation simulation (cf. third step), which drops
linearly from 0.3 near the calving front to 0 about 70 km inland. For all fol-
lowing simulations, we impose observed ice flow velocities at the compu-
tational domain’s lateral perimeter and water pressure at the calving front.
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We model submarine melting underneath the ice tongue using a continu-
ous, piecewise linear melting function of depth (cf. Favier et al., 2014). The
submarine melting rate function is zero from z = 0m to z = −200m, then
increases to its maximum value at z = −800m, and stays at this value for
greater depths. Maximum submarine melting rates vary between experi-
ments and are specified below. No melting is applied at the vertical face of
the calving front.
In a second step, we perform a transient model relaxation. Inconsisten-
cies between the various model input data sets may corrupt the solution of
a thermodynamically coupled steady-state simulation (Seroussi et al., 2011).
It is therefore common to let the model freely evolve (“relax”) for some time
to balance out these inconsistencies. However, in order to not deviate too
far from given model input data sets, we choose a short model relaxation
duration of only 10 years. For the relaxation, we apply the 2D shelfy-stream
approximation (Morland&Zainuddin, 1987; MacAyeal, 1989) for ice veloci-
ties on a fixed ice domain corresponding to the 1985 ice extent, and constant
ice temperatures. We rely on constant present-day climate forcings (Ettema
et al., 2009), and we use a maximum submarine melting rate of 256.6ma−1
in order to maintain a stable grounding line position.
In a third step, we use data assimilation to derive an initial velocity,
basal friction and enthalpy field by matching a target surface velocity field
in a 3D thermodynamically coupled steady-state simulation (Morlighem et
al., 2010). We use the relaxed geometry to create a 3D model of Jakobshavn
Isbræ by vertically extruding the 2D mesh into 17 layers, which are spaced
relative to the ice thickness. The layer spacing becomes denser towards the
base, in order to ensure that the layer at the ice base is everywhere less than
10m thick, even in the thickest parts of the glacier, like the ice stream. The
high vertical resolution is necessary in order to be able to resolve basal tem-
perate layers of observed thicknesses (about 30m (Lüthi et al., 2002)). The
resulting mesh consists of about 675, 000 prismatic P1×P1 elements. The 3D
ice velocity field is from now on computed using the higher-order model
(Blatter, 1995; Pattyn, 2003), and the thermal regime is computed using the
enthalpy-formulation (Aschwanden et al., 2012). At the ice surface, we pre-
scribe present-day surface temperatures lowered by 5K for best match of
observed ice temperatures. At the drainage basin perimeter, we impose ice
temperatures from a thermodynamically coupled simulation of the Green-
land Ice Sheet (Seroussi et al., 2013). At the ice base, we apply geothermal
heat flux (Shapiro & Ritzwoller, 2004). The enthalpy formulation’s origi-
nal basal boundary condition scheme (Fig. 5 in Aschwanden et al., 2012)
is not applicable for direct solvers as employed for steady-state simula-
tions in ISSM. Therefore, we adapt the basal boundary condition scheme
for the steady-state case: under the assumption that all microscopic wa-
ter content at the base drains immediately, we prescribe pressure melting
point enthalpy at any basal location that becomes temperate during the so-
lution process. This procedure may introduce an inconsistency between the
thermal solution of a steady-state simulation and the solution of a transient
spin-up, which does allow for positive water content at the base. It is there-
fore necessary to allow for some transient relaxation of the steady-state en-
thalpy field solution afterwards. However, we find that deviations between
steady-state and transient thermal profiles are below 2% water content at
the base, and re-adjust quickly to the transient boundary condition scheme.
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During the data assimilation, we match a surface ice velocity field from
1991 to 1992, which has been derived by analysing a series of satellite SAR
images acquired by ERS-1/ESA from October 1st, 1991 to May 31st, 1992
(Mouginot et al., 2012). ERS-1 data are from the 3-day repeat campaign.
Offsets between image pairs are derived using a speckle tracking method
and converted to ice surface displacement assuming surface parallel flow.
We processed all available interferometric pairs from the 3 to 36-days repeat
cycles. The resulting offsets were filtered, calibrated and combined in a sin-
gle annual averaged mosaic (Mouginot et al., 2012). The averaging is done
by attributing different weights for each velocity estimate based on the spa-
tial resolution and time interval between the two acquisitions. We estimate
the errors to range between 10 and 200ma−1 depending on the number and
the time interval of the stacked pairs, but typically over Jakobshavn Isbræ,
we found errors in absolute velocity around 50ma−1. Inland data gaps
were filled using present-day velocities (Rignot & Mouginot, 2012), which
have been scaled down to give a smooth transition between both data sets.
In ice-free areas and underneath floating ice, we apply an area-averaged
basal friction parameter of 30 kg1/2m−1/2 s−1. The basal friction parameter
is kept constant in all simulations.
In the fourth step, we perform a thermal relaxation run in order to
bridge potential inconsistencies between the thermal steady-state solution
and a transient spin-up solution. For this simulation, we keep the geometry
and ice velocities fix, and we change the prescribed ice surface temperature
linearly over the first 5 years to the average present day forcing (Ettema
et al., 2009), which causes considerable warming of the ice column over
time. In order to not deviate too much from observed ice temperatures, we
choose a short thermal relaxation duration of 150 years. The resulting ther-
mal field is therefore not in steady-state, but we achieve a good match with
existing observations (Fig. 6.14). The resulting model fields serve as initial
conditions for the following experiments.
Shown below are results for experiments in which we varied the subma-
rine melting rate. The horizontal average taken over the floating ice tongue
varies in time as the ice tongue evolves in shape. Horizontally-averaged
submarine melting rates in 1998 are 200, 350, 540 and 630ma−1, which we
label experiments A, B, C and D, respectively. The melting rate range corre-
sponds to observations (Motyka et al., 2011; Enderlin & Howat, 2013), and
is obtained by choosing a maximum melting rate value at depth of 209, 418,
836 and 1254ma−1, respectively.
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6.7.2 Figures S1
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FIGURE 6.6: The model’s bedrock geometry near the terminus, and loca-
tions used in the figures below. The coloured triangles mark the locations
for velocity comparison in Figs. 6.7b, 6.8b. The red lines (profiles I & II)
are used in Fig. 6.16. Red, green and blue crosses (A, B, D) are borehole
locations used in Fig. 6.14.
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FIGURE 6.7: Comparison of observations and thermodynamically coupled
model results for different submarine melting rate functions (cf. Text S1),
which are identified with different line styles (cf. legend). a) Imposed calv-
ing front position along profile I shown in Fig. 6.6. b) Comparison of ob-
served velocities (triangles) and modelled velocities (lines). Colours corre-
spond to the triangle locations shown in Fig. 6.6. Lines are discontinuous
when the calving front retreats upstream of the corresponding location. c)
Modelled mass change relative to Jan 1st, 2000. The black line with error en-
velope shows observed mass changes (Howat et al., 2011). The black dashed
line represents no volume change. The grey boxes mark the period of ice
tongue disintegration.
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FIGURE 6.8: Comparison of observations and thermodynamically coupled
model results with the calving front kept fix at the 1985 position for different
submarine melting rate functions (cf. Text S1), which are identified with
different line styles (cf. legend). a) Imposed calving front position along
profile I shown in Fig. 6.6. b) Comparison of observed velocities (triangles)
and modelled velocities (lines). Colours correspond to the triangle locations
shown in Fig. 6.6. c) Modelled mass change relative to Jan 1st, 2000. The
black line with error envelope shows observed mass changes (Howat et al.,
2011). The black dashed line represents no volume change. The grey boxes
mark the period of ice tongue disintegration.
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FIGURE 6.9: Modelled ice surface velocity. a) Annual average value in 1997
(top colour bar). b-d) Relative change in annual average value compared to
1997 in the indicated years (bottom colour bar). Pink and purple lines de-
note bedrock contours at 0 and −1000m elevation, respectively. The green
line shows the annual average modelled grounding line position. Satellite
background image: Landsat 7 (July 1st, 2001) © Google Earth.
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FIGURE 6.10: Modelled depth-averaged effective strain rate. a) Annual av-
erage value in 1997 (top colour bar). b-d) Relative change in annual average
value compared to 1997 in the indicated years (bottom colour bar). The rel-
ative change is up to 550% at the terminus of the northern branch in 2015.
Pink and purple lines denote bedrock contours at 0 and −1000m elevation,
respectively. The green line shows the annual average modelled ground-
ing line position. Satellite background image: Landsat 7 (July 1st, 2001) ©
Google Earth.
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FIGURE 6.11: Modelled driving stress. a) Annual average value in 1997
(top colour bar). b-d) Change in annual average value relative to 1997 in the
indicated years (bottom colour bar). Pink and purple lines denote bedrock
contours at 0 and −1000m elevation, respectively. The green line shows
the annual average modelled grounding line position. Satellite background
image: Landsat 7 (July 1st, 2001) © Google Earth.
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FIGURE 6.12: Modelled basal drag on grounded ice. a) Annual average
value in 1997 (top colour bar). b-d) Change in annual average value relative
to 1997 in the indicated years (bottom colour bar). Pink and purple lines de-
note bedrock contours at 0 and −1000m elevation, respectively. The green
line shows the annual average modelled grounding line position. Satellite
background image: Landsat 7 (July 1st, 2001) © Google Earth.
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FIGURE 6.13: Modelled ice surface elevation. a) Annual average value in
1997 (top colour bar). b-d) Change in annual average value compared to
1997 in the indicated years (bottom colour bar). Pink and purple lines de-
note bedrock contours at 0 and −1000m elevation, respectively. The green
line shows the annual average modelled grounding line position. Satellite
background image: Landsat 7 (July 1st, 2001) © Google Earth.
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FIGURE 6.14: Comparison of modelled and observed ice temperatures.
Shown are modelled ice temperatures (lines) at the end of the thermal re-
laxation run, and observed ice temperatures (circles) measured along three
boreholes (locations A, B, D in Fig. 6.6, cf. Iken et al., 1993; Lüthi et al., 2002).
The red dashed line denotes the pressure melting point temperature.
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FIGURE 6.15: Modelled depth-averaged ice temperature. a) Annual aver-
age value in 1997 (top colour bar). b-d) Change in annual average value
compared to 1997 in the indicated years (bottom colour bar). Pink and pur-
ple lines denote bedrock contours at 0 and −1000m elevation, respectively.
The green line shows the annual average modelled grounding line position.
Satellite background image: Landsat 7 (July 1st, 2001) © Google Earth.
FIGURE 6.16: Thermal regime of Jakobshavn Isbræ in 1997 along the vertical
of a) profile I and b) profile II, cf. Fig. 6.6. Grey area is bedrock, light blue
area is ocean.
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FIGURE 6.17: Future contribution of Jakobshavn Isbræ to eustatic sea level
rise for the scenario of calving front stabilization in 2016. The legend labels
refer to the different submarine melting rate functions, cf. Text S1, which
are kept constant in time.
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7 Jakobshavn Isbræ’s
Thermodynamic Regime
7.1 Additional Results
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FIGURE 7.1: Overview of bedrock topography of Jakobshavn Isbræ near the
terminus, and various locations used throughout this section. The profiles
I & II (red lines) are used in Figs. 7.4, 7.5, and 7.7. The triangles show the
locations for the velocity comparison along the flowline profiles III & IV
used in Figs. 7.2 and 7.10.
Additional model results, that were not included into the previous pub-
lication due to space limitations, are presented and discussed in this section.
The results give additional insight into the thermodynamics of Jakobshavn
Isbræ. We will present several physical glacier quantities along the loca-
tions and profiles shown in Fig. 7.1. The locations are colour-coded and
follow three flow-lines along the ice stream (profile I), the northern branch
(profile III), and a southern tributary to the ice stream (profile IV), respec-
tively, which have been derived from an observed ice surface velocity field
from 1991/1992 (cf. Sect. 6.7.1). The profiles I & II are the same as used
in the previous chapter. The northern branch is of interest since it reacted
in a different way to the disintegration of the floating ice tongue than the
ice stream, and the southern tributary exemplifies the dynamics of ice that
flows laterally into the ice stream.
116 Chapter 7. Jakobshavn Isbræ’s Thermodynamic Regime
7.1.1 Stress Regime
Results
The northern branch flows slower than the ice stream (Fig. 7.2b). Prior to
the disintegration, its flow speed in the model does not exceed 1.8 kma−1,
which is up to 0.3 kma−1 slower than observations.
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FIGURE 7.2: Comparison of model and observations over time. a) Observed
calving front position along the profile I (Fig. 7.1). b, c) Comparison of
observed (triangles) and modelled (lines) ice surface velocities along the
northern branch (b) and the southern tributary (c). Note the different y-axis
range in b) and c). Line and triangle colours correspond to triangle location
colours shown in Fig. 7.1. The grey boxes mark the period of ice tongue
disintegration.
During the disintegration of the ice tongue, observations show a grad-
ual velocity increase to double of its 1990s value. Modelled ice flow ve-
locities increase by at most 25% until 2004, and exhibit only little (5%) sea-
sonal variation during this period. However, they drastically increase to
5.5 kma−1 in summer 2004 and 7.3 kma−1 in summer 2005 near the termi-
nus once it retreats upstream of the ice fall (cf. Fig. 2.1). Winter velocities
do increase only slightly up to 2.5 kma−1, which causes large seasonal vari-
ations in ice velocity of to up to 217%. The modelled seasonal variation
exceeds the observed one, which we estimate from available observations
to be about 58%, possibly slightly higher as observations are sparse. Ob-
served ice velocities further upstream decrease from 2008 onwards to less
than 1 kma−1, while the modelled ice velocities slowly decelerate to about
2 kma−1. The modelled seasonal variability diminishes from 2010 onwards
and has practically vanished by 2013.
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FIGURE 7.3: Annual average ratio of basal to surface ice velocities in 1997.
White lines denote glacier bed elevation contours at −250m. Satellite back-
ground image: Landsat 7 (July 1st, 2001) © Google Earth.
The southern tributary flows fastest at locations near the ice stream,
which mirror the ice stream’s flow characteristics: modelled ice velocities
are at up to 1.8 ± 0.1 kma−1 until the disintegration of the ice tongue, af-
ter which they gradually increase in magnitude and seasonality to 4.1 ±
0.5 kma−1 from 2013 onwards (Fig. 7.2c). While the model matches the
annual average velocity well, the seasonality in the model is lower than
observed. The strong seasonality in ice velocity rapidly decreases inland
and vanishes at the two most inland locations of both the northern branch
and the southern tributary (turquoise lines, Fig. 7.2b; green and blue line,
Fig. 7.2c), which is in agreement with observations. However, observed
ice velocities show an increase of 40% to 80% at these locations at the on-
set of the melting season every year (“velocity spike”), whose duration is
much shorter (about 1 month) than that of the annual velocity cycle in the
ice stream. The velocity spike does not appear in the model results.
Fig. 7.3 shows that basal sliding in the model contributes up to 100% to
the ice motion inland outside of the deep trough, in the ice stream’s shear
margins, and on the last 28 km in the centre of the ice stream before the
terminus. The contribution drops sharply (less than 35%) inland in the deep
trough and at the steep walls near the terminus, where high basal drag
creates significant vertical shear (cf. Fig. 6.12). High contributions near
the eastern ice divide are caused by errors in observed ice velocities (cf.
Rignot & Mouginot, 2012), which cause an underestimation of the basal
drag during the data assimilation. The ratio of basal to surface velocities
of 1997 presented here is characteristic for our model of Jakobshavn Isbræ,
and changes little over time.
Fig. 7.4a shows a characteristic velocity distribution of 1997 along the
vertical of profiles I and II (cf. Fig. 7.1). Ice flow accelerates along-flow
from about 1 kma−1 inland to 7 kma−1 at the floating tongue. The strongest
acceleration occurs in the last 30 km before the calving front. Ice velocities
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FIGURE 7.4: Vertical section plot of the annual average ice velocity in 1997
along profiles I (a) and II (b) (Fig. 7.1). Ice flow direction of b) is out of the
paper plane. Grey area is bedrock, light blue area is ocean.
are lowest at the base and the contribution of basal sliding to the ice motion
increases from about 50% inland to 100% from the last 5 km upstream of
the grounding line onwards. Localized “pockets” of slow ice at the base
(between kilometres 22 and 26) cause high vertical shear (cf. Fig. 7.6a). Fig.
7.4b shows that areas of fast flow are confined to deep parts of the bedrock.
The maximum ice velocity along this profile is located south (right) of the
trough due to the curved along-flow profile of the trough at this location
(cf. Fig. 7.1) and high lateral stress (cf. Fig. 6.4a). Outside the trough, the
ice flow velocity and ice thickness are weakly linked.
Fig. 7.5 shows the highly inhomogeneous pattern in vertical ice motion
that characterizes much of the areas of fast flow. Vertical ice motion in the
ice stream is an order of magnitude larger (up to 1.04 kma−1) than inland
(Fig. 7.5a). The increase in magnitude occurs between kilometre 50 and
40, where ice flow accelerates and the bedrock becomes bumpy along this
profile. Vertical ice motion in the ice stream corresponds to the product of
horizontal ice motion and the along-flow slope of the bedrock, and stays
about constant along the entire vertical ice column in a slightly upstream-
arching fashion, which causes undulations at the ice surface that resemble
the bedrock. Local deviations from this pattern are caused by lateral effects,
such as upward ice motion due to converging flow (e.g. between kilometres
29 and 30, Fig. 7.5a). Vertical ice velocities along profile II show that the ice
that enters the deep trough at this location flows downward at 340ma−1 to
the centre of the tributary (Fig. 7.5b), which causes large vertical extension
of the ice column. Outside of the trough, there is no clear trend in vertical
ice motion.
Fig. 7.6a shows that effective strain rates along-flow range over several
orders of magnitude, from as low as 1× 10−2 a−1 in the upper ice column
inland to up to 6 a−1 at the ice base between kilometres 22 and 26. Effective
strain rates are usually highest near the ice base due to high basal shear.
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FIGURE 7.5: Vertical section plot of the annual average vertical ice velocity
component in 1997 along profiles I (a) and II (b) (Fig. 7.1). Grey area is
bedrock, light blue area is ocean.
Downstream of kilometre 45, high longitudinal strain rates cause high ef-
fective strain rates throughout the ice column.
Fig. 7.6b shows the abrupt transition in strain rates between the fast-
flowing branches and the surrounding ice. Effective strain rates increase
from less than 1× 10−2 a−1 near the icemargin to an average of 2× 10−1 a−1
in the deep trough. Highest values of up to 1.3 a−1 are found at base of
the deep trough’s centre and at its southern margin. Both branches of fast
flow are surrounded by bands of 5 to 10 km width of enhanced basal shear.
There, the laterally transferred driving stress of the branches is balanced by
basal drag.
Fig. 7.7 shows that the ice viscosity drops along-flow as effective strain
rates and the enthalpy increase (cf. Fig. 6.16). It is generally lowest in a thin
band near the base (down to 1× 1012 Pa s), where effective strain rates and
enthalpy values are highest (cf. Figs. 6.16, 7.6). Highest ice viscosities are
found in the central ice column (up to 2× 1014 Pa s), where ice temperatures
are minimal and strain rates are low. The across-flow profile (Fig. 7.7b)
shows that the ice viscosity inside the shear margins of the ice stream is an
order of magnitude lower (about 1× 1013 Pa s) than outside of them (about
1× 1014 Pa s). However, a core of cold ice advected from upstream (cf. Fig.
6.16) stands out as a stiff local feature in the centre of the ice stream.
Discussion
The floating ice tongue exerts some buttressing on the northern branch, but
most of its driving stress near the terminus is taken up by the shallow and
sticky bedrock under the ice fall (cf. Figs. 2.1, 6.12a). Detachment from this
sticky spot causes high seasonal velocity variability of the northern branch
from 2004 onwards. The observed gradual increase of flow velocities dur-
ing the disintegration of the ice tongue is not captured by the model, which
is likely due to differences in ice tongue thickness and strength during the
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FIGURE 7.6: Vertical section plot of the annual average effective strain rates
in 1997 along profiles I (a) and II (b) (Fig. 7.1). Colour scale is logarithmic.
Ice flow direction of b) is out of the paper plane. Grey area is bedrock, light
blue area is ocean.
disintegration: large rifts appeared on the northern side of the floating ice
tongue from 2000 onwards that had not been observed earlier and that de-
creased the ice tongue’s ability to buttress the northern branch (Joughin et
al., 2008). Rifting and damage evolution is not included in our model. Con-
trary to locations near the terminus, inland model flow velocities remain
constant or decrease after 2008. Our model results do not allow to explain
what causes the observed deceleration inland, which suggest that processes
not modelled here, e.g. damage and rifting, likely caused this slowdown.
The influence of the ice stream on flow speeds of the southern tributary
is rapidly dampened inland. Locations near the ice stream are affected by
the seasonal variation due to lateral tensile stress transfer. Inland, the lateral
stress is rapidly balanced by basal drag, which is an order of magnitude
larger there than at the base of the trough (cf. Fig. 6.12a). This illustrates
the importance of the basal properties for the inland spreading of the stress
perturbation caused by calving front migration.
The high vertical velocities in the ice stream are consistent with the flow
velocities, and are in good agreement with observations (e.g. Nagler et al.,
2017, , and references therein). However, the modelled vertical ice velocities
are sensitive to inconsistencies between geometry input data sets. In our
model, we choose a short geometry relaxation duration of only 10 years,
which is ample to dampen inconsistencies in regions of fast flow, but not
sufficient for inland regions where flow velocities are low. Inconsistencies
in model geometry may cause erroneous vertical velocities, as those of the
HOM are derived in a post-processing step from the horizontal velocity
components using the continuity equation (Eqs. 3.36, 3.7 and Greve & Blat-
ter (2009)). Erroneous vertical velocities may corrupt the thermal solution
in these regions, cf. Seroussi et al. (2011) and Sect. 7.1.2. Using longer re-
laxation periods prior to the experiments may help to produce a more con-
sistent vertical velocity field. Since the Full-Stokes approximation (cf. Sect.
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FIGURE 7.7: Vertical section plot of the annual average ice viscosity in 1997
along profiles I (a) and II (b) (Fig. 7.1). Colour scale is logarithmic. Grey
area is bedrock, light blue area is ocean.
3.3.2) is even more sensitive to geometry inconsistencies than the HOM, it
should only be applied to a model once its geometry yields a realistic verti-
cal velocity field for the HOM.
The velocity spike at inland locations is attributed to adjustments of the
basal hydrological drainage system to increased surface melt water supply
variability at the onset of the melting season (Joughin et al., 2008), which is
known to increase basal slipperiness (e.g. Zwally et al., 2002; Schoof, 2010).
Our results support this hypothesis, as basal hydrology is not included in
our model, and the model does not capture the velocity spike.
7.1.2 Thermal Regime
Results
In order to differentiate between temperature changes caused by ongoing
model relaxation vs. those caused by the acceleration, we show the differ-
ence in average ice column temperature to a control run, in which the calv-
ing front position is kept fix (Fig. 7.8). Warming and cooling occur in bands
along-flow, and this pattern amplifies with calving front retreat. The centres
of both the northern branch and the ice stream (upstream of x = −175 km)
cool, while the shear margins generally heat up. Little temperature change
of less than ±0.3 ◦C occurs until 1997. As the calving front retreats, the sign
of the temperature difference remains mostly the same, yet its magnitude
increases. Highest relative warming of up to 4.3 ◦C until 2015 occurs in the
shear margins of the northern tributary, while strongest relative cooling by
up to −3.8 ◦C occurs in the southern shear margins near the terminus of
the ice stream. In this region of thin ice, changes in prescribed annual aver-
age ice surface temperature are able to strongly influence the depth-average
ice temperature. The pattern of temperature change resembles that of Fig.
6.15b,c,d, but is about 1 ◦C smaller in amplitude.
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FIGURE 7.8: Modelled difference in depth-averaged ice temperature be-
tween simulations with evolving and fixed calving front position, respec-
tively, for different years. Pink and purple lines denote bed elevation con-
tours at 0 and −1000m elevation, respectively. The green line shows the
annual average modelled grounding line position. Satellite background im-
age: Landsat 7 (July 1st, 2001) © Google Earth.
Fig. 7.9 provides an overview over the modelled thermal regime of
Jakobshavn Isbræ, with focus on the ice base. Vertically averaged ice tem-
peratures are lowest near the ice divide (−32 ◦C), and gradually warm to-
wards the terminus, reaching −5 ◦C near the southern tributary (Fig. 7.9a).
The warming occurs slightly faster in the southern part of the drainage
basin. The average temperature of the ice stream is about 4 ◦C lower rel-
ative to its surroundings.
Similar to the average ice temperature, the basal homologous ice tem-
perature, Thom, (Eq. 3.34) is lowest near the ice divide (−18 ◦C), and gradu-
ally increases along-flow, forming a streaky pattern of alternating warmer
and colder bands. Basal temperatures are higher towards the south of
the drainage basin, and first patches of temperate basal ice occur at about
300 km distance from the terminus in the centre of the drainage basin. Over
the last 200 km along-flow, about 80% of the ice base is temperate. Micro-
scopic water content values of 1 to 2% are found in isolated patches on
the ice sheet and in a more concentrated, along-flow pattern in the trough.
Highest values of up to 3.2% occur in the trough, 15 km upstream of the
grounding line.
The modelled temperate layer thickness is spotted, and isolated clus-
ters of elements develop a temperate layer of finite thickness (Fig. 7.9c).
Temperate layers form only in regions with a temperate base, and range in
thickness from tens of metres inland up to 400m in the last 10 km before the
grounding line in the deep trough. A layer of up to 150m thickness forms
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FIGURE 7.9: Modelled thermal basal state of Jakobshavn Isbræ in 1997. a)
vertically averaged ice temperature, b) basal homologous temperature and
microscopic water content, c) temperate layer thickness, d) subglacial melt-
ing rate (grounded ice only, logarithmic scale). Pink lines denote bed ele-
vation contours at −250m. Satellite background image: Landsat 7 (July 1st,
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in the overdeepened trough in the last 140 km before the terminus, but van-
ishes 50 km before the terminus due to strong downward flow of cold ice
(cf. 7.5b).
Basal melting occurs at all locations where the base is temperate (Fig.
7.9d). The subglacial melting rate scales with the basal sliding velocity,
ranging from several millimetres per year water equivalent (w.e.) inland
up to 4ma−1 w.e. near the grounding line of the northern tributary.
The observed strong temperature inversion in the vertical (cf. Fig. 6.14)
is visible along the profiles I and II (Fig. 6.16). The ice surface is at pre-
scribed surface air temperature, and the ice temperature gradually drops
off to its minimum (about −15 to −22 ◦C) in a cold core of ice slightly be-
low the middle of the ice column. From the cold core, the ice temperature
sharply rises to pressure melting point at the base. Downstream of kilo-
metre 30, the ice abruptly warms through enhanced dissipation of kinetic
energy (strain heating) in the shear margins, at the ice base and in the ice
stream itself, which annihilates the temperature inversion. There, a basal
temperate layer of up to 200m thickness with microscopic water content
up to 2% develops along this profile. Isolated patches of up to 50m tem-
perate layer thickness are also found further upstream between kilometres
54 and 72, which is a region of high basal shear (Fig. 7.6). In the profile
across-flow (Fig. 6.16b), the cold core shows clearly in the centre of the ice
stream and in the region between the northern tributary and the ice stream.
Discussion
Jakobshavn Isbræ’s thermal regime is polythermal and advection-dominated
since the ice conductivity is low compared to the high flow velocities. Englacial
warming through strain heating, and basal heating trough geothermal heat
flux and basal frictional heating warms the ice on its way towards the ter-
minus. The model captures the strong observed vertical temperature in-
version well – bearing in mind the large uncertainties in the model input
parameters and approximation errors (Fig. 6.14). The temperature inver-
sion characterizes wide areas of the glacier. The central cold core of ice has
been advected from cooler areas upstream.
We see the modelled temperate layer thickness as realistic, as the en-
thalpy benchmarks (Chap. 4) show that ISSM accurately reproduces the
temperate layer thickness even at low vertical mesh resolution. However,
we caution against seeing the spotted distribution of the basal temperate
layer as representative, see discussion of model limitations (Sect. 7.2).
The microscopic water content in the temperate layer is in the range of
observed values for the GrIS (e.g. Brown et al., 2017), and frequently ex-
ceeds the critical value of 1% for which currently no ice rheology is known
(Lliboutry & Duval, 1985). The model prescribes an ice viscosity param-
eter corresponding to 1% microscopic water content at these locations, so
that we expect that englacial deformation near the base is higher than mod-
elled here. This would allow for higher strain heating and for higher basal
drag in the deep trough. Higher strain heating at the base would create a
thicker and more easily deformable basal temperate layer, which creates a
positive feedback. However, given that observations show only finite basal
temperate layer thicknesses, a balance between strain rate increase and cor-
responding viscosity drop must occur at some point.
7.1. Additional Results 125
The comparison of observed to modelled ice temperatures at boreholes
A, B, andD (Fig. 6.14, and Iken et al., 1993; Lüthi et al., 2002) shows that – de-
spite a good match – the upper modelled ice column is too cold, the central
ice column is too warm, and the ice base again is too cold at the borehole lo-
cations. The offset at the ice surface is likely due to the combination of the
firn column being warmed by percolation of surface meltwater (all bore-
holes were drilled during July and August), a low vertical mesh resolution
at the ice surface in the model which is unable to capture strong curvature
in the enthalpy solution, and the prescription of annual average air temper-
atures in the model, which are lower than summer air temperatures. The
offset at the base is likely caused by errors in ice velocities and underestima-
tion of englacial strain heating at the base, as discussed above. The enthalpy
benchmark experiments (Chap. 4) show that the current implementation of
the enthalpy method in ISSM underestimates the ice temperature in cold ice
and overestimates the microscopic water content in temperate ice, which is
the opposite pattern of what we find here from the comparison. Therefore,
the temperature offset detected during the benchmark experiments has no
large influence on the overall model results.
Calving front retreat and the ensuing flow acceleration has a significant
impact on the thermal regime in the ice stream and in areas of fast flow.
Significant shear margin warming occurs relative to a control run through
enhanced strain rates. Shear margin warming is therefore responsible for
the faster flow velocities of a thermodynamically coupled run compared to
an uncoupled simulation. Moreover, calving front retreat is able to destroy
the thick basal temperate layer in the trough near the terminus, since it leads
to ungrounding of these areas, and the temperate ice is quickly melted by
submarine melting or simply calved away. This supports the hypothesis
that observed “blue ice” areas of Jakobshavn Isbræ’s calved icebergs are
temperate ice (Lüthi et al., 2009).
Our modelled enthalpy of Jakobshavn Isbræ is lower than that of the
corresponding area presented in Seroussi et al. (2013). We explain this dis-
crepancy with the temperature lowering by 5K that we apply to the pre-
scribed ice surface temperatures, whereas Seroussi et al. (2013) prescribe
present-day temperatures.
7.1.3 Geometry
Results
Fig. 7.10 shows that while the ice surface elevation remains about constant
until 1996, increased submarine melting rates and especially calving front
retreat trigger strong surface lowering along the ice stream, the northern
branch and the southern tributary. Surface lowering rates are highest on
grounded parts of the ice stream near the grounding line from 2003 through
2006, reaching about 36 to 51ma−1 on annual average (Fig. 7.10a). The
surface lowering signal is dampened along the ice stream, and is about 10 to
16ma−1 at a location 50 km upstream of the original calving front position
(green line, Fig. 7.10a). The seasonal surface elevation variability near the
grounding line is up to ±28m in 2004, and is strongly dampened inland,
so that it vanishes at the most inland locations shown here (green lines).
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FIGURE 7.10: Timelines of surface elevation at different locations along a)
the ice stream, b) the northern branch, c) a southern tributary to the ice
stream for different submarine melting rate functions (cf. legend, experi-
ment labels as in Sect. 6.7). Line colours correspond to the triangle locations
shown in Fig. 7.1. Lines are discontinuous when the calving front retreats
upstream of the corresponding location. The grey boxes mark the period of
ice tongue disintegration.
The ice surface has lowered up to 402m at the location represented by the
yellow line in Fig. 7.10a between 1996 and 2016.
The surface of the northern branch lowers less (60m) than ice stream
until the completion of the disintegration of the ice tongue in 2004 (Fig.
7.10b). However, high summer flow velocities cause strong dynamic sur-
face lowering of up to 83 ± 36ma−1 near the terminus in summer 2004,
which decreases to 4 to 10±0.5ma−1 at the most inland location (turquoise
line).
In the southern tributary of the ice stream, the response in surface el-
evation is strongly dependent on the distance from the ice stream (Fig.
7.10c). Locations close to the ice stream show the highest surface lower-
ing rates and highest variability comparable to values of the ice stream (up
to 40± 10ma−1 between 2003 and 2004, red and orange lines). The surface
lowering rates of decrease to 5 to 14ma−1 further inland, with vanishing
seasonal variability (yellow, green and blue lines).
The surface lowering on grounded ice is weakly sensitive to the applied
submarine melting rate (less than 10% of the total surface lowering). On
floating ice, the surface elevation adjusts in about one year to the change
in applied submarine melting rate in 1996, and stays constant from then
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FIGURE 7.11: Timelines of a) change in ice extent area, b) floating ice area,
and c) change in grounded ice area extent. The grey boxes mark the period
of ice tongue disintegration. Experiment labels as in Sect. 6.7.
on onward (blue lines, Fig. 7.10a). Strongest surface lowering occurs for
highest submarine melting rates, and the range of surface elevations for
floating ice in 1998 for different melting rates is 60m, which corresponds to
an ice tongue thickness difference of about 543m.
Fig. 7.11a shows that the annual average ice area extent remains con-
stant until the disintegration of the ice tongue, and varies annually by about
±10 km2, which corresponds to about 1.7 to 2 km seasonal calving front mi-
gration along the fjord. The timelines overlap since the calving front posi-
tion in the model is prescribed. During the disintegration of the ice tongue,
the average ice extent decreases rapidly by about 130 km2 until summer
2004, which gradually continues so that a total of 184 km2 ice area was lost
between 1998 and 2015.
Submarine melting rates have a strong impact on the floating ice tongue
area, as the calving front position in our model is prescribed. Higher sub-
marine melting rates lead to a larger floating ice area. The total spread is
20 km2 for different melting rate functions (Sect. 6.7) and an average value
of 43 km2 in summer 1997 (Fig. 7.11b). During the disintegration, the float-
ing ice area decreases so that almost no floating ice is left in summer 2004
for all experiments, and the terminus is essentially grounded for all fol-
lowing summers, with exception for the section over the deep trough. An
ephemeral ice tongue builds up every winter, which rapidly disintegrates
every spring.
The characteristics of total grounded ice extent (Fig. 7.11c) mirror those
of the total ice area extent as the terminus is essentially grounded after the
disintegration of the ice tongue. The area of grounded ice extent remains
128 Chapter 7. Jakobshavn Isbræ’s Thermodynamic Regime
constant with minor seasonal variation (±2 km2) and a spread of 20 km2 in
1997, depending on the applied melting rate functions. Even the highest
melting rates applied here are not able to cause significant grounding line
retreat prior to the disintegration.
Discussion
Modelled surface lowering rates of an average 22.2ma−1 after the ice tongue
disintegration are in excellent agreement with observations (e.g. Thomas et
al., 2003; Joughin et al., 2008; Hurkmans et al., 2012; Helm et al., 2014). Dy-
namic thinning dominates the ice geometry evolution during calving front
retreat: the surface lowering rate is up to an order of magnitude higher
than local surface melting rates (cf. Fig. 2.3d), and develops a pronounced
seasonal signal that scales with the ice velocities. Lateral inflow of ice re-
plenishes the accelerating ice stream, and this dynamically thins the sur-
rounding areas. Thin areas close to the land-terminating ice sheet margin
decelerate, stiffen and gradually melt away during each successive melt-
ing season. Even though these areas may appear as ice covered on satellite
imagery, they are essentially dead ice and do not contribute to the flow dy-
namics of the glacier.
The modelled terminus is essentially grounded during summer from
2004 onwards, which is in good agreement with observations (Dietrich et
al., 2007; Amundson et al., 2010; Joughin et al., 2012). The loss of 38 km2 of
grounded ice area from 2004 to 2010 corresponds well to 3.5 km of ground-
ing line retreat observed by Rosenau et al. (2013). Lateral inflow of ice
stabilizes the grounding line position of the ice stream. This delays the
grounding line retreat along the partially retrograde trough to such a de-
gree that none of the applied submarine melting rates is able to destabilize
the grounding line in our experiments. Even rapid and sustained calving
front retreat is challenged to produce sufficient thinning of the ice stream
to produce grounding line retreat further than the terminus position. The
grounding line stabilization through lateral inflow was to be expected from
theoretical studies (Gudmundsson et al., 2012), and comes as no surprise
as the trough is narrow, so that only a small fraction of the glacier’s lat-
eral ice boundary is exposed to the high ablation rates there. However, the
strong dynamic thinning of the ice adjacent to the ice stream sets a limit to
its capacity to stabilize the grounding line during continued calving front
retreat.
We find that the floating ice tongue is of critical importance for Jakob-
shavn Isbræ’s stability. Jakobshavn Isbræ’s flow acceleration and dynamic
thinning rates scale inversely with the extent of the floating ice tongue.
Strongest flow acceleration and thinning occurs while the ice tongue is ab-
sent, e.g. in summer 2004.
7.1.4 Mass Balance
Results
The total annual cumulative surface mass balance (SMB) of Jakobshavn Is-
bræ varies between 20 and 43Gt a−1, with lower average values from 2005
onwards (Fig. 7.12a). The glacier gains on average 36Gt of ice per year
through snowfall, and loses about 5.8Gt per year through surface melting
7.1. Additional Results 129
0
10
20
30
40
50
SM
B 
(G
t/a
)
a
-40
-30
-20
-10
0
m
b f
l (G
t/a
)
b
-1.6
-1.4
-1.2
-1.0
-0.8
m
b g
r (G
t/a
)
c
exp. A
exp. B
exp. C
exp. D
-200
-100
0
100
200
m
b c
a
 
(G
t/a
)
d
1990 1995 2000 2005 2010 2015
time (a)
-200
-100
0
100
200
dM
/d
t (G
t/a
)
e
FIGURE 7.12: Evolution of the total integral of a) surface mass balance, b)
basal melting under floating ice, c) basal melting under grounded ice, d) ice
discharge due to calving, taken over the corresponding faces of the glacier.
e) Evolution of the mass change rate of Jakobshavn Isbræ. Positive con-
tributions denote glacier mass gain, negative ones denote mass loss. The
grey boxes mark the period of ice tongue disintegration. Black dashed lines
correspond to zero mass balance. Experiment labels as in Sect. 6.7.
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(not shown here). No correlation between the SMB and the dynamics of the
glacier is found on these time scales.
The total mass discharge through submarine melting scales with the
area of floating ice (cf. Fig. 7.11b) and the submarine melting rate (Fig.
7.12b). The average mass loss is 8Gt a−1 until 1996, and varies widely from
4Gt a−1 for exp. A (lowest submarine melting rate) to 21Gt a−1 for exp. D
(highest submarine melting rate) in 1998. The mass loss caused by subma-
rine melting vanishes once the terminus becomes grounded during sum-
mer from 2004 onwards.
Mass loss through subglacial melting under grounded ice scales with
basal sliding velocities (Fig. 7.12c), and is 0.96 ± 0.01Gt a−1 until the dis-
integration of the ice tongue. Afterwards, it increases gradually to 1.38 ±
0.04Gt a−1 between 2013 and 2015. Subglacial melting rates are weakly
sensitive to the mass loss through submarine melting, with higher subma-
rine melting causing slightly higher subglacial melting (3% spread) as the
glacier slides faster over the bed.
Amplitude and variability of the ice discharge through calving are con-
siderably higher than the discharge through melting, since calving events
discharge a large amount of ice in a relatively short period of time (Fig.
7.12d). The discharge rate of calving, mbca, presented here is calculated as
the difference between the total mass change rate and all other components
of the glacier’s mass balance:
mbca =
∂M
∂t
− (SMB +mbfl +mbgr), (7.1)
where mbfl and mbgr are the total mass loss through submarine and sub-
glacial melting, respectively. Positive ice discharge values are a model arte-
fact caused by the extrapolation of the ice thickness at the calving front (cf.
Sect. 5.2.3). Prior to the disintegration of the ice tongue, Jakobshavn Isbræ
discharges about 25 ± 48Gt a−1 of ice through calving. This rate increases
to an average of 60± 115Gt a−1 in 2003, and remains elevated at about this
value for the remainder of the simulation, while the variability decreases to
±75Gt a−1.
The total mass balance of Jakobshavn Isbræ (Fig. 7.12e) exhibits a sim-
ilar trend and variability as the ice discharge through calving. Prior to
the disintegration, the annual average mass balance is slightly negative at
about−5.5±2.5Gt a−1. The annual average mass balance decreases rapidly
towards −41± 110Gt a−1 in 2003 and 2004, and remains between −25 and
−45Gt a−1 for the remainder of the simulation.
Prior to the disintegration of the ice tongue, 59.1% of Jakobshavn Isbræ’s
total ablation is due to calving, 25.3% is due to submarine melting, 13.4% is
due to surface melting and 2.2% is due to subglacial melting. These abla-
tion ratios shift to 82.1% for calving, 7.9% for submarine melting, 8.2% for
surface melting, and 1.8% for subglacial melting after 2010.
Discussion
The modelled glacier’s mass balance is dominated by mass loss through
calving, and from 2009 onwards, the glacier loses mass nearly throughout
the year, which agrees well with observations (Echelmeyer et al., 1992; Rig-
not & Kanagaratnam, 2006; Howat et al., 2011). Due to the dominance of
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calving for the glacier’s mass balance, the annual average mass budget is
rather insensitive to the applied submarine melting rate distribution: the
time-lines of the glacier’s mass change for different submarinemelting rates
overlap for each summer in which the terminus becomes grounded (Fig.
6.7). The dominance of mass loss through calving explains why no cor-
relation can be established between fjord water temperatures and glacier
behaviour after the disintegration of the ice tongue (Gladish et al., 2015).
The mass loss through subglacial melting is the smallest contributor to
the mass budget. Assuming that all subglacial meltwater exits at Jakob-
shavn Isbræ’s grounding line as subglacial discharge, the amount of mod-
elled mass loss through subglacial melting corresponds to a subglacial dis-
charge flux of 33.5 ± 0.3m3 s−1. This value is half to a third of estimates
presented in Echelmeyer & Harrison (1990), which can be explained by
the underestimation of the basal temperature and the basal temperate layer
thickness discussed above. A warmer base with a smoother temperate base
distribution would yield higher mass loss through subglacial melting. En-
hanced basal sliding caused by calving front retreat increases the mass loss
through subglacial melting by 45% until 2016. Subglacial discharge influ-
ences the submarine melting rates (Jenkins, 2011; Xu et al., 2012), which is
not modelled here. However, most of Jakobshavn Isbræ’s subglacial dis-
charge during summer is fed by runoff so that the increase in subglacial
melting is likely to influence the submarine melting rates in winter only.
The modelled glacier continuously loses 2.5 to 5.5Gt of mass per year in
a present-day climatic setting with the calving front position kept fix, even
for submarine melting rates significantly lower than observed (Fig. 6.8c,
Exp. A). Moreover, our estimate of mass loss through subglacial melting
is likely at least 1Gt a−1 too low, as discussed above, so that the modelled
mass loss is likely about 20 to 40% too conservative. This is within the error
bars of early (Bindschadler, 1984; Pelto et al., 1989; Echelmeyer et al., 1992;
Rignot & Kanagaratnam, 2006; Motyka et al., 2010) and state-of-the art mass
balance estimates (J.Mouginot, pers.comm.), which find that Jakobshavn
Isbræ was in equilibrium or perhaps slight negative imbalance prior to the
ice tongue disintegration.
7.2 Limitations
The model study presented here is subject to some limitations, which have
to be considered when using and interpreting its results. We caution against
seeing our basal thermal regime and subglacial melting rates (Fig. 7.9) as
qualitatively representative for Jakobshavn Isbræ. While the deviation to
the actual basal thermal regime is not large, observations suggest that the
basal thermal regime is more smooth than modelled here (e.g. Brown et al.,
2017). We use a short, 10-year model geometry relaxation period, which is
not sufficient to eliminate all geometry inconsistencies inland. Therefore,
the momentum balance solver may produce locally erroneous vertical ice
velocities, which either decrease the basal temperate layer thickness and
the basal enthalpy by downward advection of cold ice, or warm the ice
column by upward advection of warm ice from the base. This is able to
locally corrupt the glacier’s advection-dominated thermal regime. Longer
geometry relaxation durations will help to provide a more realistic basal
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thermal regime. The quality of the modelled basal thermal regime does not
influence our conclusions on the causes for Jakobshavn Isbræ’s widespread
flow acceleration, as the basal drag is temperature-independent.
The model of Jakobshavn Isbræ does not include basal hydrology. How-
ever, adjustments of the subglacial hydrology system at the onset of each
melting season are likely to cause short but pronounced velocity spikes in-
land (Joughin et al., 2008). Since the glacier’s ice tongue is sensitive to the
ice supply from upstream, this effect may become significant for simula-
tions on timescales of centuries to millennia. It has no significance for the
velocity of the ice stream, which is modulated by the calving front position.
Our model provides only little insight into the subglacial processes that
control the glacier’s basal sliding, and does not allow to infer the nature
of the substrate underneath Jakobshavn Isbræ. In particular, we can not
infer the cause for the low basal drag in the centre of the ice stream near
the terminus. Since the minimum ice viscosity parameter in the model is
that of temperate ice with 1% microscopic water content (cf. Sect. 3.3.2),
accounting for warmer and softer ice in the model may yield higher basal
drag in the trough.
7.3 Jakobshavn Isbræ’s Future Evolution
Jakobshavn Isbræ’s deep and narrow trough that remains below sea level
for about 400 km inland indicates that the outlet glacier will remain marine-
terminating for the foreseeable future. The glacier will therefore remain
sensitive to ocean forcing and maintain a stress regime similar to that of
today. Major controls on the glacier’s current behaviour are the floating
ice extent, the bedrock topography, and its mass balance. Reliable projec-
tions of Jakobshavn Isbræ’s future evolution are challenged by the lack of
a calving rate parametrisation as well as large errors in bedrock topogra-
phy near the grounding line, and would require mass balance estimates
from coupled climate and ocean models. Therefore, we are not able here
to draw more specific conclusions on Jakobshavn Isbræ’s future behaviour
than those presented in Chap. 6.5.
The floating ice tongue has a critical stabilizing function for Jakobshavn
Isbræ, and glacier stabilization is only expected if a new floating ice tongue
is able to form. Currently, warming ocean temperatures obstruct the for-
mation of a stable ice tongue by thinning any floating ice from underneath.
Warming air temperatures and dynamic lowering of the ice surface increase
the ablation zone area, which will increase the subglacial discharge and
hence maintain high submarine melting rates. Moreover, enhanced air tem-
peratureswill increase calving rates by facilitating hydro-fracturing ofmeltwater-
filled crevasses (van der Veen, 1998) and weakening the ice mélange’s abil-
ity to stabilize the calving front (Amundson et al., 2010). Finally, no fea-
ture is apparent along the next 60 to 70 km of the trough that would allow
for longer grounding line and calving front stabilization. We therefore see
the formation of a stabilizing ice tongue as unlikely for the next decades,
which would maintain the glacier’s current high rate of mass loss. We cau-
tion against the use of the calving front position as the only evaluation tool
to asses the stability of the glacier, as other characteristics such as glacier’s
mass balance should also be accounted for.
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7.3.1 A Hypothesis for Jakobshavn Isbræ’s Long-term Behaviour
Currently, it is assumed that Jakobshavn Isbræ was stable during the 35
years prior to the ice tongue disintegration (Bindschadler, 1984; Sohn et al.,
1998; Joughin et al., 2008). We challenge the existing hypothesis since
1. observations show considerable thinning of inland areas of Jakob-
shavn Isbræ from 1985 to 1997 (Motyka et al., 2010) despite a stable
calving front position,
2. Jakobshavn Isbræ was possibly in slight negative mass balance prior
to the disintegration of the ice tongue (cf. Sect. 7.1.4),
3. observations during this period are sparse, and
4. Jakobshavn Isbræ’s calving front has been retreating since at least
1850 (Georgi, 1959, and Fig. 2.5c).
We propose an alternative hypothesis for Jakobshavn Isbræ’s long-term
behaviour based on our synopsis of observations and model results. We
surmise a three-phase cyclic response behaviour of Jakobshavn Isbræ while
it is in negative mass balance. In the first phase, Jakobshavn Isbræ is los-
ing mass continuously, as it likely did prior to the disintegration of its ice
tongue (cf. Sect. 7.1.4). The thinning glacier gradually loses its capability to
balance the ice tongue’s mass loss, which in turn thins and provides grad-
ually less buttressing to the ice stream that feeds it. This creates a positive
feedback mechanism between dynamic thinning and ice tongue buttress-
ing. The thinning ice tongue is able to maintain much of its buttressing and
extent if shallow pinning points like the “Ice Rumple” in the Tissarissoq Ice
Bay (Fig. 2.1) are present, and the ice stream and ice tongue may thus ap-
pear as stable on aerial and satellite imagery. However, as the ice tongue
thins, it becomes increasingly vulnerable to destabilizing events like a sud-
den increase in air or ocean temperature.
The second phase of strong flow acceleration, dynamic thinning and
calving front retreat is triggered by the disintegration of the thinned ice
tongue (Podlech & Weidick, 2004; Joughin et al., 2004), a complex fracturing
process that is known to occur rapidly for other floating ice extension as
well (e.g. Rack & Rott, 2004). In case of Jakobshavn Isbræ, ice tongue dis-
integration appears to have been triggered by an increase in ocean temper-
atures and the ensuing detachment of the ice tongue from the Ice Rumple
(Holland et al., 2008; Joughin et al., 2008).
During the third phase, the glacier terminus has retreated sufficiently
into thick inland ice, so that lateral inflow of ice into the trough now again
allows for the formation of a floating ice tongue. Inland areas require cen-
turies to millennia to adjust to the new calving front position (Vieli & Nick,
2011), and the exact retreat and stabilization pattern will be modulated by
the trough geometry (Enderlin et al., 2013; Morlighem et al., 2016). If the
mass balance of the retreated glacier remains negative, the glacier will re-
enter the first phase, which closes the cycle.
Our hypothesis opposes the existing one, as it states that the glacier is
continuously adjusting to its climatic setting. In contrast to the existing one,
it would explain Jakobshavn Isbræ’s past observed phases of strong inter-
mittent thinning since the onset of the 20th century (Csatho et al., 2008). Its
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dependence on the glacier’s mass balance implies that this cycle would ac-
celerate with ongoing climate warming, which would cause more frequent
phases of rapid retreat and strong mass loss in the future.
We are not able to test the hypothesis using our model, since it would re-
quire a calving rate parametrisation suitable for continental-scale ice sheet
models, which is lacking as of today. Our model setup does not allow to
investigate the mechanisms that cause the ice tongue’s disintegration, nor
what maintains the glacier’s high calving rates, both of which are currently
an active field of research (van der Veen, 1998; Humbert & Steinhage, 2011;
Humbert, 2012) and (Benn et al., 2007; Alley et al., 2008; Bassis, 2011; Krug
et al., 2014; Astrom et al., 2014), respectively. We formulate it as a plausible
alternative to the existing hypothesis as a result of the in-depth study of
available observations and the glacier’s dynamics in the model.
7.4 Future Work
The results of this doctoral thesis represent a major step towards a better
understanding of the recent dynamic changes of Jakobshavn Isbræ. How-
ever, as our understanding increases, two questions remain:
1. How to close the remaining gap between the model results and the
observations?
2. How will Jakobshavn Isbræ evolve in the future?
Better understanding of Jakobshavn Isbræ’s dynamics will result in a bet-
ter match of observations and a smaller error in projections of Jakobshavn
Isbræ’s future behaviour. However, errors in observations and numerical
approximation routines as well as model simplifications (Chap. 3) set a
limit to the reproducibility of observed dynamics and therefore to our in-
tellectual understanding of the glacier’s dynamics. The efforts for future
model improvement have therefore to be put into perspective with the cur-
rent demands on science and the available resources.
7.4.1 Closing the Gap to Observations
The non-linear rheology of ice drives the response of the glacier inland, and
available material laws for glacier ice with high microscopic water content
or at high shear stress is a large source of uncertainty in glacier models.
While it is common to use a stress exponent n = 3 in ice sheet modelling,
it is known that the actual value for n may vary from 1.8 to 4.2 in different
glacier settings (Cuffey & Paterson, 2010). Current material laws, like the
one used in this study, are tuned towards n = 3, but higher values may
be better suited for regions of high stress (Cuffey & Paterson, 2010) like the
shear margins, which control much of Jakobshavn Isbræ’s rapid change.
Since calving introduces rapid stress perturbations, a visco-elastic material
law could be applied for better modelling of the glacier’s response on short
time scales. Given the good agreement of model results and observations,
we see no need to use an anisotropic material law to model Jakobshavn
Isbræ.
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The heat content of ice has a major influence on the ice viscosity (Sect.
3.3.2), and the Jakobshavn Isbræ’s thermal regime changes significantly fol-
lowing the disintegration of the ice tongue (Chap. 6). Especially the mi-
croscopic water content of ice significantly softens the ice, but available
studies present values only for values up to 1% (Lliboutry & Duval, 1985),
despite that significantly higher values have been measured in glacier ice
(Vallon et al., 1976; Brown et al., 2017). Potential material laws have to be
tested on their ability to reproduce the observed flow acceleration of dif-
ferent glaciers. Moreover, it is important to gain a better understanding of
the transport mechanism of microscopic water content in temperate ice (cf.
recent efforts by Hewitt & Schoof, 2017), which influences the thickness of
the basal temperate layer (Chap. 4).
Basal sliding is a major control on Jakobshavn Isbræ’s ice motion, but
the data assimilation technique applied in this study gives no understand-
ing of the physical processes that determine the slipperiness of the bed. Pro-
jections of Jakobshavn Isbræ’s future evolution will need to take changes in
the physical processes at the ice base into account. Transient data assimila-
tion techniques based on automatic differentiation (Larour et al., 2014) are
able to provide a differentiated insight into basal processes. Recent studies
show that basal sliding laws other than the linear viscous one used in this
study, like a plastic sliding law, may provide a better fit between observa-
tions and model results (Habermann et al., 2013; Gillet-Chaulet et al., 2016;
Minchew et al., 2016). Work on accounting for the thermal state of the ice
sheet in the basal friction parameter as well as improving basal hydrology
schemes is currently underway. Future simulations of Jakobshavn Isbræ
should employ longer geometry relaxation periods, which will help to elim-
inate geometry inconsistencies that corrupt the glacier’s thermal regime.
The use of higher-order finite elements for the discretization of the enthalpy
field equation will help to capture the strong curvature in the enthalpy so-
lution that occurs at the CTS.
7.4.2 Creating Reliable Projections
Reliable projections of Jakobshavn Isbræ’s future evolution and its contri-
bution to eustatic sea level rise for the next decades to centuries requires
an integrated approach involving all fields of glaciology such as field mea-
surement campaigns, ice-core science, engineering, theoretical glaciology,
remote sensing and numerical modelling.
Ice-sheet-wide observations of for example ice surface velocity, bedrock
elevation, ice surface elevation, calving-front and grounding line position,
glacier mass balance components, ice temperature, and geothermal heat
flux are invaluable model input data sets required for the calibration of a
thermodynamically coupled model of Jakobshavn Isbræ. Field campaigns
and satellite missions that deliver these products should be continued.
As Jakobshavn Isbræ’s trough reaches far inland, so that its stress regime
will remain similar to that of today, projections of the glacier’s future be-
haviour will crucially depend on the emergence of a calving rate parametri-
sation that is applicable to large-scale ice sheet models. The LSM imple-
mented during this doctoral thesis allows to apply any user-defined calv-
ing rate parametrisation. Potential parametrisations are to be tested by their
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ability to reproduce past observations, which is another argument for main-
taining a continuous record of observations at Jakobshavn Isbræ.
Longer-term projections of Jakobshavn Isbræ’s future behaviour require
to improve the implemented LSM, so that the boundary conditions at the
calving front face are applied at sub-element scale, and so that the volume-
preservation property of the LSM is improved. The calving front position
in the model intersects in general some front elements, but stress and ther-
mal boundary conditions are currently applied along mesh element edges.
Application of the boundary conditions along the calving front position as
inferred from the LSF requires using a different type of finite elements, such
as XFEM (Moes et al., 1999). The volume-conservation property of the LSM
could be improved by applying a Particle Level-Set Method (cf. Enright et
al., 2002).
Currently, a fine mesh resolution has to be chosen wherever the calv-
ing front and grounding line may wander during the simulation, which
may be a large fraction of the model domain for long-duration simulations.
This causes unnecessarily high computational cost, which could be reduced
by automatic remeshing routines (e.g. Babuška & Guo, 1992), that refine a
coarse sub-mesh selectively over time. This would allow for longer simula-
tions and higher overall numerical precision in regions where it matters.
Finally, Jakobshavn Isbræ’s long-term evolution is controlled by its cli-
matic setting. Therefore, reliable projections require the coupling of the ice
flow model to a climate and an ocean circulation model. Since the stabiliz-
ing ice tongue is highly sensitive to submarine melting rates, higher prior-
ity should be given to coupling with an ocean model, such as the MITgcm
(Marshall et al., 1997) and AWI’s FESOM (Wang et al., 2014).
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8 Conclusions
8.1 Achievements
The aim of this thesis is to study the dynamic changes of Jakobshavn Isbræ
before, during and after the disintegration of its ice tongue between 1998
and 2004 using the Ice Sheet System Model (ISSM, Larour et al., 2012a),
in order to determine the thermodynamic processes that cause and sus-
tain the glacier’s observed widespread flow acceleration and thinning. We
assess the current scientific understanding of the dynamics of Jakobshavn
Isbræ in a literature review (Chap. 2). Remaining open questions about
Jakobshavn Isbræ’s thermodynamics are formulated in Sect. 2.5. ISSM’s us-
ability to answer these questions is evaluated in Sect. 2.6, which identifies
two crucial missing model features in ISSM, that had to be added during
this doctoral thesis. We state the objectives of the thesis in Sect. 2.7, and
describe the required fundamentals of Level-Set Methods and continuum
mechanics applied to ice sheet modelling in Chap. 3.
The first objective is to implement the two missing model features into
ISSM. The firstmissing feature is the complete implementation of the energy-
conserving enthalpy method (Aschwanden et al., 2012), which had only
been partially implemented so far (Seroussi et al., 2013). Jakobshavn Is-
bræ has a polythermal regime (Iken et al., 1993; Lüthi et al., 2002), and
the thermal regime has a strong influence on the ice viscosity parameter
(Sect. 3.3.2). The task included the implementation and maintenance of
the dynamic basal boundary condition scheme for both transient (Fig. 3.4)
and steady-state simulations (Sect. 6.7.1), a rheology law that includes the
microscopic water content of temperate ice (Lliboutry & Duval, 1985), as
well as the sub-element scale treatment of the heat conductivity disconti-
nuity (Patankar, 1980) in finite elements that are intersected by the cold-
temperate transition surface (CTS). Testing and verification of the method
resulted in the publication “Enthalpy benchmark experiments for numerical ice
sheet models” (Kleiner et al., 2015), Chap. 4. ISSM is able to perform the
numerical tests proposed in the paper successfully, and analytical solutions
are matched for high resolutions. For lower vertical resolution, the ISSM so-
lution shows a non-negligible difference to the analytical solution although
the analytical CTS position is met.
The second missing feature is the model’s ability for dynamic calving
front evolution. Observations indicate that the calving front position is a
major control on the dynamics of Jakobshavn Isbræ (Chap. 2). Therefore,
we design and implement a Level-Set Method (LSM, Osher & Sethian, 1988)
for dynamic calving front evolution in ISSM. Verification of the LSM and
its applicability to large-scale outlet glaciers is shown in the publication
“Modelling calving front dynamics using a level-set method: application to Jakob-
shavn Isbræ, West Greenland” (Bondzio et al., 2016), Chap. 5. The LSM is an
important step towards a more process-based modelling of the dynamics
of glaciers. It provides a powerful and flexible framework to dynamically
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evolve the calving front position in ice flow models, and to apply arbitrary
user-defined calving rates to a real-world glacier model, as shown for ex-
ample in Morlighem et al. (2016).
We achieve the second objective of this thesis by creating a function-
ing, 3D, high-resolution, fully thermodynamically coupled model of Jakob-
shavn Isbræ using ISSM. Themodel computes ice velocities using the higher-
order model (HOM, Sect. 3.3.2), and derives the thermal regime using the
completed enthalpy method. The model is calibrated using state-of-the-art
glacier data products, and matches observations well (Sect. 6.7.1).
We address the third objective by applying the array of created methods
to the model of Jakobshavn Isbræ, and by performing a transient numeri-
cal modelling study of the glacier’s thermodynamic response to the calving
front retreat that started in 1998. In the absence of a reliable calving rate
parametrisation, we compile a record of over 500 calving front positions
from satellite imagery over the simulation time span from January 1st, 1985
until December 31st, 2015. We prescribe the observed calving front posi-
tions in the model using the LSM. The model captures the exact timing and
about 80 to 90% of the observed widespread acceleration, as well as the ob-
served mass loss. The degree of reproduction of the observations by the
model is unmatched in today’s publication history. We achieve the fourth
objective by assessing and discussing the mechanisms that sustain the ac-
celeration of Jakobshavn Isbræ in the publication “The mechanisms behind
Jakobshavn Isbræ’s acceleration and mass loss: a thermodynamically coupled model
study”, Chap. 6, which we submitted to the journal Geophysical Research Let-
ters.
8.2 Thermodynamics of Jakobshavn Isbræ
The next two sections address the open questions formulated in Sect. 2.5.
The questions (Q1,Q2,. . . ) are repeated for convenience.
8.2.1 Overview
Q1: What are the 3D thermal and stress regime of Jakobshavn Isbræ, in particular
in areas of fast flow?
The deep trough under Jakobshavn Isbræ, which reaches several hundred
kilometres inland, is crucial for both the thermal regime and the stress
regime of the glacier. Jakobshavn Isbræ’s driving stress is balanced by basal
drag, and it needs to be distributed to adjacent areas through lateral stress
transfer in case basal drag is low. This holds in particular for the last 50 km
of the ice stream in the trough, so that the low ice viscosity in the shear
margins allows for high flow velocities. Basal sliding contributes more than
50% to the overall ice motion over wide areas of the drainage basin, and up
to 100% in the last 30 km of the ice stream. We are not able to study the
physical processes causing the basal drag distribution using our model.
Jakobshavn Isbræ’s polythermal regime is advection-dominated, and
themeasured strong temperature inversion is characteristic formost of Jakob-
shavn Isbræ, with exception for the last 25 km of the ice stream, where the
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temperature inversion vanishes due to intense strain heating. The ice grad-
ually warms along-flow through englacial strain heating and subglacial
heating caused by basal friction and geothermal heat flux. Jakobshavn
Isbræ’s ice base is temperate on the last 200 to 300 km before the calving
front. A basal temperate layer of several tens of metres up to 400m thick-
ness forms in regions of high englacial deformation. The microscopic water
content in temperate ice exceeds the critical value of 1%, for which no ma-
terial law is currently known at many locations.
Jakobshavn Isbræ’s mass loss is dominated by calving and the glacier
was likely in slight negative negative imbalance already prior to the disin-
tegration of the ice tongue, losing about 2.5 to 5.5Gt of ice per year. Lateral
inflow of ice replenishes the ice stream and allows Jakobshavn Isbræ to
maintain a stable grounding line position despite high submarine melting
rates.
8.2.2 After the Ice Tongue’s Disintegration
Q2: How did the changes in the glacier’s stress regime since the disintegration of
the ice tongue affect the glacier’s thermal regime, and vice versa?
Calving front retreat in the model causes widespread inland acceleration
and mass loss, which are in good agreement with observations. Dynamic
thinning decreases buttressing to upstream regions, and increases the driv-
ing stress in the ice stream and its surroundings. The ice temperature changes
in bands along-flow due to advection from ice from upstream. Enhanced
strain rates after the disintegration of the floating ice tongue warm the shear
margins by up to 4.3 ◦C. Enhanced basal sliding and englacial shear warms
the ice base and increases subglacial melting rates by 45%.
Q3: Which processes enable and sustain the glacier’s acceleration?
The calving front position is currently the main control on the dynamics of
the ice stream since the ice viscosity drops instantaneously in response to a
stress perturbation caused by calving front retreat, which allows for faster
flow. The effect of this material response plays out most pronouncedly
in the ice stream’s shear margins, through which most of the ice stream’s
driving stress is transferred to the trough walls. This effect is able to trig-
ger widespread inland flow acceleration and dynamic thinning since the
trough reaches far inland and basal drag in the trough is low. Geometri-
cal adjustment to the ice stream thinning spreads the viscosity drop to the
areas adjacent to the trough. Ice warming through enhanced strain rates
contributes 5 to 10% to the total acceleration by softening the ice. Deep
troughs with similar stress regimes are a common feature for many marine-
terminating outlet glaciers of the GrIS (Morlighem et al., 2014b; Shapero et
al., 2016), to whom these mechanisms are likely to apply too. We conclude
that the interplay of the migrating calving front, the shear margins and the
thermal regime is important to account for in projections of future eustatic
sea level rise.
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8.3 Outlook
8.3.1 Jakobshavn Isbræ’s Future Evolution
Q4: Which mechanisms would help the glacier stabilise, and how much ice will the
glacier have lost until then?
Jakobshavn Isbræ’s floating ice tongue has a critical stabilising function
for the ice stream, and glacier stabilisation is only expected once a new ice
tongue forms. However, incomplete understanding of the ice tongue’s dy-
namics, the absence of a suitable calving rate parametrisation and the high
sensitivity of the glacier to error-prone model input data like the bed topog-
raphy near the grounding line challenge reliable projections of the glacier’s
future development. The deep trough will keep Jakobshavn Isbræ sensitive
to oceanic forcing for the foreseeable future, and the lack of a basal feature
in the trough that would allow for grounding line stabilisation suggests
that the ice stream currently sustains the conditions for continued retreat.
Therefore, we expect that the glacier will continue to contribute to eustatic
sea level rise for at least the next several decades at a rate comparable or
higher than 0.1mma−1.
We propose a new hypothesis for Jakobshavn Isbræ’s behaviour while
it is in negative mass balance, which better explains observations of strong
intermittent thinning in the past. The glacier cycles through three phases of
1) gradual mass loss and ice tongue thinning, 2) strong mass loss triggered
by ice tongue disintegration, and 3) formation of a stabilizing ice tongue
once the calving front has retreated sufficiently into thick inland ice. We are
not able to test the hypothesis here due to model limitations, e.g. the lack
of a calving rate parametrization.
8.3.2 Fields of Further Study
We achieve the fifth and last objective of this thesis by identifying fields
where further study is required (Sect. 7.4). Future work on modelling
Jakobshavn Isbræ should focus on closing the gap between model results
and observations through enhanced understanding of the glacier’s dynam-
ics, in order to produce more reliable projections of the glacier’s future be-
haviour in a warming climate. Fulfilling this aim demands for an integrated
approach that combines observations, numerical modelling, and theoretical
considerations.
An improved material law for ice under high shear stress or with micro-
scopic water content higher than 1% is desirable to close the gap between
model results and observations. Improved understanding of the transport
of microscopic water content in temperate ice is important for model esti-
mates on temperate layer thickness. The data assimilation technique ap-
plied here to derive the basal drag provides little information about the
physical processes contributing to basal sliding. Accounting for the basal
thermal state during the data assimilation technique and applying transient
data assimilation techniques based on automatic differentiation will further
our understanding of basal processes. Different basal sliding laws should
be tested to assess their ability to improve the fit between observations and
model results.
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Ice-sheet wide monitoring of important model input data sets like ice
flow velocities, glacier geometry and glacier mass balance is required for
model calibration and should be continued. As the calving front position
controls Jakobshavn Isbræ’s behaviour, reliable projections of the glacier’s
future development are only possible if a calving rate parametrisation suit-
able for large-scale ice sheet models becomes available. Emergence of such
a parametrisation depends on better understanding of the dynamics of Jakob-
shavn Isbræ’s floating ice tongue and its interaction with the ocean, and
requires continuous monitoring of the glacier.
We suggest to improve the implementation of the LSM in ISSM by sub-
mesh scale application of the boundary conditions at the calving front, and
by improving its volume-preservation property by applying a Particle Level-
Set Method. The application of automatic remeshing routines will help to
cut the computational cost of long prognostic simulations. Finally, since
Jakobshavn Isbræ’s long-term evolution is controlled by its climatic setting,
reliable projections of the glacier’s future behaviour will require to couple
ISSM to a climate and an ocean circulation model.
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