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In this paper we develop a systematic theory of semi-groups of 
nonlinear contractions. This theory includes, as a special case, the 
theory of linear semi-groups of contractions in Hilbert space. The 
heart of such a theory should be a characterization of the generators 
of semi-groups of nonlinear contractions. Simply posing such a 
generation theorem presents problems for, contrary to the linear case, 
one is led to consider semi-groups which are not everywhere defined. 
Thus, it is not clear what class of semi-groups should be considered 
in a generation theorem. l A natural choice is the class of g-maximal 
semi-groups, i.e., those semi-groups which are maximal with respect 
to having generators whose domain is dense in the domain of the semi- 
group. Recent results of Komura [12] imply that any semi-group of 
contractions in a Hilbert space which is defined on a set with nonempty 
interior has a g-maximal extension. In particular, a semi-group of 
nonlinear contractions on all of a Hilbert space is g-maximal. 
In Section 3 of this paper we give a necessary and sufficient condition 
that a function generate a g-maximal semi-group of contractions on a 
Hilbert space (Theorem II). This theorem says that the generators 
of g-maximal semi-groups are those dissipative functions which 
are maximal with respect to being dissipative (Definition 2.1), and 
further satisfy a certain extremal condition which is stated in terms 
of corresponding maximal dissipative sets. The classical character- 
ization of generators of linear semi-groups of contractions on a 
Hilbert space as those densely defined linear functions which are 
* This research was supported by NSF Grant GP-7458. 
1 This question has been settled. See the Appendix. 
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maximal in the class of linear dissipative functions is a simple 
corollary of Theorem II. 
The observation that a relation exists between maximal dissipative 
sets and semi-groups of contractions was first made by Komura [II], 
who showed that these sets generate semi-groups in a certain 
complicated sense. The results of Section 3 go beyond Komura’s by 
identifying the functions which generate the semi-groups he obtained 
and by establishing their relation to the corresponding sets. In the 
other direction, we are able to associate with each g-maximal semi- 
group a unique maximal dissipative set which may be regarded as its 
generator. The significance of the resulting one-to-one correspondence 
between semi-groups and sets lies partly in the perturbation theory of 
Section 4, where it is shown (by examples) that there cannot be a 
useful perturbation theory for the functions which generate semi- 
groups, while we do have a reasonable perturbation theory for the 
corresponding set generators. 
Besides the generation theory of Section 3 and the perturbation 
theory of Section 4, the reader will find a discussion of the funda- 
mental properties of semi-groups in Section 1. These are properties 
which are simple consequences of the semi-group and contraction 
conditions. A typical example is the equivalence of weak and strong 
continuity. Section 2 is devoted to a development of the theory of 
maximal dissipative sets as required for use in later sections. Section 5 
consists of miscellaneous remarks of a rather special nature on such 
topics as semi-groups of isometries, bounded semi-groups and 
uniformly continuous semi-groups. 
The bulk of this paper is set in Hilbert space, partly for clarity 
in exposition, but also because it is only in Hilbert space that we can 
currently obtain a closed generation theorem which truly generalizes 
the Hille-Yosida-Phillips theorem. Indeed, Example 6.1 shows one 
cannot expect results of the Hille-Yosida type in general Banach 
spaces. However, it is true that most of the theory we present is valid 
at least in the class of Banach spaces which, together with their duals, 
are uniformly convex. Section 6 is devoted to an outline of the 
situation, as currently known, in Banach spaces and other remarks 
on generalizations. In this connection we mention the concurrent 
paper of Kato [9], which has many points of contact with this 
research. 
We have attempted to make this paper essentially self-contained. 
As a result, the reader will find a few simple results from the existing 
literature reproduced without explicit reference. As sample references 
for these, we list [I], [3] and [II]. 
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Notation. We adopt the following notations throughout this paper: 
X denotes a Banach space and 11 )I is the norm on X, H is a Hilbert 
space and ( , ) is the inner product of H. We take X and H to be real 
linear spaces, which includes the case of complex linear spaces in 
the usual way. The notations “lim” and “--+” refer to convergence 
in the norm topologies, while “w-1im” and “-” refer to the weak 
topologies. We frequently write “xn -+ x” or x, - x”, in which case 
it is understood that 1z tends to co in the integers. 
1. BASIC PROPERTIES OF SEMI-GROUPS 
DEFINITION 1.1. Let C be a subset of X. A semi-group on C is a 
function S with domain [0, co) x C and range in C satisfying the 
conditions: 
(i) S(t, + t, , x) = S(t, , S(t, , x)) for t, , t, 2 0 and x E C, 
(ii) j/ S(t, x) - S(t, y)jl < /I x -y // for t > 0 and x, y E C, 
(iii) S(0, x) = x for x6 C. 
In view of condition (ii), functions satisfying the above criteria 
are more appropriately called “semi-groups of contractions” than 
“semi-groups”; however, since we are mainly interested in the case 
of contractions in this paper, we use the shorter term. 
We begin with a remark of R. S. Phillips. 
THEOREM 1.1. Let S be a semi-group on a subset C of X. Let x0 E C 
and S(t, x,,) be strongly measurable in t on (0, CO). Then S(t, x,,) is 
strongly colztinuous in t on (0, co). 
Proof. First note that for x E C and t, , t, > 0 we have 
II a + tz > 4 - x II = II w, , WI , 4) - qt, , x) + S& , x) - x II 
G II w2 9 WI 2 4) - m > 411 + II s(t2 2 4 - x II 
< II a 9 4 - * II + II w. 9 4 - x IL 
where the contraction property has been used. Thus 11 S(t, x) - x (1 
is subadditive, i.e., 
A measurable finitely-valued subadditive function defined on [0, co) 
is bounded on compact subsets of (0, co) (see, for example, [A, 
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Theorem 7.4.1). Hence S(t, x0) is bounded on compact subsets of 
(0, ~0) and Ji S(q, x0> 4 exists for 0 < a < b < ao. Let t > 0 be 
given and choose 01, /3 such that 0 < 01 < /3 < t. Then, for 6 suffi- 
ciently small, 
(P - 4 w, %I) = jl so, x3 4 = j” S(?, w - 17, x0)) 4, 
a 
which implies 
Since S(t, x0) is strongly integrable, the right-hand side above tends 
to zero as 6 -+ 0, and the proof is complete. 
DEFINITION 1.2. A semi-group S on a subset C of X is called 
strongly (weakly) continuous if for each x E C S(t, x) is strongly 
(weakly) continuous in t from the right at t = 0. 
Remark 1.1. Using properties (i) and (ii) in the definition of 
semi-group it is readily seen that the strong continuity of S in the 
sense of Definition 1.2 implies the strong continuity of S on 
[0, co) x C. As regards the weak continuity we have: 
THEOREM 1.2. Let X = H be a Hilbert space and let C be a closed 
convex subset of H. Let S be a weakly continuous semi-group on C. 
Then S is strongly continuous. 
Proof. Clearly the weak continuity of S(t, x) at t = 0 implies 
that S(t, x) is weakly continuous from the right everywhere, and we 
recall that this implies strong measurability of S(t, x) in t. Thus 
Theorem 1.1 implies that S(t, x) is strongly continuous for t > 0. 
Let C, be the set of all x E C for which S(t, x) is strongly continuous 
at t = 0. Our goal is to show that C, = C. By the strong continuity of 
S(t, x) for t > 0 we have that 
C,>C,={S(T,X):T>O and XGC}. 
The weak closure of C, contains C by assumption, so Mazur’s 
theorem implies that the closed convex hull of C, contains C, and 
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thus the proof is complete if we show that C, is closed and convex. 
That C, is closed is obvious, for if (x~} C C,, and x, --+ x0, then 
implies that S(t, x0) is the uniform limit of the strongly continuous 
functions S(t, xn). We now show that Co is convex. Let xi E C0 for 
i = 1, 2, so that llmll+,,+ S(t, Xi) = Xi . Let y = olXl + (1 - a) X2 
with 0 < cy < 1. Then 
II m Xl> - S(4 x2)ll G II w Xl) - Wr)ll + II WY) - S(t, xz>ll 
G II Xl -Y II + II x2 -Y II = II Xl - x2 II* (1.2) 
Since S(t, x2) + xi as t + Of for i = 1, 2, and 
II so, 4 - m Y)ll < II xi -Y IL 
(1.2) implies that 11 S(t, Xi) - S(t, y)ll ---t I/ xi - y 11 as t + Of. 
However, the weak continuity of S(t, xi) - S(t, y) coupled with the 
continuity of 11 S(t, Xi) - S(t, y)ll at t = 0 implies 
(St4 xi) - 84 Y>> -+ xi -Y as t--to+. 
It follows that S(t, y) --P y as t -+ Of, and the proof is complete. 
We will hereafter only deal with strongly continuous semi-groups, 
so in the remainder of this paper “semi-group” is taken to mean 
strongly continuous semi-group. 
We turn now to elementary differentiability properties of semi- 
groups. 
DEFINITION 1.3. Let S be a semi-group on a subset C of X. For 
each h > 0 let A” be the mapping of C into X defined by 
A”x = [S(h, x) - xl/h for x E c. 
Let D(A,)(D(A,)) be the set of those x E C for which limh+a+ Ahx 
(w-hmh+s+ Ahx) exists and define: 
Ap = ,ll+ AAx for x E W,) 
A* = w-i%+ AAx for x E D(A,). 
The function A,(Azo) is called the strong (weak) generator of S. 
In the theory of linear semi-groups (not necessarily contractions) 
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on all of X one proves at this point that D(A,) is dense in X. Without 
further restrictions on X this is not always the case for nonlinear 
semi-groups of contractions on all of X (see Example 6.1). However, 
Kbmura [Z2] has recently established the following important 
theorem. See Remark 3.4 also. 
THEOREM 1.3. Let S be a semi-group on a subset C of the Hilbert 
space H. Let A, be the strong generator of S. Then D(A,) is dense in the 
interior of C. 
We continue with a simple lemma: 
LEMMA 1.1. Let S be a semi-group on the subset C of X. Let x,, E C 
and 
Then 
lim [II S(t, x0) - x0 ill/t = L < co. 
t-cO+ 
(4 II s(t + 6, x0) - s(t, xoll < SL for 4 6 2 0, 
(b) i%+ [II s(t + h, x0) - s(t, xo)lll/h = f(t) exists 
for all t > 0 and f(t) is a monotone decreasing function of t. 
Proof. (a) It suffices to show that if {tk) is a sequence of positive 
numbers which monotonically decreases to zero, L, < co, and 
for k = 1, 2,..., (1.3) 
then II s(t + 8, x0) - S(t, x0)11 < 6L, . If ri , i = l,..., n and T are 
nonnegative numbers, we have 
ip(T++) - 1 x ~ll~~~,x)--ll+~lls~~i,x~-x/l, (1.4) 
1 
by virtue of the subadditivity (1.1). Now, 
II w + 6 x0) - w xo)ll = II w, m, x0)) - w, qdll 
9 II w, x0> - x0 II. 
(l-5) 
For each k let nk be the nonnegative integer such that 0 < 6 - n,t, < 
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tl, . Then, using (1.3) and (1.4) with r = 6 - n,t, and each ri = t, , 
i= 1 >**-, % , 
II WC x0) - x0 II = II S@ - nktk + nktk Y x0) - x0 II 
< /I s(6 - nktk , xO) - xO /I + Llnktk 
< /I s(s - %ktk , %O> - xO II + L,6. 
Since 0 < 6 - nktk < t, and tk -+ 0, the right-hand side 
tends to L,S as k -+ co by the strong continuity of S. In view 
this completes the proof of (a). 
To prove (b) it suffices to note that, by virtue of (a), 
(1.6) 
in (1.6) 
of (1.5), 
lim II s(t, + h’ xO) - s(t, “O)ll = lim II S(h’ s(t* ) xO)) - s(t, ) ‘O)ll 
hs 
h 
h-O+ 
h 
may be characterized as the infimum of all Lipschitz constants for 
s(t, x0) on [tl , CO). The existence of the limit and its monotonicity 
follow immediately. 
A good deal more than Lemma 1.1 indicates is true if we restrict 
X somewhat. Indeed, we have: 
THEOREM 1.4. Let X and its dual space, X*, be uniformly convex. 
Let S be a semi-group on the subset C of X, x0 E C and 
lim II s(t’ xO) - xO It < * 
t 
t+O+ 
Then : 
(i) S(t, x0) dff t’ bl f is i eren za e rom the right for t > 0. 
(ii) The right derivative of S(t, x0), D,S(t, x0), is continuous 
from the right. 
(iii) The derivative dS/dt(t, x0) exists and is continuous at points 
of continuity of 11 D,.S(t, x0)11, which is a monotonic function 
of t. 
We will not prove Theorem 1.4 here, as its proof will be much more 
palatable after the material of Sections 2 and 3, and since we will 
not need this result in those sections. A proof for the Hilbert space 
case is given in Section 3, and the general case is proved in Section 6. 
Note that Theorem 1.4 implies the identity of weak and strong 
generators in Hilbert spaces; however, we will continue to distinguish 
between them until we prove their equality. 
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To complete this section we note a crucial property of generators 
in Hilbert space. 
THEOREM 1.5. Let S be a semi-group on the subset C of H. Let 
A, be the weak generator of S. Then 
(AJx--A,y,x-yy) GO for x, Y E W,). (1.7) 
Proof. Let h > 0 and Ah be the function of Definition 1.3. Then 
(AhX - AhY, x - y) = l/&S@, x) - S(h, y), x - y) - II x - y II”) 
G llhll x -Y ll(ll q, 4 - W,Y)ll - II x -Y II) G 0, 
so (Ahx - Ahy, x - y) < 0. This last inequality is preserved under 
passing to the weak limit, and the theorem follows. 
Remark 1.2. Since A, extends the strong generator A, of S, (1.7) 
will hold with A, replaced by A, . 
The property (1.7) of A, is called dissipativity and plays an 
important role throughout the theory of semi-groups of contractions. 
Our next section is devoted to a study of dissipativity in Hilbert spaces. 
2. DISSIPATIVE SETS 
In this section we will be working with certain subsets of the 
Cartesian product H x H of the Hilbert space H with itself. Elements 
of H x H will be written in the form [x, y] for vectors X, y E H. 
DEFINITION 2.1. A subset A of H x H is called dissipative if 
(Y1-Yyz,~1--xz) GO for [Xi ,Yil EA, i= 1,2. (2.1) 
A dissipative set which is not properly contained in any other 
dissipative set is called a maximal dissipative set. A dissipative set A 
is called hyper-dissipative if for every x E H there is at least one 
[u, ZJ] E A such that x = u - V. (Note that dissipativity implies that 
[u, v] E A is uniquely determined by x = u - v.) 
Remark 2.1. We identify functions with their graphs. Thus 
Definition 2.1 includes the definition of a dissipative function. 
We will use standard functional notation even when dealing with 
384 CRANDALL AND PAZY 
sets. In particular, for any subsets A and B of H x H and any real 
number 01 we define: 
(i) D(A) = {x : [xx, y] E A for some y} 
(ii) R(A) = { y : [x, y] E A for some x} 
(iii) Ax={y:[x,y]~A} for xeD(A) 
(4 ~4 = {[x, ~YI : Lx, rl E 4 
(v) A-l = {[Y, xl : [x, rl E 4 
(vi) A + B = {[x, y + z] : [x, y] E A and [x, z] E B} 
(vii) AB = ([x, z] : for some y [x, y] E B and [ y, z] E A}. 
(24 
For example, the condition of hyper-dissipativity of a dissipative set 
A may be stated as R(I - A) = H, where I is the identity function 
on H. If A is a function we will not distinguish between Ax as a set 
or an element. 
We begin with some simple observations concerning dissipative 
sets. These will play a role in the approximation theory of maximal 
dissipative sets which follows. 
DEFINITION 2.2. Let A be a dissipative set. For each real h, 
A # 0, we define 
Jn = (I - X-lA)-l = {[x - h-ly, x] : [x, y] E A} 
A, = {[x - X-ly, y] : [x, y] E A}. 
(2.3) 
LEMMA 2.1. Let A be a dissipative set and h > 0. Then 
(a) (XI - A)-l is a Lipschitz continuous function with h-l as a 
Lipschitz constant. 
(b) J,, is a contraction (in particular, it is a function). 
(4 h(J, - 4 = A, . 
(d) A, is a Lipschitz continuous function with h as a Lipschitz 
constant. 
(e) A, is dissipative. 
proof. (a), (b), (4, and (e) are all trivial consequences of the 
dissipativity of A. (c) is evident from the definitions of A, and JA . 
We prove (a) as a sample. Let [Xxi - yi , xi] E (M - A)-l, where 
[xi , yi] E A. The assertion (a) says simply that 
II@=% - Yl) - h2 - Y2)ll 2 41% - x2 II. 
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We have 
Il(h -Yd - w2 -Y2)l12 = ~211~1-x2/12 -WY, -Y2 > x1- x2) 
+ llY1 -Y2112 
and (a) follows. 
3 VI Xl - x2 II2 + II Yl - Y2 II2 2 w Xl - x2 112, 
As regards the nature of 
D(L) = @A,) = R(I - (l/X) A) = A-%(A - A) 
we have: 
THEOREM 2.1. Let A be a dissipative set and h, > 0. Let 
R(h, - A) = H. Th en f OY every positive X, R(X - A) = H. 
Proof. Under the assumptions of the theorem, we will show 
R(h - A) = H for 0 < h < 24 and the proof is completed by 
iterating this result. Let x E H be given. We seek [xi , yr] E A such 
thatx =hx,-y,. Consider the map u --+ Tu = (h, - A)-l(x - (h - X,)u) 
of H into H. By Lemma 2.1 (a) we have 
/I Tu - TV I/ = I]@,, - A)-l(x - (h - h,) u) - (ii,, - A)-l(x - (X - h,) z# 
Hence for 0 < h < 24, T is a strict contraction, and has a unique 
fixed point xi in H. Let x - (h - X,) x1 = h,x; - yi with [x; , yl] E A. 
Then (X, - A)-l(x - (h - h,) xi) = xi simply says x1 = xi , so 
x = h,xi - y1 + (A - A,) x1 = Ax, - y1 where [x1 , yJ E A, as 
desired. 
Theorem 2.1 implies that if R(I - A) = H, i.e., if A is hyper- 
dissipative, then R(X - A) = XR(I - (l/X)A) = hD(Ah) = XD(J,J = H 
for all X > 0, so A, and JA are everywhere defined. The following 
theorem of Minty [14] plays an important role in part of the generation 
theory of semi-groups in Hilbert space. 
THEOREM 2.2. Let A be a dissipative subset of H x H. Then A is 
maximal dissipative if and only if A is hyper-dissipative. 
Remark 2.1. It is evident that hyper-dissipativity implies 
maximality, since if A is hyper-dissipative and A, properly includes A, 
then (I - A,)-1 properly includes (I - A)-l; however, (I- A)-l is 
an everywhere defined function so (I - A&l cannot be a function 
5w3/3-4 
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and A, cannot be dissipative. Minty proves Theorem 2.2 working 
with monotonic sets, that is, sets A such that -A is dissipative. This 
proof trivially transforms to the dissipative case. 
Remark 2.2. It is evident that any dissipative set is contained 
in at least one maximal dissipative set and, by virtue of Theorem 2.2, 
in at least one hyper-dissipative set. 8 
In spite of Theorem 2.2 we will continue to use both of the terms 
“hyper-dissipative” and “maximal dissipative”. We do this to 
facilitate the reading of Section 6, since it is not known whether 
“hyper” and “maximal” coincide in more general spaces. 
We now investigate properties of maximal dissipative sets. 
LEMMA 2.2. Let A be a maximal dissipative set. Let x,, E D(A). 
Then Ax,, is a closed convex set. 
Proof. Since A is maximal we have 
A = {[u, v] E H x H : ( y - v, x - U) < 0 for all [x, y] E A}, 
and it follows that 
This set is obviously closed and convex. 
In view of Lemma 2.2 the following definition is meaningful. 
DEFINITION 2.3. Let A be a maximal dissipative set. Then A”, 
the minimal section of A, is the function which assigns to 
x E D(A) = D(AO) the element of least norm in Ax. 
The next lemma collects simple facts depending on maximality 
alone. 
LEMMA 2.3. Let A be a maximal dissipative set, {x~} _C D(A) and 
x,-+xoasn-+ co. Then 
(a) IfynEAx,,n = 1,2,... and (y,} is bounded, then x0 E D(A). 
Moreover, if yn - y. , then [x0 , rol E A. 
(b) If yn E Ax, , n = 1,2,. . . , x0 E D(A), and 
lim,,, II yn II < II Aox II, then yn -+ Aox . 
(c) If x0 $ D(A), then 11 AOx, 11 --;) CO as n --+ co. 
(d) If x0 $ D(A), WV is dense in H and yn E Ax, , then 
Yn II Yn ll-1 - 0. 
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Pvoof. We first establish (a). It is enough to prove the second 
assertion, for if bn> is bounded we may extract a weakly convergent 
subsequence. Let yn E Ax, and ylz - y0 . Then 
(Yn-yY,xn--) GO for Lx, rl 5 4 
and passing to the limit as n -+ 00, 
(Yo-yY,xo-xx) GO for [x,YI EA. 
By the maximality of 2, [x0 , yO] E A. The assertion (b) is proved 
from (a) as follows: If lim,,, /I yn /I < // Aoxo I/ and w is a weak limit 
of a subsequence of {yn}, it follows from (a) that w E Ax, , so 
11 w /I 3 )/ Aoxo 11 and hence 
Thus w = Aoxo and )I w Ij = limn-m 11 ylz 11. However, w was the weak 
limit of an arbitrary weakly convergent subsequence of {yn}, so 
lim n+m yn = Aoxo . The assertion (c) is an immediate consequence of 
(a) as well, for if AOx, E Ax, , n = 1, 2,..., has a bounded subsequence 
x0 E D(A) by virtue of (a). 
To show (d), note that 11 yn /I > j/ Aox, (/ so that I] yn II --+ 00 by (c). 
Now 
II Yn II-Y Y7l - YT xn - 4 G 0 for [x,YI E A. (2.4) 
Let a subsequence {yni /Iynj \I-‘> of (y% jjyn II-‘) converge weakly 
to w. Then, passing to the limit in (2.4) through the subsequence ni and 
using II ylli I/ -+ CO, we find (w, x0 - X) < 0 for x E D(A). Since D(A) 
is dense, w = 0. Thus every weakly convergent subsequence of 
{yn 11 yn 11-l) converges weakly to zero, and it follows that y, I( yn [j--1- 0. 
COROLLARY 2.1. Let H be finite dimensional and A be a maximal 
dissipative subset of H x H with D(A) dense in H. Then D(A) = H. 
Proof. By (d) of L emma 2.3, if there is an x0 E H such that 
x0 $ D(A), we obtain unit vectors converging weakly to zero, which 
cannot happen in finite dimensions. 
The proof of Lemma 2.3 (part (b) in particular) provides a typical 
sample of how convergence assertions may be proved using 
maximality. The proof of the next theorem will involve related 
arguments, so we pause here to establish a simple convergence lemma 
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which seems to lie near the heart of the matter, and does not involve 
any maximality assumptions. 
LEMMA 2.4. Let (.zn} C H and let {r-} be a sequence of positive real 
numbers. Further, let 
for n, m = 1, 2 ,... . (2.5) 
Then: 
(a) If r, is strictly increasing in n, 11 x, 11 is decreasing in n and 
limn+co zn exists. 
(b) If r, is strictly decreasing, 11 z, II is increasing. If 11 zn 11 is 
bounded, limn+m x, exists. 
Proof. The identity 
in conjunction with (2.5) implies that 
0 G h + rdll z, - + II2 G (r, - rm)(ll~, II2 - II z, II”>. (2.6) 
By virtue of (24, f i r, increases I/ z, 11 decreases and for n > m 
The right-hand side of the above inequality tends to zero as n, m -+ 00, 
since {II z, 11) is monotonically decreasing. Thus lim,,, z, exists. In 
a similar way, if r, decreases 11 z, /I increases and limnqoo z, exists 
if {II z, ]I> converges, that is, if (11 x, /I} is bounded. 
We now state the basic approximation theorem for hyper-dissipative 
sets. 
THEOREM 2.3. Let A be a hyper-dissipative set. Let A, and J, , 
n = 1, 2,..., be the functions of Dejinition 2.2. Then: 
(a) If x E D(A), then 11 A,x 11 < (I Aox II fw n = 1, 2,... and 
A,x + AOx. 
(b) fimn+m Jn x exists for every x E H. For x E D(A), Jnx -+ x as 
n-+ co. 
(c) If x, --+ x0 and {A,x,} is bounded, then x0 E D(A). Moreover, 
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if An4xmt - y,, as i --+ co ({t+} is a subsequence of in}), thn 
C%,Y0lEA* 
(d) AOJ,x -+ Aox for x E D(A). 
Proof. By virtue of the hyper-dissipativity of A, Lemma 2.1 (c) 
and Theorem 2.1, each x E H may be written as 
x = X, - (iin)~, = 12 - w  ~9, a~, 4~3 = h ,yni E A. (2.7) 
Now {xn} = (J& and {Y) = {A,x} satisfy 
= cm -Ym 9 WY~ - w4Yd (2.8) 
Hence, by Lemma 2.4 (a), {x, - x} converges. By Lemma 2.4 (b), 
(~3 converges if 41 yn II> * is b ounded. Let [x, y] E A for some y. Then 
(Yn -Y, %a - 4 = W(Yn -Y,Y?J G 0 
so II yn II2 < II yn II II Y II and II yn II < II Y II. Choosingy = Aox, II yn II < 
I] Aox jj as asserted by (a). Moreover, in this case, ]I x, - x ]I = 
l/n ]I yn 11 + 0, so x, -+ x. By (b) of Lemma 2.3 and ]I Yn II < I] Aox II 
it now follows that yn -+ AOx. Since each Jn is a contraction and 
J,x + x on D(A), then Jnx -+ x for x E D(A). We have proved (a) 
and (b). Assertion (c) follows in much the same way. If x, + x0 and 
{Anxlz} is bounded, then x, - Jnxn = (1 /n) A,x, -+ 0, so Jnxn + x0 . 
Now A,xn E A Jnxn and (c) follows immediately from Lemma 2.3 (a). 
Assertion (d) follows from noting that A0 J,x E A J,x and A,x E A Jnx, 
so I] AOJ,x I\ < 11 A,x I] f ]I Aox ]I by part (a), and we may invoke 
Lemma 2.3 (b) once more to complete the proof. 
Theorem 2.3 (b) asserts the existence of limn+aa Jnx for every x E H, 
but identifies this limit only for x E D(A). If x $ D(A) we have, as one 
would surmise, 
COROLLARY 2.2. Let A be a hyper-dissipative set. For x E H let 
JOx+mn+m - Jnx. Then D(A) is convex and Jox is the projection of x 
on D(A). 
Proof. We have x - J,x = -(l/n) A,x with [ Jnx, A,x] E A. Let 
[u, v] E A. Then 
II x - fJ. II2 = II x - Jnx + /nx - 24 II2 
= II x - 1s II2 - (2/+4,x, 1,~ - d + II J,P - u II2 
3 II x - 1,~ II2 - GW(~, Jnx - 4 + II 1s - u 112, 
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and taking the limit as n -+ 03 we find 
II * - u II2 3 II x - Jog II2 + II Jox - u II2 for u E D(A). (2.9) 
The inequality (2.9) is preserved for u E D(A). The convexity of 
D(A) follows from (2.9) in a simple way. If D(A) is not convex, let 
x $ D(A) be the midpoint of a closed line segment which intersects 
D(A) only at its endpoints. Using the endpoints successively as u in 
(2.9) one finds x = J,,x, but J,,x E D(A) and we have a contradiction. 
That J,, is the projection on D(A) is evident from (2.9). 
The convexity of D(A) is also a special case of more general recent 
results of R. T. Rockafellar [Id]. 
In .the next section we will see that the functions which generate 
semi-groups are of the form A0 for hyper-dissipative sets A. We 
show next that A0 uniquely determines A. 
THEOREM 2.4. Let A be a hyper-dissipative set and let B be a 
dissipative set. 
(a) Let B Z! A”. Then Bx C Ax for x E D(A). 
(b) Let B be maximal dissipative and B > A”. Then B” 1 A”. 
(c) Let B be maximal dissipative and B” = A”. Then B = A. 
Proof. We first derive (b) and (c) from (a). If B I A0 and B is 
a dissipative set, then for x E D(A) and y E Bx we have y E Ax by (a), 
so II Y II 2 II Aox II. H owever, Aox E Bx by assumption so Box = Aox 
for x E D(A) and (b) f o 11 ows. If B is a maximal dissipative set and 
BO = A”, then D(B) = D(A) and B C A by (a). The maximality of B 
now implies B = A. 
To prove (a) it is enough to show that if we have y. E H, x0 E D(A) 
satisfying 
(AOX-yo,x-xx,)<0 for x E W), (2.10) 
then y. E Ax, . Let A, = ([x, y - yo] : [x, y] E A}. A, is hyper- 
dissipative since a(1 - A,) = R(I - A) - y. = H. Hence x0 may 
be written 
x0 = X, - (i/4( yrn - yo) L% 9 Ynl E A 
for n = 1,2,... . By Theorem 2.3 (a, b), yn - y. + Afx, and x, + x0, 
since x0 E D(A) = D(A,). It follows that {ym} is bounded and, since 
ym E Ax, , (AOx,) is bounded. Let AOx,< - w as i + CO. By Lemma 
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2.3 (a), [x0 , 
in place of X, 
w] E A so [x0, w - ys] E A,. Using (2.10) with x,~ 
(AOGi - Yo , xni - x0> = (AO%ai - Yo 9 (v4(Y?a, - YON G 0, 
so (Aox,i -yo,yni-yo)<O. Letting i-too we find (w-y,,, 
&x0) < 0. However, w - y. E A+, so, by the definition of A:, 
(w - y,, , Ayx,) > 11 &x0 112. It follows that A!$, = 0 E A,x, = 
(y - y. : y E Ax,}, and y0 E Ax, . The proof is complete. 
Remark 2.3. It is easy to see that if A is hyper-dissipative and 
B I A0 is dissipative, then B 2 A does not necessarily hold. For 
example, if A = {[0, y] : y E H) and B = {[x, 0] : x E H} this is the 
case. We have shown that if D(B) = D(A) and B Z Ao, then B C A. 
We would like to know that if D(B) C D(A) and B 3 Ao, then B C A; 
however, we have been able to prove it only under some assumptions 
on A. This question is of significance in the perturbation theory 
of Section 4.2 
We now turn to some results concerning maximal dissipative 
functions. There is another notion of maximality for functions. 
DEFINITION 2.4. Let A be a dissipative function. A is f-maximal 
dissipative if A is not a proper subset of a dissipative function. 
We will require the following notions of continuity as well. 
DEFINITION 2.5. A function g with domain and range in H is 
demicontinuous if {uJ C D(g) and u, -+ u E D(g) impliesg(u,) - g(u). 
The function g is hemicontinuous if whenever u E D(g), (tn} is a 
sequence of positive numbers converging to zero, v E H and 
{u + tnv> C D(g), then g(u + tnv) - g(u). 
THEOREM 2.5. Let A be an f-maximal dissipative function with open 
domain D(A). Then A is maximal dissipative if and only if A is demi- 
continuous. 
Proof. Let A be f-maximal, D(A) be open, and A be hemi- 
continuous. Let [u, v] E H x H be such that A u {[u, v]} is 
dissipative. Since A is f-maximal, u will lie in D(A). Since D(A) is 
open, st = u + t(Au - v) E D(A) f or small t > 0, and for such t 
(Ax, - v, Xj - 24) = t(Ax, - v, Au - v) < 0. 
Thus (Ax, - v, Au - v) < 0 for t > 0. Letting t --t 0+ and using 
the demicontinuity of A, 11 Au - v iI2 < 0, so Au = v. Thus 
2 This question has been settled. See the Appendix. 
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[u, V] E A. It follows that any dissipative set which includes A is 
equal to A, i.e., A is maximal dissipative. 
Conversely, let A be a maximal dissipative function with open 
domain D(A). The demicontinuity and hemicontinuity of A are 
equivalent by a theorem of Kato [IO]. Moreover, by Lemma 2.3 (a), 
the hemicontinuity of A is equivalent to the statement 
lim 11 A(u + tv)ll < cc 
t-+0+ 
for u E D(A). 
For each x E D(A), u E D(A), w E H, and small t > 0 
0 2 (A@ + tv) - Ax, (u + tv) - x) 
= t(A(u + tv), v) - (A@ + to), x - u) + (Ax, x - u - tv). 
(2.11) 
The last term on the right in (2.11) is clearly bounded as t + Of for 
fixed X, U, a. Moreover, by virtue of the dissipativity of A, g(t) = 
(A(u + tv), n) is monotone decreasing in t (to see this, show 
(t - s)(g(t) - g(s)) < 0). Hence -(A(u + tv), x - U) is bounded 
above as a function oft for x E D(A). Since D(A) is open and u E D(A), 
x - u ranges over a ball as x ranges over D(A). It now follows from 
the uniform boundedness theorem that I( A(ZJ + tv)ll is bounded as 
t --t O+. This completes the proof. 
Remark 2.4. The sufficiency part of Theorem 2.5 is due to Minty 
[14] and Browder [2]. The necessity is new and is a consequence of 
the fact that dissipative sets with open domains are locally bounded, 
as may be deduced from appropriately generalizing the argument 
we used above for functions and Kato’s results on functions in [IO] 
to the case of sets. 
A review of the proof of the sufficiency part of Theorem 2.5 will 
reveal that essentially the same arguments will succeed under the 
weaker assumptions of the following lemma. 
LEMMA 2.5. A hemicontinuous f-maximal dissipative function A 
with dense convex domain D(A) is maximal dissipative. 
We note as well the following simple fact. 
LEMMA 2.6. Let A be a linear dissipative function which has no 
proper dissipative linear extensions. Then A is f-maximal dissipative. 
Moreover, if D(A) * d as ense, then A is maximal disskpative. 
Proof. Let A be linear and dissipative. If u $ D(A), u, v E H, 
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and (Ax - U, x - U) < 0 for x E D(A), that is, if A is notf-maximal, 
then we define A, , a proper linear extension of A, on the linear span 
of D(A) u {u} by A,(x + tu) = Ax + tv for x E D(A). It is easy to 
see that A, is dissipative, and the first part of Lemma 2.6 follows. 
The second part follows directly from Lemma 2.5, since linearity 
trivially implies hemicontinuity. 
We conclude this section with a result that is not directly related to 
dissipativity but which we will have occasion to quote later. 
LEMMA 2.7. Let C be a closed bounded subset of H which is starlike 
with respect to x,, E C. Let T : C -+ C be a contraction on C into C, i.e., 
IITx- Tyjl Gllx-Yllf or x, y E C. Then T has a jixed point in C. 
Proof. Without loss of generality we may assume x0 = 0, so that, 
if 0 < k < 1, then x E C implies kx E C. If 0 < k < 1, then kT 
is a strict contraction which maps C into C and has a unique fixed 
point xk in C. For 0 < k, 1 < 1 we have 
(i$-1jx,-~f-I)w,,x,-~,) 
= (TX, - TX, , Xk - Xl) - I/ Xk - xz 112 
< 11 xk - % ii(il TXk - TX, // - /I xk - Xz iI> < 0. 
(2.12) 
Since {x~} C C implies {xl<} bounded, Lemma 2.4 (b) implies, in 
conjunction with (2.12), that lim,,,- xk exists. Since kTx, = xk , 
lim k-tl- xk is a fixed point of T in C. Essentially the same proof is 
given by Halpern [6] for the case in which C is a ball. 
Remark 2.5. Let C be a closed bounded convex set and 5 a 
commutting family of contractions mapping C into C. Then each 
T E iJ has at least one fixed point in C by Lemma 2.7. Let 
F(T)={x:xECand Tx=x}. 
Then F( T) is easily seen to be closed and convex for T E 3. Moreover, 
Lemma 2.7 may be applied (using the commutativity of 5) to assert 
(F(T) : T E $j} h as the finite intersection property. Then weak 
compactness of closed bounded convex sets implies nTEsF( T) is 
non-empty, i.e., there is a point x0 E C such that TX, = x,, for all 
TEiJ. 
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3. GENERATION OF SEMI-GROUPS 
The problem we treat in this section is that of identifying those 
functions with domain and range in H which are the strong generators 
of semi-groups on subsets of H. In the linear theory it is natural to 
restrict one’s attention to semi-groups on all of H; however, this is not 
the case in the nonlinear theory which substantially complicates the 
problem. We will give both necessary and sufficient conditions that 
a function be a generator; however, these conditions will agree only 
when further restrictions are imposed on the class of semi-groups 
considered.3 In particular, we will find a necessary and sufficient 
condition that a function be a generator of a semi-group on all of H, 
and our results therefore contain the linear theory in Hilbert space. 
We begin by exhibiting a large class of functions which are gene- 
rators. This theorem, and the more complete information we obtain 
in the course of proof, is the heart of the matter. 
THEOREM I. Let A be a hyper-dissipative set. Then there is a unique 
semi-group S on D(A) such that A0 is the strong generator of S. 
We begin the proof with a simple uniqueness lemma. 
LEMMA 3.1. Let A be a dissipative set and x E H. Then there is at 
most one absolutely continuous function u : [0, 00) -+ H with the 
properties 
(i) u(0) = x 
(ii) 24(t) E D(A) and 2 (t) E Au(t) for almost all t > 0. 
Proof. Let u1 and ua be functions satisfying (i) and (ii). Then 
II ~~(0) - u@)lI = 0 and 
f II u1(t) - 4N2 = 2 (+ (0 - 2 (t), u&> - w) < 0 
for almost all t, in view of (ii) and the dissipativity of A. 
LEMMA 3.2. Let A be a hyper-dissipative set and x E D(A). Then 
there is a Lipschitx continuous function u : [0, CQ) --t H with the 
properties: 
(i) u(0) = x 
(ii) u(t) ED(A) for t > 0 
__---- 
S The correct restrictions are now known. See the Appendix. 
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(iii) $ (1) E Au(t) for almost all t > 0 
(iv) !%+ u(t)tp ’ = AOX. 
Proof. The proof b egins with arguments standard in the linear 
theory. Since A is hyper-dissipative, the functions A, , n = 1, 2,..., 
are everywhere defined, dissipative and Lipschitz continuous. It 
follows that the Cauchy problem 
du 
-.-E = A,u,, , 
dt 
u,(O) = y E H 
has a unique global solution uJt, y). The dissipativity of A, implies 
that 
g II %(4 y) - %t(t, 411” d 0, 
so each U, is a semi-group for t > 0. For h > 0 we have 
II &dt + 4 r>ll G II &4t, r)ll, 
in virtue of Lemma 1 .I. Now we fix our attention on ~%(t, x) where 
x E D(A). Let un(t) = u,(t, x). We will show that u,(t) converges as 
n --f cc to a function u with the requisite properties. We have, for 
t 3 0, 
@GW)ll = II &Mll G II &&Oll = II Ax II G II Aox IL (3.1) 
by Theorem 2.3(a). Let 
%(t> = J&n(t), M) = &n(t), (3.2) 
so that 
(4 s(t) = 44 - U/4 m(t) 
(b) m(t) = 444 = WJW) 
(4 ha(t), m(t)1 E A for t > 0. 
From (3.3) it follows that if T > 0 then 
(3.3) 
II %(T) - %L(T)l12 = 2 Jr ( YnW - YmW, %(S) - 4&N as 
(3.4) 
G 2 s 
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Let L, = L,([O, T] : H) be the Hilbert space of square integrable 
functions mapping [0, T] into 27. Regarded as a set in L, the sequence 
(yJ is bounded in virtue of (3.1). Moreover, (3.4) implies 
( Yn-Yym, ;Yn - ;y,, < a T  (3.5) 
where ( , )T is the inner-product in L, . Invoking Lemma 2.4, we find 
that (m} converges in L, for every T, say 
The function ym is defined a.e. on [0, co). Since u,(O) = x for all 
n and du,/dt = yn converges in the mean square, u, converges 
uniformly in [0, T] for all T, say u, --f U. Moreover, 
~(4 = x + 1” ym(s) ds for t b 0. 
0 
(34 
Since un(t) --f u(t) and {A,u,(t)} is b ounded, Theorem 2.3 (c) implies 
that u(t) E D(A) for t > 0. Let {yn,> be a subsequence of {yn) such 
that lim,,, m,(t) = Yaw f or almost all t. Invoking Theorem 2.3 (c) 
once again, we find yco(t) E Au(t) for almost all t. Let (m,} converge 
to ym a.e. as above, say on a set 52. Since 1) y,(t)11 < 11 A% 11, we find 
IIYm(t)ll G II A0x II on 1;2. If (tk} C X2 and tk -+ O+, we have 
IIYmMl < II AOx III w  -+ x and Y&J E ~Gc)* 
By Lemma 2.3 (b), yco(tk) -+ AOx. This shows that yoo may be made 
continuous from the right at zero by setting ~~(0) = Aox and 
redefining on a set of measure zero. It follows that u(t) = 
x + Jiym(s) ds is differentiable from the right at t = 0 with du/dt(O) = 
AOx. The proof is complete. 
COROLLARY 3.1. Let A be a hyper-dissipative set. Then there is a 
semi-group S on D(A) satisfying the following conditions for each 
x E D(A): 
(i) S(t, x) has a right derivative D,S(t, x) for t > 0 and 
D,S(t, x) = A”S(t, x). 
(ii) A”S(t, x) is continuous from the right in t and the points of 
continuity of A”S(t, x) coincide with the points of continuity 
of II A”W, x)ll, h h w ic is a monotonic function of t. 
(iii) S(t, x) is dzgerentiable at the points of continuity of 
II A”W, 4II. 
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Proof. For each x E D(A) let s(t, x) be the function given by 
Lemma 3.2. By virtue of the uniqueness Lemma 3.1, 
Wl + t2 , 4 = q,, w2 3 4) for t1 , t2 >, 0. 
It then follows from Lemma 3.2 that s(t, x) is everywhere right 
differentiable and D,S’(t, x) = AOS(t, x), and from this and the 
dissipativity of A it follows that 
Qll w, 3) - qt, r>ll” < 0 for x9 y E D(A), 
so S is a semi-group. By Lemma 1.1, 11 AOS(t, x)/I = 11 D$(t, x)II is 
monotone decreasing in t and thus 11 AOS(t, x)11 has at most countably 
many discontinuities. Let (tk} be a sequence converging to to > 0. 
If to is either a point of continuity of II AOS(t, x)II or {tk} is monotone 
decreasing, then 
In this event, Lemma 2.3(b) implies A”S(t, , x) + A”S(to , x). This 
establishes the right continuity of AOS(t, x) and the continuity where 
II D,,S(t, x)/l is continuous. Since 5’(t, x) is the integral of its derivative, 
which exists and coincides with D,S(t, x) a.e. in t, we have 
S(t, x) = x + 1’ AOS(T, x) dT 
0 
and (iii) follows at once. 
Theorem I is an evident consequence of Corollary 3.1 and Lemma 
3.1. 
Remark 3.1. Note that the semi-group S on D(A) given by 
Corollary 3.1 extends by continuity to a semi-group S on D(A), 
and that no assumption has been made on D(A). It is an open question 
whether or not the semi-group ,!? can have a generator which properly 
includes A”. See Remark 2.3 in this connection.* 
We may use Corollary 3.1 to prove Theorem 1.4 in the case X = H 
is a Hilbert space. 
COROLLARY 3.2. Let S be a semi-group on the subset C of H and 
let A be the strong generator of S. Then 
D(A) = 1 x:xeC and lim “s(t’X)--X” < co . 
EG 
t 1 
* This question has been settled. See the Appendix. 
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Proof. If x E C and l&l+O+ [II S(t, X) - x /l/t < co, then S(t, X) 
is Lipschitz continuous by Lemma 1.1, so dS/dt(t, x) exists for almost 
all t and dS/dt(t, X) = AS(t, X) for almost all t. Moreover, there is 
a sequence {tk}, t, -+ O+, such that w - lim,,, [S(t, , X) - x]/tk 
exists. Using {tk) we define a dissipative extension A, of A by 
A,z = w - lim,,, [S(t, , z) - z]/tk whenever the limit exists. That 
A, extends A is obvious, and the dissipativity of A, follows as in 
the proof of Theorem 1.5. Let B 2 A, be any hyper-dissipative set 
and let S, be the semi-group on D(B) provided by Corollary 3.1. 
Since B 2 A, Z A, S(t, X) = S,(t, X) in virtue of the uniqueness 
Lemma 3.1. But x E D(A,) C D(B), so S,(t, X) is right differentiable 
by (i) of Corollary 3.1, and x E D(A) follows. The proof is complete. 
A particular consequence of Corollary 3.2 is that weak and strong 
generators coincide. Henceforth we will shorten strong generator to 
generator. 
We now turn to the problem of finding conditions that a function 
must satisfy in order to be a generator of a semi-group. The principal 
result in this direction is an easy consequence of Corollary 3.1. 
THEOREM 3.1. Let S be a semi-group on the subset C of H. Let A 
be the generator of S and let B be a maximal dissipative set containing A. 
Then B”I A. 
Proof. Let B be a maximal dissipative set containing A and S, 
the semi-group on D(B) p rovided by Corollary 3.1. Then, as in the 
proof of Corollary 3.2, we have S,(t, X) = S(t, x) for x E D(A) and 
B” > A now follows from Corollary 3.1(i). 
To proceed further in the direction of necessary conditions we 
cannot consider arbitrary semi-groups. A natural class of semi-groups 
to consider are the maximal semi-groups defined below. 
DEFINITION 3.1. A semi-group S on a subset C of H is a maximal 
semi-group if it is not a restriction of a semi-group on a set C, which 
properly contains C. 
However, there are still difficulties if we restrict our attention to 
maximal semi-groups, for it is not known if such semi-groups have 
non-empty generators. 5 Therefore we go one step further and introduce 
another class of semi-groups. 
DEFINITION 3.2. Let S be a semi-group on the subset C of H 
5 See Remark 3.4 and the Appendix. 
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and let A be the generator of S. S is a generated semi-group if 
D(A) I C. S is further said to be g-maximal if it is generated and 
is maximal in the class of generated semi-groups. 
Remark 3.2. Clearly any maximal semi-group which is generated 
is g-maximal, and any g-maximal semi-group is defined on a closed 
set. It is a consequence of Corollary 2.2 and Theorem I that any 
g-maximal semi-group is defined on a convex set. Kijmura [12] has 
shown that any maximal semi-group is defined on a closed convex 
set. This, together with Komura’s Theorem 1.3, implies that a 
semi-group S on a set with non-empty interior is maximal if and only 
if it is g-maximal. In particular, any semi-group on all of H is g- 
maximal. There are, however, maximal semi-groups on sets with 
void interior. 
We next give a necessary and sufficient condition that a function 
be the generator of a g-maximal semi-group. 
THEOREM II. Let A be a function with domain and range in H. 
Then the following conditions are equivalent: 
(i) A is the generator of some g-maximal semi-group S. 
(ii) A is f-maximal dissipative and there is a hyper-dissipative 
set B such that B0 = A. 
Proof. We first show (i) + (ii). Let S be a g-maximal semi-group 
and let A be its generator. Let B be any maximal dissipative set 
containing A and let S, be the semi-group on D(B) (see Remark 3.1) 
provided by Corollary 3.1. Then the uniqueness lemma implies 
S(t, x) = s,(t, x) f or x E D(A), so S(t, x) = S,(t, x) for x E D(A). 
Clearly S, is generated, so S, = S in view of the g-maximality of S. 
Thus A Z B”. However, B > A and B” = A follows. Since the 
f-maximality of A is equivalent to the condition: If B 1 A and B is 
dissipative, then D(B) = D(A), A is f-maximal dissipative. That 
(ii) =z- (i) is also simple. Let A be f-maximal dissipative, B be maximal 
dissipative, and B” = A. Let S be the semi-group on D(B) provided 
by Corollary 3.1. Then S is generated. Let S, 2 S and S, 
be a generated semi-group with generator A,. Then A, 1 A, 
so A, = A by the f-maximal dissipativity of A. It follows that __- __- - 
D(A,) = D(A) = D(B), and, since S is generated, S, = S. Hence S 
is g-maximal. The proof is complete. 
Remark 3.3. In view of Theorem 2.4 and Theorem II, one can 
associate with a g-maximal semi-group S a unique hyper-dissipative 
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set, namely the hyper-dissipative set B such that B” is the generator 
of S. This remark will be significant in Section 4. 
Two immediate corollaries of Theorem II are given below. 
COROLLARY 3.3. A is the generator of a semi-group on H if and 
only if the following conditions hold: 
(i) D(A) = H 
(ii) A is f-maximal dissipative and there is a hype+dissipative 
set B such that BO = A. 
Proof. In view of Remark 3.2, semi-groups on H are g-maximal. 
Thus Corollary 3.3 is a special case of Theorem II. 
COROLLARY 3.4. Let H be finite dimensional and let S be a semi- 
group on H. Then S(t, x) is dzflerentiable from the right for t > 0 and 
all x E H. 
Proof. In view of Corollary 3.3, the generator A of S satisfies 
D(A) = D(B) f or some densely defined maximal dissipative set. 
Using Corollary 2.1, we find D(A) = H, and the proof is complete. 
We conclude this section by deriving the generation theorem for 
linear semi-groups on H from Corollary 3.3. 
COROLLARY 3.5. The following conditions on a function A are 
equivalent : 
(i) A is the generator of a linear semi-group on H. 
(ii) A is linear, dissipative, D(A) = H, and A has no proper 
linear dissipative extensions. 
(iii) A is linear, dissipative, D(A) = H and R(I - A) = H. 
Proof. ( ) ( 1 i * ii since, according to Theorem 1.5, generators are 
dissipative and, by Corollary 3.5, generators of semi-groups on H are 
densely defined and f-maximal dissipative. (It is obvious that a 
semi-group on H is linear if and only if its generator is linear.) 
(ii) * (iii) since if (ii) holds A is f-maximal dissipative by Lemma 2.6 
and then, by Lemma 2.5, A is maximal dissipative. Finally, by 
Minty’s theorem, A is hyper-dissipative. (iii) * (i), since densely 
defined hyper-dissipative functions evidently satisfy the conditions 
of Theorem II (ii), and thus are generators of semi-groups on H. 
Remark 3.4. After this paper was prepared for publication, 
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Y. Kijmura informed us that he had established the following 
remarkable improvement of Theorem 1.3: 
THEOREM. Let S be a semi-group on a closed convex subset of H. 
Then S is generated. 
Theorem 1.3 now appears in [II] as a corollary of the above result 
and the fact that maximal semi-groups have closed convex domains. 
Furthermore it follows that maximal semi-groups are g-maximal 
and that every semi-group has a g-maximal extension. 
4. PERTURBATION THEORY 
In Section 3 we obtained necessary and sufficient conditions for 
a function A to generate a semi-group. These conditions are often 
difficult to verify, so one is naturally interested in a perturbation 
theory for generators of semi-groups. The simplest kind of 
perturbation theorem would be of the following nature: Let P be a 
set of functions (perturbations) which satisfy some conditions C. 
Then for each generator A and B E P, A + B is a generator. For the 
most likely choices of P, it is easy to see that this “theorem” is false. 
We illustrate this by two simple examples. 
EXAMPLE 4.1. Let H = R and 
Ax= ; 1 
x<l 
x21' 
A is the minimal section of the hyper-dissipative set 
A, = A u {[l,y] : 0 < y  < l}. 
Since D(A) = H, A is the generator of a semi-group on H. Let 
A, = A - I. A, is dissipative but it is not a generator, for 
B = A,u{[l,y]: --I <y <O) 
is a maximal dissipative extension of A, and BO1 = 0 # A,1 = - 1. 
This example shows that perturbation of a generator by a bounded 
linear dissipative operator (--I in particular) does not, in general, 
yield a generator. 
EXAMPLE 4.2. Let A be a generator of a semi-group S on H with 
5W3l3-5 
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the property that there is a maximal dissipative set A, containing 
A and an element x,, E D(A) such that A,x, contains more than one 
element. Let z E A,x, , z # Ax, , and consider the function 
A, = {[x, y - xl : Lx, Yl E 4 (4.1) 
together with the set 
4s = {Lx, Y - 4 : k, Yl E 41. 
A, is a maximal dissipative set containing A, and 
Ay,x, = 0 # A*xo = Ax, - .z. 
Thus, by Theorem 3.1, A, is not a generator. This example shows 
that even the simple perturbation of a generator by a constant function 
will, in general, destroy the property of being a generator. The 
following theorem is closely related to Example 4.2. 
THEOREM 4.1. Let A be a dissipative function with D(A) dense in 
H. Let A, be the function given by (4.1). Then A, is a generator of a 
semi-group for every x E H if and only if R(I - A) = H. 
Proof. If A is a generator, then it is f-maximal dissipative by 
Theorem II. If A has a dissipative extension A, which is not a function, 
then the construction of Example 4.2 shows that A, is not a generator 
for some z E H. Hence, if A, is a generator for every z E H, every 
maximal dissipative set containing A has D(A) as its domain (since 
A is f-maximal) and is a function. It follows that A is maximal 
dissipative and thus hyper-dissipative, i.e., R(I - A) = H. On the 
other hand, if A is a hyper-dissipative function then A, is as well for 
every .z E H, and A, is a generator. 
Remark 4.1. Theorem 4.1 was announced by F. Browder [3] 
for general Banach spaces X and with no restriction on D(A). In this 
generality the theorem may be false. Recently Browder announced 
[q that the assumptions he had intended were: D(A) is dense and 
A, - I is a generator for every z E X, in which case different 
arguments may be used. As shown above, the theorem originally 
announced by Browder is correct in Hilbert spaces if D(A) is dense. 
As far as we know, the validity of Theorem 4.1 as stated is an open 
question in more general spaces. 
Now that we have demonstrated that a perturbation theory for 
generators of semi-groups is essentially non-existent, we turn to 
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positive results. The basic assumption becomes that dissipative sets, 
rather than functions, should be regarded as generators of semi- 
groups. From this point of view, there are open questions concerning 
the correspondence between semi-groups and their (set) generators. 
Corollary 3.1 shows that if a hyper-dissipative set A is given, then one 
can construct a semi-group S on D(A) which is generated by A”. 
However, it is most natural to extend S to a semi-group s on D(A), 
and from this semi-group we can recover only its generator, which 
we merely know to be an extension of A0 (see Remarks 2.3 and 3.1). 
Thus, while A generates s in some sense, we do not know if A is 
determined by s.6 The situation is better in the case of g-maximal 
semi-groups, for by Remark 3.3 we can associate with such a semi- 
group a unique hyper-dissipative set which it is natural to view as the 
generator of the semi-group. Perturbations of these sets may therefore 
be regarded as perturbations of the corresponding semi-groups. Thus 
we turn to the question: If A is a hyper-dissipative set and B is a set, 
when is A + B hyper-dissipative? 
THEOREM 4.2. Let A be a hyper-dissipative set and let B be a 
function such that 
(i) A + B is dissipative 
(ii) D(A) CD(B) and there are constants k, 0 < k < 1 and C 
such that 
II Bx, - Bx, II d WAX,, AX,) + cl1 x1 - x2 II for x1 , x2 E D(A), (4.2) 
where 
4% , Ax,) = inflll YI - YZ II : y1 E Ax1 , y2 E Ax21 
is the usual distance between sets. Then A + B is hyper-dissipative, 
Proof. By virtue of Theorem 2.1, it suffices to show that 
R(X - A - B) = H for some h > 0. By assumption, (A - A)-l is 
everywhere defined for h > 0, and, since D(B) 1 D(A), so is 
T,, = B(X - A)-l. It is enough to show TA is a strict contraction for 
some h > 0. To see this, let z E H. If T,, is a strict contraction, there 
is a fixed point of the map u -+ z + T,,u. Let u = z + TAu and 
u = (Ax - y) with [x, y] E A. Then, by the definition of T,, , 
Xx-y=z+Bxor 
z=Xx-y-BxER(X-A-B). 
6 This question has been settled. See the Appendix. 
404 CRANDALL AND PAZY 
TA is a strict contraction if there is a 6 < 1 such that for all [xi , yi] E A, 
i= 1,2, 
or 
11 Bx, - Bx, 112 < P(d((h1 - A) x1 ) (AZ - A) x2))” for xi E D(A). (4.3) 
However, the existence of such a h and 6 is implied by (4.2). If 
[x~,~JEA, i= 1,2andh >O, then 
VI *1 - *2 II2 + II Yl - Y2 II2 < IV% - Yl) - @x2 - Y2)l12 
and, since yi is any element of Axi , 
x211 x1 - 3% II2 + (d(A% 9 -4X2N2 < (d(W - 4 Xl , (U - 4 x2))". (4.4) 
Squaring (4.2) and estimating the mixed term which appears on the 
right, we have 
/I Bx, - Bx, II2 < (k2 + Ckb)(d(Ax, , Ax,))~ 
(4.5) 
+ (P + Ck/S)ll x1 - x2 /I2 for 8 > 0. 
From (4.4) and (4.5) we deduce 
II Bxl - Bx, II2 d S2(d((M - 4 xl , (Al - 4 ~2))~, (4.6) 
where 62 = k2 + Ckb and A2 = (C2 + Ck/B)(k2 + Ck&)-l. Since 
k < 1 and d > 0 is arbitrary, 6 can be made less than 1 by choosing d 
small. Hence (4.3) holds for some 6, 0 < 6 < 1, and all xi E D(A). 
The proof is complete. 
Remark 4.2. The assumptions of Theorem 4.2 are satisfied if B is 
dissipative and Lipschitz continuous, for then k = 0 may be used in 
(4.2). 
Theorem 4.2 involved hypotheses asserting that B is “sufficiently 
continuous” with respect to A. If B as well as A is hyper-dissipative, 
it is enough that B be “sufficiently bounded” with respect to A, as we 
now prove. 
THEOREM 4.3. Let A and B be hyper-dissipative sets. Let 
D(B) 2 D(A) and for every r > 0 let there exist constants k(r) and 
C(Y), k(r) < 1, such that 
II Box 11 < K(r)jJ Aox /I + C(r) for xED(A) and I/x /I < r. (4.7) 
Then A + B is hyper-dissipative. 
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Proof. We show R(I - A - B) = H. Let 
8, = {[x - (l/~>y,yl : [x,rl EBI. 
Since B is hyper-dissipative B, is dissipative, everywhere defined 
and Lipschitz continuous for n = 1, 2,... . By Theorem 4.2 (see 
Remark 4.2), A + B, is hyper-dissipative. Consequently, any z E H 
may be written as 
X?l - yn - B,x, = z n = 1, 2,... (4.8) 
for some [xn , yJ E A. Let [x0 , y,,] E A for some x0 , y,, . Then, since 
(I - A - B,)-l is a contraction, 
II %z - x0 I/ = 11(I - A - B,)-lz - (I - A - Bn)-l(xo - y,, - B,& 
G II z - 6, - yo - BnxoN 
Since /I BnxO 11 < I\ Box0 /I by Th eorem 2.3(a), it follows that 11 x, I] < r 
for some Y  independent of n. Then (4.8) implies 
llYn+&%II <ll~ll+~=~l 71 = 1, 2,... . W) 
We claim now that {y,) and {Bnx,J are both bounded. Indeed, by 
(4.9), (m} is bounded if and only if {Bnxn} is bounded. To see that 
tin} is bounded we use (4.9), (4.7) and the estimates I] B,xn Ij < /I Box, 11, 
I] AOx, Ij < j/ yn 11 to conclude 
(1 - W)ll Yn II - w  d II Y?z II - Wll AO%a II - C(r) 
d II in II - II Box, II 
B II yn II - II %xn II 
(4.10) 
d II in + Bnxvz II d II z II + r. 
Due to the assumption k(r) < 1, (4.10) implies that {yJ is bounded. 
To complete the proof, it is enough to show {xn} converges, say 
x, -+ x0 . To see this, assume x, + x0 . Then the boundedness of 
{yn} and {B,x,J imply, by Lemma 2.3 and Theorem 2.3, that x0 E D(A) 
and that if yl, y2 are weak cluster points of {m} and {B,x%}, respec- 
tively, then y1 E Ax, and ys E Bx, . It follows that x0 - yi - ys = 
z E R(I - A - B), by (4.8). In fact, we will show that not only 
{xn}, but also (m} and (B,xn} converge strongly as follows: We have 
I/% - x,l12=(~,-y,+B,x,--B,x,,x,--x,) 
< (&A - &J, , xn - ~,,a). (4.11) 
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Let X, = u, - (l/n) We , [u, , VJ E B, so that B,xn = v, . 
Introducing this notation in (4.1 l), we find 
0 < II xn - x, /I2 < (% - %I, 42 - %I - (l/n) vn + (l/m) v,) 
< (vn - %n , (l/m> %I - (l/n) vn). 
(4.12) 
Invoking the convergence Lemma 2.4 and recalling that (v, = B,x,} 
is bounded, (4.12) implies (B,x,} converges, and hence that {zcn} and 
(yn = z - x, + B,x,} converges. The proof is complete. The next 
theorem is a consequence of Theorem 4.3. 
THEOREM 4.4. Let A be a hyper-dissipative set. Let B be a dissipative 
hemicontinuous function with D(B) dense, convex and D(B) 2 D(A). 
If for each I > 0 there exist constants k(r) < 1 and C(r) such that 
II Bx II < k(r)11 Aox II + C(r) for x E D(A) and II x II d r, (4.13) 
then A + B is hyper-dissipative. 
Proof. Let B, be a hyper-dissipative set containing B. If (4.13) 
holds for B,O in place of B, A + B, is hyper-dissipative by virtue 
of Theorem 4.3. If we show B,x = Bx for x E D(B), i.e., that B, 
restricted to D(B) is a function, then (4.7) will hold for B,O in place 
of B and A + B, = A + B. Thus it is enough to prove that if 
x0 E D(B), y. E H and 
(Bx-yy,,x-xx,) GO for x E W), (4.14) 
then Bx, = y. . Let u E D(B). Then x1 = x0 + t(u - x0) is in D(B) 
for 0 < t ,< 1 by the convexity. Using xt in (4.14), we have 
(Bxt - yo 9 u - x0) < 0 for 0 < t < 1. Letting t -+ 0+ and invoking 
the hemicontinuity of B, we find 
(Bxo-yy,,u-xx,)<0 for u E D(B). (4.15) 
Since D(B) is assumed to be dense, (4.15) implies Bx, = y. . The 
proof is complete. 
Remark 4.3. Theorem 4.3 and a version of Theorem 4.2 remain 
valid in Banach spaces with uniformly convex dual spaces. Theorem 
4.3 has essentially the same proof in this case. The arguments used 
in proving Theorem 4.2 do not generalize so easily, and the Banach 
space version of this theorem is due to Kato [9]. Kato has further 
observed that the estimates (4.2) and (4.7), which we require to be 
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uniform on bounded sets, may be replaced by local bounds, i.e., it is 
enough that each point have a neighborhood where these bounds 
are uniform. The arguments used by Kato to establish these 
generalizations are quite different from those given here. See [9] for 
details. 
5. MISCELLANY ON SEMI-GROUPS 
This section consists of a variety of observations on special kinds 
of semi-groups and other rather special facts. 
DEFINITION 5.1. Let S be a semi-group on the subset C of H. 
S is bounded if for each x E C there exists a constant M(X) such that 
11 S(t, x)11 < M(x) for t > 0. 
We call {S(t, X) : t > 0} the orbit of x (under S). Thus a semi- 
group is bounded if every orbit is bounded. If the orbit of y is bounded, 
then 
II w, XII d II w 4 - w Y>ll + II w, Y)ll G II x - y II + II se, Y)ll 
shows that every orbit is bounded. 
DEFINITION 5.2. Let S be a semi-group on the subset C of H. 
A point x0 E C is aJixed point of S if S(t, x,,) = x0 for t 2 0. 
If S is a linear semi-group, then 0 E H is always a fixed point of S, 
and the fixed points of S form a subspace of H. In the case of nonlinear 
semi-groups we have the following obvious lemma. 
LEMMA 5.1. The set of fixed points of a semi-group S on a closed 
convex subset C of H is closed and convex. 
The set of fixed points of a semi-group S may be void. If S has a 
fixed point y, then the orbit of y is bounded and S is bounded. 
A more interesting fact is the converse statement, which is essentially 
due to Browder [3]. 
THEOREM 5.1. Let S be a semi-group on the closed convex set C. 
Then S is bounded if and only if S has a fixed point. 
Proof. We need only show that S has a fixed point if it is bounded. 
Let x,, E C and 11 S(t, x,)11 < M. Let 
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Let F, = lLr Vs(t, x0)). J’, is closed, convex, and nonempty (since 
x,, E F7). Moreover, if 7 > CT, then F, r> F, . If x E F, , 0 > 0, then 
S(T, 4 E Fo+T since if t 2 7 + u, we have 
It follows that the set C,, = lJ,>,, F, is invariant under S(t, *) for 
t > 0. Co is closed, convex, and bounded. Since the functions 
S(t, m), t 2 0, constitute a commuting family of contractions which 
leave C,, invariant, Remark 2.5 supplies a common fixed point for the 
S(t, *), i.e., a fixed point for S. 
COROLLARY 5.1. Let S be a semi-group of contractions on a closed 
convex subset C of H, and let A be thegenerator of S. Then S is bounded 
if and only if 0 E R(A). 
Proof. If S is bounded it has a fixed point x0 . Clearly x,, E D(A) 
and Ax, = 0. On the other hand, if x0 E D(A) and Ax,, = 0, then 
S(t, x,,) = x0 by Lemma 1.1. 
We now give another type of condition on the generator of a 
semi-group S which guarantees that S is bounded. 
THEOREM 5.2. Let A be the generator of a semi-group S on C. Let 
D(A) be nonempty. Let {xn} C D(A) and )I x, 11 -+ co imply )I Ax, /( -+ co. 
Then S is a bounded semi-group. 
Proof. Let x E D(A). We show the orbit of x is bounded. If 
II S(t, 9 4I - a, then t, -+ co (by the continuity of S(t, x)) and 
11 AS(t, , x)1/ -+ co by assumption. However, by Lemma 1.1, 
11 AS(t, x)1/ is monotonic decreasing in t, and we have a contradiction. 
Hence the orbit of x, and consequently S, is bounded. 
Many well known results in the theory of linear semi-groups have 
analogies in the nonlinear theory. We note a few of these which are 
not quite obvious. For example, let S be a linear semi-group. The map 
t + S(t, *) is continuous in the uniform operator topology if and only 
if S is everywhere differentiable and this is true if and only if its 
generator is a bounded linear operator. For linear contractions this 
is equivalent to an estimate of the form: 
II w  4 - S(T, Y)ll G (II x - Y II + w  t - 7 III Y II). 
The analogous facts in the nonlinear theory are: 
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THEOREM 5.3. Let S be a semi-group on Hand let A be thegenerator 
of S. Then the following are equivalent: 
(i) D(A) = H. 
(ii) For each x E H there is an open neighborhood N, of x and a 
constant h(x) such that 1) AZ 11 < h(x) for x E D(A) n N, . 
(iii) For each x E H there is a neighborhood’ N, and a constant 
h(x) such that 
I/ S(t, z> - s(r, Y)ll < /I .Z -Y II + h(x)1 t - T I for t, T 3 0 and y, z E IV,. 
Proof. We note that by Corollary 3.3 A is f-maximal dissipative 
and D(A) is dense in H. According to Remark 2.4 A is locally bounded 
if D(A) is open, so (i) * (ii). Let x, N, , k(x) be as in (ii). If 
~,yEQA)nN,, then, by Lemma 1.1, 
II St& 4 - 87, Y)l/ < II qt, 4 - WY)ll + II w,JJ> - S(T,Y)II 
G il z -Y II + II AY III t - T I (5.1) 
G II z -Y II + @)I t - 7 I. 
The inequality (5.1) may be extended to y, z E D(A) n N, by con- 
tinuity, and D(A) n N, = gz 2 N, . Thus (ii) 3 (iii). Finally, it is 
an immediate consequence of Corollary 3.2 that (iii) =z- (i), and the 
proof is complete. The restriction to semi-groups on H in Theorem 
5.3 is only for convenience. 
Another class of results which often extend from the linear to 
the nonlinear theory are the representation theorems. See, for example, 
J. W. Neuberger [15] and G. F. Webb [27]. We illustrate this by an 
example. Let S be a semi-group on the closed set C. Let Ahx = 
h-l(S(h, x) - z) f or x E C. Ah is a Lipschitz continuous dissipative 
function taking C into H (see the proof of Theorem 1.5.) It is easy 
to exhibit mild conditions on C which guarantee that Ah is a generator 
of a semi-group Sh on C for h > 0. In particular, if C = H this is 
evidently the case. We prove: 
THEOREM 5.4. Let A be the generator of the semi-group S on C and 
let D(A) = C. Let Ah be the generator of a semi-group Sh on C for 
h > 0, and x E C. Then Sh(t, x) + S(t, x) as h --+ 0 uniformly in t on 
compact t-sets. 
Proof. It is enough to verify the assertion for x E D(A), as S and 
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Sh are contractions. For x E D(A) the definition of Ah and Lemma 
1. I yield the following information: 
(0 S(t, 4 E D(A) for almost all 2 > 0 
(ii) II A*z II G II AZ II for z s D(A) 
(iii) II Sh(.r, 4 - S(T, x)ll < II S*(T, x> - x II + II x - S(7, x)11 
G (II Ahx II + II Ax II> 7 (5.2) 
< 211 Ax II 7 for 720 
(iv) ,,I%+ AhS(t, x) = AS(t, x) for almost all t > 0. 
Now we have, for T > t, 
I/ Sh(t, x) - S(t, x)/l” = 2 1’ (AW( 7, x) - AS(7, x), S+, x) - S(7, x)) do 
0 
< 2 
1 
1 (A%!+, x) - AS@, x), P(T, x) - S(T, x)) d7 
< 4Tll Ax II /‘II AhS(7, 4 - AS(T, XIII dr, 
0 
(5.3) 
where the dissipativity of Ah and (5.2) (iii) have been used. We 
also have 11 AhS(~, x) - AS(T, x)11 < 2 1) Ax (I, by (5.2) (ii) and 
II AS(7, 411 < II Ax II, f or almost all 7 > 0. Now (5.2) (iv) and the 
Lebesgue dominated convergence theorem imply the right-hand side 
of (5.3) tends to zero as h -+ 0. This completes the proof. For a 
similar theorem with stronger hypotheses and longer proof, see 
J. R. Dorroh [.5]. We note that the proof of Theorem 5.4 just given 
is valid after a notational change in any reflexive Banach space. 
We conclude this section with some remarks on the simplest kind 
of nonlinear semi-groups. These are semi-groups on H of the form 
w, 4 = T(t) x + y(t) (5.4) 
where T(t) is a linear semi-group on H and y(t) is a continuous 
function. We call semi-groups of the form (5.4) afine semi-groups. 
Since isometries on a Hilbert space are affine, every semi-group of 
isometries is affine. 
LEMMA 5.2. Let S begiven by (5.4) where T(t) is a linear semi-group. 
Then S is a semi-group if and only if y is continuous and 
T(t) Yb) = At + 4 - r(t) for t, 7 > 0. (5.5) 
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Proof. The relation S(t, S(T, x)) = S(t + T, x) is equivalent to 
(5.5). Clearly S is continuous if y is continuous, and S(t, 0) = y(t) 
shows that y is continuous if S is continuous. 
LEMMA 5.3. Let T(t) be a linear semi-group. Let y be a continuous 
function. Then y satisjies (5.5) ;f and only if there are vectors z, w E H 
such that 
y(t) = (I - T(t)) w + [” T(T) z dT. 
Proof. One checks directly that if y is given by (5.6) it satisfies 
(5.5). Conversely, let y satisfy (5.5). Let S be the semi-group (5.4). 
Assuming w E D(A), where A is the generator of S, we set 
S,(t, L-C) = S(t, x + zu) - w = T(t) x + (T(t) - I) w + y(t) 
= T(t) x + Jqt). 
S, is an afhne semi-group and zero is in the domain of its generator. 
Thus yr satisfies (5.5) in place of y and the right derivative D,yr(O) 
exists. However, 
T(t) Y& = Ydt + d - Y&> for T > 0, 7 7 
so DryI exists for all t and satisfies 
D,rdt> = T(t) z (5.7) 
where z = DryI( Th us Dry, is continuous and (5.7) may be in- 
tegrated to yield yl(t) = J’:, T(T)z dr. (~~(0) = 0 follows from S,(O, 0) = 
0 = yr(O).) Since y(t) = yl(t) + (I - T(t)) w, the lemma follows. 
The proof is complete. 
Lemmas 5.2 and 5.3 are clearly not restricted to the case of con- 
tractions or to Hilbert space. The fact that general affine semi-groups 
have densely defined generators may be proven by the usual argument 
for linear semi-groups. Combining Lemmas 5.2 and 5.3 we have: 
THEOREM 5.5. Let S be an afine semi-group. Then there is a linear 
semi-group T(t) and elements z, w E H such that 
S(t, x) = T(t) x + (I - T(t)) w + j-’ T(T) z dr. 
0 
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We remark that “groups of contractions” are “groups of isometries” 
and hence affine. Thus there is no interesting theory of “groups of 
nonlinear contractions.” 
6. GENERALIZATIONS 
The Hille-Yosida theory of linear semi-groups goes beyond the 
theory we have presented so far in two distinct directions. On one 
hand, this theory is not restricted to semi-groups of contractions. 
However, if T(t) is a linear (not necessarily contraction) semi-group 
on X, then there is a real number w (the type of T(t)) such that 
T,(t) = e-w”T(t) is a semi-group which is uniformly bounded, i.e., 
there is a constant M such that 1) T,(t)]1 < M for t 3 0. If one defines 
II x Ill = SUPfll T,(t) x II : t 3 01 for x E x, 
then II II1 and II II are clearly equivalent norms on X and T,(t) is 
evidently a semi-group of contractions with respect to I] ]I1 . In this 
sense, the linear theory is restricted to contraction semi-groups. 
Another distinction between the linear theory and the results we have 
developed is that we have restricted ourselves to Hilbert space in most 
of this paper, while the linear theory is set in a general Banach space. 
It is our goal in this section to outline the current status of the non- 
linear theory in Banach spaces and to indicate the most important 
of our results which remain valid in more general spaces. 
We start with an example, due to G. F. Webb [17], which shows 
that Theorem 1.3 is not true in a general Banach space. 
EXAMPLE 6.1. Let C[O, l] d enote the Banach space of continuous 
real-valued functions on [0, l] under the maximum norm. Let 
e4 = /lx 
x>o 
x<o 
and define s(t,f)(z~) = F(t + F-l(f(x))) for 0 < x < 1 and 
f E CIO, 11. Then S is a semi-group on CIO, 11. If A is the generator 
of S, one checks easily that D(A) contains only functions which do not 
change sign, so D(A) is not dense in CEO, 11. 
As concerns the other results of Section 1, we note that the proof 
of Theorem 1.2 remains valid if H is replaced by, say, a uniformly 
convex Banach space. Theorem 1.4 will be proved at the end of this 
section, and its proof will serve to illustrate arguments in Banach 
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spaces. To state the analogue of Theorem 1.5 in Banach spaces, 
we need an extension of the notion of dissipativity. In this connection 
the appropriate idea seems to first appear in Lumer and Phillips [I3]. 
Let X* be the dual of X and let the value of f~ X* at x E X be 
denoted by (~,f). The duality map F is the subset of X x X* given 
bY 
F={[x,fl:x~X,f~X* and @,f) = II x II2 = llf II”>- 
In view of the Hahn-Banach theorem D(F) = X, and it is simple to 
show R(F) = X* if X is reflexive. If X* is strictly convex then F is 
a function. If X* is uniformly convex then F is uniformly continuous 
on bounded subsets of X. See [8]. In terms of F we define 
“dissipativity” as follows: 
DEFINITION 6.1. A subset A of X x X is dissipative if [q , yi] E A, 
i = 1, 2, implies 
(Y1rY2,f) GO for all f  EF(xl - x2). 
This definition follows Browder [3] and differs slightly from Kato’s 
definition in [S] and [9]. If F is a function there is no distinction. One 
easily verifies that weak generators are dissipative in this sense, 
just as in Theorem 1.5. One now defines maximal dissipative and 
hyper-dissipative sets exactly as in Definition 2.1. In the preceding 
sections we have tried, as much as possible, to write (y, x) where 
(y, F(x)) would appear in the Banach space case. The functions A, 
and JA are defined as in Definition 2.2, and Lemma 2.1 holds if X 
is, replaced by 2h in (d). Theorem 2.1 remains valid, and has the 
same proof, in general Banach spaces. Most of the remaining results 
of Section 2 remain valid in some class of Banach spaces. For 
simplicity, we hereafter assume that X and X* are uniformly convex, 
although weaker assumptions suffice in particular cases. With this 
restriction all of the results of Section 2 concerning maximal and 
hyper-dissipative sets remain true, with the outstanding exception of 
Minty’s Theorem 2.2 which is not known outside of Hilbert space. 
The lack of Minty’s theorem limits part of the arguments and theory 
in Section 3 to Hilbert spaces as well as the significance (i.e., maximal 
dissipative might not imply hyper-dissipative) of results like the 
sufficiency part of Theorem 2.5 (which holds in any Banach space). 
In this connection we note that Kato [9] has shown that a hemi- 
continuous dissipative function A with D(A) = X is hyper-dissipative. 
We turn now to Section 3. Here Theorem I (and Corollary 3.1) 
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were discovered in the case X and X* uniformly convex by Kato [9] 
simultaneously with the author’s discovery of Theorem I. The 
especially simple proofs of Lemma 3.2 and, consequently, Corollary 
3.1 which we have given do not immediately generalize to the Banach 
space case; however a proof may be based on Lemma 6.1. Kato treats 
an even more general situation in which he deals with certain time 
dependent evolution equations involving hyper-dissipative sets. 
Concerning Theorem 3.1, see the proof of Theorem 1.4 at the end 
of this section. A complete analogue of Theorem II is not known 
in Banach spaces, owing to the lack of Minty’s theorem, and the 
linear theory is not at present included in the nonlinear theory in 
Banach spaces. We do have a partial analogue of Theorem II, however, 
which is given as a corollary (Corollary 6.1) of Theorem 1.4. The 
situation as regards Section 4 has been commented on in that section. 
As for Section 5, we note that, in addition to the remarks of that 
section, Theorem 5.1 and Corollary 5.1 hold in uniformly convex 
Banach spaces while Theorem 5.2 holds in reflexive Banach spaces. 
We turn now to the proof of Theorem 1.4. A crucial ingredient 
in the proof is the following lemma which also casts new light on 
Theorems I, II and 3.1. 
LEMMA 6.1. Let X be a rejexive Banach space. Let S be a semi- 
group on the subset C of X. Assume x E C satisfies 
lim II s(t’ x, - ’ II = L < * t-O+ t 
and that 
B 2 i[s(t, 4, AS@, 41 : s(t, 4 E WJ)), 
where A is the strong generator of S and B is a dissipative set. Then ;f 
x E D(B), 
L < inf{lly 11 : y E Bx}. 
Proof. By Lemma 1.1, (6.1) implies 
II WI ,4 - w, , x>ll < LI 6 - t, I. (6.2) 
It follows that S(t, x) is differentiable, a.e. in t, say on the t-set Q, 
and S(t, x) = x + $, (dS/dT)(T, x) d7. We proceed somewhat 
indirectly for later reference. Let [u, v] E B and f : [0, co) + X* 
satisfy 
f(t) EF(@ - set, 4) for t > 0. (6.3) 
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We have, by assumption, 
(v - AS(t, x),f(t)) < 0 for t EQ n [0, CO). (6.4) 
However, (d/dt) II u - S’(t, x)1]” = 2(--AS(t, ~),f(t)) for almost all t 
(by (6.3)) so (6.4) implies 
iNI u - w x>ll” - II f2 - x II”> < jt II v II Ilf(4ll d-r 
= II v II j: II W, 4 - u II dT. 
Let u = x, v = y E Bx in (6.5). This yields 
(6.5) 
II 2 - W, 4” < 211 Y II ,: II x - S(T, 411 dr. (6.6) 
It is an elementary fact that a nonnegative continuous function u 
satisfying 
u2(t) < 2K 1; U(T) dr for 220 (6.7) 
will satisfy o(t) < Kt. Thus (6.6) implies 
t-ill WV 4 - x II G II Y II> 
and the proof is complete. 
Remark 6.1. This lemma is essentially due to Kato [9], while 
the proof given here is adapted to our later convenience. 
Proof of Theorem 1.4. We now assume X and X* are uniformly 
convex. The uniform convexity of X* implies F is a continuous 
function and that X is reflexive. This is sufficient to guarantee the 
validity of Lemma 2.3 (a); indeed, the same proof is valid. Lemma 
2.3 (b) 1 h Id a so o s in the case X and X* uniformly convex, and has 
the same proof. We let the other assumptions and notations of Lemma 
6.1 hold and assume 
B 1 {[S(t, x), AS(t, x)] : t E A-2]} 
and that B is maximal dissipative. Since 
II AW, 411 < L for teQ, 
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and S(t, x) --+ x as t -+ Of, Lemma 2.3 (a) implies x E D(B). Since 
X is uniformly convex Box is a well defined element of Bx. In view 
of the preceding lemma, Ij Box 11 3 L. If {tn} 2 Sz, t, -+ 0+, then 
By Lemma 2.3 (b) we conclude that AS(t, , x) -+ Box. Thus, taking 
AS(t, x) to have the value Box at t = 0, AS(t, x) is continuous at 
t = 0 when a set of measure zero is disregarded. It follows that 
Iirn qt, ‘4 - x = Box. t-+0+ t 
In view of S(t, + t, , x) = S(t, , S(t, , x)), it follows that S(t, x) is 
differentiable from the right with the right derivative 
D,S(t, x) = AS(t, x) = BOS(t, x). 
Using the monotonicity of 11 AS(t, x)11 = [( BOS(t, x)I[ and Lemma 
2.3 (b) exactly as we did in the proof of Corollary 3.1, it follows that 
AS(t, .x) is continuous from the right, and is continuous at points of 
continuity of 11 AS(t, x)11. Th e assertions of Theorem 1.4 follow at 
once. 
COROLLARY 6.1. Let X and X* be uniformly convex. Let C be a 
closed subset of X and S be a semi-group on C with generator A. If 
B 2 A and B is a dissipative set, then 
D(A) = D(B) n D(A). 
Proof. Let u E D(B) n D(A). To show u E D(A) it suffices, by 
Theorem 1.4, to show 
lirn II s(t’ ‘) - ‘/I < 00 
t-O+ t 
Assume x E D(A) and [u, v] E B. The assumptions which led to (6.5) 
are satisfied here, so (6.5) holds. Moreover, (6.5) will hold for 
x E D(A) by continuity, in particular for x = u. Thus 
satisfies (6.7) with K = 2 11 v I/ and II S(t, u) - zl/I < 11 v 11 t. This 
completes the proof. 
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A particular consequence of Corollary 6.1 is that if 5’ is a semi-group 
on X and D(A) is d ense in X, then A isf-maximal dissipative and of 
the form B” for a maximal dissipative set B. 
We thank Professors Kato and Kdmura for their kindness in availing us of pre- 
publication drafts of their papers [9] and [I,?]. We also thank Professor Kato for 
several stimulating discussions. 
APPENDIX 
The following two results, obtained since this paper was submitted 
for publication, perfect the generation theory of Section 3. 
THEOREM Al. Let A be a maximal dissipative subset of H x H. 
Then there is a unique semigroup S on D(A) such that A0 is the generator 
of s. 
THEOREM A2. Let C be a nonempty closed convex subset of H and let 
S be a semigroup on C. Then there is a unique maximal dissipative set A 
such that A0 is the generator of S. 
Proof of Theorem Al. Theorem Al is evident, provided that the 
question posed in Remarks 3.1 and 2.3 has an affirmative answer. See 
Remark 3.1. That this is in fact the case follows from: 
LEMMA Al. Let A be a maximal dissipative subset of H x H. If B 
is dissipative and B 1 A 0, then D(B) n D(A) = D(A). 
For the proof of Lemma Al see [a]. 
Proof of Theorem A2. Let A, be the generator of S. According to 
Komura’s theorem (see Remark 3.4), D(A,) = C. In order to proceed 
we need the following lemma, which is a straightforward consequence 
of Proposition 1 of [l]. 
LEMMA A2. Let C be a nonempty closed convex subset of H, and 
let A, be a dissipative set such that D(A,) _C G. Then there is a maximal 
dissipative set A such that A 2 A, and D(A) C C. 
5w3/3-6 
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According to Lemma A2, A, is contained in a maximal dissipative 
set A such that D(A) C C. Clearly D(A) = C and the semigroup 
on C with A0 as its generator, provided by Theorem Al, coincides 
with S. Thus A0 = A, . The uniqueness of A is a direct consequence 
of Theorem 2.4(c). The proof is complete. 
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