Introduction
In order to have confidence in a model it is necessary to validate it. Different model validation approaches exist. Their difference is based upon the assumptions about the plant and models. Classical validation methods, based on classical model identification (Ljung, 1994; Soderstrom and Stoica, 1989 ) rely on statistical uncertainty assumptions due to stochastic noise only. On the other hand, control oriented identification methods (Chen and Gu, 200 ) (i.e. ∞ H identification, stochastic embedding, set membership identification, etc.) lead to validation assumptions based on bounded noise and bounded model undermodelling. However in both cases the output of the validation process is just a "validated/invalidated" result. Regarding classical validation methods, the problem of assessing the validity of an identified model has been traditionally linked with the problem of model order selection. The classical model validation literature (Ljung, 1994; Soderstrom and Stoica, 1989) has approached the problem in two ways:
• use of plots and common sense. The first approach is basically based on the comparison of experimental data with the model output. If both are similar then the model can be considered a good one. However there are two unavoidable reasons that prevent the model output to fit data perfectly: the modelling errors and perturbations. The second approach is to apply a hypothesis test over the residual () t ξ , which follows from the assumptions on the disturbance. The more common assumptions over the residual are (Soderstrom and Stoica, 1989) : • h1: () t ξ is a zero mean white noise.
• h2: () t ξ has a symmetric distribution. www.intechopen.com
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The above assumptions lead to check two main residual properties, the whiteness of the residuals (i.e. h1, h2) and the cross-correlation between residuals () t ξ and control actions () ut (i.e. h3, h4) .
Hence classical validation tests can be classified as follows 1. Whiteness Test.
• Autocorrelation test (Assumption h1).
•
Testing changes of sign (Assumptions h1 and h2). 2. Independence between residuals and inputs.
• Cross-correlation test of past inputs (Assumption h3 or Assumptions h3 and h1).
• Cross-correlation test of all inputs (Assumption h4 or Assumptions h4 and h1). The rationale of the tests is to detect causes of variation on the residual distinct than the ones assumed. For example if the residual is assumed to be white noise and the test shows that the whiteness statistical hypothesis is violated then we assume that there is a distinct cause producing the mismatch (i.e. model error). The result of the statistical tests above reviewed is a binary one. In fact the test either validates or invalidates the model. No further information is provided by the test. As a result, two important drawbacks are 1. There is no information on important model aspects such as (Balaguer and Vilanova, 2006a ):
• The reasons why the model is invalidate.
How to improve the model.
The model usefulness degree. 2. In control design, undermodelling (i.e. use of low order models) is normally present (Balaguer and Vilanova, 2006b) . In fact as stated in (Ljung, 1994 ) "For such a model (a model simpler that the one that minimizes the total error) typically the bias error is the dominating contribution to the total error. Consequently, such models would normally be falsified during model validation". Thus, as a conclusion, although the theory of classical validation methods is well developed and plenty of successful applications it has limitations when a more informative validation procedure is required. In this chapter we present a new view to the model validation procedure. The main characteristic of the presented approach is that the validation is frequency dependent. As a result the validation procedure is more informative as: 1. The same model can result validated for a frequency range and invalidated for a distinct frequency band. Thus the result of the validation procedure is no longer binary but frequency dependent. 2. The algorithm provides the frequency range for which the model is validated. 3. The validation procedure is suited to be used with residuals generate in a control oriented fashion (i.e. in closed loop). The application areas of this new, more informative, validation procedure are wide. The applicability potential hinges on the frequency dependence of the validation result. In particular we focus on the application for model validation on Iterative Identification and Control Design Schemes. In Iterative Identification and Control Design Schemes (Albertos and Sala, 2002 ), a new model is identified at each iteration. Thus it is necessary to validate the new model. Moreover these iterative schemes have some requirements, such as input experiment design, model order selection, etc. The proposed frequency dependent algorithm gives information in order to i) select controller bandwidth, ii) select model order and iii) design the input experiment for the next iteration. A distinct application area of the algorithm presented here is the validation of controllers. The objective is to validate the behaviour of a possibly low order controller (e.g. PID) against a more complex controller (e.g. optimal controller). The procedure presented here can be applied to ascertain for what frequency ranges both controllers are behaving in an equivalent manner. Moreover the validation procedure also suggests a tuning method by means of minimizing the residual generated by the comparison of both controllers. First results can be found in (Balaguer et al., 2008 
Frequency Dependent Model Validation
The main objective of the methodology presented is to validate a model on the frequency domain. To this end a time domain validation procedure based on testing the residual whiteness is modified to achieve the pursued objectives. The idea is as follows. It is assumed that if the residual is white noise the model is validated because the residual contains no further useful information that could be used to improve the model accuracy. This test is usually performed in the time domain by studying the residual autocorrelation, the number of sign changes, etc (Ljung, 1994) . We translate the time domain residual to the frequency domain by its discrete Fourier transform. Moreover, the statistical properties of the spectrum of a white noise signal are calculated. The objective is to test if the spectrum calculated from the residual has properties of white noise. As a result, one unique test in the time domain has been translated to N different tests in the frequency domain. We check if the th k frequency component of the spectrum has the properties of a typical frequency component of a white noise. In the affirmative case we have no reason to believe that the model is invalid on that frequency component. On the other hand, if there are certain frequency components that clearly do not behave accordingly with the statistical properties of white noise then it is likely that at this frequency range there is an important mismatch between the model and the plant. As a result the model is invalid for that frequency range.
Whiteness Test on the Frequency Domain
In this section the statistical time domain properties of a white noise are translated to the frequency domain. This is accomplished by means of two theorems. The first one is an intermediate result that is used by the second one which describes the frequency domain distribution of the spectrum of a white noise. (1) and (2)). (3) and (4) They follow a normal variable distribution with parameters given by equations (1), (2), (3) and (4) H when it is true is set by the user by choosing the confidence limit. For example, if the confidence limit is chosen to be 10.6 then the 99.5% of samples of a 2 2 χ distribution fall inside the limit. This confidence limit sets the type I error. Following the example presented in the preceding section, the type I error was of 0.5%, that is the 0.5% of the samples of a 2 2 χ must be greater than 10.6. The type II error is more difficult to be calculated as it depends on knowledge of of the actual distribution followed by
The hypothesis test is then simply a check that any magnitude of the normalized spectrum is less than the test limit. If the value is greater then it is very unlikely and the model results invalidate for this frequency.
www.intechopen.com Hence the residual has the same stochastic properties than the noise. The perturbation d is assumed to be white noise with σ =1. The reference input r is a train of sinusoids up to frequency 3 rad/sec.
The validation procedure results can b e s e e n i n f i g u r e 4 . T h e m o d e l Ĝ shows no invalidation signs up to 1.4 rad/sec. However for higher frequencies the hypothesis test fails to validate the model. As a conclusion we can state that, for the input applied, the model is correct for frequencies below to 1.4 rad/sec. It is worth to mention that although between 1.7 rad/sec and 2.3 rad/sec there are no spikes out of the confidence limits, a deeper examination reveals that several consecutive spikes are abnormally high to belong a 2 2 χ distribution. In order to detect this situation further probabilities should be checked (e.g. the probability that two consecutive points of a 2 2 χ distribution be higher than some given value.) As a conclusion, the model Ĝ can be accepted as a good approximation of the plant G up to frequency 1.4 rad/sec. For higher frequencies the mismatch between model and plant is present up to the input bandwidth (i.e. 3 rad/sec). It should be mention that this result is input dependent. However the results obtained up to now can serve as a guideline to design new input signals with suitable frequency contents for new identification steps (e.g. high energy around the frequencies were a significant error exists, that is between 1.4 rad/sec and 3 rad/sec). (Gevers et al., 1999) ). This result points out the importance of the information that is being validated. In order to consider the model intended use in the validation procedure, the conditions for data generation must be considered. In the following subsections different structures are proposed in order to compute the residuals and it is shown that they have considerable importance on the actual information that is validated. Its statistical properties are reviewed as the residuals must be statistically white under perfect model matching in order to apply the proposed algorithm. It is shown that the new model validation procedure introduced in this article can be endowed with the control oriented property by generating the residual using the structure presented in section 3.3.
Control Oriented Model Validation

Open Loop Validation (Stable Plants)
The model validation procedure is in open loop when there is no controller closing the loop. In that case, the structure used to validate the model is shown in figure 5 . In open loop validation it is required that both, the plant P and the plant model P be stable in order to obtain a bounded residual OL ξ .
The residual OL ξ is given by the following expression:
Now we analyze the residual characteristics when the model equals the plant and when there is a model plant mismatch. The residual OL ξ given by equation (8) hence the residual will not pass the frequency dependent test. It should be remarked however that the model-plant error which will be detected is deeply dependent on the reference signal r .
Figure 5. Open loop residual generation
Closed Loop Validation (Unstable Plants)
In the general closed loop validation case, the residual is generated as the comparison of two closed loops. On the one hand the closed loop formed by the controlled plant and on the other hand the closed loop formed by the controlled model (See figure 6) . The main advantage of this configuration is that it permits validation of unstable models of unstable plants. Moreover, as we discuss below, the model-plant error is weighted. 
where K is the controller, S is the real sensitivity function (i.e. 
This term is
, that is the model plant error weighted by K SS (KKSS ) . As a result, the relative importance of the model plant error is weighted, in such a way that if the gain of term K SS (KKSS ) is "low" the error is not important but when the term gain K SS (KKSS ) is "high" then the error is amplified. Thus we can see how the closed loop validation takes into account the model errors for control design purposes. Summing up, although the closed loop validation structure presented in figure 6 is control oriented and allows the validation of unstable models, the residual generated by this structure is not suited for performing the frequency dependent validation procedure. In the next section we present a structure that allows performing the frequency dependent model validation on residuals generated in a control oriented way.
Closed Loop Validation (Stable Plants)
In this section we present a structure for generating the residual in such a way that first, it is control oriented and secondly it is suitable for the frequency dependent control oriented procedure proposed. The structure is shown in figure 7 . On the other hand, if a discrepancy exists between the model P and the plant P , the division of S by Ŝ is no longer unity but equals a transfer function resulting from the noise d filtered by / SS (i.e. autocorrelated). Additionally the second term of equation (10) gives a signal proportional to the model-plant error weighted by the control sensitivity function (i.e. KS ).
The presented structure is then suited to generate the residual in order to be used by the proposed validation algorithm.
Application of the Frequency Dependent Model Validation to Iterative Identification and Control Schemes
Iterative identification and control design schemes improve performance by designing new controllers on the basis of new identified models (Albertos and Sala, 2002) . The procedure is as follows: an experiment is performed in closed loop with the current designed controller. A new model is identified with the experimental data and a new controller is designed using the new model. The procedure is repeated until satisfactory performance is achieved. The rationale behind iterative control is that if iteratively "better" models are identified, hence "better" performing controllers can be designed. However the meaning of "better" model needs some clarification. The idea of modelling the "true" plant has proven to be bogus (Hjalmarsson, 2005) . Instead a good model for control is one that captures accurately the interesting frequency range for control purposes. In fact the model has no other use than to design a controller, thus the use of the model is instrumental (Lee et al., 1995) . Hence, once a model is obtained it is necessary to validate it. On the iterative identification and control schemes this should be done each time a new model is identified (i.e. at each iteration). The main problem of the validation methods reviewed is that the answer is a binary result (i.e. validated/invalidated). However models are neither good nor bad but have a certain valid frequency range (e.g. normally models are good at capturing low frequency behaviour www.intechopen.com No indication on the possibility to improve an existing model. This problem is solved in (Lee et al., 1995) by the use of classical validation methods (i.e. cross-correlation test) together with the visual comparison of two power spectra.
•
In iterative identification and control approaches a low order model is fitted to capture the frequency range of interest for control. Hence undermodelling is always present. This fact makes it difficult to apply traditional model validation schemes as the output of the validation procedure is a binary answer (i.e. validated/no validated) (Ljung, 1994 ).
No indication on how to improve the model on the next iteration (i.e. model order selection and/or input experiment design).
No indication on the model validity range for control design (i.e. controller bandwidth selection). In the next section we present the benefits on the proposed validation algorithm on the iterative identification and control schemes.
Model Validation on Iterative Identification and Control Schemes
The benefits of the frequency dependent model validation for the iterative identification and control schemes hinge on the frequency domain information produced by the algorithm. 
Illustrative Example
The present example is the application of the proposed frequency domain model validation to an iterative identification and control design. As baseline we take the Iterative Control Design example presented in (Albertos and Sala, 2002) , page 126, where a stable plant with highfrequency resonant modes is controlled by successive plant identification (e.g. step response) and the subsequent controller design (e.g. model matching and cancellation controller). We apply to the successive models and controllers given in the example our frequency domain model validation procedure. Moreover we propose a customized structure in order to generate adequate residuals to claim for a control oriented model validation. The proposed structure to generate the residuals is in closed loop, as shown in figure 7 . The residual is given by equation (10), which is repeated here, following the example notation, for the sake of clarity: The validation test invalidate the model for frequencies around 50 rad/sec (see plot 2 of figure 10. This is due to the non modelled resonance peak as can be seen in the bode diagram of figure 9.
Third Iteration
In (Albertos and Sala, 2002) , the new identification step is taken after pushing even forward the desired reference model The model validation result shows that now, the model is validated for all the frequency range covered by the input (plot 4 of figure 10 ).
Summarizing the example results, we have shown how the frequency dependent model validation scheme can be helpful to guide the identification step by aiming towards the interesting frequencies content that an identification experiment should excite. The procedure is also helpful to choose the appropriate controller bandwidth suitable for the actual model accuracy. Moreover it has been proven that the proposed methodology can be applied in iterative identification and control design schemes and the validation can be control oriented.
Conclusion
In this paper a new algorithm for model validation has been presented. The originality of the approach is that it validates the model in the frequency domain rather than in the time domain. The procedure of validating a model in the frequency domain has proven to be more informative for control identification and design purposes than classical validation methods.
• Firstly, the model is neither validated nor invalidated. Instead valid/invalid frequency ranges are given.
• Secondly, the invalidated frequency range is useful in order to determine the new experiment to identified better models in those frequency ranges.
• Thirdly, the model validity frequency range establishes a maximum controller bandwidth allowable for the model quality. Our model validation procedure is of interest for Iterative Identification and Control schemes. Normally these schemes start with a low quality model and low authoritative controller which are improved iteratively. As a result poor models must be improved. This www.intechopen.com
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raises the questions on model validation and controller bandwidth that our approach helps to solve. Classical validation methods would invalidate the first low quality model meanwhile it is of use for future improvements. Another application area of the proposed frequency dependent model validation is the tuning and validation of controllers. In this way it is possible to find low order controllers that behave similarly to high order ones in some frequency band. Summing up the major advantage of the proposed algorithm is the frequency viewpoint which enables a richer validation result than the binary answer of the existing algorithms.
