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3Abstract
The emphasis of this introductory course is on pluripotential methods in com-
plex dynamics in higher dimension. They are based on the compactness properties
of plurisubharmonic (p.s.h.) functions and on the theory of positive closed currents.
Applications of these methods are not limited to the dynamical systems that we con-
sider here. Nervertheless, we choose to show their effectiveness and to describe the
theory for two large families of maps: the endomorphisms of projective spaces and the
polynomial-like mappings.
The first chapter deals with holomorphic endomorphisms of the projective space Pk.
We establish the first properties and give several constructions for the Green currents
T p and the equilibrium measure µ = T k. The emphasis is on quantitative properties
and speed of convergence. We then treat equidistribution problems. We show the
existence of a proper algebraic set E , totally invariant, i.e. f−1(E ) = f(E ) = E ,
such that when a 6∈ E , the probability measures, equidistributed on the fibers f−n(a),
converge towards the equilibrium measure µ, as n goes to infinity. A similar result
holds for the restriction of f to invariant subvarieties. We survey the equidistribution
problem when points are replaced by varieties of arbitrary dimension, and discuss the
equidistribution of periodic points. We then establish ergodic properties of µ: K-
mixing, exponential decay of correlations for various classes of observables, central
limit theorem and large deviations theorem. We heavily use the compactness of the
space DSH(Pk) of differences of quasi-p.s.h. functions. In particular, we show that the
measure µ is moderate, i.e. 〈µ, eα|ϕ|〉 ≤ c, on bounded sets of ϕ in DSH(Pk), for suitable
positive constants α, c. Finally, we study the entropy, the Lyapounov exponents and
the dimension of µ.
The second chapter develops the theory of polynomial-like maps, i.e. proper holo-
morphic maps f : U → V where U, V are open subsets of Ck with V convex and
U ⋐ V . We introduce the dynamical degrees for such maps and construct the equi-
librium measure µ of maximal entropy. Then, under a natural assumption on the
dynamical degrees, we prove equidistribution properties of points and various statis-
tical properties of the measure µ. The assumption is stable under small pertubations
on the map. We also study the dimension of µ, the Lyapounov exponents and their
variation.
Our aim is to get a self-contained text that requires only a minimal background.
In order to help the reader, an appendix gives the basics on p.s.h. functions, positive
closed currents and super-potentials on projective spaces. Some exercises are proposed
and an extensive bibliography is given.
AMS classification : 37S, 32F50, 32H50, 32Q.
Key-words : holomorphic endomorphism, polynomial-like map, ergodic mea-
sure, entropy, Lyapounov exponent, K-mixing, exponential mixing, central limit
theorem, large deviations theorem, equidistribution.
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Introduction
These notes are based on a series of lectures given by the authors at IHP in 2003,
Luminy in 2007, Cetraro in 2008 and Bedlewo 2008. The purpose is to provide
an introduction to some developments in dynamics of several complex variables.
We have chosen to treat here only two chapters of the theory: the dynamics of
endomorphisms of the projective space Pk and the dynamics of polynomial-like
mappings in higher dimension. Besides the basic notions and results, we describe
the recent developments and the new tools introduced in the theory. These tools
are useful in other settings. We tried to give a complete picture of the theory for
the above families of dynamical systems. Meromorphic maps on compact Ka¨hler
manifolds, in particular polynomial automorphisms of Ck, will be studied in a
forthcoming survey.
Let us comment on how complex dynamics fits in the general theory of dy-
namical systems. The abstract ergodic theory is well-developed with remarkable
achievements like the Oseledec-Pesin theory. It is however difficult to show in
concrete examples that an invariant measure satisfies exponential decay of corre-
lations for smooth observables or is hyperbolic, i.e. has only non-zero Lyapounov
exponents, see e.g. Benedicks-Carleson [9], Viana [123], L.S. Young [132, 133].
One of our goals is to show that holomorphic dynamics in several variables pro-
vides remarkable examples of non-uniformly hyperbolic systems where the ab-
stract theory can be applied. Powerful tools from the theory of several complex
variables permit to avoid delicate combinatorial estimates. Complex dynamics
also require a development of new tools like the calculus on currents and the
introduction of new spaces of observables, which are of independent interest.
Complex dynamics in dimension one, i.e. dynamics of rational maps on P1, is
well-developed and has in some sense reached maturity. The main tools there are
Montel’s theorem on normal families, the Riemann measurable mapping theorem
and the theory of quasi-conformal maps, see e.g. Beardon, Carleson-Gamelin [6,
25]. When dealing with maps in several variables such tools are not available: the
Kobayashi hyperbolicity of a manifold and the possibility to apply normal family
arguments, are more difficult to check. Holomorphic maps in several variables
are not conformal and there is no Riemann measurable mapping theorem.
The theory in higher dimension is developed using mostly pluripotential the-
ory, i.e. the theory of plurisubharmonic (p.s.h. for short) functions and positive
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closed currents. The Montel’s compactness property is replaced by the compact-
ness properties of p.s.h. or quasi-p.s.h. functions. Another crucial tool is the use
of good estimates for the ddc-equation in various settings. One of the main ideas
is: in order to study the statistical behavior of orbits of a holomorphic map, we
consider its action on some appropriate functional spaces. We then decompose
the action into the “harmonic” part and the “non-harmonic” one. This is done
solving a ddc-equation with estimates. The non-harmonic part of the dynamical
action may be controled thanks to good estimates for the solutions of a ddc-
equation. The harmonic part can be treated using either Harnack’s inequality in
the local setting or the linear action of maps on cohomology groups in the case
of dynamics on compact Ka¨hler manifolds. This approach has permitted to give
a satisfactory theory of the ergodic properties of holomorphic and meromorphic
dynamical systems: construction of the measure of maximal entropy, decay of
correlations, central limit theorem, large deviations theorem, etc. with respect
to that measure.
In order to use the pluripotential methods, we are led to develop the calculus
on positive closed currents. Readers not familiar with these theories may start
with the appendix at the end of these notes where we have gathered some notions
and results on currents and pluripotential theory. A large part in the appendix is
classical but there are also some recent results, mostly on new spaces of currents
and on the notion of super-potential associated to positive closed currents in
higher bidegree. Since we only deal here with projective spaces and open sets in
Ck, this is easier and the background is limited.
The main problem in the dynamical study of a map is to understand the
behavior of the orbits of points under the action of the map. Simple examples
show that in general there is a set (Julia set) where the dynamics is unstable: the
orbits may diverge exponentially. Moreover, the geometry of the Julia set is in
general very wild. In order to study complex dynamical systems, we follow the
classical concepts. We introduce and establish basic properties of some invariants
associated to the system, like the topological entropy and the dynamical degrees
which are the analogues of volume growth indicators in the real dynamical setting.
These invariants give a rough classification of the system. The remarkable fact in
complex dynamics is that they can be computed or estimated in many non-trivial
situations.
A central question in dynamics is to construct interesting invariant measures,
in particular, measures with positive entropy. Metric entropy is an indicator of
the complexity of the system with respect to an invariant measure. We focus our
study on the measure of maximal entropy. Its support is in some sense the most
chaotic part of the system. For the maps we consider here, measures of maximal
entropy are constructed using pluripotential methods. For endomorphisms in Pk,
they can be obtained as self-intersections of some invariant positive closed (1, 1)-
currents (Green currents). We give estimates on the Hausdorff dimension and on
Lyapounov exponents of these measures. The results give the behavior on the
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most chaotic part. Lyapounov exponents are shown to be strictly positive. This
means in some sense that the system is expansive in all directions, despite of the
existence of a critical set.
Once, the measure of maximal entropy is constructed, we study its fine dy-
namical properties. Typical orbits can be observed using test functions. Under
the action of the map, each observable provides a sequence of functions that can
be seen as dependent random variables. The aim is to show that the dependence
is weak and then to establish stochastic properties which are known for inde-
pendent random variables in probability theory. Mixing, decay of correlations,
central limit theorem, large deviations theorems, etc. are proved for the measure
of maximal entropy. It is crucial here that the Green currents and the measures
of maximal entropy are obtained using an iterative process with estimates; we
can then bound the speed of convergence.
Another problem, we consider in these notes, is the equidistribution of periodic
points or of preimages of points with respect to the measure of maximal entropy.
For endomorphisms of Pk, we also study the equidistribution of varieties with
respect to the Green currents. Results in this direction give some informations on
the rigidity of the system and also some strong ergodic properties that the Green
currents or the measure of maximal entropy satisfy. The results we obtain are in
spirit similar to a second main theorem in value distribution theory and should
be useful in order to study the arithmetic analogues. We give complete proofs
for most results, but we only survey the equidistribution of hypersurfaces and
results using super-potentials, in particular, the equidistribution of subvarieties
of higher codimension. We have given exercises, basically in each section, some
of them are not straightforward.
The text is organized as follows. In the first chapter, we study holomorphic
endomorphisms of Pk. We introduce several methods in order to construct and
to study the Green currents and the Green measure, i.e. equilibrium measure or
measure of maximal entropy. These methods were not originally introduced in
this setting but here they are simple and very effective. The reader will find a
description and the references of the earlier approach in the ten years old survey
by the second author [116]. The second chapter deals with a very large family
of maps: polynomial-like maps. In this case, f : U → V is proper and defined
on an open set U , strictly contained in a convex domain V of Ck. Holomorphic
endomorphisms of Pk can be lifted to a polynomial-like maps on some open set
in Ck+1. So, we can consider polynomial-like maps as a semi-local version of
the endomorphisms studied in the first chapter. They can appear in the study
of meromorphic maps or in the dynamics of transcendental maps. The reader
will find in the end of these notes an appendix on the theory of currents and an
extensive bibliography.
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Chapter 1
Endomorphisms of projective
spaces
In this chapter, we give the main results on the dynamics of holomorphic maps on
the projective space Pk. Several results are recent and some of them are new even
in dimension 1. The reader will find here an introduction to methods that can be
developed in other situations, in particular, in the study of meromorphic maps
on arbitrary compact Ka¨hler manifolds. The main references for this chapter are
[20, 21, 43, 52, 53, 66, 116].
1.1 Basic properties and examples
Let f : Pk → Pk be a holomorphic endomorphism. Such a map is always induced
by a polynomial self-map F = (F0, . . . , Fk) on C
k+1 such that F−1(0) = {0}
and the components Fi are homogeneous polynomials of the same degree d ≥ 1.
Given an endomorphism f , the associated map F is unique up to a multiplicative
constant and is called a lift of f to Ck+1. From now on, assume that f is non-
invertible, i.e. the algebraic degree d is at least 2. Dynamics of an invertible map
is simple to study. If π : Ck+1 \ {0} → Pk is the natural projection, we have
f ◦ π = π ◦ F . Therefore, dynamics of holomorphic maps on Pk can be deduced
from the polynomial case in Ck+1. We will count preimages of points, periodic
points, introduce Fatou and Julia sets and give some examples.
It is easy to construct examples of holomorphic maps in Pk. The family of
homogeneous polynomial maps F of a given degree d is parametrized by a complex
vector space of dimension Nk,d := (k + 1)(d + k)!/(d!k!). The maps satisfying
F−1(0) = {0} define a Zariski dense open set. Therefore, the parameter space
Hd(Pk), of holomorphic endomorphisms of algebraic degree d, is a Zariski dense
open set in PNk,d−1, in particular, it is connected.
If f : Ck → Ck is a polynomial map, we can extend f to Pk but the extension
is not always holomorphic. The extension is holomorphic when the dominant
11
12 CHAPTER 1. ENDOMORPHISMS OF PROJECTIVE SPACES
homogeneous part f+ of f , satisfies (f+)−1(0) = {0}. Here, if d is the maximal
degree in the polynomial expression of f , then f+ is composed by the monomials
of degree d in the components of f . So, it is easy to construct examples using
products of one dimensional polynomials or their pertubations.
A general meromorphic map f : Pk → Pk of algebraic degree d is given in
homogeneous coordinates by
f [z0 : · · · : zk] = [F0 : · · · : Fk],
where the components Fi are homogeneous polynomials of degree d without com-
mon factor, except constants. The map F := (F0, . . . , Fk) on C
k+1 is still called a
lift of f . In general, f is not defined on the analytic set I = {[z] ∈ Pk, F (z) = 0}
which is of codimension ≥ 2 since the Fi’s have no common factor. This is the
indeterminacy set of f which is empty when f is holomorphic.
It is easy to check that if f is in Hd(Pk) and g is in Hd′(Pk), the composition
f ◦ g belongs to Hdd′(Pk). This is in general false for meromorphic maps: the
algebraic degree of the composition is not necessarily equal to the product of
the algebraic degrees. It is enough to consider the meromorphic involution of
algebraic degree k
f [z0 : · · · : zk] :=
[ 1
z0
: · · · : 1
zk
]
=
[z0 . . . zk
z0
: · · · : z0 . . . zk
zk
]
.
The composition f ◦ f is the identity map.
We say that f is dominant if f(Pk \ I) contains a non-empty open set. The
space of dominant meromorphic maps of algebraic degree d, is denoted byMd(Pk).
It is also a Zariski dense open set in PNk,d−1. A result by Guelfand, Kapranov
and Zelevinsky shows that Md(Pk) \ Hd(Pk) is an irreducible algebraic variety
[78]. We will be concerned in this chapter mostly with holomorphic maps. We
show that they are open and their topological degree, i.e. the number of points
in a generic fiber, is equal to dk. We recall here the classical Be´zout’s theorem
which is a central tool for the dynamics in Pk.
Theorem 1.1.1 (Be´zout). Let P1, . . . , Pk be homogeneous polynomials in C
k+1
of degrees d1, . . . , dk respectively. Let Z denote the set of common zeros of Pi, in
Pk, i.e. the set of points [z] such that Pi(z) = 0 for 1 ≤ i ≤ k. If Z is discrete,
then the number of points in Z, counted with multiplicity, is d1 . . . dk.
The multiplicity of a point a in Z can be defined in several ways. For instance,
if U is a small neighbourhood of a and if P ′i are generic homogeneous polynomials
of degrees di close enough to Pi, then the hypersurfaces {P ′i = 0} in Pk intersect
transversally. The number of points of the intersection in U does not depend on
the choice of P ′i and is the multiplicity of a in Z.
Proposition 1.1.2. Let f be an endomorphism of algebraic degree d of Pk. Then
for every a in Pk, the fiber f−1(a) contains exactly dk points, counted with mul-
tiplicity. In particular, f is open and defines a ramified covering of degree dk.
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Proof. For the multiplicity of f and the notion of ramified covering, we refer to
Appendix A.1. Let f = [F0 : · · · : Fk] be an expression of f in homogeneous
coordinates. Consider a point a = [a0 : · · · : ak] in Pk. Without loss of generality,
we can assume a0 = 1, hence a = [1 : a1 : · · · : ak]. The points in f−1(a) are the
common zeros, in Pk, of the polynomials Fi − aiF0 for i = 1, . . . , k.
We have to check that the common zero set is discrete, then Be´zout’s theorem
asserts that the cardinality of this set is equal to the product of the degrees of
Fi − aiF0, i.e. to dk. If the set were not discrete, then the common zero set
of Fi − aiF0 in Ck+1 is analytic of dimension ≥ 2. This implies that the set of
common zeros of the Fi’s, 0 ≤ i ≤ k, in Ck+1 is of positive dimension. This is
impossible when f is holomorphic. So, f is a ramified covering of degree dk. In
particular, it is open.
Note that when f is a map in Md(Pk) \Hd(Pk) with indeterminacy set I, we
can prove that the generic fibers of f : Pk \I → Pk contains at most dk−1 points.
Indeed, for every a, the hypersurfaces {Fi − aiF0 = 0} in Pk contain I.
Periodic points of order n, i.e. points which satisfy fn(z) = z, play an impor-
tant role in dynamics. Here, fn := f ◦· · ·◦f , n times, is the iterate of order n of f .
Periodic points of order n of f are fixed points of fn which is an endomorphism
of algebraic degree dn. In the present case, their counting is simple. We have the
following result.
Proposition 1.1.3. Let f be an endomorphism of algebraic degree d ≥ 2 in
Pk. Then the number of fixed points of f , counted with multiplicity, is equal to
(dk+1− 1)/(d− 1). In particular, the number of periodic points of order n of f is
dkn + o(dkn).
Proof. There are several methods to count the periodic points. In Pk+1, with
homogeneous coordinates [z : t] = [z0 : · · · : zk : t], we consider the system of
equations Fi(z)− td−1zi = 0. The set is discrete since it is analytic and does not
intersect the hyperplane {t = 0}. So, we can count the solutions of the above
system using Be´zout’s theorem and we find dk+1 points counting with multiplicity.
Each point [z : t] in this set, except [0 : · · · : 0 : 1], corresponds to a fixed point
[z] of f . The correspondence is d−1 to 1. Indeed, if we multiply t by a (d−1)-th
root of unity, we get the same fixed point. Hence, the number of fixed points of
f counted with multiplicity is (dk+1 − 1)/(d− 1).
The number of fixed points of f is also the number of points in the intersection
of the graph of f with the diagonal of Pk × Pk. So, we can count these points
using the cohomology classes associated to the above analytic sets, i.e. using the
Lefschetz fixed point formula, see [75]. We can also observe that this number
depends continuously on f . So, it is constant for f in Hd(P
k) which is connected.
We obtain the result by counting the fixed points of an example, e.g. for f [z] =
[zd0 : · · · : zdk ].
14 CHAPTER 1. ENDOMORPHISMS OF PROJECTIVE SPACES
Note that the periodic points of period n are isolated. If p is such a point, a
theorem due to Shub-Sullivan [91, p.323] implies that the multiplicity at p of the
equation fmn(p) = p is bounded independently on m. The result holds for C 1
maps. We deduce from the above result that f admits infinitely many distinct
periodic points.
The set of fixed points of a meromorphic map could be empty or infinite. One
checks easily that the map (z1, z2) 7→ (z21 , z2) in C2 admits {z1 = 0} as a curve of
fixed points.
Example 1.1.4. Consider the following map:
f(z1, z2) := (z1 + 1, P (z1, z2)),
where P is a homogeneous polynomial of degree d ≥ 2 such that P (0, 1) = 0. It
is clear that f has no periodic point in C2. The meromorphic extension of f is
given in homogeneous coordinates [z0 : z1 : z2] by
f [z] = [zd0 : z
d−1
0 z1 + z
d
0 : P (z1, z2)].
Here, C2 is identified to the open set {z0 = 1} of P2. The indeterminacy set
I of f is defined by z0 = P (z1, z2) = 0 and is contained in the line at infinity
L∞ := {z0 = 0}. We have f(L∞ \I) = [0 : 0 : 1] which is an indeterminacy point.
So, f : P2 \ I → P2 has no periodic point.
Example 1.1.5. Consider the holomorphic map f on P2 given by
f [z] := [zd0 + P (z1, z2), z
d
2 + λz
d−1
0 z1 : z
d
1 ],
with P homogeneous of degree d ≥ 2. Let p := [1 : 0 : 0], then f−1(p) = p. Such a
point is called totally invariant. In general, p is not necessarily an attractive point.
Indeed, the eigenvalues of the differential of f at p are 0 and λ. When |λ| > 1,
there is an expansive direction for f in a neighbourhood of p. In dimension one,
totally invariant points are always attractive.
For a holomorphic map f on Pk, a point a in Pk is critical if f is not injective
in a neighbourhood of a or equivalently the multiplicity of f at a in the fiber
f−1(f(a)) is strictly larger than 1, see Theorem A.1.3. We say that a is a critical
point of multiplicity m if the multiplicity of f at a in the fiber f−1(f(a)) is equal
to m+ 1.
Proposition 1.1.6. Let f be a holomorphic endomorphism of algebraic degree
d ≥ 2 of Pk. Then, the critical set of f is an algebraic hypersurface of degree
(k + 1)(d− 1) counted with multiplicity.
Proof. If F is a lift of f to Ck+1, the Jacobian Jac(F ) is a homogeneous polyno-
mial of degree (k + 1)(d− 1). The zero set of Jac(F ) in Pk is exactly the critical
set of f . The result follows.
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Let C denote the critical set of f . The orbit C , f(C ), f 2(C ), . . . is either a
hypersurface or a countable union of hypersurfaces. We say that f is postcritically
finite if this orbit is a hypersurface, i.e. has only finitely many irreducible com-
ponents. Besides very simple examples, postcritically finite maps are difficult to
construct, because the image of a variety is in general a variety of larger degree.
We give few examples of postcritically finite maps, see [65, 67].
Examples 1.1.7. We can check that for d ≥ 2 and (1− 2λ)d = 1
f [z0 : · · · : zk] := [zd0 : λ(z0 − 2z1)d : · · · : λ(z0 − 2zk)d]
is postcritically finite. For some parameters α ∈ C and 0 ≤ l ≤ d, the map
fα[z] := [z
d
0 : z
d
1 : z
d
2 + αz
d−l
1 z
l
2]
is also postcritically finite. In particular, for f0[z] = [z
d
0 : z
d
1 : z
d
2 ], the associ-
ated critical set is equal to {z0z1z2 = 0} which is invariant under f0. So, f0 is
postcritically finite.
Arguing as above, using Be´zout’s theorem, we can prove that if Y is an
analytic set of pure codimension p in Pk then f−1(Y ) is an analytic set of pure
codimension p. Its degree, counting with multiplicity, is equal to dp deg(Y ).
Recall that the degree deg(Y ) of Y is the number of points in the intersection
of Y with a generic projective subspace of dimension p. We deduce that the
pull-back operator f ∗ on the Hodge cohomology group Hp,p(Pk,C) is simply a
multiplication by dp. Since f is a ramified covering of degree dk, f∗ ◦ f ∗ is
the multiplication by dk. Therefore, the push-forward operator f∗ acting on
Hp,p(Pk,C) is the multiplication by dk−p. In particular, the image f(Y ) of Y by
f is an analytic set of pure codimension p and of degree dk−p deg(Y ), counted
with multiplicity.
We now introduce the Fatou and Julia sets associated to an endomorphism.
The following definition is analogous to the one variable case.
Definition 1.1.8. The Fatou set of f is the largest open set F in Pk where the
sequence of iterates (fn)n≥1 is locally equicontinuous. The complement J of F
is called the Julia set of f .
Fatou and Julia sets are totally invariant by F , that is, f−1(F ) = f(F ) = F
and the same property holds for J . Julia and Fatou sets associated to fn are
also equal to J and F . We see here that the space Pk is divided into two parts:
on F the dynamics is stable and tame while the dynamics on J is a priori
chaotic. If x is a point in F and y is close enough to x, the orbit of y is close to
the orbit of x when the time n goes to infinity. On the Julia set, this property is
not true. Attractive fixed points and their basins are examples of points in the
Fatou set. Siegel domains, i.e. invariant domains on which f is conjugated to a
rotation, are also in the Fatou set. Repelling periodic points are always in the
Julia set. Another important notion in dynamics is non-wandering set.
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Definition 1.1.9. A point a in Pk is non-wandering with respect to f if for every
neighbourhood U of a, there is an n ≥ 1 such that fn(U) ∩ U 6= ∅.
The study of the Julia and Fatou sets is a fundamental problem in dynamics.
It is quite well-understood in the one variable case where the Riemann measurable
theorem is a basic tool. The help of computers is also important there. In higher
dimension, Riemann measurable theorem is not valid and the use of computers
is more delicate. The most important tool in higher dimension is pluripotential
theory.
For instance, Fatou and Julia sets for a general map are far from being under-
stood. Many fundamental questions are still open. We do not know if wandering
Fatou components exist in higher dimension. In dimension one, a theorem due
to Sullivan [120] says that such a domain does not exist. The classification of
Fatou components is not known, see [69] for a partial answer in dimension 2 and
[65, 116, 121] for the case of postcritically finite maps. The reader will find in
the survey [116] some results on local dynamics near a fixed point, related to the
Fatou-Julia theory. We now give few examples.
The following construction is due to Ueda [121]. It is useful in order to obtain
interesting examples, in particular, to show that some properties hold for generic
maps. The strategy is to check that the set of maps satisfying these properties
is a Zariski open set in the space of parameters and then to produce an example
using Ueda’s construction.
Examples 1.1.10. Let h : P1 → P1 be a rational map of degree d ≥ 2. Consider
the multi-projective space P1×· · ·×P1, k times. The permutations of coordinates
define a finite group Γ acting on this space and the quotient of P1×· · ·×P1 by Γ is
equal to Pk. Let Π : P1×· · ·×P1 → Pk denote the canonical projection. Let f˜ be
the endomorphism of P1× · · · × P1 defined by f˜(z1, . . . , zk) := (h(z1), . . . , h(zk)).
If σ is a permutation of coordinates (z1, . . . , zk), then σ ◦ f˜ = f˜ ◦ σ. It is not
difficult to deduce that there is an endomorphism f on Pk of algebraic degree d
semi-conjugated to f˜ , that is, f ◦Π = Π◦f˜ . One can deduce dynamical properties
of f from properties of h. For example, if h is chaotic, i.e. has a dense orbit,
then f is also chaotic. The first chaotic maps on P1 were constructed by Latte`s.
Ueda’s construction gives Latte`s maps in higher dimension. A Latte`s map f on
Pk is a map semi-conjugated to an affine map on a torus. More precisely, there is
an open holomorphic map Ψ : T→ Pk from a k-dimensional torus T onto Pk and
an affine map A : T→ T such that f ◦Ψ = Ψ◦A. We refer to [10, 12, 37, 45, 103]
for a discussion of Latte`s maps.
The following map is the simplest in our context. Its iterates can be explicitely
computed. The reader may use this map and its pertubations as basic examples
in order to get a picture on the objects we will introduce latter.
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Example 1.1.11. Let f : Ck → Ck be the polynomial map defined by
f(z1, . . . , zk) := (z
d
1 , . . . , z
d
k), d ≥ 2.
We can extend f holomorphically to Pk. Let [z0 : · · · : zk] denote the homogeneous
coordinates on Pk such that Ck is identified to the chart {z0 6= 0}. Then, the
extension of f to Pk is
f [z0 : · · · : zk] = [zd0 : · · · : zdk ].
The Fatou set is the union of the basins of the k + 1 attractive fixed points
[0 : · · · : 0 : 1 : 0 : · · · : 0]. These components are defined by
Fi :=
{
z ∈ Pk, |zj| < |zi| for every j 6= i
}
.
The Julia set of f is the union of the following sets Jij with 0 ≤ i < j ≤ k,
where
Jij :=
{
z ∈ Pk, |zi| = |zj| and |zl| ≤ |zi| for every l
}
.
We have fn(z) = (zd
n
1 , . . . , z
dn
k ) for n ≥ 1.
Exercise 1.1.1. Let h : P1 → P1 be a rational map. Discuss Fatou components
for the associated map f defined in Example 1.1.10. Prove in particular that
there exist Fatou components which are bi-holomorphic to a disc cross an annulus.
Describe the set of non-wandering points of f .
Exercise 1.1.2. Let a be a fixed point of f . Show that the eigenvalues of the
differential Df of f at a do not depend on the local coordinates. Assume that a
is in the Fatou set. Show that these eigenvalues are of modulus ≤ 1. If all the
eigenvalues are of modulus 1, show that Df(a) is diagonalizable.
Exercise 1.1.3. Let f be a Latte`s map associated to an affine map A as in
Example 1.1.10. Show that f is postcritically finite. Show that d−1/2DA is an
unitary matrix where DA is the differential of A. Deduce that the orbit of a is
dense in Pk for almost every a in Pk. Show that the periodic points of f are dense
in Pk.
Exercise 1.1.4. Let f : Pk → Pk be a dominant meromorphic map. Let I be the
indeterminacy set of f , defined as above. Show that f cannot be extended to a
holomorphic map on any open set which intersects I.
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1.2 Green currents and Julia sets
Let f be an endomorphism of algebraic degree d ≥ 2 as above. In this paragraph,
we give the first construction of canonical invariant currents T p associated to f
(Green currents). The construction is now classical and is used in most of the
references, see [66, 68, 87, 116]. We will show that the support of the Green
(1, 1)-current is exactly the Julia set of f [66]. In some examples, Green currents
describe the distribution of stable varieties but in general their geometric struc-
ture is not yet well-understood. We will see later that µ := T k is the invariant
measure of maximal entropy.
Theorem 1.2.1. Let S be a positive closed (1, 1)-current of mass 1 on Pk. As-
sume that S has bounded local potentials. Then d−n(fn)∗(S) converge weakly to a
positive closed (1, 1)-current T of mass 1. This current has continuous local po-
tentials and does not depend on S. Moreover, it is totally invariant: f ∗(T ) = dT
and f∗(T ) = dk−1T . We also have for a smooth (k − 1, k − 1)-form Φ∣∣〈d−n(fn)∗(S)− T,Φ〉∣∣ ≤ cd−n‖Φ‖DSH,
where c > 0 is a constant independent of Φ and of n.
Proof. We refer to Appendix for the basic properties of quasi-p.s.h. functions,
positive closed currents and DSH currents. Since S has mass 1, it is cohomologous
to ωFS. Therefore, we can write S = ωFS+dd
cu where u is a quasi-p.s.h. function.
By hypothesis, this function is bounded. The current d−1f ∗(ωFS) is smooth and
of mass 1 since f ∗ : H1,1(Pk,C)→ H1,1(Pk,C) is the multiplication by d and the
mass of a positive closed current can be computed cohomologically. So, we can
also write d−1f ∗(ωFS) = ωFS + ddcv where v is a quasi-p.s.h. function. Here, v is
smooth since ωFS and f
∗(ωFS) are smooth. We have
d−1f ∗(S) = d−1f ∗(ωFS) + ddc
(
d−1u ◦ f)
= ωFS + dd
cv + ddc
(
d−1u ◦ f).
By induction, we obtain
d−n(fn)∗(S) = ωFS + ddc
(
v + · · ·+ d−n+1v ◦ fn−1)+ ddc(d−nu ◦ f).
Observe that, since v is smooth, the sequence of smooth functions v+· · ·+d−n+1v◦
fn−1 converges uniformly to a continuous function g. Since u is bounded, the
functions d−nu ◦ f tend to 0. It follows that d−n(fn)∗(S) converge weakly to a
current T which satisfies
T = ωFS + dd
cg.
Clearly, this current does not depend on S since g does not depend on S. More-
over, the currents d−n(fn)∗(S) are positive closed of mass 1. So, T is also a
1.2. GREEN CURRENTS AND JULIA SETS 19
positive closed current of mass 1. We deduce that g is quasi-p.s.h. since it is
continuous and satisfies ddcg ≥ −ωFS.
Applying the above computation to T instead of S, we obtain that
d−1f ∗(T ) = ωFS + ddcv + ddc
(
d−1g ◦ f) = ωFS + ddcg.
Hence, f ∗(T ) = dT . On smooth forms f∗ ◦ f ∗ is equal to dk times the identity;
this holds by continuity for positive closed currents. Therefore,
f∗(T ) = f∗(f ∗(d−1T )) = dk−1T.
It remains to prove the estimate in the theorem. Recall that we can write ddcΦ =
R+ − R− where R± are positive measures such that ‖R±‖ ≤ ‖Φ‖DSH. We have∣∣〈d−n(fn)∗(S)− T,Φ〉∣∣ = ∣∣〈ddc(v + · · ·+ d−n+1v ◦ fn−1 + d−nu ◦ fn − g),Φ〉∣∣
=
∣∣〈v + · · ·+ d−n+1v ◦ fn−1 + d−nu ◦ fn − g, ddcΦ〉∣∣
=
∣∣〈d−nu ◦ fn −∑
i≥n
d−iv ◦ f i, R+ − R−〉∣∣.
Since u and v are bounded, the mass estimate for R± implies that the last integral
is . d−n‖Φ‖DSH. The result follows.
Theorem 1.2.1 gives a convergence result for S quite diffuse (with bounded
potentials). It is like the first main theorem in value distribution theory. The
question that we will address is the convergence for singular S, e.g. hypersurfaces.
Definition 1.2.2. We call T the Green (1, 1)-current and g the Green function
of f . The power T p := T ∧ . . .∧T , p factors, is the Green (p, p)-current of f , and
its support Jp is called the Julia set of order p.
Note that the Green function is defined up to an additive constant and since
T has a continuous quasi-potential, T p is well-defined. Green currents are totally
invariant: we have f ∗(T p) = dpT p and f∗(T p) = dk−pT p. The Green (k, k)-current
µ := T k is also called the Green measure, the equilibrium measure or the measure
of maximal entropy. We will give in the next paragraphs results which justify the
terminologies. The iterates fn, n ≥ 1, have the same Green currents and Green
function. We have the following result.
Proposition 1.2.3. The local potentials of the Green current T are γ-Ho¨lder
continuous for every γ such that 0 < γ < min(1, log d/ log d∞), where d∞ :=
lim ‖Dfn‖1/n∞ . In particular, the Hausdorff dimension of T p is strictly larger
than 2(k − p) and T p has no mass on pluripolar sets and on proper analytic sets
of Pk.
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Since Dfn+m(x) = Dfm(fn(x)) ◦Dfn(x), it is not difficult to check that the
sequence ‖Dfn‖1/n∞ is decreasing. So, d∞ = inf ‖Dfn‖1/n∞ . The last assertion
of the proposition is deduced from Corollary A.3.3 and Proposition A.3.4 in
Appendix. The first assertion is equivalent to the Ho¨lder continuity of the Green
function g, it was obtained by Sibony [114] for one variable polynomials and by
Briend [18] and Kosek [93] in higher dimension.
The following lemma, due to Dinh-Sibony [47, 53], implies the above proposi-
tion and can be applied in a more general setting. Here, we apply it to Λ := fm
with m large enough and to the above smooth function v. We choose α := 1,
A := ‖Dfm‖∞ and d is replaced by dm.
Lemma 1.2.4. Let K be a metric space with finite diameter and Λ : K → K be
a Lipschitz map: ‖Λ(a)− Λ(b)‖ ≤ A‖a − b‖ with A > 0. Here, ‖a− b‖ denotes
the distance between two points a, b in K. Let v be an α-Ho¨lder continuous
function on K with 0 < α ≤ 1. Then, ∑n≥0 d−nv ◦ Λn converges pointwise to a
function which is β-Ho¨lder continuous on K for every β such that 0 < β < α
and β ≤ log d/ logA.
Proof. By hypothesis, there is a constant A′ > 0 such that |v(a)−v(b)| ≤ A′‖a−
b‖α. Define A′′ := ‖v‖∞. Since K has finite diameter, A′′ is finite and we only
have to consider the case where ‖a− b‖ ≪ 1. If N is an integer, we have∣∣∑
n≥0
d−nv ◦ Λn(a)−
∑
n≥0
d−nv ◦ Λn(b)∣∣
≤
∑
0≤n≤N
d−n|v ◦ Λn(a)− v ◦ Λn(b)|+
∑
n>N
d−n|v ◦ Λn(a)− v ◦ Λn(b)|
≤ A′
∑
0≤n≤N
d−n‖Λn(a)− Λn(b)‖α + 2A′′
∑
n>N
d−n
. ‖a− b‖α
∑
0≤n≤N
d−nAnα + d−N .
If Aα ≤ d, the last sum is of order at most equal to N‖a − b‖α + d−N . For a
given 0 < β < α, choose N ≃ −β log ‖a − b‖/ log d. So, the last expression is
. ‖a−b‖β . In this case, the function is β-Ho¨lder continuous for every 0 < β < α.
When Aα > d, the sum is . d−NANα‖a−b‖α+d−N . ForN ≃ − log ‖a−b‖/ logA,
the last expression is . ‖a− b‖β with β := log d/ logA. Therefore, the function
is β-Ho¨lder continuous.
Remark 1.2.5. Lemma 1.2.4 still holds for K with infinite diameter if v is
Ho¨lder continuous and bounded. We can also replace the distance on K by any
positive symmetric function on K ×K which vanishes on the diagonal. Consider
a family (fs) of endomorphisms of P
k depending holomorphically on s in a space
of parameters Σ. In the above construction of the Green current, we can locally
on Σ, choose vs(z) smooth such that dd
c
s,zvs(z) ≥ −ωFS(z). Lemma 1.2.4 implies
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that the Green function gs(z) of fs is locally Ho¨lder continuous on (s, z) in Σ×Pk.
Then, ωFS(z) + dd
c
s,zgs(z) is a positive closed (1, 1)-current on Σ× Pk. Its slices
by {s} × Pk are the Green currents Ts of fs.
We want to use the properties of the Green currents in order to establish some
properties of the Fatou and Julia sets. We will show that the Julia set coincides
with the Julia set of order 1. We recall the notion of Kobayashi hyperbolicity on
a complex manifold M . Let p be a point in M and ξ a tangent vector of M at
p. Consider the holomorphic maps τ : ∆→M on the unit disc ∆ in C such that
τ(0) = p and Dτ(0) = cξ where Dτ is the differential of τ and c is a constant.
The Kobayashi-Royden pseudo-metric is defined by
KM(p, ξ) := inf
τ
|c|−1.
It measures the size of a disc that one can immerse in M . In particular, if M
contains an image of C passing through p in the direction ξ, we haveKM(p, ξ) = 0.
Kobayashi-Royden pseudo-metric is contracting for holomorphic maps: if Ψ :
N →M is a holomorphic map between complex manifolds, we have
KM(Ψ(p), DΨ(p) · ξ) ≤ KN(p, ξ).
The Kobayashi-Royden pseudo-metric on ∆ coincides with the Poincare´ metric.
A complex manifold M is Kobayashi hyperbolic if KM is a metric [92]. In which
case, holomorphic self-maps of M , form a locally equicontinuous family of maps.
We have the following result where the norm of ξ is with respect to a smooth
metric on X .
Proposition 1.2.6. Let M be a relatively compact open set of a compact complex
manifold X. Assume that there is a bounded function ρ on M which is strictly
p.s.h., i.e. ddcρ ≥ ω on M for some positive Hermitian form ω on X. Then M is
Kobayashi hyperbolic and hyperbolically embedded in X. More precisely, there is
a constant λ > 0 such that KM(p, ξ) ≥ λ‖ξ‖ for every p ∈ M and every tangent
vector ξ of M at p.
Proof. If not, we can find holomorphic discs τn : ∆→M such that ‖Dτn(0)‖ ≥ n
for n ≥ 1. So, this family is not equicontinuous. A lemma due to Brody [92] says
that, after reparametrization, there is a subsequence converging to an image of C
inM . More precisely, up to extracting a subsequence, there are holomorphic maps
Ψn : ∆n → ∆ on discs ∆n centered at 0, of radius n, such that τn ◦Ψn converge
locally uniformly to a non-constant map τ∞ : C→M . Since ρ is bounded, up to
extracting a subsequence, the subharmonic functions ρn := ρ ◦ τn ◦ Ψn converge
in L1loc(C) to some subharmonic function ρ∞. Since the function ρ∞ is bounded,
it should be constant.
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For simplicity, we use here the metric on X induced by ω. Let L,K be
arbitrary compact subsets of C such that L ⋐ K. For n large enough, the area
of τn(Ψn(L)) counted with multiplicity, satisfies
area(τn(Ψn(L))) =
∫
L
(τn ◦Ψn)∗(ω) ≤
∫
L
ddcρn.
We deduce that
area(τ∞(L)) = lim
n→∞
area(τn(Ψn(L))) ≤
∫
K
ddcρ∞ = 0.
This is a contradiction.
The following result was obtained by Fornæss-Sibony in [68, 70] and by Ueda
for the assertion on the Kobayashi hyperbolicity of the Fatou set [122].
Theorem 1.2.7. Let f be an endomorphism of algebraic degree d ≥ 2 of Pk.
Then, the Julia set of order 1 of f , i.e. the support J1 of the Green (1, 1)-current
T , coincides with the Julia set J . The Fatou set F is Kobayashi hyperbolic and
hyperbolically embedded in Pk. Moreover, for p ≤ k/2, the Julia set of order p of
f is connected.
Proof. The sequence (fn) is equicontinuous on the Fatou set F and fn are
holomorphic, hence the differential Dfn are locally uniformly bounded on F .
Therefore, (fn)∗(ωFS) are locally uniformly bounded on F . We deduce that
d−n(fn)∗(ωFS) converge to 0 on U . Hence, T is supported on the Julia set J .
Let F ′ denote the complement of the support of T in Pk. Observe that
F ′ is invariant under fn and that −g is a smooth function which is strictly
p.s.h. on F ′. Therefore, by Proposition 1.2.6, F ′ is Kobayashi hyperbolic and
hyperbolically embedded in Pk. Therefore, the maps fn, which are self-maps
of F ′, are equicontinuous with respect to the Kobayashi-Royden metric. On
the other hand, the fact that F ′ is hyperbolically embedded implies that the
Kobayashi-Royden metric is bounded from below by a constant times the Fubini-
Study metric. It follows that (fn) is locally equicontinuous on F ′ with respect
to the Fubini-Study metric. We conclude that F ′ ⊂ F , hence F = F ′ and
J = supp(T ) = J1.
In order to show that Jp are connected, it is enough to prove that if S
is a positive closed current of bidegree (p, p) with p ≤ k/2 then the support
of S is connected. Assume that the support of S is not connected, then we
can write S = S1 + S2 with S1 and S2 non-zero, positive closed with disjoint
supports. Using a convolution on the automorphism group of Pk, we can construct
smooth positive closed (p, p)-forms S ′1, S
′
2 with disjoint supports. So, we have
S ′1 ∧ S ′2 = 0. This contradicts that the cup-product of the classes [S ′1] and [S ′2]
is non-zero in H2p,2p(Pk,R) ≃ R: we have [S ′1] = ‖S ′1‖[ωpFS], [S ′2] = ‖S ′2‖[ωpFS]
and [S ′1]⌣ [S
′
2] = ‖S ′1‖‖S ′2‖[ω2pFS], a contradiction. Therefore, the support of S is
connected.
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Example 1.2.8. Let f be a polynomial map of algebraic degree d ≥ 2 on Ck
which extends holomorphically to Pk. If B is a ball large enough centered at 0,
then f−1(B) ⋐ B. Define Gn := d−n log
+ ‖fn‖, where log+ := max(log, 0). As in
Theorem 1.2.1, we can show that Gn converge uniformly to a continuous p.s.h.
function G such that G ◦ f = dG. On Ck, the Green current T of f is equal to
ddcG and T p = (ddcG)p. The Green measure is equal to (ddcG)k. If K denotes
the set of points in Ck with bounded orbit, then µ is supported on K . Indeed,
outside K we have G = lim d−n log ‖fn‖ and the convergence is locally uniform.
It follows that (ddcG)k = lim d−kn(ddc log ‖fn‖)k on Ck \ K . One easily check
that (ddc log ‖fn‖)k = 0 out of f−n(0). Therefore, (ddcG)k = 0 on Ck \K . The
set K is called the filled Julia set. We can show that K is the zero set of G.
In particular, if f(z) = (zd1 , . . . , z
d
k), then G(z) = supi log
+ |zi|. One can check
that the support of T p is foliated (except for a set of zero measure with respect
to the trace of T p) by stable manifolds of dimension k−p and that µ = T k is the
Lebesgue measure on the torus {|zi| = 1, i = 1, . . . , k}.
Example 1.2.9. We consider Example 1.1.10. Let ν be the Green measure of h
on P1, i.e. ν = lim d−n(hn)∗(ωFS). Here, ωFS denotes also the Fubini-Study form
on P1. Let πi denote the projections of P
1 × · · · × P1 on the factors. Then, the
Green current of f is equal to
T =
1
k!
π∗
(
π∗1(ν) + · · ·+ π∗k(ν)
)
,
as can be easily checked.
Example 1.2.10. The following family of maps on P2 was studied in [71]:
f [z0 : z1 : z2] := [z
d
0 + λz0z
d−1
1 , ν(z1 − 2z2)d + czd0 : zd1 + czd0 ].
For appropriate choices of the parameters c and λ, one can show that supp(T )
and supp(µ) coincide and have non-empty interior. Moreover, f has an attracting
fixed point, so the Fatou set is not empty. The situation is then quite different
from the one variable case, where either the Julia set is equal to P1 or it has
empty interior. Observe that the restriction of f to the projective line {z0 = 0},
for appropriate ν, is chaotic, i.e. has dense orbits. One shows that {z0 = 0} is in
the support of µ and that P2 \ ∪mi=0f−i{z0 = 0} is Kobayashi hyperbolic. Hence
using the total invariance of supp(µ), we get that the complement of supp(µ) is
in the Fatou set. It is possible to choose the parameters so that P2 \ supp(µ)
contains an attractive fixed point. Several other examples are discussed in [71].
We now give a characterization of the Julia sets in term of volume growth.
There is an interesting gap in the possible volume growth.
Proposition 1.2.11. Let f be a holomorphic endomorphism of algebraic degree
d ≥ 2 of Pk. Let T be its Green (1, 1)-current. Then the following properties are
equivalent:
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1. x is a point in the Julia set of order p, i.e. x ∈ Jp := supp(T p);
2. For every neighbourhood U of x, we have
lim inf
n→∞
d−pn
∫
U
(fn)∗(ωpFS) ∧ ωk−pFS 6= 0;
3. For every neighbourhood U of x, we have
lim sup
n→∞
d−(p−1)n
∫
U
(fn)∗(ωpFS) ∧ ωk−pFS = +∞.
Proof. We have seen in Theorem 1.2.1 that d−n(fn)∗(ωFS) converges to T when
n goes to infinity. Moreover, d−n(fn)∗(ωFS) admits a quasi-potential which con-
verges uniformly to a quasi-potential of T . It follows that lim d−pn(fn)∗(ωpFS) =
T p. We deduce that Properties 1) and 2) are equivalent. Since 2) implies 3), it
remains to show that 3) implies 1). For this purpose, it is enough to show that
for any open set V with V ∩Jp = ∅,∫
V
(fn)∗(ωpFS) ∧ ωk−pFS = O(d(p−1)n).
This is a consequence of a more general inequality in Theorem 1.7.5 below. We
give here a direct proof.
Since (ωFS+dd
cg)p = 0 on Pk \Jp, we can write there ωpFS = ddcg∧(S+−S−)
where S± are positive closed (p − 1, p − 1)-currents on Pk. Let χ be a cut-off
function with compact support in Pk \ Jp and equal to 1 on V . The above
integral is bounded by∫
Pk
χ(fn)∗
(
ddcg∧ (S+−S−))∧ωk−pFS =
∫
Pk
ddcχ∧ (g ◦ fn)(fn)∗(S+−S−)∧ωk−pFS .
Since g is bounded, the last integral is bounded by a constant times ‖(fn)∗(S+)‖+
‖(fn)∗(S−)‖. We conclude using the identity ‖(fn)∗(S±)‖ = d(p−1)n‖S±‖.
The previous proposition suggests a notion of local dynamical degree. Define
δp(x, r) := lim sup
n→∞
(∫
B(x,r)
(fn)∗(ωpFS) ∧ ωk−pFS
)1/n
and
δp(x) := inf
r>0
δp(x, r) = lim
r→0
δp(x, r).
It follows from the above proposition that δp(x) = d
p for x ∈ Jp and δp(x) = 0
for x 6∈ Jp. This notion can be extended to general meromorphic maps or
correspondences and the sub-level sets {δp(x) ≥ c} can be seen as a kind of Julia
sets.
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Exercise 1.2.1. Let f be an endomorphism of algebraic degree d ≥ 2 of Pk.
Suppose a subsequence (fni) is equicontinuous on an open set U . Show that U is
contained in the Fatou set.
Exercise 1.2.2. Let f and g be two commuting holomorphic endomorphisms of
Pk, i.e. f ◦ g = g ◦ f . Show that f and g have the same Green currents. Deduce
that they have the same Julia and Fatou sets.
Exercise 1.2.3. Determine the Green (1, 1)-current and the Green measure for
the map f in Example 1.1.11. Study the lamination on supp(T p) \ supp(T p+1).
Express the current T p on that set as an integral on appropriate manifolds.
Exercise 1.2.4. Let f be an endomorphism of algebraic degree d ≥ 2 of Pk and
T its Green (1, 1)-current. Consider the family of maps τ : ∆ → Pk such that
τ ∗(T ) = 0. The last equation means that if u is a local potential of T , i.e. ddcu =
T on some open set, then ddcu ◦ τ = 0 on its domain of definition. Show that the
sequence (fn|τ(∆))n≥1 is equicontinuous. Prove that there is a constant c > 0 such
that ‖Dτ(0)‖ ≤ c for every τ as above (this property holds for any positive closed
(1, 1)-current T with continuous potentials). Find the corresponding discs for f
as in Exercise 1.2.3.
Exercise 1.2.5. Let f be an endomorphism of algebraic degree d ≥ 2 of Pk. Let
X be an analytic set of pure dimension p in an open set U ⊂ Pk. Show that for
every compact K ⊂ U
lim sup
n→∞
1
n
log volume(fn(X ∩K)) ≤ p log d.
Hint. For an appropriate cut-off function χ, estimate
∫
X
χ(fn)∗(ωpFS).
1.3 Other constructions of the Green currents
In this paragraph, we give other methods, introduced and developped by the
authors, in order to construct the Green currents and Green measures for mero-
morphic maps. We obtain estimates on the Perron-Frobenius operator and on the
thickness of the Green measure, that will be applied in the stochastic study of the
dynamical system. A key point here is the use of d.s.h. functions as observables.
We first present a recent direct construction of Green (p, p)-currents using
super-potentials1. Super-potentials are a tool in order to compute with positive
closed (p, p)-currents. They play the same role as potentials for bidegree (1, 1)
currents. In dynamics, they are used in particular in the equidistribution problem
for algebraic sets of arbitrary dimension and allow to get some estimates on the
speed of convergence.
1These super-potentials correspond to super-potentials of mean 0 in [53].
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Theorem 1.3.1. Let S be a positive closed (p, p)-current of mass 1 on Pk. As-
sume that the super-potential of S is bounded. Then d−pn(fn)∗(S) converge to
the Green (p, p)-current T p of f . Moreover, T p has a Ho¨lder continuous super-
potential.
Sketch of proof. We refer to Appendix A.2 and A.4 for an introduction to super-
potentials and to the action of holomorphic maps on positive closed currents.
Recall that f ∗ and f∗ act on Hp,p(Pk,C) as the multiplications by dp and dk−p
respectively. So, if S is a positive closed (p, p)-current of mass 1, then ‖f ∗(S)‖ =
dp and ‖f∗(S)‖ = dk−p since the mass can be computed cohomologically. Let
Λ denote the operator d−p+1f∗ acting on Ck−p+1(Pk), the convex set of positive
closed currents of bidegree (k − p+ 1, k − p+ 1) and of mass 1. It is continuous
and it takes values also in Ck−p+1(Pk). Let V , U , Un denote the super-potentials
of d−pf ∗(ωpFS), S and d
−pn(fn)∗(S) respectively. Consider a quasi-potential U of
mean 0 of S which is a DSH current satisfying ddcU = S − ωpFS. The following
computations are valid for S smooth and can be extended to all currents S using
a suitable regularization procedure.
By Theorem A.3.6 in the Appendix, the current d−pf ∗(U) is DSH and satisfies
ddc
(
d−pf ∗(U)
)
= d−pf ∗(S)− d−pf ∗(ωpFS).
If V is a smooth quasi-potential of mean 0 of d−pf ∗(ωpFS), i.e. a smooth real
(p− 1, p− 1)-form such that
ddcV = d−pf ∗(ωpFS)− ωpFS and 〈ωk−p+1FS , V 〉 = 0,
then V + d−pf ∗(U) is a quasi-potential of d−pf ∗(S). Let m be the real number
such that V + d−pf ∗(U) +mωp−1FS is a quasi-potential of mean 0 of d
−1f ∗(S). We
have
U1(R) = 〈V + d−pf ∗(U) +mωp−1FS , R〉
= 〈V,R〉+ d−1〈U,Λ(R)〉+m
= V (R) + d−1U (Λ(R)) +m.
By induction, we obtain
Un(R) = V (R) + d
−1V (Λ(R)) + · · ·+ d−n+1V (Λn−1(R))
+d−nU (Λn(R)) +mn,
where mn is a constant depending on n and on S.
Since d−pf ∗(ωpFS) is smooth, V is a Ho¨lder continuous function. It is not diffi-
cult to show that Λ is Lipschitz with respect to the distance distα on Ck−p+1(Pk).
Therefore, by Lemma 1.2.4, the sum
V (R) + d−1V (Λ(R)) + · · ·+ d−n+1V (Λn−1(R))
1.3. OTHER CONSTRUCTIONS OF THE GREEN CURRENTS 27
converges uniformly to a Ho¨lder continuous function V∞ which does not depend
on S. Recall that super-potentials vanish at ωk−p+1FS , in particular, Un(ω
k−p+1
FS ) =
0. Since U is bounded, the above expression of Un(R) for R = ω
k−p+1
FS implies
that mn converge to m∞ := −V∞(ωk−p+1FS ) which is independent of S. So, Un
converge uniformly to V∞ + m∞. We deduce that d−pn(fn)∗(S) converge to a
current Tp which does not depend on S. Moreover, the super-potential of Tp is
the Ho¨lder continuous function V∞ +m∞.
We deduce from the above discussion that d−pn(fn)∗(ωpFS) converge in the
Hartogs’ sense to Tp, see Appendix A.4. Theorem A.4.9 implies that Tp+q =
Tp ∧ Tq if p+ q ≤ k. Therefore, if T is the Green (1, 1)-current, Tp is equal to T p
the Green (p, p)-current of f . 
Remark 1.3.2. Let Sn be positive closed (p, p)-currents of mass 1 on P
k. Assume
that their super-potentials USn satisfy ‖USn‖∞ = o(dn). Then d−pn(fn)∗(Sn)
converge to T p. If (fs) is a family of maps depending holomorphically on s in
a space of parameters Σ, then the Green super-functions are also locally Ho¨lder
continuous with respect to s and define a positive closed (p, p)-current on Σ×Pk.
Its slice by {s} × Pk is the Green (p, p)-current of fs.
We now introduce two other constructions of the Green measure. The main
point is the use of appropriate spaces of test functions adapted to complex anal-
ysis. Their norms take into account the complex structure of Pk. The reason
to introduce these spaces is that they are invariant under the push-forward by
a holomorphic map. This is not the case for spaces of smooth forms because of
the critical set. Moreover, we will see that there is a spectral gap for the action
of endomorphisms of Pk which is a useful property in the stochastic study of the
dynamical system. The first method, called the ddc-method, was introduced in
[46] and developped in [48]. It can be extended to Green currents of any bidegree.
We show a convergence result for PB measures ν towards the Green measure. PB
measures are diffuse in some sense; we will study equidistribution of Dirac masses
in the next paragraph.
Recall that f is an endomorphism of Pk of algebraic degree d ≥ 2. Define
the Perron-Frobenius operator Λ on test functions ϕ by Λ(ϕ) := d−kf∗(ϕ). More
precisely, we have
Λ(ϕ)(z) := d−k
∑
w∈f−1(z)
ϕ(w),
where the points in f−1(z) are counted with multiplicity. The following proposi-
tion is crucial.
Proposition 1.3.3. The operator Λ : DSH(Pk) → DSH(Pk) is well-defined,
bounded and continuous with respect to the weak topology on DSH(Pk). The
operator Λ˜ : DSH(Pk)→ DSH(Pk) defined by
Λ˜(ϕ) := Λ(ϕ)− 〈ωkFS,Λ(ϕ)〉
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is contracting and satisfies the estimate
‖Λ˜(ϕ)‖DSH ≤ d−1‖ϕ‖DSH.
Proof. We prove the first assertion. Let ϕ be a quasi-p.s.h. function such
that ddcϕ ≥ −ωFS. We show that Λ(ϕ) is d.s.h. Since ϕ is strongly upper
semi-continuous, Λ(ϕ) is strongly upper semi-continuous, see Appendix A.2. If
ddcϕ = S−ωFS with S positive closed, we have ddcΛ(ϕ) = d−kf∗(S)−d−kf∗(ωFS).
Therefore, if u is a quasi-potential of d−kf∗(ωFS), then u+Λ(ϕ) is strongly semi-
continuous and is a quasi-potential of d−kf∗(S). So, this function is quasi-p.s.h.
We deduce that Λ(ϕ) is d.s.h., and hence Λ : DSH(Pk)→ DSH(Pk) is well-defined.
Observe that Λ : L1(Pk) → L1(Pk) is continuous. Indeed, if ϕ is in L1(Pk),
we have
‖Λ(ϕ)‖L1 = 〈ωkFS, d−k|f∗(ϕ)|〉 ≤ 〈ωkFS, d−kf∗(|ϕ|)〉 = d−k〈f ∗(ωkFS), |ϕ|〉 . ‖ϕ‖L1.
Therefore, Λ : DSH(Pk) → DSH(Pk) is continuous with respect to the weak
topology. This and the estimates below imply that Λ is a bounded operator.
We prove now the last estimate in the proposition. Write ddcϕ = S+ − S−
with S± positive closed. We have
ddcΛ˜(ϕ) = ddcΛ(ϕ) = d−kf∗(S+ − S−) = d−kf∗(S+)− d−kf∗(S−).
Since ‖f∗(S±)‖ = dk−1‖S±‖ and 〈ωkFS, Λ˜(ϕ)〉 = 0, we obtain that ‖Λ˜(ϕ)‖DSH ≤
d−1‖S±‖. The result follows.
Recall that if ν is a positive measure on Pk, the pull-back f ∗(ν) is defined by
the formula 〈f ∗(ν), ϕ〉 = 〈ν, f∗(ϕ)〉 for ϕ continuous on Pk. Observe that since
f is a ramified covering, f∗(ϕ) is continuous when ϕ is continuous, see Exercise
A.1.5 in Appendix. So, the above definition makes sense. For ϕ = 1, we obtain
that ‖f ∗(ν)‖ = dk‖ν‖, since the covering is of degree dk. If ν is the Dirac mass
at a point a, f ∗(ν) is the sum of Dirac masses at the points in f−1(a).
Recall that a measure ν is PB if quasi-p.s.h. are ν-integrable and ν is PC if
it is PB and acts continuously on DSH(Pk) with respect to the weak topology on
this space, see Appendix A.4. We deduce from Proposition 1.3.3 the following
result where the norm ‖ · ‖µ on DSH(Pk) is defined by
‖ϕ‖µ := |〈µ, ϕ〉|+ inf ‖S±‖,
with S± positive closed such that ddcϕ = S+ − S−. We will see that µ is PB,
hence this norm is equivalent to ‖ · ‖DSH, see Proposition A.4.4.
Theorem 1.3.4. Let f be as above. If ν is a PB probability measure, then
d−kn(fn)∗(ν) converge to a PC probability measure µ which is independent of ν
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and totally invariant under f . Moreover, if ϕ is a d.s.h. function and cϕ :=
〈µ, ϕ〉, then
‖Λn(ϕ)− cϕ‖µ ≤ d−n‖ϕ‖µ and ‖Λn(ϕ)− cϕ‖DSH ≤ Ad−n‖ϕ‖DSH,
where A > 0 is a constant independent of ϕ and n. In particular, there is a
constant c > 0 depending on ν such that
|〈d−kn(fn)∗(ν)− µ, ϕ〉| ≤ cd−n‖ϕ‖DSH.
Proof. Since ν is PB, d.s.h. functions are ν integrable. It follows that there is a
constant c > 0 such that |〈ν, ϕ〉| ≤ c‖ϕ‖DSH. Otherwise, there are d.s.h. functions
ϕn with ‖ϕn‖DSH ≤ 1 and 〈ν, ϕn〉 ≥ 2n, hence the d.s.h. function
∑
2−nϕn is not
ν-integrable.
It follows from Proposition 1.3.3 that f ∗(ν) is PB. So, d−kn(fn)∗(ν) is PB for
every n. Define for ϕ d.s.h.,
c0 := 〈ωkFS, ϕ〉 and ϕ0 := ϕ− c0
and inductively
cn+1 := 〈ωkFS,Λ(ϕn)〉 and ϕn+1 := Λ(ϕn)− cn+1 = Λ˜(ϕn).
A straighforward computation gives
Λn(ϕ) = c0 + · · ·+ cn + ϕn.
Therefore,
〈d−kn(fn)∗(ν), ϕ〉 = 〈ν,Λn(ϕ)〉 = c0 + · · ·+ cn + 〈ν, ϕn〉.
Proposition 1.3.3 applied inductively on n implies that ‖ϕn‖DSH ≤ d−n‖ϕ‖DSH.
Since Λ is bounded, it follows that |cn| ≤ Ad−n‖ϕ‖DSH, where A > 0 is a constant.
The property that ν is PB and the above estimate on ϕn imply that 〈ν, ϕn〉
converge to 0.
We deduce that 〈d−kn(fn)∗(ν), ϕ〉 converge to cϕ :=
∑
n≥0 cn and |cϕ| .
‖ϕ‖DSH. Therefore, d−kn(fn)∗(ν) converge to a PB measure µ defined by 〈µ, ϕ〉 :=
cϕ. The constant cϕ does not depend on ν, hence the measure µ is independent
of ν. The above convergence implies that µ is totally invariant, i.e. f ∗(µ) = dkµ.
Finally, since cn depends continuously on the d.s.h. function ϕ, the constant cϕ,
which is defined by a normally convergent series, depends also continuously on
ϕ. It follows that µ is PC.
We prove now the estimates in the theorem. The total invariance of µ implies
that 〈µ,Λn(ϕ)〉 = 〈µ, ϕ〉 = cϕ. If ddcϕ = S+ − S− with S± positive closed, we
have ddcΛn(ϕ) = d−kn(fn)∗(S+)− d−kn(fn)∗(S−), hence
‖Λn(ϕ)− cϕ‖µ ≤ d−kn‖(fn)∗(S±)‖ = d−n‖S±‖.
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It follows that
‖Λn(ϕ)− cϕ‖µ ≤ d−n‖ϕ‖µ.
For the second estimate, we have
‖Λn(ϕ)− cϕ‖DSH = ‖ϕn‖DSH +
∑
i≥n
ci.
The last sum is clearly bounded by a constant times d−n‖ϕ‖DSH. This together
with the inequality ‖ϕn‖DSH . d−n‖ϕ‖DSH implies ‖Λn(ϕ)−cϕ‖DSH . d−n‖ϕ‖DSH.
We can also use that ‖ ‖µ and ‖ ‖DSH are equivalent.
The last inequality in the theorem is then deduced from the identity
〈d−kn(fn)∗(ν)− µ, ϕ〉 = 〈ν,Λn(ϕ)− cϕ〉
and the fact that ν is PB.
Remark 1.3.5. In the present case, the ddc-method is quite simple. The function
ϕn is the normalized solution of the equation dd
cψ = ddcΛn(ϕ). It satisfies
automatically good estimates. The other solutions differ from ϕn by constants.
We will see that for polynomial-like maps, the solutions differ by pluriharmonic
functions and the estimates are less straightforward. In the construction of Green
(p, p)-currents with p > 1, ϕ is replaced by a test form of bidegree (k − p, k − p)
and ϕn is a solution of an appropriate dd
c-equation. The constants cn will be
replaced by ddc-closed currents with a control of their cohomology class.
The second construction of the Green measure follows the same lines but we
use the complex Sobolev space W ∗(Pk) instead of DSH(Pk). We obtain that
the Green measure µ is WPB, see Appendix A.4 for the terminology. We only
mention here the result which replaces Proposition 1.3.3.
Proposition 1.3.6. The operator Λ :W ∗(Pk)→W ∗(Pk) is well-defined, bounded
and continuous with respect to the weak topology on W ∗(Pk). The operator Λ˜ :
W ∗(Pk)→W ∗(Pk) defined by
Λ˜(ϕ) := Λ(ϕ)− 〈ωkFS,Λ(ϕ)〉
is contracting and satisfies the estimate
‖Λ˜(ϕ)‖W ∗ ≤ d−1/2‖ϕ‖W ∗.
Sketch of proof. As in Proposition 1.3.3, since ϕ is in L1(Pk), Λ(ϕ) is also in
L1(Pk) and the main point here is to estimate ∂ϕ. Let S be a positive closed (1, 1)-
current on Pk such that
√−1∂ϕ∧∂ϕ ≤ S. We show that √−1∂f∗(ϕ)∧∂f∗(ϕ) ≤
dkf∗(S), in particular, the Poincare´ differential dΛ(ϕ) of Λ(ϕ) is in L2(Pk).
If a is not a critical value of f and U a small neighbourhood of a, then
f−1(U) is the union of dk open sets Ui which are sent bi-holomorphically on U .
1.3. OTHER CONSTRUCTIONS OF THE GREEN CURRENTS 31
Let gi : U → Ui be the inverse branches of f . On U , we obtain using Schwarz’s
inequality that
√−1∂f∗(ϕ) ∧ ∂f∗(ϕ) =
√−1
(∑
∂g∗i (ϕ)
)
∧
(∑
∂g∗i (ϕ)
)
≤ dk
∑√−1∂g∗i (ϕ) ∧ ∂g∗i (ϕ)
= dkf∗
(√−1∂ϕ ∧ ∂ϕ).
Therefore, we have
√−1∂f∗(ϕ)∧ ∂f∗(ϕ) ≤ dkf∗(S) out of the critical values of f
which is a manifold of real codimension 2.
Recall that f∗(ϕ) is in L1(Pk). It is a classical result in Sobolev spaces theory
that an L1 function whose gradient out of a submanifold of codimension 2 is
in L2, is in fact in the Sobolev space W 1,2(Pk). We deduce that the inequality√−1∂f∗(ϕ) ∧ ∂f∗(ϕ) ≤ dkf∗(S) holds on Pk, because the left hand side term is
an L1 form and has no mass on critical values of f . Finally, we have
√−1∂Λ(ϕ) ∧ ∂Λ(ϕ) ≤ d−kf∗(S).
This, together with the identity ‖f∗(S)‖ = dk−1‖S‖, implies that ‖Λ˜(ϕ)‖W ∗ ≤
d−1/2‖S‖. The proposition follows. 
In the rest of this paragraph, we show that the Green measure µ is moderate,
see Appendix A.4. Recall that a positive measure ν on Pk is moderate if there
are constants α > 0 and c > 0 such that
‖e−αϕ‖L1(ν) ≤ c
for ϕ quasi-p.s.h. such that ddcϕ ≥ −ωFS and 〈ωkFS, ϕ〉 = 0. Moderate measures
are PB and by linearity, if ν is moderate and D is a bounded set of d.s.h. functions
then there are constants α > 0 and c > 0 such that
‖eα|ϕ|‖L1(ν) ≤ c for ϕ ∈ D .
Moderate measures were introduced in [46]. The fundamental estimate in Theo-
rem A.2.11 in Appendix implies that smooth measures are moderate. So, when
we use test d.s.h. functions, several estimates for the Lebesgue measure can be
extended to moderate measures. For example, we will see that quasi-p.s.h. func-
tions have comparable repartition functions with respect to the Lebesgue measure
ωkFS and to the equilibrium measure µ.
It is shown in [43] that measures which are wedge-products of positive closed
(1, 1)-currents with Ho¨lder continuous potentials, are moderate. In particular,
the Green measure µ is moderate. We will give here another proof of this result
using the following criterion. Since DSH(Pk) is a subspace of L1(Pk), the L1-norm
induces a distance on DSH(Pk) that we denote by distL1 .
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Proposition 1.3.7. Let ν be a PB positive measure on Pk. Assume that ν
restricted to any bounded subset of DSH(Pk) is Ho¨lder continuous2 with respect
to distL1. Then ν is moderate.
Proof. Let ϕ be a quasi-p.s.h. function such that ddcϕ ≥ −ωFS and 〈ωkFS, ϕ〉 = 0.
We want to prove that 〈ν, e−αϕ〉 ≤ c for some positive constants α, c. For this
purpose, we only have to show that ν{ϕ ≤ −M} . e−αM for some constant
α > 0 and for M ≥ 1. Define for M > 0, ϕM := max(ϕ,−M). These functions
ϕM belong to a compact family D of d.s.h. functions. Observe that ϕM−1 − ϕM
is positive with support in {ϕ ≤ −M + 1}. It is bounded by 1 and equal to 1 on
{ϕ < −M}. Therefore, the Ho¨lder continuity of ν on D implies that there is a
constant λ > 0 such that
ν{ϕ < −M} ≤ 〈ν, ϕM−1 − ϕM〉 = ν(ϕM−1)− ν(ϕM)
. distL1(ϕM−1, ϕM)
λ ≤ volume{ϕ < −M + 1}λ.
Since the Lebesgue measure is moderate, the last expression is . e−αM for some
positive constant α. The proposition follows.
We have the following result obtained in [43]. It will be used to establish
several stochastic properties of d.s.h. observables for the equilibrium measure.
Theorem 1.3.8. Let f be an endomorphism of algebraic degree d ≥ 2 of Pk.
Then, the Green measure µ of f is Ho¨lder continuous on bounded subsets of
DSH(Pk). In particular, it is moderate.
Proof. Let D be a bounded set of d.s.h. functions. We have to show that µ is
Ho¨lder continuous on D with respect to distL1 . By linearity, since µ is PC, it is
enough to consider the case where D is the set of d.s.h. functions ϕ such that
〈µ, ϕ〉 ≥ 0 and ‖ϕ‖µ ≤ 1. Let D˜ denote the set of d.s.h. functions ϕ − Λ(ϕ)
with ϕ ∈ D . By Proposition 1.3.3, D˜ is a bounded family of d.s.h. functions.
We claim that D˜ is invariant under Λ˜ := dΛ. Observe that if ϕ is in D , then
ϕ˜ := ϕ− 〈µ, ϕ〉 is also in D . Since 〈µ, ϕ〉 = 〈µ,Λ(ϕ)〉, we have
Λ˜(ϕ− Λ(ϕ)) = Λ˜(ϕ˜− Λ(ϕ˜)) = Λ˜(ϕ˜)− Λ(Λ˜(ϕ˜)).
By Theorem 1.3.4, Λ˜(ϕ˜) belongs to D . This proves the claim. So, the crucial
point is that Λ is contracting on an appropriate hyperplane.
For ϕ, ψ in L1(Pk) we have
‖Λ˜(ϕ)− Λ˜(ψ)‖L1 ≤
∫
Λ˜(|ϕ− ψ|)ωkFS = d1−k
∫
|ϕ− ψ|f ∗(ωkFS) . ‖ϕ− ψ‖L1 .
2This property is close to the property that ν has a Ho¨lder continuous super-potential.
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So, the map Λ˜ is Lipschitz with respect to distL1 . In particular, the map ϕ 7→
ϕ− Λ(ϕ) is Lipschitz with respect to this distance. Now, we have for ϕ ∈ D
〈µ, ϕ〉 = lim
n→∞
〈d−kn(fn)∗(ωkFS), ϕ〉 = lim
n→∞
〈ωkFS,Λn(ϕ)〉
= 〈ωkFS, ϕ〉 −
∑
n≥0
〈ωkFS,Λn(ϕ)− Λn+1(ϕ)〉
= 〈ωkFS, ϕ〉 −
∑
n≥0
d−n〈ωkFS, Λ˜n(ϕ− Λ(ϕ))〉.
By Lemma 1.2.4, the last series defines a function on D˜ which is Ho¨lder continuous
with respect to distL1 . Therefore, ϕ 7→ 〈µ, ϕ〉 is Ho¨lder continuous on D .
Remark 1.3.9. Let fs be a family of endomorphisms of algebraic degree d ≥ 2,
depending holomorphically on a parameter s ∈ Σ. Let µs denote its equilibrium
measure. We get that (s, ϕ) 7→ µs(ϕ) is Ho¨lder continuous on bounded subsets
of Σ×DSH(Pk).
The following results are useful in the stochastic study of the dynamical sys-
tem.
Corollary 1.3.10. Let f , µ and Λ be as above. There are constants c > 0 and
α > 0 such that if ψ is d.s.h. with ‖ψ‖DSH ≤ 1, then〈
µ, eαd
n|Λn(ψ)−〈µ,ψ〉|〉 ≤ c and ‖Λn(ψ)− 〈µ, ψ〉‖Lq(µ) ≤ cqd−n
for every n ≥ 0 and every 1 ≤ q < +∞.
Proof. By Theorem 1.3.4, dn(Λn(ψ) − 〈µ, ψ〉) belong to a compact family in
DSH(Pk). The first inequality in the corollary follows from Theorem 1.3.8. For
the second one, we can assume that q is integer and we easily deduce the result
from the first inequality and the inequalities xq ≤ q!ex ≤ qqex for x ≥ 0.
Corollary 1.3.11. Let 0 < ν ≤ 2 be a constant. There are constants c > 0 and
α > 0 such that if ψ is a ν-Ho¨lder continuous function with ‖ψ‖C ν ≤ 1, then〈
µ, eαd
nν/2|Λn(ψ)−〈µ,ψ〉|〉 ≤ c and ‖Λn(ψ)− 〈µ, ψ〉‖Lq(µ) ≤ cqν/2d−nν/2
for every n ≥ 0 and every 1 ≤ q < +∞.
Proof. By Corollary 1.3.10, since ‖ · ‖DSH . ‖ · ‖C 2 , we have
‖Λn(ψ)− 〈µ, ψ〉‖Lq(µ) ≤ cqd−n‖ψ‖C 2 ,
with c > 0 independent of q and of ψ. On the other hand, by definition of Λ, we
have
‖Λn(ψ)− 〈µ, ψ〉‖Lq(µ) ≤ ‖Λn(ψ)− 〈µ, ψ〉‖L∞(µ) ≤ 2‖ψ‖C 0 .
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The theory of interpolation between the Banach spaces C 0 and C 2 [126], applied
to the linear operator ψ 7→ Λn(ψ)− 〈µ, ψ〉, implies that
‖Λn(ψ)− 〈µ, ψ〉‖Lq(µ) ≤ Aν21−ν/2[cqd−n]ν/2‖ψ‖C ν ,
for some constant Aν > 0 depending only on ν and on P
k. This gives the second
inequality in the corollary.
Recall that if L is a linear continuous functional on the space C 0 of continuous
functions, then we have for every 0 < ν < 2
‖L‖C ν ≤ Aν‖L‖1−ν/2C 0 ‖L‖ν/2C 2
for some constant Aν > 0 independent of L (in our case, the functional is with
values in Lq(µ)).
For the first inequality, we have for a fixed constant α > 0 small enough,
〈
µ, eαd
nν/2|Λn(ψ)−〈µ,ψ〉|〉 =∑
q≥0
1
q!
〈
µ, |αdnν/2(Λn(ψ)− 〈µ, ψ〉)|q〉 ≤∑
q≥0
1
q!
αqcqqq.
By Stirling’s formula, the last sum converges. The result follows.
Exercise 1.3.1. Let ϕ be a smooth function and ϕn as in Theorem 1.3.4. Show
that we can write ϕn = ϕ
+
n − ϕ−n with ϕ±n quasi-p.s.h. such that ‖ϕ±n ‖DSH . d−n
and ddcϕ±n & −d−nωFS. Prove that ϕn converge pointwise to 0 out of a pluripolar
set. Deduce that if ν is a probability measure with no mass on pluripolar sets,
then d−kn(fn)∗(ν) converge to µ.
Exercise 1.3.2. Let DSH0(P
k) be the space of d.s.h. functions ϕ such that
〈µ, ϕ〉 = 0. Show that DSH0(Pk) is a closed subspace of DSH(Pk), invariant
under Λ, and that the spectral radius of Λ on this space is equal to 1/d. Note
that 1 is an eigenvalue of Λ on DSH(Pk), so, Λ has a spectral gap on DSH(Pk).
Prove a similar result for W ∗(Pk).
1.4 Equidistribution of points
In this paragraph, we show that the preimages of a generic point by fn are
equidistributed with respect to the Green measure µ when n goes to infinity.
The proof splits in two parts. First, we prove that there is a maximal proper
algebraic set E which is totally invariant, then we show that for a 6∈ E , the
preimages of a are equidistributed. We will also prove that the convex set of
probability measures ν, which are totally invariant, i.e. f ∗(ν) = dkν, is finite
dimensional. The equidistribution for a out of an algebraic set is reminiscent of
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the main questions in value distribution theory (we will see in the next paragraph
that using super-potentials we can get an estimate on the speed of convergence
towards µ, at least for generic maps). Finally, we prove a theorem due to Briend-
Duval on the equidistribution of the repelling periodic points. The following
result was obtained by the authors in [46], see also [52] and [24, 73, 97] for the
case of dimension 1.
Theorem 1.4.1. Let f be an endomorphism of Pk of algebraic degree d ≥ 2 and µ
its Green measure. Then there is a proper algebraic set E of Pk, possibly empty,
such that d−kn(fn)∗(δa) converge to µ if and only if a 6∈ E . Here, δa denotes
the Dirac mass at a. Moreover, E is totally invariant: f−1(E ) = f(E ) = E
and is maximal in the sense that if E is a proper algebraic set of Pk such that
f−n(E) ⊂ E for some n ≥ 1, then E is contained in E .
Briend-Duval proved in [21] the above convergence for a outside the orbit of
the critical set. They announced the property for a out of an algebraic set, but
there is a problem with the counting of multiplicity in their lemma in [21, p.149].
We also have the following earlier result due to Fornæss-Sibony [66].
Proposition 1.4.2. There is a pluripolar set E ′ such that if a is out of E ′, then
d−kn(fn)∗(δa) converge to µ.
Sketch of proof. We use here a version of the above ddc-method which is given
in [48] in a more general setting. Let ϕ be a smooth function and ϕn as in
Theorem 1.3.4. Then, the functions ϕn are continuous. The estimates on ϕn
imply that the series
∑
ϕn converges in DSH(P
k), hence converges pointwise out
of a pluripolar set. Therefore, ϕn(a) converge to 0 for a out of some pluripolar
set Eϕ, see Exercise 1.3.1. If cn := 〈ωkFS,Λ(ϕn)〉, we have as in Theorem 1.3.4
〈d−kn(fn)∗(δa), ϕ〉 = c0 + · · ·+ cn + 〈δa, ϕn〉 = c0 + · · ·+ cn + ϕn(a).
Therefore, 〈d−kn(fn)∗(δa), ϕ〉 converge to cϕ = 〈µ, ϕ〉, for a out of Eϕ.
Now, consider ϕ in a countable family F which is dense in the space of
smooth functions. If a is not in the union E ′ of the pluripolar sets Eϕ, the above
convergence of 〈d−kn(fn)∗(δa), ϕ〉 together with the density of F implies that
d−kn(fn)∗(δa) converge to µ. Finally, E ′ is pluripolar since it is a countable union
of such sets. 
For the rest of the proof, we follow a geometric method introduced by Lyubich
[97] in dimension one and developped in higher dimension by Briend-Duval and
Dinh-Sibony. We first prove the existence of the exceptional set and give several
characterizations in the following general situation. Let X be an analytic set of
pure dimension p in Pk invariant under f , i.e. f(X) = X . Let g : X → X denote
the restriction of f to X . The following result can be deduced from Section 3.4
in [46], see also [40, 52].
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Theorem 1.4.3. There is a proper analytic set EX of X, possibly empty, totally
invariant under g, which is maximal in the following sense. If E is an analytic
set of X, of dimension < dimX, such that g−s(E) ⊂ E for some s ≥ 1, then
E ⊂ EX . Moreover, there are at most finitely many analytic sets in X which are
totally invariant under g.
Since g permutes the irreducible components of X , we can find an integer
m ≥ 1 such that gm fixes the components of X .
Lemma 1.4.4. The topological degree of gm is equal to dmp. More precisely, there
is a hypersurface Y of X containing sing(X) ∪ gm(sing(X)) such that for x ∈ X
out of Y , the fiber g−m(x) has exactly dmp points.
Proof. Since gm fixes the components of X , we can assume that X is irreducible.
It follows that gm defines a covering over some Zariski dense open set of X . We
want to prove that δ, the degree of this covering, is equal to dmp. Consider the
positive measure (fm)∗(ωpFS)∧ [X ]. Since (fm)∗(ωpFS) is cohomologous to dmpωpFS,
this measure is of mass dmp deg(X). Observe that (fm)∗ preserves the mass of
positive measures and that we have (fm)∗[X ] = δ[X ]. Hence,
dmp deg(X) = ‖(fm)∗(ωpFS) ∧ [X ]‖ = ‖(fm)∗((fm)∗(ωpFS) ∧ [X ])‖
= ‖ωpFS ∧ (fm)∗[X ]‖ = δ‖ωpFS ∧ [X ]‖ = δ deg(X).
It follows that δ = dmp. So, we can take for Y , a hypersurface which contains the
ramification values of fm and the set sing(X) ∪ gm(sing(X)).
Let Y be as above. Observe that if gm(x) 6∈ Y then gm defines a bi-holomorphic
map between a neighbourhood of x and a neighbourhood of gm(x) in X . Let [Y ]
denote the (k−p+1, k−p+1)-current of integration on Y in Pk. Since (fmn)∗[Y ]
is a positive closed (k− p+1, k− p+1)-current of mass dmn(p−1) deg(Y ), we can
define the following ramification current
R =
∑
n≥0
Rn :=
∑
n≥0
d−mnp(fmn)∗[Y ].
Let ν(R, x) denote the Lelong number of R at x. By Theorem A.2.3, for c > 0,
Ec := {ν(R, x) ≥ c} is an analytic set of dimension ≤ p − 1 contained in X .
Observe that E1 contains Y . We will see that R measures the obstruction for
constructing good backwards orbits.
For any point x ∈ X let λ′n(x) denote the number of distinct orbits
x−n, x−n+1, . . . , x−1, x0
such that gm(x−i−1) = x−i, x0 = x and x−i ∈ X \ Y for 0 ≤ i ≤ n − 1. These
are the “good” orbits. Define λn := d
−mpnλ′n. The function λn is lower semi-
continuous with respect to the Zariski topology on X . Moreover, by Lemma
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1.4.4, we have 0 ≤ λn ≤ 1 and λn = 1 out of the analytic set ∪n−1i=0 gmi(Y ).
The sequence (λn) decreases to a function λ, which represents the asymptotic
proportion of backwards orbits in X \ Y .
Lemma 1.4.5. There is a constant γ > 0 such that λ ≥ γ on X \ E1.
Proof. We deduce from Theorem A.2.3, the existence of a constant 0 < γ <
1 satisfying {ν(R, x) > 1 − γ} = E1. Indeed, the sequence of analytic sets
{ν(R, x) ≥ 1−1/i} is decreasing, hence stationary. Consider a point x ∈ X \E1.
We have x 6∈ Y and if νn := ν(Rn, x), then
∑
νn ≤ 1 − γ. Since E1 contains Y ,
ν0 = 0 and F1 := g
−m(x) contains exactly dmp points. The definition of ν1, which
is “the multiplicity” of d−mp(fm)∗[Y ] at x, implies that g−m(x) contains at most
ν1d
mp points in Y . Then
#g−m(F1 \ Y ) = dmp#(F1 \ Y ) ≥ (1− ν1)d2mp.
Define F2 := g
−m(F1 \ Y ). The definition of ν2 implies that F2 contains at most
ν2d
2mp points in Y . Hence, F3 := g
−m(F2 \ Y ) contains at least (1− ν1− ν2)d3mp
points. In the same way, we define F4, . . ., Fn with #Fn ≥ (1−
∑
νi)d
mpn. Hence,
for every n we get the following estimate:
λn(x) ≥ d−mpn#Fn ≥ 1−
∑
νi ≥ γ.
This proves the lemma.
End of the proof of Theorem 1.4.3. Let E nX denote the set of x ∈ X such
that g−ml(x) ⊂ E1 for 0 ≤ l ≤ n and define EX := ∩n≥0E nX . Then, (E nX) is a
decreasing sequence of analytic subsets of E1. It should be stationary. So, there
is n0 ≥ 0 such that E nX = EX for n ≥ n0.
By definition, EX is the set of x ∈ X such that g−mn(x) ⊂ E1 for every n ≥ 0.
Hence, g−m(EX) ⊂ EX . It follows that the sequence of analytic sets g−mn(EX) is
decreasing and there is n ≥ 0 such that g−m(n+1)(EX) = g−mn(EX). Since gmn is
surjective, we deduce that g−m(EX) = EX and hence EX = gm(EX).
Assume as in the theorem that E is analytic with g−s(E) ⊂ E. Define E ′ :=
g−s+1(E) ∪ . . . ∪ E. We have g−1(E ′) ⊂ E ′ which implies g−n−1(E ′) ⊂ g−n(E ′)
for every n ≥ 0. Hence, g−n−1(E ′) = g−n(E ′) for n large enough. This and
the surjectivity of g imply that g−1(E ′) = g(E ′) = E ′. By Lemma 1.4.4, the
topological degree of (gm
′
)|E′ is at most dm
′(p−1) for some m′ ≥ 1. This, the
identity g−1(E ′) = g(E ′) = E ′ together with Lemma 1.4.5 imply that E ′ ⊂ E1.
Hence, E ′ ⊂ EX and E ⊂ EX .
Define E ′X := g
−m+1(EX) ∪ . . . ∪ EX . We have g−1(E ′X) = g(E ′X) = E ′X .
Applying the previous assertion to E := E ′X yields E
′
X ⊂ EX . Therefore, E ′X = EX
and g−1(EX) = g(EX) = EX . So, EX is the maximal proper analytic set in X
which is totally invariant under g.
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We prove now that there are only finitely many totally invariant algebraic
sets. We only have to consider totally invariant sets E of pure dimension q. The
proof is by induction on the dimension p of X . The case p = 0 is clear. Assume
that the assertion is true for X of dimension ≤ p − 1 and consider the case of
dimension p. If q = p then E is a union of components of X . There are only a
finite number of such analytic sets. If q < p, we have seen that E is contained
in EX . Applying the induction hypothesis to the restriction of f to EX gives the
result. 
We now give another characterization of EX . Observe that if X is not locally
irreducible at a point x then g−m(x) may contain more than dmp points. Let
π : X˜ → X be the normalization of X , see Appendix A.1. By Theorem A.1.4
applied to g ◦π, g can be lifted to a map g˜ : X˜ → X˜ such that g ◦π = π ◦ g˜. Since
g is finite, g˜ is also finite. We deduce that g˜m defines ramified coverings of degree
dmp on each component of X˜ . In particular, any fiber of g˜m contains at most
dmp points. Observe that if g−1(E) ⊂ E then g˜−1(E˜) ⊂ E˜ where E˜ := π−1(E).
Theorem 1.4.3 can be extended to g˜. For simplicity, we consider the case where
X is itself a normal analytic space. If X is not normal, one should work with its
normalization.
Let Z be a hypersurface of X containing E1. Let Nn(a) denote the number
of orbits of gm
a−n, . . . , a−1, a0
with gm(a−i−1) = a−i and a0 = a such that a−i ∈ Z for every i. Here, the orbits
are counted with multiplicity. So, Nn(a) is the number of negative orbits of order
n of a which stay in Z. Observe that the sequence of functions τn := d
−pmnNn
decreases to some function τ . Since τn are upper semi-continuous with respect
to the Zariski topology and 0 ≤ τn ≤ 1 (we use here the assumption that X
is normal), the function τ satisfies the same properties. Note that τ(a) is the
probability that an infinite negative orbit of a stays in Z.
Proposition 1.4.6. Assume that X is normal. Then, τ is the characteristic
function of EX , that is, τ = 1 on EX and τ = 0 on X \ EX .
Proof. Since EX ⊂ Z and EX is totally invariant by g, we have EX ⊂ {τ = 1}.
Let θ ≥ 0 denote the maximal value of τ on X \ EX . This value exists since τ is
upper semi-continuous with respect to the Zariski topology (indeed, it is enough
to consider the algebraic subset {τ ≥ θ′} of X which decreases when θ′ increases;
the family is stationary). We have to check that θ = 0. Assume in order to
obtain a contradiction that θ > 0. Since τ ≤ 1, we always have θ ≤ 1. Consider
the non-empty analytic set E := τ−1(θ) \ EX in Z \ EX . Let a be a point in E.
Since EX is totally invariant, we have g−m(a) ∩ EX = ∅. Hence, τ(b) ≤ θ for
every b ∈ g−m(a). We deduce from the definition of τ and θ that
θ = τ(a) ≤ d−pm
∑
b∈g−m(a)
τ(b) ≤ θ.
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It follows that g−m(a) ⊂ E. Therefore, the analytic subset E of Z satisfies
g−m(E) ⊂ E. This contradicts the maximality of EX .
We continue the proof of Theorem 1.4.1. We will use the above results for
X = Pk, Y the set of critical values of f . Let R be the ramification current
defined as above by
R =
∑
n≥0
Rn :=
∑
n≥0
d−kn(fn)∗[Y ].
The following proposition was obtained in [46], a weaker version was indepen-
dently obtained by Briend-Duval [22]. Here, an inverse branch on B for fn is a
bi-holomorphic map gi : B → Ui such that gi ◦ fn is identity on Ui.
Proposition 1.4.7. Let ν be a strictly positive constant. Let a be a point in Pk
such that the Lelong number ν(R, a) of R at a is strictly smaller than ν. Then,
there is a ball B centered at a such that fn admits at least (1 − √ν)dkn inverse
branches gi : B → Ui where Ui are open sets in Pk of diameter ≤ d−n/2. In
particular, if µ′ is a limit value of the measures d−kn(fn)∗(δa) then ‖µ′ − µ‖ ≤
2
√
ν(R, a).
Given a local coordinate system at a, let F denote the family of complex lines
passing through a. For such a line ∆ denote by ∆r the disc of center a and of
radius r. The family F is parametrized by Pk−1 where the probability measure
(the volume form) associated to the Fubini-Study metric is denoted by L. Let
Br denote the ball of center a and of radius r.
Lemma 1.4.8. Let S be a positive closed (1, 1)-current on a neighbourhood of
a. Then for any δ > 0 there is an r > 0 and a family F ′ ⊂ F , such that
L(F ′) ≥ 1 − δ and for every ∆ in F ′, the measure S ∧ [∆r] is well-defined and
of mass ≤ ν(S, a) + δ, where ν(S, a) is the Lelong number of S at a.
Proof. Let π : P̂k → Pk be the blow-up of Pk at a and E the exceptional hyper-
surface. Then, we can write π∗(S) = ν(S, a)[E] + S ′ with S ′ a current having no
mass on E, see Exercise A.3.2. It is clear that for almost every ∆r, the restriction
of the potentials of S to ∆r is not identically −∞, so, the measure S ∧ [∆r] is
well-defined. Let ∆̂r denote the strict transform of ∆r by π, i.e. the closure of
π−1(∆r \ {a}). Then, the ∆̂r define a smooth holomorphic fibration over E. The
measure S ∧ [∆r] is equal to the push-forward of π∗(S)∧ [∆̂r] by π. Observe that
π∗(S) ∧ [∆̂r] is equal to S ′ ∧ [∆̂r] plus ν(S, a) times the Dirac mass at ∆̂r ∩ E.
Therefore, we only have to consider the ∆r such that S
′ ∧ [∆̂r] are of mass ≤ δ.
Since S ′ have no mass on E, its mass on π−1(Br) tends to 0 when r tends to
0. It follows from Fubini’s theorem that when r is small enough the mass of the
slices S ′ ∧ [∆̂r] is ≤ δ except for a small family of ∆. This proves the lemma.
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Lemma 1.4.9. Let U be a neighbourhood of Br. Let S be a positive closed
(1, 1)-current on U . Then, for every δ > 0, there is a family F ′ ⊂ F with
L(F ′) > 1 − δ, such that for ∆ in F ′, the measure S ∧ [∆r] is well-defined and
of mass ≤ A‖S‖, where A > 0 is a constant depending on δ but independent of
S.
Proof. We can assume that ‖S‖ = 1. Let π be as in Lemma 1.4.8. Then, by
continuity of π∗, the mass of π∗(S) on π−1(Br) is bounded by a constant. It
is enough to apply Fubini’s theorem in order to estimate the mass of π∗(S) ∧
[∆̂r].
Recall the following theorem due to Sibony-Wong [117].
Theorem 1.4.10. Let m > 0 be a positive constant. Let F ′ ⊂ F be such that
L(F ′) ≥ m and let Σ denote the intersection of the family F ′ with Br. Then any
holomorphic function h on a neighbourhood of Σ can be extended to a holomorphic
function on Bλr where λ > 0 is a constant depending on m but independent of
F ′ and r. Moreover, we have
sup
Bλr
|h| ≤ sup
Σ
|h|.
We will use the following version of a lemma due to Briend-Duval [21]. Their
proof uses the theory of moduli of annuli.
Lemma 1.4.11. Let g : ∆r → Pk be a holomorphic map from a disc of center
0 and of radius r in C. Assume that area(g(∆r)) counted with multiplicity, is
smaller than 1/2. Then for any ǫ > 0 there is a constant λ > 0 independent of
g, r such that the diameter of g(∆λr) is smaller than ǫ
√
area(g(∆r)).
Proof. Observe that the lemma is an easy consequence of the Cauchy formula if
g has values in a compact set of Ck ⊂ Pk. In order to reduce the problem to this
case, it is enough to prove that given an ǫ0 > 0, there is a constant λ0 > 0 such
that diam(g(∆λ0r)) ≤ ǫ0. For ǫ0 small enough, we can apply the above case to g
restricted to ∆λ0r.
By hypothesis, the graphs Γg of g in ∆r×Pk have bounded area. So, according
to Bishop’s theorem [14], these graphs form a relatively compact family of analytic
sets, that is, the limits of these graphs in the Hausdorff sense, are analytic sets.
Since area(g(∆r)) is bounded by 1/2, the limits have no compact components.
So, they are also graphs and the family of the maps g is compact. We deduce
that diam(g(∆λ0r)) ≤ ǫ0 for λ0 small enough.
Sketch of the proof of Proposition 1.4.7. The last assertion in the proposi-
tion is deduced from the first one and Proposition 1.4.2 applied to a generic point
in B. We obtain that ‖µ′ − µ‖ ≤ 2√ν for every ν strictly larger than ν(R, a)
which implies the result.
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For the first assertion, the idea is to construct inverse branches for many
discs passing through a and then to apply Theorem 1.4.10 in order to construct
inverse branches on balls. We can assume that ν is smaller than 1. Choose
constants δ > 0, ǫ > 0 small enough and then a constant κ > 0 large enough; all
independent of n. Fix now the integer n. Recall that ‖(fn)∗(ωFS)‖ = d(k−1)n. By
Lemmas 1.4.8 and 1.4.9, there is a family F ′ ⊂ F and a constant r > 0 such
that L(F ′) > 1− δ and for any ∆ in F ′, the mass of R ∧ [∆κ2r] is smaller than
ν and the mass of (fn)∗(ωFS) ∧ [∆κr] is smaller than Ad(k−1)n with A > 0.
Claim. For each ∆ in F ′, fn admits at least (1 − 2ν)dkn inverse branches
gi : ∆κ2r → Vi with area(Vi) ≤ Aν−1d−n. The inverse branches gi can be extended
to a neighbourhood of ∆κ2r.
Assuming the claim, we complete the proof of the proposition. Let a1, . . . , al
be the points in f−n(a), with l ≤ dkn, and F ′s ⊂ F ′ the family of ∆’s such that
one of the previous inverse branches gi : ∆κ2r → Vi passes through as, that is, Vi
contains as. The above claim implies that
∑L(F ′s) ≥ (1− δ)(1− 2ν)dkn. There
are at most dkn terms in this sum. We only consider the family S of the indices
s such that L(F ′s) ≥ 1− 3
√
ν. Since L(F ′s) ≤ 1 for every s, we have
#S + (dkn −#S )(1− 3√ν) ≥
∑
L(F ′s) ≥ (1− δ)(1− 2ν)dkn.
Therefore, since δ is small, we have #S ≥ (1 − √ν)dkn. For any index s ∈ S
and for ∆ in F ′s, by Lemma 1.4.11, the corresponding inverse branch on ∆κr,
which passes through as, has diameter ≤ ǫd−n/2. By Theorem 1.4.10, fn admits
an inverse branch defined on the ball Br and passing through as, with diameter
≤ d−n/2. This implies the result.
Proof of the claim. Let νl denote the mass of Rl ∧ [∆κ2r]. Then,
∑
νl is the
mass of R ∧ [∆κ2r]. Recall that this mass is smaller than ν. By definition, νldkl
is the number of points in f l(Y )∩∆κ2r, counted with multiplicity. We only have
to consider the case ν < 1. So, we have ν0 = 0 and ∆κ2r does not intersect Y ,
the critical values of f . It follows that ∆κ2r admits d
k inverse branches for f . By
definition of ν1, there are at most ν1d
k such inverse branches which intersect Y ,
i.e. the images intersect Y . So, (1− ν1)dk of them do not meet Y and the image
of such a branch admits dk inverse branches for f . We conclude that ∆κ2r admits
at least (1− ν1)d2k inverse branches for f 2. By induction, we construct for fn at
least (1− ν1 − · · · − νn−1)dkn inverse branches on ∆κ2r.
Now, observe that the mass of (fn)∗(ωFS) ∧ [∆κr] is exactly the area of
f−n(∆κr). We know that it is smaller than Ad(k−1)n. It is not difficult to see
that ∆κ2r has at most νd
kn inverse branches with area ≥ Aν−1d−n. This com-
pletes the proof. 
End of the proof of Theorem 1.4.1. Let a be a point out of the exceptional
set E defined in Theorem 1.4.3 for X = Pk. Fix ǫ > 0 and a constant α > 0
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small enough. If µ′ is a limit value of d−kn(fn)∗(δa), it is enough to show that
‖µ′−µ‖ ≤ 2α+2ǫ. Consider Z := {ν(R, z) > ǫ} and τ as in Proposition 1.4.6 for
X = Pk. We have τ(a) = 0. So, for r large enough we have τr(a) ≤ α. Consider
all the negative orbits Oj of order rj ≤ r
Oj = {a(j)−rj , . . . , a(j)−1, a(j)0 }
with f(a
(j)
−i−1) = a
(j)
−i and a
(j)
0 = a such that a
(j)
−rj 6∈ Z and a(j)−i ∈ Z for i 6= rj .
Each orbit is repeated according to its multiplicity. Let Sr denote the family of
points b ∈ f−r(a) such that f i(b) ∈ Z for 0 ≤ i ≤ r. Then f−r(a) \ Sr consists of
the preimages of the points a
(j)
−rj . So, by definition of τr, we have
d−kr#Sr = τr(a) ≤ α
and
d−kr
∑
j
dk(r−rj) = d−kr#(f−r(a) \ Sr) = 1− τr(a) ≥ 1− α.
We have for n ≥ r
d−kn(fn)∗(δa) = d−kn
∑
b∈Sr
(f (n−r))∗(δb) + d−kn
∑
j
(f (n−rj))∗(δ
a
(j)
−rj
).
Since d−kn(fn)∗ preserves the mass of any measure, the first term in the last sum
is of mass d−kr#Sr = τr(a) ≤ α and the second term is of mass ≥ 1 − α. We
apply Proposition 1.4.7 to the Dirac masses at a
(j)
−rj . We deduce that if µ
′ is a
limit value of d−kn(fn)∗(δa) then
‖µ′ − µ‖ ≤ 2α + (1− α)2ǫ ≤ 2α+ 2ǫ.
This completes the proof of the theorem. 
We have the following more general result. When X is not normal, one has
an analogous result for the lift of g to the normalization of X .
Theorem 1.4.12. Let X be an irreducible analytic set of dimension p, invariant
under f . Let g denote the restriction of f to X and EX the exceptional set of
g. Assume that X is a normal analytic space. Then d−pn(gn)∗(δa) converge to
µX := (degX)
−1T p ∧ [X ] if and only if a is out of EX . Moreover, the convex
set of probability measures on X which are totally invariant under g, is of finite
dimension.
Proof. The proof of the first assertion follows the same lines as in Theorem 1.4.1.
We use the fact that g is the restriction of a holomorphic map in Pk in order to
define the ramification current R. The assumption that X is normal allows to
define d−pn(gn)∗(δa). We prove the second assertion. Observe that an analytic
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set, totally invariant by gn, is not necessarily totally invariant by g, but it is a
union of components of such sets, see Theorem 1.4.3. Therefore, we can replace
g by an iterate gn in order to assume that g fixes all the components of all the
totally invariant analytic sets. Let µ′ be an extremal element in the convex set
of totally invariant probability measures and X ′ the smallest totally invariant
analytic set such that µ′(X ′) = 1. The first assertion applied to X ′ implies that
µ′ = µX′. Hence, the set of such µ′ is finite. We use a normalization of X ′ if
necessary.
The following result due to Briend-Duval [20], shows that repelling periodic
points are equidistributed on the support of the Green measure.
Theorem 1.4.13. Let Pn denote the set of repelling periodic points of period n
on the support of µ. Then the sequence of measures
µn := d
−kn ∑
a∈Pn
δa
converges to µ.
Proof. By Proposition 1.1.3, the number of periodic points of period n of f ,
counted with multiplicity, is equal to (dn−1)−1(dk(n+1)−1). Therefore, any limit
value µ′ of µn is of mass ≤ 1. Fix a small constant ǫ > 0. It is enough to check
that for µ-almost every point a ∈ Pk, there is a ball B centered at a, arbitrarily
small, such that #Pn ∩B ≥ (1− ǫ)dknµ(B) for large n. We will use in particular
a trick due to X. Buff, which simplifies the original proof.
Since µ is PC, it has no mass on analytic sets. So, it has no mass on the
orbit OY of Y , the set of critical values of f . Fix a point a on the support of µ
and out of OY . We have ν(R, a) = 0. By Proposition 1.4.7, there is a ball B of
center a, with sufficiently small radius, which admits (1− ǫ2)dkn inverse branches
of diameter ≤ d−n/2 for fn when n is large enough. Choose a finite family of such
balls Bi of center bi with 1 ≤ i ≤ m such that µ(B1∪ . . .∪Bm) > 1− ǫ2µ(B) and
each Bi admits (1−ǫ2µ(B))dkn inverse branches of diameter ≤ d−n/2 for fn when
n is large enough. Choose balls B′i ⋐ Bi such that µ(B
′
1∪ . . .∪B′m) > 1− ǫ2µ(B).
Fix a constant N large enough. Since d−kn(fn)∗(δa) converge to µ, there
are at least (1 − 2ǫ2)dkN inverse branches for fN whose image intersects ∪B′j
and then with image contained in one of the Bj. In the same way, we show
that for n large enough, each Bj admits (1 − 2ǫ2)µ(B)dk(n−N) inverse branches
for fn−N with images in B. Therefore, B admits at least (1 − 2ǫ2)2µ(B)dkn
inverse branches gi : B → Ui for fn with image Ui ⋐ B. Observe that every
holomorphic map g : B → U ⋐ B contracts the Kobayashi metric and then
admits an attractive fixed point z. Moreover, gl converges uniformly to z and
∩lgl(B) = {z}. Therefore, each gi admits a fixed attractive point ai. This point
is fixed and repelling for fn. They are different since the Ui are disjoint. Finally,
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since µ is totally invariant, its support is also totally invariant under f . Hence,
ai, which is equal to ∩lgli(supp(µ)∩B), is necessarily in supp(µ). We deduce that
#Pn ∩B ≥ (1− 2ǫ2)2µ(B)dkn ≥ (1− ǫ)dknµ(B).
This completes the proof.
Note that in the previous theorem, one can replace Pn by the set of all periodic
points counting with multiplicity or not.
Exercise 1.4.1. Let f be an endomorphism of algebraic degree d ≥ 2 of Pk. Let
K be a compact set such that f−1(K) ⊂ K. Show that either K contains Jk,
the Julia set of order k, or K is contained in an analytic set. Let U be an open
set which intersects the Julia set Jk. Show that ∪n≥0fn(U) is a Zariski dense
open set of Pk. Prove that a 6∈ E if and only if ∪f−n(a) is Zariski dense.
Exercise 1.4.2. Assume that p is a repelling fixed point in Jk. If g is another
endomorphism close enough to f in Hd(Pk) such that g(p) = p, show that p
belongs also to the Julia set of order k of g. Hint: use that g 7→ µg is continuous.
Exercise 1.4.3. Using Example 1.1.10, construct a map f in Hd(Pk), d ≥ 2,
such that for n large enough, every fiber of fn contains more than d(k−1/2)n points.
Deduce that there is Zariski dense open set in Hd(Pk) such that if f is in that
Zariski open set, its exceptional set is empty.
Exercise 1.4.4. Let ǫ be a fixed constant such that 0 < ǫ < 1. Let P ′n the set of
repelling periodic points a of prime period n on the support of µ such that all the
eigenvalues of Dfn at a are of modulus ≥ (d − ǫ)n/2. Show that d−kn∑a∈P ′n δa
converges to µ.
Exercise 1.4.5. Let g be as in Theorem 1.4.12. Show that repelling periodic
points on supp(µX) are equidistributed with respect to µX . In particular, they are
Zariski dense.
1.5 Equidistribution of varieties
In this paragraph, we consider the inverse images by fn of varieties in Pk. The
geometrical method in the last paragraph is quite difficult to apply here. Indeed,
the inverse image of a generic variety of codimension p < k is irreducible of degree
O(dpn). The pluripotential method that we introduce here is probably the right
method for the equidistribution problem. Moreover, it should give some precise
estimates on the convergence, see Remark 1.5.8.
The following result, due to the authors, gives a satisfactory solution in the
case of hypersurfaces. It was proved for Zariski generic maps by Fornæss-Sibony
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in [68, 116] and for maps in dimension 2 by Favre-Jonsson in [62]. More precise
results are given in [52] and in [62] when k = 2. The proof requires some self-
intersection estimates for currents, due to Demailly-Me´o.
Theorem 1.5.1. Let f be an endomorphism of algebraic degree d ≥ 2 of Pk.
Let Em denote the union of the totally invariant proper analytic sets in Pk which
are minimal, i.e. do not contain smaller ones. Let S be a positive closed (1, 1)-
current of mass 1 on Pk whose local potentials are not identically −∞ on any
component of Em. Then, d−n(fn)∗(S) converge weakly to the Green (1, 1)-current
T of f .
The following corollary gives a solution to the equidistribution problem for
hypersurfaces: the exceptional hypersurfaces belong to a proper analytic set in
the parameter space of hypersurfaces of a given degree.
Corollary 1.5.2. Let f , T and Em be as above. If H is a hypersurface of de-
gree s in Pk, which does not contain any component of Em, then s−1d−n(fn)∗[H ]
converge to T in the sense of currents.
Note that (fn)∗[H ] is the current of integration on f−n(H) where the compo-
nents of f−n(H) are counted with multiplicity.
Sketch of the proof of Theorem 1.5.1. We can write S = T + ddcu where u
is a p.s.h. function modulo T , that is, the difference of quasi-potentials of S and
of T . Subtracting from u a constant allows to assume that 〈µ, u〉 = 0. We call
u the dynamical quasi-potential of S. Since T has continuous quasi-potentials,
u satisfies analogous properties that quasi-p.s.h. functions do. We are mostly
concerned with the singularities of u.
The total invariance of T and µ implies that the dynamical quasi-potential
of d−n(fn)∗(S) is equal to un := d−nu ◦ fn. We have to show that this sequence
of functions converges to 0 in L1(Pk). Since u is bounded from above, we have
lim sup un ≤ 0. Assume that un do not converge to 0. By Hartogs’ lemma, see
Proposition A.2.9, there is a ball B and a constant λ > 0 such that un ≤ −λ on
B for infinitely many indices n. It follows that u ≤ −λdn on fn(B) for such an
index n. On the other hand, the exponential estimate in Theorem A.2.11 implies
that ‖eα|u|‖L1 ≤ A for some positive constants α and A independent of u. If the
multiplicity of f at every point is ≤ d−1, then a version of Lojasiewicz’s theorem
implies that fn(B) contains a ball of radius ≃ e−c(d−1)n , c > 0. Therefore, we
have
e−2kc(d−1)
n
eλd
nα .
∫
fn(B)
eλd
nαωkFS ≤
∫
Pk
eα|u|ωkFS.
This contradicts the above exponential estimate.
In general, by Lemma 1.5.3 below, fn(B) contains always a ball of radius
≃ e−cdn . So, a slightly stronger version of the above exponential estimate will
be enough to get a contradiction. We may improve this exponential estimate:
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if the Lelong numbers of S are small, we can increase the constant α and get a
contradiction; if the Lelong numbers of Sn are small, we replace S by Sn.
The assumption un < −λdn on fn(B) allows to show that all the limit currents
of the sequence d−n(fn)∗(S) have Lelong numbers larger than some constant
ν > 0. If S ′ is such a current, there are other currents S ′n such that S
′ =
d−n(fn)∗(S ′n). Indeed, if S
′ is the limit of d−ni(fni)∗(S) one can take S ′n a limit
value of d−ni+n(fni−n)∗(S).
Let a be a point such that ν(S ′n, a) ≥ ν. The assumption on the potentials of
S allows to prove by induction on the dimension of the totally invariant analytic
sets that un converge to 0 on the maximal totally invariant set E . So, a is out of
E . Lemma 1.4.5 allows to construct many distinct points in f−n(a). The identity
S ′ = d−n(fn)∗(S ′n) implies an estimate from below of the Lelong numbers of S
′ on
f−n(a). This holds for every n. Finally, this permits to construct analytic sets of
large degrees on which we have estimates on the Lelong numbers of S ′. Therefore,
S ′ has a too large self-intersection. This contradicts an inequality of Demailly-
Me´o [29, 100] and completes the proof. Note that the proof of Demailly-Me´o
inequality uses Ho¨rmander’s L2 estimates for the ∂-equation. 
The following lemma is proved in [52]. It also holds for meromorphic maps.
Some earlier versions were given in [68] and in terms of Lebesgue measure in
[62, 77].
Lemma 1.5.3. There is a constant c > 0 such that if B is a ball of radius r,
0 < r < 1, in Pk, then fn(B) contains a ball Bn of radius exp(−cr−2kdn) for any
n ≥ 0.
The ball Bn is centered at f
n(an) for some point an ∈ B which is not nec-
essarily the center of B. The key point in the proof of the lemma is to find a
point an with an estimate from below on the Jacobian of f
n at an. If u is a
quasi-potential of the current of integration on the critical set, the logarithm of
this Jacobian is essentially the value of u + u ◦ f + · · · + u ◦ fn−1 at an. So, in
order to prove the existence of a point an with a good estimate, it is enough to
bound the L1 norm of the last function. One easily obtains the result using the
operator f ∗ : DSH(Pk)→ DSH(Pk) and its iterates, as it is done for f∗.
Remark 1.5.4. Let C denote the convex compact set of totally invariant positive
closed (1, 1)-currents of mass 1 on Pk, i.e. currents S such that f ∗(S) = dS.
Define an operator ∨ on C . If S1, S2 are elements of C and u1, u2 their dynamical
quasi-potentials, then ui ≤ 0. Since 〈µ, ui〉 = 0 and ui are upper semi-continuous,
we deduce that ui = 0 on supp(µ). Define S1 ∨ S2 := T + ddcmax(u1, u2). It
is easy to check that S1 ∨ S2 is an element of C . An element S is said to be
minimal if S = S1 ∨ S2 implies S1 = S2 = S. It is clear that T is not minimal if
C contains other currents. In fact, for S in C , we have T ∨ S = T . A current of
integration on a totally invariant hypersurface is a minimal element. It is likely
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that C is generated by a finite number of currents, the operation ∨, convex hulls
and limits.
Example 1.5.5. If f is the map given in Example 1.1.11, the exceptional set Em
is the union of the k + 1 attractive fixed points
[0 : · · · : 0 : 1 : 0 : · · · : 0].
The convergence of s−1d−n(fn)∗[H ] towards T holds for hypersurfaces H of degree
s which do not contain these points. If π : Ck+1 \ {0} → Pk is the canonical
projection, the Green (1, 1)-current T of f is given by π∗(T ) = ddc(maxi log |zi|),
or equivalently T = ωFS + dd
cv where
v[z0 : · · · : zk] := max
0≤i≤k
log |zi| − 1
2
log(|z0|2 + · · ·+ |zk|2).
The currents Ti of integration on {zi = 0} belong to C and Ti = T + ddcui
with ui := log |zi| −maxj log |zj |. These currents are minimal. If α0, . . ., αk are
positive real numbers such that α := 1−∑αi is positive, then S := αT +∑αiTi
is an element of C . We have S = T + ddcu with u :=
∑
αiui. The current S
is minimal if and only if α = 0. One can obtain other elements of C using the
operator ∨. We show that C is infinite dimensional. Define for A := (α0, . . . , αk)
with 0 ≤ αi ≤ 1 and
∑
αi = 1 the p.s.h. function vA by
vA :=
∑
αi log |zi|.
If A is a family of such (k + 1)-tuples A, define
vA := sup
A∈A
vA.
Then, we can define a positive closed (1, 1)-currents SA on P
k by π∗(SA ) = ddcvA .
It is clear that SA belongs to C and hence C is of infinite dimension.
The equidistribution problem in higher codimension is much more delicate
and is still open for general maps. We first recall the following lemma.
Lemma 1.5.6. For every δ > 1, there is a Zariski dense open set H ∗d (P
k) in
Hd(Pk) and a constant A > 0 such that for f in H ∗d (P
k), the maximal multiplicity
δn of f
n at a point in Pk is at most equal to Aδn. In particular, the exceptional
set of such a map f is empty when δ < d.
Proof. Let X be a component of a totally invariant analytic set E of pure di-
mension p ≤ k − 1. Then, f permutes the components of E. We deduce that
X is totally invariant under fn for some n ≥ 1. Lemma 1.4.4 implies that the
maximal multiplicity of fn at a point in X is at least equal to d(k−p)n. Therefore,
the second assertion in the lemma is a consequence of the first one.
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Fix an N large enough such that δN > 2kk!. Let H ∗d (P
k) be the set of f
such that δN ≤ 2kk!. This set is Zariski open in Hd(Pk). Since the sequence
(δn) is sub-multiplicative, i.e. δn+m ≤ δnδm for n,m ≥ 0, if f is in H ∗d (Pk), we
have δN < δ
N , hence δn ≤ Aδn for A large enough and for all n. It remains to
show that H ∗d (P
k) is not empty. Choose a rational map h : P1 → P1 of degree
d whose critical points are simple and have disjoint infinite orbits. Observe that
the multiplicity of hN at every point is at most equal to 2. We construct the map
f using the method described in Example 1.1.10. We have fN ◦ Π = Π ◦ f̂N .
Consider a point x in Pk and a point x̂ in Π−1(x). The multiplicity of f̂N at x̂ is
at most equal to 2k. It follows that the multiplicity of fN at x is at most equal
to 2kk! since Π has degree k!. Therefore, f satisfies the desired inequality.
We have the following result due to the authors [53].
Theorem 1.5.7. There is a Zariski dense open set H ∗d (P
k) in Hd(Pk) such that
if f is in H ∗d (P
k), then d−pn(fn)∗(S) → T p uniformly on positive closed (p, p)-
currents S of mass 1 on Pk. In particular, the Green (p, p)-current T p is the
unique positive closed (p, p)-current of mass 1 which is totally invariant. If V is
an analytic set of pure codimension p and of degree s in Pk, then s−1d−pn(fn)∗[V ]
converge to T p in the sense of currents.
Sketch of proof. The proof uses the super-potentials of currents. In order to
simplify the notation, introduce the dynamical super-potential V of S. Define
V := US−UT p + c where US,UT p are super-potentials of S, T p and the constant
c is chosen so that V (T k−p+1) = 0. Using a computation as in Theorem 1.3.1, we
obtain that the dynamical super-potential of d−pn(fn)∗(S) is equal to d−nV ◦Λn
where Λ : Ck−p+1(Pk) → Ck−p+1(Pk) is the operator d−p+1f∗. Observe that the
dynamical super-potential of T p is identically 0. In order to prove the convergence
d−pn(fn)∗(S)→ T p, we only have to check that d−nV (Λn(R))→ 0 for R smooth
in Ck−p+1(Pk). Since T p has a continuous super-potential, V is bounded from
above. Therefore, lim sup d−nV (Λn(R)) ≤ 0.
Recall thatUS(R) = UR(S). So, in order to prove that lim inf d−nV (Λn(R)) ≥
0, it is enough to estimate infS US(Λn(R)), or equivalently, to estimate the capac-
ity of Λn(R) from below. Assume in order to explain the idea that the support
of R is contained in a compact set K such that f(K) ⊂ K and K does not
intersect the critical set of f (this is possible when p = 1). We easily obtain that
‖Λn(R)‖∞ . An for some constant A > 0. The estimate in Theorem A.4.8 im-
plies the result. In the general case, if H ∗d (P
k) is chosen as in Lemma 1.5.6 for δ
small enough and if f is in H ∗d (P
k), we can prove the estimate cap(Λn(R)) . d′n
for any fixed constant d′ such that 1 < d′ < d. This implies the desired conver-
gence of super-potentials. The main technical difficulty is that when R hits the
critical set, then Λ(R) is not bounded. The estimates requires a smoothing and
precise evaluation of the error. 
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Remark 1.5.8. The above estimate on cap(Λn(R)) can be seen as a version
of Lojasiewicz’s inequality for currents. It is quite delicate to obtain. We also
have an explicit estimate on the speed of convergence. Indeed, we have for an
appropriate d′ < d:
dist2
(
d−pn(fn)∗(S), T p
)
:= sup
‖Φ‖
C2≤1
|〈d−pn(fn)∗(S)− T p,Φ〉| . d′nd−n.
The theory of interpolation between Banach spaces [126] implies a similar esti-
mate for Φ Ho¨lder continuous.
Exercise 1.5.1. If f := [zd0 : · · · : zdk ], show that {zp1 = zq2}, for arbitrary p, q,
is invariant under f . Show that a curve invariant under an endomorphism is an
image of P1 or a torus, possibly singular.
Exercise 1.5.2. Let f be as in Example 1.5.5. Let S be a (p, p)-current with
positive Lelong number at [1 : 0 : · · · : 0]. Show that any limit of d−pn(fn)∗(S) has
a strictly positive Lelong number at [1 : 0 : · · · : 0] and deduce that d−pn(fn)∗(S)
do not converge to T p.
Exercise 1.5.3. Let f be as in Theorem 1.5.7 for p = k and Λ the associated
Perron-Frobenius operator. If ϕ is a C 2 function on Pk, show that
‖Λn(ϕ)− 〈µ, ϕ〉‖∞ ≤ cd′nd−n
for some constant c > 0. Deduce that Λn(ϕ) converge uniformly to 〈µ, ϕ〉. Give
an estimate of ‖Λn(ϕ)− 〈µ, ϕ〉‖∞ for ϕ Ho¨lder continuous.
Exercise 1.5.4. Let f be an endomorphism of algebraic degree d ≥ 2. Assume
that V is a totally invariant hypersurface, i.e. f−1(V ) = V . Let Vi denote the
irreducible components of V and hi minimal homogeneous polynomials such that
Vi = {hi = 0}. Define h =
∏
hi. Show that h ◦ f = chd where c is a constant. If
F is a lift of f to Ck+1, prove that Jac(F ) contains (
∏
hi)
d−1 as a factor. Show
that V is contained in the critical set of f and deduce3 that deg V ≤ k+1. Assume
now that V is reducible. Find a totally invariant positive closed (1, 1)-current of
mass 1 which is not the Green current nor the current associated to an analytic
set.
Exercise 1.5.5. Let u be a p.s.h. function in Ck, such that for λ ∈ C∗, u(λz) =
log |λ|+ u(z). If {u < 0} is bounded in Ck, show that ddcu+ is a positive closed
current on Pk which is extremal in the cone of positive closed (1, 1)-currents4.
Deduce that the the Green (1, 1)-current of a polynomial map of Ck which extends
holomorphically to Pk, is extremal.
3It is known that in dimension k = 2, V is a union of at most 3 lines, [26, 67, 113].
4Unpublished result by Berndtsson-Sibony.
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Exercise 1.5.6. Let v be a subharmonic function on C. Suppose v(eiθz) = v(z)
for every z ∈ C and for every θ ∈ R such that eiθdn = 1 for some integer n.
Prove that v(z) = v(|z|) for z ∈ C. Hint: use the Laplacian of v. Let f be as
in Example 1.5.5, R a current in Ck+1, and v a p.s.h. function on Ck+1 such
that R = ddcv and v(F (z)) = dv(z), where F (z) := (zd0 , . . . , z
d
k) is a lift of f to
Ck+1. Show that v is invariant under the action of the unit torus Tk+1 in Ck+1.
Determine such functions v. Recall that T is the unit circle in C and Tk+1 acts
on Ck+1 by multiplication.
Exercise 1.5.7. Define the Desboves map f0 in M4(P2) as
f0[z0 : z1 : z2] := [z0(z
3
1 − z32) : z1(z32 − z30) : z2(z30 − z31)].
Prove that f0 has 12 indeterminacy points. If σ is a permutation of coordinates,
compare f0 ◦ σ and σ ◦ f0. Define
Φλ(z0, z1, z2) := z
3
0 + z
3
1 + z
3
2 − 3λz0z1z2, λ ∈ C
and
L[z0 : z1 : z2] := [az0 : bz1 : cz2], a, b, c ∈ C.
Show that for Zariski generic L, fL := f0 + ΦλL is in H4(P2). Show that on the
curve {Φλ = 0} in P2, fL coincides with f0, and that f0 maps the cubic {Φλ = 0}
onto itself.5
1.6 Stochastic properties of the Green measure
In this paragraph, we are concerned with the stochastic properties of the equi-
librium measure µ associated to an endomorphism f . If ϕ is an observable,
(ϕ ◦ fn)n≥0 can be seen as a sequence of dependent random variables. Since the
measure is invariant, these variables are identically distributed, i.e. the Borel
sets {ϕ ◦ fn < t} have the same µ measure for any fixed constant t. The idea
is to show that the dependence is weak and then to extend classical results in
probability theory to our setting. One of the key point is the spectral study of
the Perron-Frobenius operator Λ := d−kf∗. It allows to prove the exponential
decay of correlations for d.s.h. and Ho¨lder continuous observables, the central
limit theorem, the large deviation theorem, etc. An important point is to use the
space of d.s.h. functions as a space of observables. For the reader’s convenience,
we recall few general facts from ergodic theory and probability theory. We refer
to [91, 127] for the general theory.
5This example was considered in [16]. It gives maps in H4(P2) which preserves a cubic. The
cubic is singular if λ = 1, non singular if λ 6= 1. In higher dimension, Beauville proved that a
smooth hypersurface of Pk, k ≥ 3, of degree > 1 does not have an endomorphism with dt > 1,
unless the degree is 2, k = 3 and the hypersurface is isomorphic to P1 × P1 [7].
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Consider a dynamical system associated to a map g : X → X which is
measurable with respect to a σ-algebra F onX . The direct image of a probability
measure ν by g is the probability measure g∗(ν) defined by
g∗(ν)(A) := ν(g
−1(A))
for every measurable set A. Equivalently, for any positive measurable function
ϕ, we have
〈g∗(ν), ϕ〉 := 〈ν, ϕ ◦ g〉.
The measure ν is invariant if g∗(ν) = ν. When X is a compact metric space and g
is continuous, the set M (g) of invariant probability measures is convex, compact
and non-empty: for any sequence of probability measures νN , the cluster points
of
1
N
N−1∑
j=0
(gn)∗(νN)
are invariant probability measures.
A measurable set A is totally invariant if ν(A \ g−1(A)) = ν(g−1(A) \A) = 0.
An invariant probability measure ν is ergodic if any totally invariant set is of
zero or full ν-measure. It is easy to show that ν is ergodic if and only if when
ϕ◦g = ϕ, for ϕ ∈ L1(ν), then ϕ is constant. Here, we can replace L1(ν) by Lp(ν)
with 1 ≤ p ≤ +∞. The ergodicity of ν is also equivalent to the fact that it is
extremal in M (g). We recall Birkhoff’s ergodic theorem, which is the analogue
of the law of large numbers for independent random variables [127].
Theorem 1.6.1 (Birkhoff). Let g : X → X be a measurable map as above.
Assume that ν is an ergodic invariant probability measure. Let ϕ be a function
in L1(ν). Then
1
N
N−1∑
n=0
ϕ(gn(x))→ 〈ν, ϕ〉
almost everywhere with respect to ν.
When X is a compact metric space, we can apply Birkhoff’s theorem to
continuous functions ϕ and deduce that for ν almost every x
1
N
N−1∑
n=0
δgn(x) → ν,
where δx denotes the Dirac mass at x. The sum
SN (ϕ) :=
N−1∑
n=0
ϕ ◦ gn
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is called Birkhoff’s sum. So, Birkhoff’s theorem describes the behavior of 1
N
SN(ϕ)
for an observable ϕ. We will be concerned with the precise behavior of SN(ϕ) for
various classes of functions ϕ.
A notion stronger than ergodicity is the notion of mixing. An invariant prob-
ability measure ν is mixing if for every measurable sets A,B
lim
n→∞
ν(g−n(A) ∩B) = ν(A)ν(B).
Clearly, mixing implies ergodicity. It is not difficult to see that ν is mixing if and
only if for any test functions ϕ, ψ in L∞(ν) or in L2(ν), we have
lim
n→∞
〈ν, (ϕ ◦ gn)ψ〉 = 〈ν, ϕ〉〈ν, ψ〉.
The quantity
In(ϕ, ψ) := |〈ν, (ϕ ◦ gn)ψ〉 − 〈ν, ϕ〉〈ν, ψ〉|
is called the correlation at time n of ϕ and ψ. So, mixing is equivalent to the
convergence of In(ϕ, ψ) to 0. We say that ν is K-mixing if for every ψ ∈ L2(ν)
sup
‖ϕ‖L2(ν)≤1
In(ϕ, ψ)→ 0.
Note that K-mixing is equivalent to the fact that the σ-algebra F∞ := ∩g−n(F )
contains only sets of zero and full measure. This is the strongest form of mixing for
observables in L2(ν). It is however of interest to get a quantitative information on
the mixing speed for more regular observables like smooth or Ho¨lder continuous
functions.
Consider now an endomorphism f of algebraic degree d ≥ 2 of Pk as above
and its equilibrium measure µ. We know that µ is totally invariant: f ∗(µ) = dkµ.
If ϕ is a continuous function, then
〈µ, ϕ ◦ f〉 = 〈d−kf ∗(µ), ϕ ◦ f〉 = 〈µ, d−kf∗(ϕ ◦ f)〉 = 〈µ, ϕ〉.
We have used the obvious fact that f∗(ϕ ◦ f) = dkϕ. So, µ is invariant. We have
the following proposition.
Proposition 1.6.2. The Perron-Frobenius operator Λ := d−kf∗ has a continuous
extension of norm 1 to L2(µ). Moreover, the adjoint of Λ satisfies tΛ(ϕ) = ϕ ◦ f
and Λ ◦ tΛ = id. Let L20(µ) denote the hyperplane of L2(µ) defined by 〈µ, ϕ〉 = 0.
Then, the spectral radius of Λ on L20(µ) is also equal to 1.
Proof. Schwarz’s inequality implies that
|f∗(ϕ)|2 ≤ dkf∗(|ϕ|2).
Using the total invariance of µ, we get
〈µ, |Λ(ϕ)|2〉 ≤ 〈µ,Λ(|ϕ|2)〉 = 〈µ, |ϕ|2〉.
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Therefore, Λ has a continuous extension to L2(µ), with norm≤ 1. Since Λ(1) = 1,
the norm of this operator is equal to 1. The properties on the adjoint of Λ are
easily deduced from the total invariance of µ.
Let ϕ be a function in L20(µ) of norm 1. Then, ϕ ◦ fn is also in L2(µ) and of
norm 1. Moreover, Λn(ϕ ◦ fn), which is equal to ϕ, is of norm 1. So, the spectral
radius of Λ on L20(µ) is also equal to 1.
Mixing for the measure µ was proved in [66]. We give in this paragraph two
proofs of K-mixing. The first one is from [46] and does not use that µ is moderate.
Theorem 1.6.3. Let f be an endomorphism of algebraic degree d ≥ 2 of Pk.
Then, its Green measure µ is K-mixing.
Proof. Let cψ := 〈µ, ψ〉. Since µ is totally invariant, the correlations between two
observables ϕ and ψ satisfy
In(ϕ, ψ) = |〈µ, (ϕ ◦ fn)ψ〉 − 〈µ, ϕ〉〈µ, ψ〉|
= |〈µ, ϕΛn(ψ)〉 − cψ〈µ, ϕ〉|
= |〈µ, ϕ(Λn(ψ)− cψ)〉|.
Hence,
sup
‖ϕ‖L2(µ)≤1
In(ϕ, ψ) ≤ ‖Λn(ψ)− cψ‖L2(µ).
Since ‖Λ‖L2(µ) ≤ 1, it is enough to show that ‖Λn(ψ)− cψ‖L2(µ) → 0 for a dense
family of functions ψ ∈ L2(µ). So, we can assume that ψ is a d.s.h. function
such that |ψ| ≤ 1. We have |cψ| ≤ 1 and ‖Λn(ψ)− cψ‖L∞(µ) ≤ 2. Since µ is PB,
we deduce from Theorem 1.3.4 and Cauchy-Schwarz’s inequality that
‖Λn(ψ)− cψ‖L2(µ) . ‖Λn(ψ)− cψ‖1/2L1(µ) . ‖Λn(ψ)− cψ‖1/2DSH . d−n/2.
This completes the proof. For the last argument, we can also use continuous
test functions ψ and apply Proposition 1.4.2. We then obtain that Λn(ψ) − cψ
converges to 0 pointwise out of a pluripolar set. Lebesgue’s convergence theorem
and the fact that µ has no mass on pluripolar sets imply the result.
In what follows, we show that the equilibrium measure µ satisfies remarkable
stochastic properties which are quite hard to obtain in the setting of real dynam-
ical systems. We will see the effectiveness of the pluripotential methods which
replace the delicate estimates, used in some real dynamical systems. The follow-
ing result was recently obtained by Nguyen and the authors [43]. It shows that
the equilibrium measure is exponentially mixing and generalizes earlier results of
[46, 48, 66]. Note that d.s.h. observables may be everywhere discontinuous.
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Theorem 1.6.4. Let f be a holomorphic endomorphism of algebraic degree d ≥ 2
on Pk. Let µ be the Green measure of f . Then for every 1 < p ≤ +∞ there is a
constant c > 0 such that
|〈µ, (ϕ ◦ fn)ψ〉 − 〈µ, ϕ〉〈µ, ψ〉| ≤ cd−n‖ϕ‖Lp(µ)‖ψ‖DSH
for n ≥ 0, ϕ in Lp(µ) and ψ d.s.h. Moreover, for 0 ≤ ν ≤ 2 there is a constant
c > 0 such that
|〈µ, (ϕ ◦ fn)ψ〉 − 〈µ, ϕ〉〈µ, ψ〉| ≤ cd−nν/2‖ϕ‖Lp(µ)‖ψ‖C ν
for n ≥ 0, ϕ in Lp(µ) and ψ of class C ν.
Proof. We prove the first assertion. Observe that the correlations
In(ϕ, ψ) := |〈µ, (ϕ ◦ fn)ψ〉 − 〈µ, ϕ〉〈µ, ψ〉|
vanish if ψ is constant. Therefore, we can assume that 〈µ, ψ〉 = 0. In which case,
we have
In(ϕ, ψ) = |〈µ, ϕΛn(ψ)〉|,
where Λ denotes the Perron-Frobenius operator associated to f .
We can also assume that ‖ψ‖DSH ≤ 1. Corollary 1.3.10 implies that for
1 ≤ q <∞,
‖Λn(ψ)‖Lq(µ) ≤ cqd−n
where c > 0 is a constant independent of n, q and ψ. Now, if q is chosen so that
p−1 + q−1 = 1, we obtain using Ho¨lder’s inequality that
In(ϕ, ψ) ≤ ‖ϕ‖Lp(µ)‖Λn(ψ)‖Lq(µ) ≤ cq‖ϕ‖Lp(µ)d−n.
This completes the proof of the first assertion. The second assertion is proved in
the same way using Corollary 1.3.11.
Observe that the above estimates imply that for ψ smooth
lim
n→∞
sup
‖ϕ‖L2(µ)≤1
In(ϕ, ψ) = 0.
Since smooth functions are dense in L2(µ), the convergence holds for every ψ in
L2(µ) and gives another proof of the K-mixing. The following result [43] gives
estimates for the exponential mixing of any order. It can be extended to Ho¨lder
continuous observables using the second assertion in Theorem 1.6.4.
Theorem 1.6.5. Let f , d, µ be as in Theorem 1.6.4 and r ≥ 1 an integer. Then
there is a constant c > 0 such that∣∣∣〈µ, ψ0(ψ1 ◦ fn1) . . . (ψr ◦ fnr)〉 − r∏
i=0
〈µ, ψi〉
∣∣∣ ≤ cd−n r∏
i=0
‖ψi‖DSH
for 0 = n0 ≤ n1 ≤ · · · ≤ nr, n := min0≤i<r(ni+1 − ni) and ψi d.s.h.
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Proof. The proof is by induction on r. The case r = 1 is a consequence of
Theorem 1.6.4. Suppose the result is true for r − 1, we have to check it for
r. Without loss of generality, assume that ‖ψi‖DSH ≤ 1. This implies that
m := 〈µ, ψ0〉 is bounded. The invariance of µ and the induction hypothesis imply
that ∣∣∣〈µ,m(ψ1 ◦ fn1) . . . (ψr ◦ fnr)〉 − r∏
i=0
〈µ, ψi〉
∣∣∣
=
∣∣∣〈µ,mψ1(ψ2 ◦ fn2−n1) . . . (ψr ◦ fnr−n1)〉 −m r∏
i=1
〈µ, ψi〉
∣∣∣ ≤ cd−n
for some constant c > 0. In order to get the desired estimate, it is enough to
show that ∣∣∣〈µ, (ψ0 −m)(ψ1 ◦ fn1) . . . (ψr ◦ fnr)〉∣∣∣ ≤ cd−n.
Observe that the operator (fn)∗ acts on Lp(µ) for p ≥ 1 and its norm is bounded
by 1. Using the invariance of µ and Ho¨lder’s inequality, we get for p := r + 1∣∣∣〈µ, (ψ0 −m)(ψ1 ◦ fn1) . . . (ψr ◦ fnr)〉∣∣∣
=
∣∣∣〈µ,Λn1(ψ0 −m)ψ1 . . . (ψr ◦ fnr−n1)〉∣∣∣
≤ ‖Λn1(ψ0 −m)‖Lp(µ)‖ψ1‖Lp(µ) . . . ‖ψr ◦ fnr−n1‖Lp(µ)
≤ cd−n1‖ψ1‖Lp(µ) . . . ‖ψr‖Lp(µ),
for some constant c > 0. Since ‖ψi‖Lp(µ) . ‖ψi‖DSH, the previous estimates imply
the result. Note that as in Theorem 1.6.4, it is enough to assume that ψi is d.s.h.
for i ≤ r − 1 and ψr is in Lp(µ) for some p > 1.
The mixing of µ implies that for any measurable observable ϕ, the times series
ϕ ◦ fn, behaves like independent random variables with the same distribution.
For example, the dependence of ϕ ◦ fn and ϕ is weak when n is large: if a, b are
real numbers, then the measure of {ϕ ◦ fn ≤ a and ϕ ≤ b} is almost equal to
µ{ϕ ◦ fn ≤ a}µ{ϕ ≤ b}. Indeed, it is equal to〈
µ, (1]−∞,a] ◦ ϕ ◦ fn)(1]−∞,b] ◦ ϕ)
〉
,
and when n is large, mixing implies that the last integral is approximatively equal
to
〈µ, 1]−∞,a] ◦ ϕ〉〈µ, 1]−∞,b] ◦ ϕ〉 = µ{ϕ ≤ a}µ{ϕ ≤ b} = µ{ϕ ◦ fn ≤ a}µ{ϕ ≤ b}.
The estimates on the decay of correlations obtained in the above results, give
at which speed the observables become “almost independent”. We are going to
show that under weak assumptions on the regularity of observables ϕ, the times
series ϕ ◦ fn, satisfies the Central Limit Theorem (CLT for short). We recall the
classical CLT for independent random variables. In what follows, E(·) denotes
expectation, i.e. the mean, of a random variable.
56 CHAPTER 1. ENDOMORPHISMS OF PROJECTIVE SPACES
Theorem 1.6.6. Let (X,F , ν) be a probability space. Let Z1, Z2, . . . be indepen-
dent identically distributed (i.i.d. for short) random variables with values in R,
and of mean zero, i.e. E(Zn) = 0. Assume also that 0 < E(Z
2
n) < ∞. Then for
any open interval I ⊂ R and for σ := E(Z2n)1/2, we have
lim
N→∞
ν
{ 1√
N
N−1∑
n=0
Zn ∈ I
}
=
1√
2πσ
∫
I
e−
t2
2σ2 dt.
The important hypothesis here is that the variables have the same distribution
(this means that for every interval I ⊂ R, 〈ν, 1I ◦Zn〉 is independent of n, where
1I is the characteristic function of I) and that they are independent. The result
can be phrased as follows. If we define the random variables ẐN by
ẐN :=
1√
N
N−1∑
n=0
Zn,
then the sequence of probability measures (ẐN)∗(ν) on R converges to the prob-
ability measure of density 1√
2πσ
e−
t2
2σ2 . This is also called the convergence in law.
We want to replace the random variables Zn by the functions ϕ ◦ fn on the
probability space (Pk,B, µ) where B is the Borel σ-algebra. The fact that µ is
invariant means exactly that ϕ ◦ fn are identically distributed. We state first a
central limit theorem due to Gordin [74], see also [123]. For simplicity, we consider
a measurable map g : (X,F )→ (X,F ) as above. Define Fn := g−n(F ), n ≥ 0,
the σ-algebra of g−n(A), with A ∈ F . This sequence is non-increasing. Denote
by E(ϕ|F ′) the conditional expectation of ϕ with respect to a σ-algebra F ′ ⊂ F .
We say that ϕ is a coboundary if ϕ = ψ ◦ g − ψ for some function ψ ∈ L2(ν).
Theorem 1.6.7 (Gordin). Let ν be an ergodic invariant probability measure on
X. Let ϕ be an observable in L1(ν) such that 〈ν, ϕ〉 = 0. Suppose∑
n≥0
‖E(ϕ|Fn)‖2L2(ν) <∞.
Then 〈ν, ϕ2〉+ 2∑n≥1〈ν, ϕ(ϕ ◦ gn)〉 is a finite positive number which vanishes if
and only if ϕ is a coboundary. Moreover, if
σ :=
[
〈ν, ϕ2〉+ 2
∑
n≥1
〈ν, ϕ(ϕ ◦ gn)〉
]1/2
is strictly positive, then ϕ satisfies the central limit theorem with variance σ: for
any interval I ⊂ R
lim
N→∞
ν
{ 1√
N
N−1∑
n=0
ϕ ◦ gn ∈ I
}
=
1√
2πσ
∫
I
e−
t2
2σ2 dt.
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It is not difficult to see that a function u is Fn-measurable if and only if u =
v ◦ gn with v F -measurable. Let L2(ν,Fn) denote the space of Fn-measurable
functions which are in L2(ν). Then, E(ϕ|Fn) is the orthogonal projection of
ϕ ∈ L2(ν) into L2(ν,Fn).
A straighforward computation using the invariance of ν gives that the variance
σ in the above theorem is equal to
σ = lim
n→∞
n−1/2‖ϕ+ · · ·+ ϕ ◦ gn−1‖L2(ν).
When ϕ is orthogonal to all ϕ ◦ gn, we find that σ = ‖ϕ‖L2(µ). So, Gordin’s
theorem assumes a weak dependence and concludes that the observables satisfy
the central limit theorem.
Consider now the dynamical system associated to an endomorphism f of Pk as
above. Let B denote the Borel σ-algebra on Pk and define Bn := f
−n(B). Since
the measure µ satisfies f ∗(µ) = dkµ, the norms ‖E(·|Bn)‖L2(µ) can be expressed
in terms of the operator Λ. We have the following lemma.
Lemma 1.6.8. Let ϕ be an observable in L2(µ). Then
E(ϕ|Fn) = Λn(ϕ) ◦ fn and ‖E(ϕ|Bn)‖Lp(µ) = ‖Λn(ϕ)‖Lp(µ),
for 1 ≤ p ≤ 2.
Proof. We have〈
µ, ϕ(ψ ◦ fn)〉 = 〈d−kn(fn)∗(µ), ϕ(ψ ◦ fn)〉 = 〈µ, d−kn(fn)∗[ϕ(ψ ◦ fn)]〉
=
〈
µ,Λn(ϕ)ψ
〉
=
〈
µ, [Λn(ϕ) ◦ fn][ψ ◦ fn]〉.
This proves the first assertion. The invariance of µ implies that ‖ψ ◦ fn‖Lp(µ) =
‖ψ‖Lp(µ). Therefore, the second assertion is a consequence of the first one.
Gordin’s Theorem 1.6.7, Corollaries 1.3.10 and 1.3.11, applied to q = 2, give
the following result.
Corollary 1.6.9. Let f be an endomorphism of algebraic degree d ≥ 2 of Pk and
µ its equilibrium measure. Let ϕ be a d.s.h. function or a Ho¨lder continuous
function on Pk, such that 〈µ, ϕ〉 = 0. Assume that ϕ is not a coboundary. Then
ϕ satisfies the central limit theorem with the variance σ > 0 given by
σ2 := 〈µ, ϕ2〉+ 2
∑
n≥1
〈µ, ϕ(ϕ ◦ fn)〉.
We give an interesting decomposition of the space L20(µ) which shows that
Λ, acts like a “generalized shift”. Recall that L20(µ) is the space of functions
ψ ∈ L2(µ) such that 〈µ, ψ〉 = 0. Corollary 1.6.9 can also be deduced from the
following result.
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Proposition 1.6.10. Let f be an endomorphism of algebraic degree d ≥ 2 of Pk
and µ the corresponding equilibrium measure. Define
Vn := {ψ ∈ L20(µ), Λn(ψ) = 0}.
Then, we have Vn+1 = Vn⊕V1◦fn as an orthogonal sum and L20(µ) = ⊕∞n=0V1◦fn
as a Hilbert sum. Let ψ =
∑
ψn◦fn, with ψn ∈ V1, be a function in L20(µ). Then,
ψ satisfies the Gordin’s condition, see Theorem 1.6.7, if and only if the sum∑
n≥1 n‖ψn‖2L2(µ) is finite. Moreover, if ψ is d.s.h. (resp. of class C ν, 0 < ν ≤ 2)
with 〈µ, ψ〉 = 0, then ‖ψn‖L2(µ) . d−n (resp. ‖ψn‖L2(µ) . d−nν/2).
Proof. It is easy to check that V ⊥n = {θ ◦ fn, θ ∈ L2(µ)}. Let Wn+1 denote the
orthogonal complement of Vn in Vn+1. Suppose θ◦fn is inWn+1. Then, Λ(θ) = 0.
This gives the first decomposition in the proposition.
For the second decomposition, observe that ⊕∞n=0V1 ◦fn is a direct orthogonal
sum. We only have to show that ∪Vn is dense in L20(µ). Let θ be an element in
∩V ⊥n . We have to show that θ = 0. For every n, θ = θn ◦ fn for appropriate θn.
Hence, θ is measurable with respect to the σ-algebra B∞ := ∩n≥0Bn. We show
that B∞ is the trivial algebra. Let A be an element of B∞. Define An = fn(A).
Since A is in B∞, 1A = 1An ◦ fn and Λn(1A) = 1An . K-mixing implies that
Λn(1A) converges in L
2(µ) to a constant, see Theorem 1.6.3. So, 1An converges
to a constant which is necessarily 0 or 1. We deduce that µ(An) converges to 0
or 1. On the other hand, we have
µ(An) = 〈µ, 1An〉 = 〈µ, 1An ◦ fn〉 = 〈µ, 1A〉 = µ(A).
Therefore, A is of measure 0 or 1. This implies the decomposition of L20(µ).
Suppose now that ψ :=
∑
ψn ◦ fn with Λ(ψn) = 0 is an element of L20(µ). We
have E(ψ|Bn) =
∑
i≥n ψi ◦ f i. So,∑
n≥0
‖E(ψ|Bn)‖2L2(µ) =
∑
n≥0
(n+ 1)‖ψn‖2L2(µ),
and ψ satisfies Gordin’s condition if and only if the last sum is finite.
Let ψ be a d.s.h. function with 〈µ, ψ〉 = 0. It follows from Theorem 1.6.4
that
sup
‖ϕ‖L2(µ)≤1
|〈µ, (ϕ ◦ fn)ψ〉| . d−n.
Choose ϕ = ψn/‖ψn‖L2(µ). The above estimate implies that
‖ψn‖L2(µ) = |〈µ, (ϕ ◦ fn)ψ〉| . d−n.
The case of C ν observables is proved in the same way.
Observe that if (ψn ◦ fn)n≥0 is the sequence of projections of ψ on the factors
of the direct sum ⊕∞n=0V1◦fn, then the coordinates of Λ(ψ) are (ψn◦fn−1)n≥1.
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We continue the study with other types of convergence. Let us recall the
almost sure version of the central limit theorem in probability theory. Let Zn
be random variables, identically distributed in L2(X,F , ν), such that E(Zn) = 0
and E(Z2n) = σ
2, σ > 0. We say that the almost sure central limit theorem holds
if at ν-almost every point in X , the sequence of measures
1
logN
N∑
n=1
1
n
δn−1/2
Pn−1
i=0 Zi
converges in law to the normal distribution of mean 0 and variance σ. In partic-
ular, ν-almost surely
1
logN
N∑
n=1
1
n
1{
n−1/2
Pn−1
i=0 Zi≤t0
} → 1√
2πσ
∫ t0
−∞
e−
t2
2σ2 dt,
for any t0 ∈ R. In the central limit theorem, we only get the ν-measure of the
set {N−1/2∑N−1n=0 Zn < t0} when N goes to infinity. Here, we get an information
at ν-almost every point for the logarithmic averages.
The almost sure central limit theorem can be deduced from the so-called al-
most sure invariance principle (ASIP for short). In the case of i.i.d. random
variables as above, this principle compares the variables ẐN with Brownian mo-
tions and gives some information about the fluctuations of ẐN around 0.
Theorem 1.6.11. Let (X,F , ν) be a probability space. Let (Zn) be a sequence
of i.i.d. random variables with mean 0 and variance σ > 0. Assume that there
is an α > 0 such that Zn is in L
2+α(ν). Then, there is another probability space
(X ′,F ′, ν ′) with a sequence of random variables S′N on X
′ which has the same
joint distribution as SN :=
∑N−1
n=0 Zn, and a Brownian motion B of variance σ on
X ′ such that
|S′N − B(N)| ≤ cN1/2−δ,
for some positive constants c, δ. It follows that
|N−1/2S′N − B(1)| ≤ cN−δ.
For weakly dependent variables, this type of result is a consequence of a
theorem due to Philipp-Stout [109]. It gives conditions which imply that the
ASIP holds. Lacey-Philipp proved in [95] that the ASIP implies the almost
sure central limit theorem. For holomorphic endomorphisms of Pk, we have the
following result due to Dupont which holds in particular for Ho¨lder continuous
observables [58].
Theorem 1.6.12. Let f be an endomorphism of algebraic degree d ≥ 2 as above
and µ its equilibrium measure. Let ϕ be an observable with values in R ∪ {−∞}
such that eϕ is Ho¨lder continuous, H := {ϕ = −∞} is an analytic set and
60 CHAPTER 1. ENDOMORPHISMS OF PROJECTIVE SPACES
|ϕ| . | log dist(·, H)|ρ near H for some ρ > 0. If 〈µ, ϕ〉 = 0 and ϕ is not a
coboundary, then the almost sure invariance principle holds for ϕ. In particular,
the almost sure central limit theorem holds for such observables.
The ASIP in the above setting says that there is a probability space (X ′,F ′, ν ′)
with a sequence of random variables S′N on X which has the same joint distribu-
tion as SN :=
∑N−1
n=0 ϕ ◦ fn, and a Brownian motion B of variance σ on X ′ such
that
|S′N − B(N)| ≤ cN1/2−δ,
for some positive constants c, δ.
The ASIP implies other stochastic results, see [109], in particular, the law of
the iterated logarithm. With our notations, it implies that for ϕ as above
lim sup
N→∞
SN (ϕ)
σ
√
N log log(Nσ2)
= 1 µ-a.e.
Dupont’s approach is based on the Philipp-Stout’s result applied to a Bernoulli
system and a quantitative Bernoulli property of the equilibrium measure of f ,
i.e. a construction of coding tree. We refer to Dupont and Przytycki-Urbanski-
Zdunik [110] for these results. Note that Bernoulli property of this measure was
proved by Briend in [19]. It says that outside sets of measure zero, the system is
conjugated to a shift. The dimension one case is due to Heicklen-Hoffman [84].
The last stochastic property we consider here is the large deviations theorem.
As above, we first recall the classical result in probability theory.
Theorem 1.6.13. Let Z1, Z2, . . . be independent random variables on (X,F , ν),
identically distributed with values in R, and of mean zero, i.e. E(Z1) = 0. Assume
also that for t ∈ R, exp(tZn) is integrable. Then, the limit
I(ǫ) := − lim
N→∞
log ν
{∣∣∣Z1 + · · ·+ ZN
N
∣∣∣ > ǫ}.
exists and I(ǫ) > 0 for ǫ > 0.
The theorem estimates the size of the set where the average is away from zero,
the expected value. We have
ν
{∣∣∣Z1 + · · ·+ ZN
N
∣∣∣ > ǫ} ∼ e−NI(ǫ).
Our goal is to give an analogue for the equilibrium measure of endomorphisms of
Pk. We first prove an abstract result corresponding to the above Gordin’s result
for the central limit theorem.
Consider a dynamical system g : (X,F , ν) → (X,F , ν) as above where ν is
an invariant probability measure. So, g∗ defines a linear operator of norm 1 from
L2(ν) into itself. We say that g has bounded Jacobian if there is a constant κ > 0
such that ν(g(A)) ≤ κν(A) for every A ∈ F . The following result was obtained
in [43].
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Theorem 1.6.14. Let g : (X,F , ν)→ (X,F , ν) be a map with bounded Jacobian
as above. Define Fn := g
−n(F ). Let ψ be a bounded real-valued measurable
function. Assume there are constants δ > 1 and c > 0 such that〈
ν, eδ
n|E(ψ|Fn)−〈ν,ψ〉|〉 ≤ c for every n ≥ 0.
Then ψ satisfies a weak large deviations theorem. More precisely, for every ǫ > 0,
there exists a constant hǫ > 0 such that
ν
{
x ∈ X : ∣∣ 1
N
N−1∑
n=0
ψ ◦ gn(x)− 〈ν, ψ〉∣∣ > ǫ} ≤ e−N(logN)−2hǫ
for all N large enough6.
We first prove some preliminary lemmas. The following one is a version of
the classical Bennett’s inequality see [32, Lemma 2.4.1].
Lemma 1.6.15. Let ψ be an observable such that ‖ψ‖L∞(ν) ≤ b for some constant
b ≥ 0, and E(ψ) = 0. Then
E(eλψ) ≤ e
−λb + eλb
2
for every λ ≥ 0.
Proof. We can assume λ = 1. Consider first the case where there is a measurable
set A such that ν(A) = 1/2. Let ψ0 be the function which is equal to −b on A and
to b on X \A. We have ψ20 = b2 ≥ ψ2. Since ν(A) = 1/2, we have E(ψ0) = 0. Let
g(t) = a0t
2+a1t+a2, be the unique quadratic function such that h(t) := g(t)−et
satisfies h(b) = 0 and h(−b) = h′(−b) = 0. We have g(ψ0) = eψ0 .
Since h′′(t) = 2a0 − et admits at most one zero, h′ admits at most two zeros.
The fact that h(−b) = h(b) = 0 implies that h′ vanishes in ] − b, b[. Hence h′
admits exactly one zero at −b and another one in ] − b, b[. We deduce that h′′
admits a zero. This implies that a0 > 0. Moreover, h vanishes only at −b, b and
h′(b) 6= 0. It follows that h(t) ≥ 0 on [−b, b] because h is negative near +∞.
Thus, et ≤ g(t) on [−b, b] and then eψ ≤ g(ψ).
Since a0 > 0, if an observable φ satisfies E(φ) = 0, then E(g(φ)) is an increasing
function of E(φ2). Now, using the properties of ψ and ψ0, we obtain
E(eψ) ≤ E(g(ψ)) ≤ E(g(ψ0)) = E(eψ0) = e
−b + eb
2
.
This completes the proof under the assumption that ν(A) = 1/2 for some mea-
surable set A.
6In the LDT for independent random variables, there is no factor (logN)−2 in the estimate.
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The general case is deduced from the previous particular case. Indeed, it is
enough to apply the first case to the disjoint union of (X,F , ν) with a copy
(X ′,F ′, ν ′) of this space, i.e. to the space (X ∪X ′,F ∪F ′, ν
2
+ ν
′
2
), and to the
function equal to ψ on X and on X ′.
Lemma 1.6.16. Let ψ be an observable such that ‖ψ‖L∞(ν) ≤ b for some constant
b ≥ 0, and E(ψ|F1) = 0. Then
E(eλψ|F1) ≤ e
−λb + eλb
2
for every λ ≥ 0.
Proof. We consider the desintegration of ν with respect to g. For ν-almost every
x ∈ X , there is a positive measure νx on g−1(x) such that if ϕ is a function in
L1(ν) then
〈ν, ϕ〉 =
∫
X
〈νx, ϕ〉dν(x).
Since ν is g-invariant, we have
〈ν, ϕ〉 = 〈ν, ϕ ◦ g〉 =
∫
X
〈νx, ϕ ◦ g〉dν(x) =
∫
X
‖νx‖ϕ(x)dν(x).
Therefore, νx is a probability measure for ν-almost every x. Using also the
invariance of ν, we obtain for ϕ and φ in L2(ν) that
〈ν, ϕ(φ ◦ g)〉 =
∫
X
〈νx, ϕ(φ ◦ g)〉dν(x) =
∫
X
〈νx, ϕ〉φ(x)dν(x)
=
∫
X
〈νg(x), ϕ〉φ(g(x))dν(x).
We deduce that
E(ϕ|F1)(x) = 〈νg(x), ϕ〉.
So, the hypothesis in the lemma is that 〈νx, ψ〉 = 0 for ν-almost every x. It
suffices to check that
〈νx, eλψ〉 ≤ e
−λb + eλb
2
.
But this is a consequence of Lemma 1.6.15 applied to νx instead of ν.
We continue the proof of Theorem 1.6.14. Without loss of generality we
can assume that 〈ν, ψ〉 = 0 and |ψ| ≤ 1. The general idea is to write ψ =
ψ′ + (ψ′′ − ψ′′ ◦ g) for functions ψ′ and ψ′′ in L2(ν) such that
E(ψ′ ◦ gn|Fn+1) = 0, n ≥ 0.
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In the language of probability theory, these identities mean that (ψ′ ◦ gn)n≥0 is
a reversed martingale difference as in Gordin’s approach, see also [123]. The
strategy is to prove the weak LDT for ψ′ and for the coboundary ψ′′ − ψ′′ ◦ g.
Theorem 1.6.14 is then a consequence of Lemmas 1.6.19 and 1.6.21 below.
Let Λg denote the adjoint of the operator ϕ 7→ ϕ◦g on L2(ν). These operators
are of norm 1. The computation in Lemma 1.6.16 shows that E(ϕ|F1) = Λg(ϕ)◦g.
We obtain in the same way that E(ϕ|Fn) = Λng (ϕ) ◦ gn. Define
ψ′′ := −
∞∑
n=1
Λng (ψ), ψ
′ := ψ − (ψ′′ − ψ′′ ◦ g).
Using the hypotheses in Theorem 1.6.14, we see that ψ′ and ψ′′ are in L2(ν) with
norms bounded by some constant. However, we loose the uniform boundedness:
these functions are not necessarily in L∞(ν).
Lemma 1.6.17. We have Λng (ψ
′) = 0 for n ≥ 1 and E(ψ′ ◦ gn|Fm) = 0 for
m > n ≥ 0.
Proof. Clearly Λg(ψ
′′ ◦ g) = ψ′′. We deduce from the definition of ψ′′ that
Λg(ψ
′) = Λg(ψ)− Λg(ψ′′) + Λg(ψ′′ ◦ g) = Λg(ψ)− Λg(ψ′′) + ψ′′ = 0.
Hence, Λng (ψ
′) = 0 for n ≥ 1. For every function φ in L2(ν), since ν is invariant,
we have for m > n
〈ν, (ψ′ ◦ gn)(φ ◦ gm)〉 = 〈ν, ψ′(φ ◦ gm−n)〉 = 〈ν,Λm−ng (ψ′)φ〉 = 0.
It follows that E(ψ′ ◦ gn|Fm) = 0.
Lemma 1.6.18. There are constants δ0 > 1 and c > 0 such that
ν{|ψ′| > b} ≤ ce−δb0 and ν{|ψ′′| > b} ≤ ce−δb0
for any b ≥ 0. In particular, tψ′ and tψ′′ are ν-integrable for every t ≥ 0.
Proof. Since ψ′ := ψ − (ψ′′ − ψ′′ ◦ g) and ψ is bounded, it is enough to prove the
estimate on ψ′′. Indeed, the invariance of ν implies that ψ′′ ◦ g satisfies a similar
inequality.
Fix a positive constant δ1 such that 1 < δ
2
1 < δ, where δ is the constant
in Theorem 1.6.14. Define ϕ :=
∑
n≥1 δ
2n
1 |Λng (ψ)|. We first show that there is
a constant α > 0 such that ν{ϕ ≥ b} . e−αb for every b ≥ 0. Recall that
E(ψ|Fn) = Λng (ψ) ◦ gn. Using the hypothesis of Theorem 1.6.14, the inequality∑
1
2n2
≤ 1 and the invariance of ν, we obtain for b ≥ 0
ν{ϕ ≥ b} ≤
∑
n≥1
ν
{
|Λng (ψ)| ≥
δ−2n1 b
2n2
}
≤
∑
n≥1
ν
{
|E(ψ|Fn)| ≥ δ
−2n
1 b
2n2
}
=
∑
n≥1
ν
{
δn|E(ψ|Fn)| ≥ δ
nδ−2n1 b
2n2
}
.
∑
n≥1
exp
(−δnδ−2n1 b
2n2
)
.
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It follows that ν{ϕ ≥ b} . e−αb for some constant α > 0.
We prove now the estimate ν{|ψ′′| > b} ≤ ce−δb0 . It is enough to consider
the case where b = 2l for some positive integer l. Recall that for simplicity we
assumed |ψ| ≤ 1. It follows that |E(ψ|Fn)| ≤ 1 and hence |Λng (ψ)| ≤ 1. We have
|ψ′′| ≤
∑
n≥1
|Λng (ψ)| ≤ δ−2l1
∑
n≥1
δ2n1 |Λng (ψ)|+
∑
1≤n≤l
|Λng (ψ)| ≤ δ−2l1 ϕ+ l.
Consequently,
ν
{|ψ′′| > 2l} ≤ ν{ϕ > δ2l1 } . e−αδ2l1 .
It is enough to choose δ0 < δ1 and c large enough.
Lemma 1.6.19. The coboundary ψ′′ − ψ′′ ◦ g satisfies the LDT.
Proof. Given a function φ ∈ L1(µ), recall that Birkhoff’s sum SN(φ) is defined
by
S0(φ) := 0 and SN(φ) :=
N−1∑
n=0
φ ◦ gn for N ≥ 1.
Observe that SN (ψ
′′ − ψ′′ ◦ g) = ψ′′ − ψ′′ ◦ gN . Consequently, for a given ǫ > 0,
using the invariance of ν, we have
ν
{|SN (ψ′′ − ψ′′ ◦ g)| > Nǫ} ≤ ν{|ψ′′ ◦ gN | > Nǫ
2
}
+ µ
{
|ψ′′| > Nǫ
2
}
= 2ν
{
|ψ′′| > Nǫ
2
}
.
Lemma 1.6.18 implies that the last expression is smaller than e−Nhǫ for some
hǫ > 0 and for N large enough. This completes the proof.
It remains to show that ψ′ satisfies the weak LDT. We use the following
lemma.
Lemma 1.6.20. For every b ≥ 1, there are Borel sets WN such that ν(WN ) ≤
cNe−δ
b
0 and ∫
X\WN
eλSN (ψ
′)dν ≤ 2
[e−λb + eλb
2
]N
,
where c > 0 is a constant independent of b.
Proof. For N = 1, define W := {|ψ′| > b}, W ′ := g(W ) and W1 := g−1(W ′).
Recall that the Jacobian of ν is of bounded by some constant κ. This and Lemma
1.6.18 imply that
ν(W1) = ν(W
′) = ν(g(W )) ≤ κν(W ) ≤ ce−δb0
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for some constant c > 0. We also have∫
X\W1
eλS1(ψ
′)dν =
∫
X\W1
eλψ
′
dν ≤ eλb ≤ 2
[e−λb + eλb
2
]
.
So, the lemma holds for N = 1.
Suppose the lemma for N ≥ 1, we prove it for N + 1. Define
WN+1 := g
−1(WN) ∪W1 = g−1(WN ∪W ′).
We have
ν(WN+1) ≤ ν(g−1(WN)) + ν(W1) = ν(WN) + ν(W1) ≤ c(N + 1)e−δb0.
We will apply Lemma 1.6.16 to the function ψ∗ such that ψ∗ = ψ′ on X \W1 and
ψ∗ = 0 on W1. By Lemma 1.6.17, we have E(ψ∗|F1) = 0 since W1 is an element
of F1. The choice of W1 gives that |ψ∗| ≤ b. By Lemma 1.6.16, we have
E(eλψ
∗ |F1) ≤ e
−λb + eλb
2
on X for λ ≥ 0.
It follows that
E(eλψ
′ |F1) ≤ e
−λb + eλb
2
on X \W1 for λ ≥ 0.
Now, using the fact that WN+1 and e
λSN (ψ
′◦g) are F1-measurable, we can write∫
X\WN+1
eλSN+1(ψ
′)dν =
∫
X\WN+1
eλψ
′
eλSN (ψ
′◦g)dν
=
∫
X\WN+1
E(eλψ
′ |F1)eλSN (ψ′◦g)dν.
Since WN+1 = g
−1(WN) ∪W1, the last integral is bounded by
sup
X\W1
E(eλψ
′ |F1)
∫
X\g−1(WN )
eλSN (ψ
′◦g)dν
≤
[e−λb + eλb
2
] ∫
X\WN
eλSN (ψ
′)dν
≤ 2
[e−λb + eλb
2
]N+1
,
where the last inequality follows from the induction hypothesis. So, the lemma
holds for N + 1.
The following lemma, together with Lemma 1.6.19, implies Theorem 1.6.22.
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Lemma 1.6.21. The function ψ′ satisfies the weak LDT.
Proof. Fix an ǫ > 0. By Lemma 1.6.20, we have, for every λ ≥ 0
ν
{
SN (ψ
′) ≥ Nǫ} ≤ ν(WN ) + e−λNǫ ∫
X\WN
eλSN (ψ
′)dν
≤ cNe−δb0 + 2e−λNǫ
[e−λb + eλb
2
]N
.
Let b := logN(log δ0)
−1. We have
cNe−δ
b
0 = cNe−N ≤ e−N/2
for N large. We also have
e−λb + eλb
2
=
∑
n≥0
λ2nb2n
(2n)!
≤ eλ2b2 .
Therefore, if λ := uǫb−2 with a fixed u > 0 small enough
2e−λNǫ
[e−λb + eλb
2
]N
≤ 2e−ǫ2b−2(1−u)Nu = 2e−2N(logN)−2hǫ
for some constant hǫ > 0. We deduce from the previous estimates that
ν
{
SN (ψ
′) ≥ Nǫ} ≤ e−N(logN)−2hǫ
for N large. A similar estimate holds for −ψ′. So, ψ′ satisfies the weak LDT.
We deduce from Theorem 1.6.14, Corollaries 1.3.10 and 1.3.11 the following
result [43].
Theorem 1.6.22. Let f be a holomorphic endomorphism of Pk of algebraic degree
d ≥ 2. Then the equilibrium measure µ of f satisfies the weak large deviations
theorem for bounded d.s.h. observables and also for Ho¨lder continuous observ-
ables. More precisely, if a function ψ is bounded d.s.h. or Ho¨lder continuous,
then for every ǫ > 0 there is a constant hǫ > 0 such that
µ
{
z ∈ Pk : ∣∣ 1
N
N−1∑
n=0
ψ ◦ fn(z)− 〈µ, ψ〉∣∣ > ǫ} ≤ e−N(logN)−2hǫ
for all N large enough.
The exponential estimate on Λn(ψ) is crucial in the proofs of the previous
results. It is nearly an estimate in sup-norm. Note that if ‖Λn(ψ)‖L∞(µ) converge
exponentially fast to 0 then ψ satisfies the LDT. This is the case for Ho¨lder
continuous observables in dimension 1, following a result by Drasin-Okuyama [55],
and when f is a generic map in higher dimension, see Remark 1.5.8. The LDT
was recently obtained in dimension 1 by Xia-Fu in [129] for Lipschitz observables.
1.7. ENTROPY, HYPERBOLICITY AND DIMENSION 67
Exercise 1.6.1. Show that if a Borel set A satisfies µ(A) > 0, then µ(fn(A))
converges to 1.
Exercise 1.6.2. Show that supψ In(ϕ, ψ) with ψ smooth ‖ψ‖∞ ≤ 1 is equal to
‖ϕ‖L1(µ). Deduce that there is no decay of correlations which is uniform on ‖ψ‖∞.
Exercise 1.6.3. Let V1 := {ψ ∈ L20(µ), Λ(ψ) = 0}. Show that V1 is infinite
dimensional and that bounded functions in V1 are dense in V1 with respect to the
L2(µ)-topology.
Exercise 1.6.4. Let ϕ be a d.s.h. function as in Corollary 1.6.9. Show that
‖ϕ+ · · ·+ ϕ ◦ fn−1‖2L2(µ) − nσ2 + γ = O(d−n),
where γ := 2
∑
n≥1 n〈µ, ϕ(ϕ ◦ fn)〉 is a finite constant. Prove an analogous prop-
erty for ϕ Ho¨lder continuous.
1.7 Entropy, hyperbolicity and dimension
There are various ways to describe the complexity of a dynamical system. A
basic measurement is the entropy which is closely related to the volume growth
of the images of subvarieties. We will compute the topological entropy and the
metric entropy of holomorphic endomorphisms of Pk. We will also estimate the
Lyapounov exponents with respect to the measure of maximal entropy and the
Hausdorff dimension of this measure.
We recall few notions. Let (X, dist) be a compact metric space where dist is
a distance on X . Let g : X → X be a continuous map. We introduce the Bowen
metric associated to g. For a positive integer n, define the distance distn on X
by
distn(x, y) := sup
0≤i≤n−1
dist(gi(x), gi(y)).
We have distn(x, y) > ǫ if the orbits x, g(x), g
2(x), . . . of x and y, g(y), g2(y), . . .
of y are distant by more than ǫ at a time i less than n. In which case, we say
that x, y are (n, ǫ)-separated.
The topological entropy measures the rate of growth in function of time n, of
the number of orbits that can be distinguished at ǫ-resolution. In other words, it
measures the divergence of the orbits. More precisely, for K ⊂ X , not necessarily
invariant, let N(K, n, ǫ) denote the maximal number of points in K which are
pairwise (n, ǫ)-separated. This number increases as ǫ decreases. The topological
entropy of g on K is
ht(g,K) := sup
ǫ>0
lim sup
n→∞
1
n
logN(K, n, ǫ).
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The topological entropy of g is the entropy on X and is denoted by ht(g). The
reader can check that if g is an isometry, then ht(g) = 0. In complex dynamics,
we often have that for ǫ small enough, 1
n
logN(X, n, ǫ) converge to ht(g).
Let f be an endomorphism of algebraic degree d ≥ 2 of Pkas above. As we
have seen, the iterate fn of f has algebraic degree dn. If Z is an algebraic set
in Pk of codimension p then the degree of f−n(Z), counted with multiplicity, is
equal to dp deg(Z) and the degree of fn(Z), counting with multiplicity, is equal to
dk−p deg(Z). This is a consequence of Be´zout’s theorem. Recall that the degree of
an algebraic set of codimension p in Pk is the number of points in the intersection
with a generic projective subspace of dimension p.
The pull-back by f induces a linear map f ∗ : Hp,p(Pk,C) → Hp,p(Pk,C)
which is just the multiplication by dp. The constant dp is the dynamical degree
of order p of f . Dynamical degrees were considered by Gromov in [76] where
he introduced a method to bound the topological entropy from above. We will
see that they measure the volume growth of the graphs. The degree of maximal
order dk is also called the topological degree. It is equal to the number of points
in a fiber counting with multiplicity. The push-forward by fn induces a linear
map f∗ : Hp,p(Pk,C) → Hp,p(Pk,C) which is the multiplication by dk−p. These
operations act continuously on positive closed currents and hence, the actions are
compatible with cohomology, see Appendix A.1.
We have the following result due to Gromov [76] for the upper bound and to
Misiurewicz-Przytycky [104] for the lower bound of the entropy.
Theorem 1.7.1. Let f be a holomorphic endomorphism of algebraic degree d
on Pk. Then the topological entropy ht(f) of f is equal to k log d, i.e. to the
logarithm of the maximal dynamical degree.
The inequality ht(f) ≥ k log d is a consequence of the following result which
is valid for arbitrary C 1 maps [104].
Theorem 1.7.2 (Misuriewicz-Przytycki). Let X be a compact smooth orientable
manifold and g : X → X a C 1 map. Then
ht(g) ≥ log | deg(g)|.
Recall that the degree of g is defined as follows. Let Ω be a continuous form
of maximal degree on X such that
∫
X
Ω 6= 0. Then
deg(g) :=
∫
X
g∗(Ω)∫
X
Ω
·
The number is independent of the choice of Ω. When X is a complex manifold,
it is necessarily orientable and deg(g) is just the generic number of preimages of
a point, i.e. the topological degree of g. In our case, the topological degree of f
is equal to dk. So, ht(f) ≥ k log d.
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Instead of using Misuriewicz-Przytycki theorem, it is also possible to apply
the following important result due to Yomdin [131].
Theorem 1.7.3 (Yomdin). Let X be a compact smooth manifold and g : X → X
a smooth map. Let Y be a manifold in X smooth up to the boundary, then
lim sup
n→∞
1
n
log volume(gn(Y )) ≤ ht(g),
where the volume of gn(Y ) is counted with multiplicity.
In our situation, when Y = Pk, we have volume(gn(Y )) ≃ dkn. Therefore,
ht(f) ≥ k log d. We can also deduce this inequality from Theorem 1.7.11 and the
variational principle below.
End of the proof of Theorem 1.7.1. It remains to prove that ht(f) ≤ k log d.
Let Γn denote the graph of (f, f
2, . . . , fn−1) in (Pk)n, i.e. the set of points
(z, f(z), f 2(z), . . . , fn−1(z))
with z in Pk. This is a manifold of dimension k. Let Πi, i = 0, . . . , n− 1, denote
the projections from (Pk)n onto the factors Pk. We use on (Pk)n the metric and
the distance associated to the Ka¨hler form ωn :=
∑
Π∗i (ωFS) induced by the
Fubini-Study metrics ωFS on the factors P
k, see Appendix A.1. The following
indicator lov(f) was introduced by Gromov, it measures the growth rate of the
volume of Γn,
lov(f) := lim
n→∞
1
n
log volume(Γn).
The rest of the proof splits into two parts. We first show that the previous limit
exists and is equal to k log d and then we prove the inequality ht(f) ≤ lov(f).
Using that Π0 : Γn → Pk is a bi-holomorphic map and that f i = Πi◦(Π0|Γn)−1,
we obtain
k!volume(Γn) =
∫
Γn
ωkn =
∑
0≤is≤n−1
∫
Γn
Π∗i1(ωFS) ∧ . . . ∧Π∗ik(ωFS)
=
∑
0≤is≤n−1
∫
Pk
(f i1)∗(ωFS) ∧ . . . ∧ (f ik)∗(ωFS).
The last sum contains nk integrals that we can compute cohomologically. The
above discussion on the action of fn on cohomology implies that the last integral
is equal to di1+···+ik ≤ dkn. So, the sum is bounded from above by nkdkn. When
i1 = · · · = ik = n − 1, we see that k!volume(Γn) ≥ d(n−1)k. Therefore, the limit
in the definition of lov(f) exists and is equal to k log d.
For the second step, we need the following classical estimate due to Lelong
[96], see also Appendix A.2.
70 CHAPTER 1. ENDOMORPHISMS OF PROJECTIVE SPACES
Lemma 1.7.4 (Lelong). Let A be an analytic set of pure dimension k in a ball
Br of radius r in C
N . Assume that A contains the center of Br. Then the 2k-
dimensional volume of A is at least equal to the volume of a ball of radius r in
Ck. In particular, we have
volume(A) ≥ ckr2k,
where ck > 0 is a constant independent of N and of r.
We prove now the inequality ht(f) ≤ lov(f). Consider an (n, ǫ)-separated
set F in Pk. For each point a ∈ F , let a(n) denote the corresponding point
(a, f(a), . . . , fn−1(a)) in Γn and Ba,n the ball of center a(n) and of radius ǫ/2 in
(Pk)n. Since F is (n, ǫ)-separated, these balls are disjoint. On the other hand,
by Lelong’s inequality, volume(Γn ∩ Ba,n) ≥ c′kǫ2k, c′k > 0. Note that Lelong’s
inequality is stated in the Euclidean metric. We can apply it using a fixed atlas
of Pk and the corresponding product atlas of (Pk)n, the distortion is bounded.
So, #F ≤ c′−1k ǫ−2kvolume(Γn) and hence,
1
n
log#F ≤ 1
n
log(volume(Γn)) +O
(1
n
)
.
It follows that ht(f) ≤ lov(f) = k log d. 
We study the entropy of f on some subsets of Pk. The following result is due
to de The´lin and Dinh [35, 39].
Theorem 1.7.5. Let f be a holomorphic endomorphism of Pk of algebraic degree
d ≥ 2 and Jp its Julia set of order p, 1 ≤ p ≤ k. If K is a subset of Pk such
that K ∩Jp = ∅, then ht(f,K) ≤ (p− 1) log d.
Proof. The proof is based on Gromov’s idea as in Theorem 1.7.1 and on the speed
of convergence towards the Green current. Recall that Jp is the support of the
Green (p, p)-current T p of f . Fix an open neighbourhood W of K such that
W ⋐ Pk \ supp(T p). Using the notations in Theorem 1.7.1, we only have to prove
that
lov(f,W ) := lim sup
n→∞
1
n
log volume(Π−10 (W ) ∩ Γn) ≤ (p− 1) log d.
It is enough to show that volume(Π−10 (W ) ∩ Γn) . nkd(p−1)n. As in Theorem
1.7.1, it is sufficient to check that for 0 ≤ ni ≤ n∫
W
(fn1)∗(ωFS) ∧ . . . ∧ (fnk)∗(ωFS) . d(p−1)n.
To this end, we prove by induction on (r, s), 0 ≤ r ≤ p and 0 ≤ s ≤ k − p + r,
that
‖T p−r ∧ (fn1)∗(ωFS) ∧ . . . ∧ (fns)∗(ωFS)‖Wr,s ≤ cr,sdn(r−1),
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where Wr,s is a neighbourhood of W and cr,s ≥ 0 is a constant independent of n
and of ni. We obtain the result by taking r = p and s = k.
It is clear that the previous inequality holds when r = 0 and also when s = 0.
In both cases, we can take Wr,s = P
k \ supp(T p) and cr,s = 1. Assume the
inequality for (r − 1, s − 1) and (r, s − 1). Let Wr,s be a neighbourhood of W
strictly contained in Wr−1,s−1 and Wr,s−1. Let χ ≥ 0 be a smooth cut-off function
with support in Wr−1,s−1 ∩Wr,s−1 which is equal to 1 on Wr,s. We only have to
prove that∫
T p−r ∧ (fn1)∗(ωFS) ∧ . . . ∧ (fns)∗(ωFS) ∧ χωk−p+r−sFS ≤ cr,sdn(r−1).
If g is the Green function of f , we have
(fn1)∗(ωFS) = dn1T − ddc(g ◦ fn1).
The above integral is equal to the sum of the following integrals
dn1
∫
T p−r+1 ∧ (fn2)∗(ωFS) ∧ . . . ∧ (fns)∗(ωFS) ∧ χωk−p+r−sFS
and
−
∫
T p−r ∧ ddc(g ◦ fn1) ∧ (fn2)∗(ωFS) ∧ . . . ∧ (fns)∗(ωFS) ∧ χωk−p+r−sFS .
Using the case of (r−1, s−1) we can bound the first integral by cdn(r−1). Stokes’
theorem implies that the second integral is equal to
−
∫
T p−r ∧ (fn2)∗(ωFS) ∧ . . . ∧ (fns)∗(ωFS) ∧ (g ◦ fn1)ddcχ ∧ ωk−p+r−sFS
which is bounded by
‖g‖∞‖χ‖C 2‖T p−r ∧ (fn2)∗(ωFS) ∧ . . . ∧ (fns)∗(ωFS)‖Wr,s−1
since χ has support in Wr,s−1. We obtain the result using the (r, s− 1) case.
The above result suggests a local indicator of volume growth. Define for
a ∈ Pk
lov(f, a) := inf
r>0
lim sup
n→∞
1
n
log volume(Π−10 (Br) ∩ Γn),
where Br is the ball of center a and of radius r. We can show that if a ∈ Jp\Jp+1
and if Br does not intersect Jp+1, the above limsup is in fact a limit and is equal
to p log d. One can also consider the graph of fn instead of Γn. The notion can
be extended to meromorphic maps and its sub-level sets are analogues of Julia
sets.
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We discuss now the metric entropy, i.e. the entropy of an invariant measure,
a notion due to Kolgomorov-Sinai. Let g : X → X be map on a space X which
is measurable with respect to a σ-algebra F . Let ν be an invariant probability
measure for g. Let ξ = {ξ1, . . . , ξm} be a measurable partition of X . The entropy
of ν with respect to ξ is a measurement of the information we gain when we
know that a point x belongs to a member of the partition generated by g−i(ξ)
with 0 ≤ i ≤ n− 1.
The information we gain when we know that a point x belongs to ξi is a
positive function I(x) which depends only on ν(ξi), i.e. I(x) = ϕ(ν(ξi)). The
information given by independent events should be additive. In other words, we
have
ϕ(ν(ξi)ν(ξj)) = ϕ(ν(ξi)) + ϕ(ν(ξj))
for i 6= j. Hence, ϕ(t) = −c log t with c > 0. With the normalization c = 1, the
information function for the partition ξ is defined by
Iξ(x) :=
∑
− log ν(ξi)1ξi(x).
The entropy of ξ is the average of Iξ:
H(ξ) :=
∫
Iξ(x)dν(x) = −
∑
ν(ξi) log ν(ξi).
It is useful to observe that the function t 7→ −t log t is concave on ]0, 1] and has
the maximal value e−1 at e−1.
Consider now the information obtained if we measure the position of the
orbit x, g(x), . . . , gn−1(x) relatively to ξ. By definition, this is the measure of the
entropy of the partition generated by ξ, g−1(ξ), . . . , g−n+1(ξ), which we denote by∨n−1
i=0 g
−i(ξ). The elements of this partition are ξi1 ∩ g−1(ξi2)∩ . . .∩ g−n+1(ξin−1).
It can be shown [127] that
hν(g, ξ) := lim
n→∞
1
n
H
( n−1∨
i=0
g−i(ξ)
)
exists. The entropy of the measure ν is defined as
hν(g) := sup
ξ
hν(g, ξ).
Two measurable dynamical systems g on (X,F , ν) and g′ on (X ′,F ′, ν ′) are
said to be measurably conjugate if there is a measurable invertible map π : X →
X ′ such that π ◦ g = g′ ◦ π and π∗(ν) = ν ′. In that case, we have hν(g) = hν′(g′).
So, entropy is a conjugacy invariant. Note also that hν(g
n) = nhν(g) and if g is
invertible, hν(g
n) = |n|hν(g) for n ∈ Z. Moreover, if g is a continuous map of
a compact metric space, then ν 7→ hν(g) is affine function on the convex set of
g-invariant probability measures [91, p.164].
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We say that a measurable partition ξ is a generator if up to sets of measure
zero, F is the smallest σ-algebra containing ξ which is invariant under g−1. A
finite partition ξ is called a strong generator for a measure preserving dynamical
system (X,F , ν, g) as above, if
∨∞
n=0 g
−n(ξ) = F up to sets of zero ν-measure.
The following result of Kolmogorov-Sinai is useful in order to compute the entropy
[127].
Theorem 1.7.6 (Kolmogorov-Sinai). Let ξ be a strong generator for the dynam-
ical system (X,F , ν, g) as above. Then
hν(g) = hν(g, ξ).
We recall another useful theorem due to Brin-Katok [23] which is valid for
continuous maps g : X → X on a compact metric space. Let Bgn(x, δ) denote the
ball of center x and of radius δ with respect to the Bowen distance distn. We call
Bgn(x, δ) the Bowen (n, δ)-ball. Define local entropies of an invariant probability
measure ν by
hν(g, x) := sup
δ>0
lim sup
n→∞
−1
n
log ν(Bgn(x, δ))
and
h−ν (g, x) := sup
δ>0
lim inf
n→∞
−1
n
log ν(Bgn(x, δ)).
Theorem 1.7.7 (Brin-Katok). Let g : X → X be a continuous map on a compact
metric space. Let ν be an invariant probability measure of finite entropy. Then,
hν(g, x) = h
−
ν (g, x) and hν(g, g(x)) = hν(g, x) for ν-almost every x. Moreover,
〈ν, hν(g, ·)〉 is equal to the entropy hν(g) of ν. In particular, if ν is ergodic, we
have hν(g, x) = hν(g) ν-almost everywhere.
One can roughly say that ν(Bgn(x, δ)) goes to zero at the exponential rate
e−hν(g) for δ small. We can deduce from the above theorem that if Y ⊂ X is
a Borel set with ν(Y ) > 0, then ht(g, Y ) ≥ hν(g). The comparison with the
topological entropy is given by the variational principle [91, 127].
Theorem 1.7.8 (variational principle). Let g : X → X be a continuous map on
a compact metric space. Then
sup hν(g) = ht(g),
where the supremum is taken over the invariant probability measures ν.
Newhouse proved in [106] that if g is a smooth map on a smooth compact
manifold, there is always a measure ν of maximal entropy, i.e. hν(g) = ht(g).
One of the natural question in dynamics is to find the measures which maximize
entropy. Their supports are in some sense the most chaotic parts of the system.
The notion of Jacobian of a measure is useful in order to estimate the metric
entropy.
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Let g : X → X be a measurable map as above which preserves a probability
measure ν. Assume there is a countable partition (ξi) of X , such that the map
g is injective on each ξi. The Jacobian Jν(g) of g with respect to ν is defined as
the Radon-Nikodym derivative of g∗(ν) with respect to ν on each ξi. Observe
that g∗(ν) is well-defined on ξi since g restricted to ξi is injective. We have the
following theorem due to Parry [107].
Theorem 1.7.9 (Parry). Let g, ν be as above and Jν(g) the Jacobian of g with
respect to ν. Then
hν(g) ≥
∫
log Jν(g)dν.
We now discuss the metric entropy of holomorphic maps on Pk. The following
result is a consequence of the variational principle and Theorems 1.7.1 and 1.7.5.
Corollary 1.7.10. Let f be an endomorphism of algebraic degree d ≥ 2 of Pk.
Let ν be an invariant probability measure. Then hν(f) ≤ k log d. If the support
of ν does not intersect the Julia set Jp of order p, then hν(f) ≤ (p− 1) log d.
In the following result, the value of the metric entropy was obtained in [21, 116]
and the uniqueness was obtained by Briend-Duval in [21]. The case of dimension
1 is due to Freire-Lope`s-Man˜e´ [73] and Lyubich [97].
Theorem 1.7.11. Let f be an endomorphism of algebraic degree d ≥ 2 of Pk.
Then the equilibrium measure µ of f is the unique invariant measure of maximal
entropy k log d.
Proof. We have seen in Corollary 1.7.10 that hµ(f) ≤ k log d. Moreover, µ has
no mass on analytic sets, in particular on the critical set of f . Therefore, if f
is injective on a Borel set K, then f∗(1K) = 1f(K) and the total invariance of
µ implies that µ(f(K)) = dkµ(K). So, µ is a measure of constant Jacobian dk.
It follows from Theorem 1.7.9 that its entropy is at least equal to k log d. So,
hµ(f) = k log d.
Assume now that there is another invariant probability measure ν of entropy
k log d. We are looking for a contradiction. Since entropy is an affine function on
ν, we can assume that ν is ergodic. This measure has no mass on proper analytic
sets of Pk since otherwise its entropy is at most equal to (k−1) log d, see Exercise
1.7.1 below. By Theorem 1.4.1, ν is not totally invariant, so it is not of constant
Jacobian. Since µ has no mass on critical values of f , there is a simply connected
open set U , not necessarily connected, such that f−1(U) is a union U1 ∪ . . .∪Udk
of disjoint open sets such that f : Ui → U is bi-holomorphic. One can choose U
and Ui such that the Ui do not have the same ν-measure, otherwise µ = ν. So,
we can assume that ν(U1) > d
−k. This is possible since two ergodic measures are
multually singular. Here, it is necessarily to chose U so that µ(Pk \ U) is small.
Choose an open set W ⋐ U1 such that ν(W ) > σ for some constant σ > d
−k.
Let m be a fixed integer and let Y be the set of points x such that for every
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n ≥ m, there are at least nσ points f i(x) with 0 ≤ i ≤ n− 1 which belong to W .
If m is large enough, Birkhoff’s theorem implies that Y has positive ν-measure.
By Brin-Katok’s theorem 1.7.7, we have ht(f, Y ) ≥ hν(f) = k log d.
Consider the open sets Uα := Uα0 × · · · × Uαn−1 in (Pk)n such that there are
at least nσ indices αi equal to 1. A straighforward computation shows that the
number of such open sets is ≤ dkρn for some constant ρ < 1. Let Vn denote the
union of these Uα. Using the same arguments as in Theorem 1.7.1, we get that
k log d ≤ ht(f, Y ) ≤ lim
n→∞
1
n
log volume(Γn ∩ Vn)
and
k!volume(Γn ∩ Vn) =
∑
0≤is≤n−1
∑
α
∫
Γn∩Uα
Π∗i1(ωFS) ∧ . . . ∧ Π∗ik(ωFS).
Fix a constant λ such that ρ < λ < 1. Let I denote the set of multi-indices
i = (i1, . . . , ik) in {0, . . . , n − 1}k such that is ≥ nλ for every s. We distinguish
two cases where i 6∈ I or i ∈ I. In the first case, we have
∑
α
∫
Γn∩Uα
Π∗i1(ωFS) ∧ . . . ∧ Π∗ik(ωFS) ≤
∫
Γn
Π∗i1(ωFS) ∧ . . . ∧ Π∗ik(ωFS)
=
∫
Pk
(f i1)∗(ωFS) ∧ . . . ∧ (f ik)∗(ωFS)
= di1+···+ik ≤ d(k−1+λ)n,
since i1 + · · ·+ ik ≤ (k − 1 + λ)n.
Consider the second case with multi-indices i ∈ I. Let q denote the integer
part of λn and Wα the projection of Γn ∩ Uα on Pk by Π0. Observe that the
choice of the open sets Ui implies that f
q is injective on Wα. Therefore,∑
α
∫
Γn∩Uα
Π∗i1(ωFS) ∧ . . . ∧Π∗ik(ωFS)
≤
∑
α
∫
Wα
(f i1)∗(ωFS) ∧ . . . ∧ (f ik)∗(ωFS)
=
∑
α
∫
Wα
(f q)∗
[
(f i1−q)∗(ωFS) ∧ . . . ∧ (f ik−q)∗(ωFS)
]
≤
∑
α
∫
Pk
(f i1−q)∗(ωFS) ∧ . . . ∧ (f ik−q)∗(ωFS).
Recall that the number of open sets Uα is bounded by d
kρn. So, the last sum is
bounded by
dkρnd(i1−q)+···+(ik−q) ≤ dkρndk(n−q) . dk(1+ρ−λ)n.
76 CHAPTER 1. ENDOMORPHISMS OF PROJECTIVE SPACES
Finally, since the number of multi-indices i is less than nk, we deduce from
the above estimates that
k!volume(Γn ∩ Vn) . nkd(k−1+λ)n + nkdk(1+ρ−λ)n.
This contradicts the above bound from below of volume(Γn ∩ Vn).
The remaining part of this paragraph deals with Lyapounov exponents as-
sociated to the measure µ and their relations with the Hausdorff dimension of
µ. Results in this direction give some information about the rough geometrical
behaviour of the dynamical system on the most chaotic locus. An abstract theory
was developed by Oseledec and Pesin, see e.g. [91]. However, it is often difficult
to show that a given dynamical system has non-vanishing Lyapounov exponents.
In complex dynamics as we will see, the use of holomorphicity makes the goal
reachable. We first introduce few notions.
Let A be a linear endomorphism of Rk. We can write Rk as the direct sum ⊕Ei
of invariant subspaces on which all the complex eigenvalues of A have the same
modulus. This decomposition of Rk describes clearly the geometrical behaviour
of the dynamical system associated to A. An important part in the dynamical
study with respect to an invariant measure is to describe geometrical aspects
following the directional dilation or contraction indicators.
Consider a smooth dynamical system g : X → X and an invariant ergodic
probability measure ν. The map g induces a linear map from the tangent space at
x to the tangent space at g(x). This linear map is given by a square matrix when
we fix local coordinates near x and g(x). It is convenient in this setting to use
local coordinates depending smoothly on the point x. Then, we obtain a smooth
function on X with values in GL(R, k) where k denotes the real dimension of
X . We will study the sequence of such functions associated to the sequence of
iterates (gn) of g.
Consider a more abstract setting. Let g : X → X be a measurable map and
ν an invariant probability measure. Let A : X → GL(R, k) be a measurable
function. Define for n ≥ 0
An(x) := A(g
n−1(x)) . . . A(x).
These functions satisfy the identity
An+m(x) = An(g
m(x))Am(x)
for n,m ≥ 0. We say that the sequence (An) is the multiplicative cocycle over X
generated by A.
The following Oseledec’s multiplicative ergodic theorem is related to the King-
man’s sub-multiplicative ergodic theorem [91, 127]. It can be seen as a general-
ization of the above property of a single square matrix A.
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Theorem 1.7.12 (Oseledec). Let g : X → X, ν and the cocycle (An) be as
above. Assume that ν is ergodic and that log+ ‖A±1(x)‖ are in L1(ν). Then there
is an integer m, real numbers χ1 < · · · < χm, and for ν-almost every x, a unique
decomposition of Rk into a direct sum of linear subspaces
R
k =
m⊕
i=1
Ei(x)
such that
1. The dimension of Ei(x) does not depend on x.
2. The decomposition is invariant, that is, A(x) sends Ei(x) to Ei(g(x)).
3. We have locally uniformly on vectors v in Ei(x) \ {0}
lim
n→∞
1
n
log ‖An(x) · v‖ = χi.
4. For S ⊂ {1, . . . , m}, define ES(x) := ⊕i∈SEi(x). If S, S ′ are disjoint, then
the angle between ES(x) and ES′(x) is a tempered function, that is,
lim
n→∞
1
n
log sin
∣∣∠(ES(gn(x)), ES′(gn(x)))∣∣ = 0.
The result is still valid for non-ergodic systems but the constants m and
χi should be replaced by invariant functions. If g is invertible, the previous
decomposition is the same for g−1 where the exponents χi are replaced by −χi.
The result is also valid in the complex setting where we replace R by C and
GL(R, k) by GL(C, k). In this case, the subspaces Ei(x) are complex.
We now come back to a smooth dynamical system g : X → X on a compact
manifold. We assume that the Jacobian J(g) of g associated to a smooth volume
form satisfies 〈ν, log J(g)〉 > −∞. Under this hypothesis, we can apply Oseledec’s
theorem to the cocycle induced by g on the tangent bundle of X ; this allows to
decompose, ν-almost everywhere, the tangent bundle into invariant sub-bundles.
The corresponding constants χi are called Lyapounov exponents of g with respect
to ν. The dimension of Ei is the multiplicity of χi. These notions do not depend
on the choice of local coordinates on X . The Lyapounov exponents of gn are
equal to nχi. We say that the measure ν is hyperbolic if no Lyapounov exponent
is zero. It is not difficult to deduce from the Oseledec’s theorem that the sum of
Lyapounov exponents of ν is equal to 〈ν, log J(g)〉. The reader will find in [91] a
theorem due to Pesin, called the ǫ-reduction theorem, which generalizes Theorem
1.7.12. It gives some coordinate changes on Rk which allow to write A(x) in the
form of a diagonal block matrix with explicit estimates on the distortion.
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The following result due to Briend-Duval [20], shows that endomorphisms
in Pk are expansive with respect to the equilibrium measures. We give here a
new proof using Proposition 1.4.7. Note that there are k Lyapounov exponents
counted with multiplicity. If we consider these endomorphism as real maps, we
should count twice the Lyapounov exponents.
Theorem 1.7.13. Let f be a holomorphic endomorphism of algebraic degree
d ≥ 2 of Pk. Then the equilibrium measure µ of f is hyperbolic. More precisely,
its Lyapounov exponents are larger or equal to 1
2
log d.
Proof. Since the measure µ is PB, quasi-p.s.h. functions are µ-integrable. It
is not difficult to check that if J(f) is the Jacobian of f with respect to the
Fubini-Study metric, then log J(f) is a quasi-p.s.h. function. Therefore, we can
apply Oseledec’s theorem 1.7.12. We deduce from this result that the smallest
Lyapounov exponent of µ is equal to
χ := lim
n→∞
−1
n
log ‖Dfn(x)−1‖
for µ-almost every x. By Proposition 1.4.7, there is a ball B of positive µ measure
which admits at least 1
2
dkn inverse branches gi : B → Ui for fn with Ui of diameter
≤ d−n/2. If we slightly reduce the ball B, we can assume that ‖Dgi‖ ≤ Ad−n/2
for some constant A > 0. This is a simple consequence of Cauchy’s formula. It
follows that ‖(Dfn)−1‖ ≤ Ad−n/2 on Ui. The union Vn of the Ui is of measure at
least equal to 1
2
µ(B). Therefore, by Fatou’s lemma,
1
2
µ(B) ≤ lim sup
n→∞
〈µ, 1Vn〉 ≤ 〈µ, lim sup 1Vn〉 = 〈µ, 1lim supVn〉.
Hence, there is a set K := lim sup Vn of positive measure such that if x is in K,
we have ‖Dfn(x)−1‖ ≤ Ad−n/2 for infinitely many of n. The result follows.
Note that in a recent work [36], de The´lin proved that for any invariant
measure ν of entropy strictly larger than (k − 1) log d, the Lyapounov exponents
are strictly positive with some explicit estimates from below.
The Hausdorff dimension dimH(ν) of a probability measure ν on P
k is the
infimum of the numbers α ≥ 0 such that there is a Borel set K of Hausdorff
dimension α of full measure, i.e. ν(K) = 1. Hausdorff dimension says how
the measure fills out its support. The following result was obtained by Binder-
DeMarco [13] and Dinh-Dupont [41]. The fact that µ has positive dimension
has been proved in [116]; indeed, a lower bound is given in terms of the Ho¨lder
continuity exponent of the Green function g.
Theorem 1.7.14. Let f be an endomorphism of algebraic degree d ≥ 2 of Pk
and µ its equilibrium measure. Let χ1, . . . , χk
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µ ordered by χ1 ≥ · · · ≥ χk and Σ their sum. Then
k log d
χ1
≤ dimH(µ) ≤ 2k − 2Σ− k log d
χ1
·
The proof is quite technical. It is based on a delicate study of the inverse
branches of balls along a generic negative orbit. We will not give the proof here.
A better estimate in dimension 2, probably the sharp one, was recently obtained
by Dupont. Indeed, Binder-DeMarco conjecture that the Hausdorff dimension of
µ satisfies
dimH(µ) =
log d
χ1
+ · · ·+ log d
χk
·
Dupont gives in [59] results in this direction.
Exercise 1.7.1. Let X be an analytic subvariety of pure dimension p in Pk. Let f
be an endomorphism of algebraic degree d ≥ 2 of Pk. Show that ht(f,X) ≤ p log d.
Exercise 1.7.2. Let f : X → X be a smooth map and K an invariant compact
subset of X. Assume that K is hyperbolic, i.e. there is a continuously varying
decomposition TX|K = E⊕F of the tangent bundle of X restricted to K, into the
sum of two invariant vector bundles such that ‖Df‖ < 1 on E and ‖(Df)−1‖ < 1
on F for some smooth metric near K. Show that f admits a hyperbolic ergodic
invariant measure supported on K.
Exercise 1.7.3. Let f : X → X be a holomorphic map on a compact complex
manifold and let ν be an ergodic invariant measure. Show that in Theorem 1.7.12
applied to the action of f on the complex tangent bundle, the spaces Ei(x) are
complex.
Exercise 1.7.4. Let α > 0 be a constant. Show that there is an endomorphism f
of Pk such that the Hausdorff dimension of the equilibrium measure of f is smaller
than α. Show that there is an endomorphism f such that its Green function g is
not α-Ho¨lder continuous.
Notes. We do not give here results on local dynamics near a fixed point. If this
point is non-critical attractive or repelling, a theorem of Poincare´ says that the map is
locally conjugated to a polynomial map [119]. Maps which are tangent to the identity
or are semi-attractive at a fixed point, were studied by Abate and Hakim [1, 80, 81, 82].
Dynamics near a super-attractive fixed point in dimension k = 2 was studied by Favre-
Jonsson using a theory of valuations in [63].
The study of the dynamical system outside the support of the equilibrium measure
is not yet developped. Some results on attracting sets, attracting currents, etc. were
obtained by de The´lin, Dinh, Fornæss, Jonsson, Sibony, Weickert [34, 36, 39, 71, 72, 89],
see also Mihailescu and Urban´ski [101, 102].
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In dimension 1, Fatou and Julia considered their theory as an investigation to
solve some functional equations. In particular, they found all the commuting pairs
of polynomials [61, 90], see also Ritt [111] and Eremenko [60] for the case of rational
maps. Commuting endomorphisms of Pk were studied by the authors in [45]. A large
family of solutions are Latte`s maps. We refer to Berteloot, Dinh, Dupont, Loeb, Molino
[10, 11, 12, 37, 57] for a study of this class of maps, see also Milnor [103] for the case
of dimension 1.
We do not consider here bifurcation problems for families of maps and refer to
Bassanelli-Berteloot [5] and Pham [108] for this subject. Some results will be presented
in the next chapter.
In [134], Zhang considers some links between complex dynamics and arithmetic
questions. He is interested in polarized holomorphic maps on Ka¨hler varieties, i.e. maps
which multiply a Ka¨hler class by an integer. If the Ka¨hler class is integral, the variety
can be embedded into a projective space Pk and the maps extend to endomorphisms
of Pk. So, several results stated above can be directely applied to that situation. In
general, most of the results for endomorphisms in Pk can be easily extended to general
polarized maps. In the unpublished preprint [44], the authors considered the situation
of smooth compact Ka¨hler manifolds. We recall here the main result.
Let (X,ω) be an arbitrary compact Ka¨hler manifold of dimension k. Let f be a
holomorphic endomorphism of X. We assume that f is open. The spectral radius of f∗
acting on Hp,p(X,C) is called the dynamical degree of order p of f . It can be computed
by the formula
dp := lim
n→∞
( ∫
X
(fn)∗(ωp) ∧ ωk−p
)1/n
.
The last degree dk is the topological degree of f , i.e. equal to the number of points in
a generic fiber of f . We also denote it by dt.
Assume that dt > dp for 1 ≤ p ≤ k − 1. Then, there is a maximal proper analytic
subset E of X which is totally invariant by f , i.e. f−1(E ) = f(E ) = E . If δa is a Dirac
mass at a 6∈ E , then d−nt (fn)∗(δa) converge to a probability measure µ, which does
not depend on a. This is the equilibrium measure of f . It satisfies f∗(µ) = dtµ and
f∗(µ) = µ. If J is the Jacobian of f with respect to ωk then 〈µ, log J〉 ≥ log dt. The
measure µ is K-mixing and hyperbolic with Lyapounov exponents larger or equal to
1
2 log(dt/dk−1). Moreover, there are sets Pn of repelling periodic points of order n, on
supp(µ) such that the probability measures equidistributed on Pn converge to µ, as n
goes to infinity. If the periodic points of period n are isolated for every n, an estimate
on the norm of (fn)∗ on Hp,q(X,C) obtained in [38], implies that the number of these
periodic points is dnt +o(d
n
t ). Therefore, periodic points are equidistributed with respect
to µ. We can prove without difficulty that µ is the unique invariant measure of maximal
entropy log dt and is moderate. Then, we can extend the stochastic properties obtained
for Pk to this more general setting.
When f is polarized by the cohomology class [ω] of a Ka¨hler form ω, there is a
constant λ ≥ 1 such that f∗[ω] = λ[ω]. It is not difficult to check that dp = λp. The
above results can be applied for such a map when λ > 1. In which case, periodic points
of a given period are isolated.
Chapter 2
Polynomial-like maps in higher
dimension
In this chapter we consider a large family of holomorphic maps in a semi-local
setting: the polynomial-like maps. They can appear as a basic block in the
study of some meromorphic maps on compact manifolds. The main reference for
this chapter is our article [46] where the ddc-method in dynamics was introduced.
Endomorphisms of Pk can be considered as a special case of polynomial-like maps.
However, in general, there is no Green (1, 1)-current for such maps. The notion of
dynamical degrees for polynomial-like maps replaces the algebraic degree. Under
natural assumptions on dynamical degrees, we prove that the measure of maximal
entropy is non-uniformly hyperbolic and we study its sharp ergodic properties.
2.1 Examples, degrees and entropy
Let V be a convex open set in Ck and U ⋐ V an open subset. A proper holo-
morphic map f : U → V is called a polynomial-like map. Recall that a map
f : U → V is proper if f−1(K) ⋐ U for every compact subset K of V . The map
f sends the boundary of U to the boundary of V ; more precisely, the points near
∂U are sent to points near ∂V . So, polynomial-like maps are somehow expansive
in all directions, but the expansion is in the geometrical sense. In general, they
may have a non-empty critical set. A polynomial-like mapping f : U → V de-
fines a ramified covering over V . The degree dt of this covering is also called the
topological degree. It is equal to the number of points in a generic fiber, or in any
fiber if we count the multiplicity.
Polynomial-like maps are characterized by the property that their graph Γ
in U × V is in fact a submanifold of V × V , that is, Γ is closed in V × V . So,
any small perturbation of f is polynomial-like of the same topological degree dt,
provided that we reduce slightly the open set V . We will construct large families
of polynomial-like maps. In dimension one, it was proved by Douady-Hubbard
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[54] that such a map is conjugated to a polynomial via a Ho¨lder continuous home-
omorphism. Many dynamical properties can be deduced from the corresponding
properties of polynomials. In higher dimension, the analogous statement is not
valid. Some new dynamical phenomena appear for polynomial-like mappings,
that do not exist for polynomial maps. We use here an approach completely
different from the one dimensional case, where the basic tool is the Riemann
measurable mapping theorem.
Let f : Ck → Ck be a holomorphic map such that the hyperplane at infinity
is attracting in the sense that ‖f(z)‖ ≥ A‖z‖ for some constant A > 1 and
for ‖z‖ large enough. If V is a large ball centered at 0, then U := f−1(V ) is
strictly contained in V . Therefore, f : U → V is a polynomial-like map. Small
transcendental perturbations of f , as we mentioned above, give a large family
of polynomial-like maps. Observe also that the dynamical study of holomorphic
endomorphisms on Pk can be reduced to polynomial-like maps by lifting to a
large ball in Ck+1. We give now other explicit examples.
Example 2.1.1. Let f = (f1, . . . , fk) be a polynomial map in C
k, with deg fi =
di ≥ 2. Using a conjugacy with a permutation of coordinates, we can assume
that d1 ≥ · · · ≥ dk. Let f+i denote the homogeneous polynomial of highest
degree in fi. If {f+1 = · · · = f+k = 0} is reduced to {0}, then f is polynomial-like
in any large ball of center 0. Indeed, define d := d1 . . . dk and π(z1, . . . , zk) :=
(z
d/d1
1 , . . . , z
d/dk
k ). Then, π ◦ f is a polynomial map of algebraic degree d which
extends holomorphically at infinity to an endomorphism of Pk. Therefore, ‖π ◦
f(z)‖ & ‖z‖d for ‖z‖ large enough. The estimate ‖f(z)‖ & ‖z‖dk near infinity
follows easily. If we consider the extension of f to Pk, we obtain in general a
meromorphic map which is not holomorphic. Small pertubations fǫ of f may have
indeterminacy points in Ck and a priori, indeterminacy points of the sequence
(fnǫ )n≥1 may be dense in P
k.
Examples 2.1.2. The map (z1, z2) 7→ (z21+az2, z1), a 6= 0, is not polynomial-like.
It is invertible and the point [0 : 0 : 1] at infinity, in homogeneous coordinates
[z0 : z1 : z2], is an attractive fixed point for f
−1. Hence, the set K of points
z ∈ C2 with bounded orbit, clusters at [0 : 0 : 1].
The map f(z1, z2) := (z
d
2 , 2z1), d ≥ 2, is polynomial-like in any large ball of
center 0. Considered as a map on P2, it is only meromorphic with an indeter-
minacy point [0 : 1 : 0]. On a fixed large ball of center 0, the perturbed maps
fǫ := (z
d
2 + ǫe
z1 , 2z1 + ǫe
z2) are polynomial-like, in an appropriate open set U .
Consider a general polynomial-like map f : U → V of topological degree
dt ≥ 2. We introduce several growth indicators of the action of f on forms or
currents. Define fn := f ◦ · · · ◦ f , n times, the iterate of order n of f . This map
is only defined on U−n := f−n(V ). The sequence (U−n) is decreasing: we have
U−n−1 = f−1(U−n) ⋐ U−n. Their intersection K := ∩n≥0U−n is a non-empty
compact set that we call the filled Julia set of f . The filled Julia set is totally
2.1. EXAMPLES, DEGREES AND ENTROPY 83
invariant: we have f−1(K ) = K which implies that f(K ) = K . Only for x in
K , the infinite orbit x, f(x), f 2(x), . . . is well-defined. The preimages f−n(x) by
fn are defined for every n ≥ 0 and every x in V .
Let ω := ddc‖z‖2 denote the standard Ka¨hler form onCk. Recall that the mass
of a positive (p, p)-current S on a Borel set K is given by ‖S‖K :=
∫
K
S ∧ ωk−p.
Define the dynamical degree of order p of f , for 0 ≤ p ≤ k, by
dp(f) := lim sup
n→∞
‖(fn)∗(ωk−p)‖1/nW = lim sup
n→∞
‖(fn)∗(ωp)‖1/nf−n(W ),
where W ⋐ V is a neighbourhood of K . For simplicity, when there is no confu-
sion, this degree is also denoted by dp. We have the following lemma.
Lemma 2.1.3. The degrees dp do not depend on the choice of W . Moreover, we
have d0 ≤ 1, dk = dt and the dynamical degree of order p of fm is equal to dmp .
Proof. Let W ′ ⊂W be another neighbourhood of K . For the first assertion, we
only have to show that
lim sup
n→∞
‖(fn)∗(ωp)‖1/nf−n(W ) ≤ lim sup
n→∞
‖(fn)∗(ωp)‖1/nf−n(W ′).
By definition of K , there is an integer N such that f−N(V ) ⋐ W ′. Since
(fN)∗(ωp) is smooth on f−N(V ), we can find a constant A > 0 such that
(fN)∗(ωp) ≤ Aωp on f−N(W ). We have
lim sup
n→∞
‖(fn)∗(ωp)‖1/nf−n(W ) = lim sup
n→∞
‖(fn−N)∗((fN)∗(ωp))‖1/n
f−n+N (f−N (W ))
≤ lim sup
n→∞
‖A(fn−N)∗(ωp)‖1/n
f−n+N (W ′)
= lim sup
n→∞
‖(fn)∗(ωp)‖1/nf−n(W ′).
This proves the first assertion.
It is clear from the definition that d0 ≤ 1. Since f has topological degree dt
the pull-back of a positive measure multiplies the mass by dt. Therefore, dk = dt.
For the last assertion of the lemma, we only have to check that
lim sup
n→∞
‖(fn)∗(ωp)‖1/nf−n(W ) ≤ lim sup
s→∞
‖(fms)∗(ωp)‖1/msf−ms(W ).
To this end, we proceed as above. Write n = ms + r with 0 ≤ r ≤ m − 1. We
obtain the result using that (f r)∗(ωp) ≤ Aωp on a fixed neighbourhood of K for
0 ≤ r ≤ m− 1.
The main result of this paragraph is the following formula for the entropy.
Theorem 2.1.4. Let f : U → V be a polynomial-like map of topological degree
dt ≥ 2. Let K be the filled Julia set of f . Then, the topological entropy of f on
K is equal to ht(f,K ) = log dt. Moreover, all the dynamical degrees dp of f are
smaller or equal to dt.
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We need the following lemma where we use standard metrics on Euclidean
spaces.
Lemma 2.1.5. Let V be an open set of Ck, U a relatively compact subset of V
and L a compact subset of C. Let π denote the canonical projection from Cm×V
onto V . Suppose Γ is an analytic subset of pure dimension k of Cm×V contained
in Lm×V . Assume also that π : Γ→ V defines a ramified covering of degree dΓ.
Then, there exist constants c > 0, s > 0, independent of Γ and m, such that
volume(Γ ∩ Cm × U) ≤ cmsdΓ.
Proof. Since the problem is local on V , we can assume that V is the unit ball of
Ck and U is the closed ball of center 0 and of radius 1/2. We can also assume that
L is the closed unit disc in C. Denote by x = (x1, . . . , xm) and y = (y1, . . . , yk)
the coordinates on Cm and on Ck. Let ǫ be a k ×m matrix whose entries have
modulus bounded by 1/8mk. Define πǫ(x, y) := y + ǫx, Γǫ := Γ ∩ {‖πǫ‖ < 3/4}
and Γ∗ := Γ ∩ (Lm × U).
We first show that Γ∗ ⊂ Γǫ. Consider a point (x, y) ∈ Γ∗. We have |xi| < 1
and ‖y‖ ≤ 1/2. Hence,
‖πǫ(x, y)‖ ≤ ‖y‖+ ‖ǫx‖ < 3/4.
This implies that (x, y) ∈ Γǫ.
Now, we prove that for every a ∈ Ck with ‖a‖ < 3/4, we have #π−1ǫ (a) ∩
Γ = dΓ, where we count the multiplicities of points. To this end, we show that
#π−1tǫ (a) ∩ Γ does not depend on t ∈ [0, 1]. So, it is sufficient to check that the
union of the sets π−1tǫ (a)∩ Γ is contained in the compact subset Γ ∩ {‖π‖ ≤ 7/8}
of Γ. Let (x, y) ∈ Γ and t ∈ [0, 1] such that πtǫ(x, y) = a. We have
3/4 > ‖a‖ = ‖πtǫ(x, y)‖ ≥ ‖y‖ − t‖ǫx‖.
It follows that ‖y‖ < 7/8 and hence (x, y) ∈ Γ ∩ {‖π‖ ≤ 7/8}.
Let B denote the ball of center 0 and of radius 3/4 in Ck. We have for some
constant c′ > 0 ∫
Γ∗
π∗ǫ (ω
k) ≤
∫
Γǫ
π∗ǫ (ω
k) = dΓ
∫
B
ωk = c′dΓ.
Let Θ := ddc‖x‖2 + ddc‖y‖2 be the standard Ka¨hler (1, 1)-form on Cm ×Ck. We
have
volume(Γ ∩ Cm × U) =
∫
Γ∩Cm×U
Θk.
It suffices to bound Θ by a linear combination of 2m+1 forms of type π∗ǫ (ω) with
coefficients of order ≃ m2 and then to use the previous estimates. Recall that
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ω = ddc‖y‖2. So, we only have to bound √−1dxi∧dxi by a combination of (1, 1)-
forms of type π∗ǫ (ω). Consider δ := 1/8mk and πǫ(x, y) := (y1 + δxi, y2, . . . , yk).
We have
√−1dxi ∧ dxi = 4
√−1
3δ2
[
3dy1 ∧ dy1 + d(y1 + δxi) ∧ d(y1 + δxi)
−d(2y1 + δxi/2) ∧ d(2y1 + δxi/2)
]
≤ 4
√−1
3δ2
[
3dy1 ∧ dy1 + d(y1 + δxi) ∧ d(y1 + δxi)
]
The last form can be bounded by a combination of π∗0(ω) and π
∗
ǫ (ω). This com-
pletes the proof.
Proof of Theorem 2.1.4. We prove that ht(f,K ) ≤ log dt. We will prove
in Paragraphs 2.2 and 2.4 that f admits a totally invariant measure of maximal
entropy log dt with support in the boundary of K . The variational principle
then implies that ht(f,K ) = ht(f, ∂K ) = log dt. We can also conclude using
Misiurewicz-Przytycky’s theorem 1.7.2 or Yomdin’s theorem 1.7.3 which can be
extended to this case.
Let Γn denote the graph of (f, . . . , f
n−1) in V n ⊂ (Ck)n−1 × V . Let π :
(Ck)n−1 × V → V be the canonical projection. Since f : U → V is polynomial-
like, it is easy to see that Γn ⊂ Un−1× V and that π : Γn → V defines a ramified
covering of degree dnt . As in Theorem 1.7.1, we have
ht(f,K ) ≤ lov(f) := lim sup
n→∞
1
n
log volume(Γn ∩ π−1(U)).
But, it follows from Lemma 2.1.5 that
volume(Γn ∩ π−1(U)) ≤ c(kn)sdnt .
Hence, lov(f) ≤ log dt. This implies the inequality ht(f,K ) ≤ log dt. Note that
the limit in the definition of lov(f) exists and we have lov(f) = log dt. Indeed,
since Γn is a covering of degree d
n
t over V , we always have
volume(Γn ∩ π−1(U)) ≥ dnt volume(U).
We show that dp ≤ dt. Let Πi, 0 ≤ i ≤ n − 1, denote the projection of V n
onto its factors. We have
volume(Γn ∩ π−1(U)) =
∑
0≤is≤n−1
∫
Γn∩π−1(U)
Π∗i1(ω) ∧ . . . ∧ Π∗ik(ω).
The last sum contains the term∫
Γn∩π−1(U)
Π∗0(ω
k−p) ∧ Π∗n−1(ωp) =
∫
f−n+1(U)
ωk−p ∧ (fn−1)∗(ωp).
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We deduce from the estimate on volume(Γn ∩ π−1(U)) and from the definition of
dp that dp ≤ lov(f) = dt. 
We introduce now others useful dynamical degrees. We call dynamical ∗-
degree of order p of f the following limit
d∗p := lim sup
n→∞
sup
S
‖(fn)∗(S)‖1/nW ,
where W ⋐ V is a neighbourhood of K and the supremum is taken over positive
closed (k − p, k − p)-current of mass ≤ 1 on a fixed neighbourhood W ′ ⋐ V of
K . Clearly, d∗p ≥ dp, since we can take S = cωk with c > 0 small enough.
Lemma 2.1.6. The above definition does not depend on the choice of W , W ′.
Moreover, we have d∗0 = 1, d
∗
k = dt and the dynamical ∗-degree of order p of fn
is equal to d∗p
n.
Proof. If N is an integer large enough, the operator (fN)∗ sends continuously
positive closed currents on W ′ to the ones on V . Therefore, the independence of
the definition on W ′ is clear. If S is a probability measure on K , then (fn)∗ is
also a probability measure on K . Therefore, d∗0 = 1. Observe that
‖(fn)∗(S)‖1/nW =
[ ∫
f−n(W )
S ∧ (fn)∗(ωp)
]1/n
.
So, for the other properties, it is enough to follow the arguments given in Lemma
2.1.3.
Many results below are proved under the hypothesis d∗k−1 < dt. The following
proposition shows that this condition is stable under small perturbations on f .
This gives large families of maps satisfying the hypothesis. Indeed, the condition
is satisfied for polynomial maps in Ck which extend at infinity as endomorphisms
of Pk. For such maps, if d is the algebraic degree, one can check that d∗p ≤ dp.
Proposition 2.1.7. Let f : U → V be a polynomial-like map of topological
degree dt. Let V
′ be a convex open set such that U ⋐ V ′ ⋐ V . If g : U → Ck is
a holomorphic map, close enough to f and U ′ := g−1(V ′), then g : U ′ → V ′ is a
polynomial-like map of topological degree dt. If moreover, f satisfies the condition
d∗p < dt for some 1 ≤ p ≤ k − 1, then g satisfies the same property.
Proof. The first assertion is clear, using the characterization of polynomial-maps
by their graphs. We prove the second one. Fix a constant δ with d∗p < δ < dt
and an open set W such that U ⋐ W ⋐ V . Fix an integer N large enough such
that ‖(fN)∗(S)‖W ≤ δN for any positive closed (k − p, k − p)-current S of mass
1 on U . If g is close enough to f , we have g−N(U) ⋐ f−N(W ) and
‖(gN)∗(ωp)− (fN)∗(ωp)‖L∞(g−N (U)) ≤ ǫ
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with ǫ > 0 a small constant. We have
‖(gN)∗(S)‖U =
∫
g−N (U)
S ∧ (gN)∗(ωp)
≤
∫
f−N (W )
S ∧ (fN)∗(ωp) +
∫
g−N (U)
S ∧ [(gN)∗(ωp)− (fN)∗(ωp)]
≤ ‖(fN)∗(S)‖W + ǫ ≤ δN + ǫ < dNt .
Therefore, the dynamical ∗-degree d∗p(gN) of gN is strictly smaller than dNt .
Lemma 2.1.6 implies that d∗p(g) < dt.
Remark 2.1.8. The proof gives that g 7→ d∗p(g) is upper semi-continuous on g.
Consider a simple example. Let f : C2 → C2 be the polynomial map
f(z1, z2) = (2z1, z
2
2). The restriction of f to V := {|z1| < 2, |z2| < 2} is
polynomial-like and using the current S = [z1 = 0], it is not difficult to check that
d1 = d
∗
1 = dt = 2. The example shows that in general one may have d
∗
k−1 = dt.
Exercise 2.1.1. Let f : C2 → C2 be the polynomial map defined by f(z1, z2) :=
(3z2, z
2
1 + z2). Show that the hyperplane at infinity is attracting. Compute the
topological degree of f . Compute the topological degree of the map in Example
2.1.1.
Exercise 2.1.2. Let f be a polynomial map on Ck of algebraic degree d ≥ 2,
which extends to a holomorphic endomorphism of Pk. Let V be a ball large enough
centered at 0 and U := f−1(V ). Prove that the polynomial-like map f : U → V
satisfies d∗p = d
p and dt = d
k. Hint: use the Green function and Green currents.
2.2 Construction of the Green measure
In this paragraph, we introduce the first version of the ddc-method. It allows
to construct for a polynomial-like map f a canonical measure which is totally
invariant. As we have seen in the case of endomorphisms of Pk, the method
gives good estimates and allows to obtain precise stochastic properties. Here,
we will see that it applies under a very weak hypothesis. The construction of
the measure does not require any hypothesis on the dynamical degrees and give
useful convergence results.
Consider a polynomial-like map f : U → V of topological degree dt > 1 as
above. Define the Perron-Frobenius operator Λ acting on test functions ϕ by
Λ(ϕ)(z) := d−1t f∗(ϕ)(z) := d
−1
t
∑
w∈f−1(z)
ϕ(w),
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where the points in f−1(z) are counted with multiplicity. Since f is a ramified
covering, Λ(ϕ) is continuous when ϕ is continuous. If ν is a probability measure
on V , define the measure f ∗(ν) by
〈f ∗(ν), ϕ〉 := 〈ν, f∗(ϕ)〉.
This is a positive measure of mass dt supported on f
−1(supp(ν)). Observe that
the operator ν 7→ d−1t f ∗(ν) is continuous on positive measures, see Exercise A.1.5.
Theorem 2.2.1. Let f : U → V be a polynomial-like map as above. Let ν
be a probability measure supported on V which is defined by an L1 form. Then
d−nt (f
n)∗(ν) converge to a probability measure µ which does not depend on ν.
The measure µ is supported on the boundary of the filled Julia set K and is
totally invariant: d−1t f
∗(µ) = f∗(µ) = µ. Moreover, if Λ is the Perron-Frobenius
operator associated to f and ϕ is a p.s.h. function on a neighbourhood of K ,
then Λn(ϕ) converge to 〈µ, ϕ〉.
Note that in general 〈µ, ϕ〉 may be −∞. If 〈µ, ϕ〉 = −∞, the above conver-
gence means that Λn(ϕ) tend locally uniformly to−∞; otherwise, the convergence
is in Lploc for 1 ≤ p < +∞, see Appendix A.2. The above result still holds for
measures ν which have no mass on pluripolar sets. The proof in that case is more
delicate. We have the following lemma.
Lemma 2.2.2. If ϕ is p.s.h. on a neighbourhood of K , then Λn(ϕ) converge to
a constant cϕ in R ∪ {−∞}.
Proof. Observe that Λn(ϕ) is defined on V for n large enough. It is not difficult
to check that these functions are p.s.h. Indeed, when ϕ is a continuous p.s.h.
function, Λn(ϕ) is a continuous function, see Exercise A.1.5, and ddcΛn(ϕ) =
d−nt (f
n)∗(ddcϕ) ≥ 0. So, Λn(ϕ) is p.s.h. The general case is obtained using an
approximation of ϕ by a decreasing sequence of smooth p.s.h. functions.
Consider ψ the upper semi-continuous regularization of lim supΛn(ϕ). We
deduce from Proposition A.2.9 that ψ is a p.s.h. function. We first prove that ψ
is constant. Assume not. By maximum principle, there is a constant δ such that
supU ψ < δ < supV ψ. By Hartogs’ lemma A.2.9, for n large enough, we have
Λn(ϕ) < δ on U . Since the fibers of f are contained in U , we deduce from the
definition of Λ that
sup
V
Λn+1(ϕ) = sup
V
Λ(Λn(ϕ)) ≤ sup
U
Λn(ϕ) < δ.
This implies that ψ ≤ δ which contradicts the choice of δ. So ψ is constant.
Denote by cϕ this constant. If cϕ = −∞, it is clear that Λn(ϕ) converge to −∞
uniformly on compact sets. Assume that cϕ is finite and Λ
ni(ϕ) does not converge
to cϕ for some sequence (ni). By Hartogs’ lemma, we have Λ
ni(ϕ) ≤ cϕ−ǫ for some
constant ǫ > 0 and for i large enough. We deduce as above that Λn(ϕ) ≤ cϕ − ǫ
for n ≥ ni. This contradicts the definition of cϕ.
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Proof of Theorem 2.2.1. We can replace ν by d−1t f
∗(ν) in order to assume
that ν is supported on U . The measure ν can be written as a finite or countable
sum of bounded positive forms, we can assume that ν is a bounded form.
Consider a smooth p.s.h. function ϕ on a neighbourhood of K . It is clear
that Λn(ϕ) are uniformly bounded for n large enough. Therefore, the constant
cϕ is finite. We deduce from Lemma 2.2.2 that Λ
n(ϕ) converge in L1loc(V ) to cϕ.
It follows that
〈d−nt (fn)∗(ν), ϕ〉 = 〈ν,Λn(ϕ)〉 → cϕ.
Let φ be a general smooth function on V . We can always write φ as a difference
of p.s.h. functions on U . Therefore, 〈d−nt (fn)∗(ν), φ〉 converge. It follows that
the sequence of probability measures d−nt (f
n)∗(ν) converges to some probability
measure µ. Since cϕ does not depend on ν, the measure µ does not depend on
ν. Consider a measure ν supported on U \ K . So, the limit µ of d−nt (fn)∗(ν)
is supported on ∂K . The total invariance is a direct consequence of the above
convergence.
For the rest of the theorem, assume that ϕ is a general p.s.h. function on a
neighbourhood of K . Since lim supΛn(ϕ) ≤ cϕ, Fatou’s lemma implies that
〈µ, ϕ〉 = 〈d−nt (fn)∗(µ), ϕ〉 = 〈µ,Λn(ϕ)〉 ≤ 〈µ, lim sup
n→∞
Λn(ϕ)〉 = cϕ.
On the other hand, for ν smooth on U , we have since ϕ is upper semi-continuous
cϕ = lim
n→∞
〈ν,Λn(ϕ)〉 = lim
n→∞
〈d−nt (fn)∗(ν), ϕ〉 ≤ 〈 lim
n→∞
d−nt (f
n)∗(ν), ϕ〉 = 〈µ, ϕ〉.
Therefore, cϕ = 〈µ, ϕ〉. Hence, Λn(ϕ) converge to 〈µ, ϕ〉 for an arbitrary p.s.h.
function ϕ. 
The measure µ is called the equilibrium measure of f . We deduce from the
above arguments the following result.
Proposition 2.2.3. Let ν be a totally invariant probability measure. Then ν
is supported on K . Moreover, 〈ν, ϕ〉 ≤ 〈µ, ϕ〉 for every function ϕ which is
p.s.h. in a neighbourhood of K and 〈ν, ϕ〉 = 〈µ, ϕ〉 if ϕ is pluriharmonic in a
neighbourhood of K .
Proof. Since ν = d−nt (f
n)∗(ν), it is supported on f−n(V ) for every n ≥ 0. So,
ν is supported on K . We know that lim supΛn(ϕ) ≤ cϕ, then Fatou’s lemma
implies that
〈ν, ϕ〉 = lim
n→∞
〈d−nt (fn)∗(ν), ϕ〉 = lim
n→∞
〈ν,Λn(ϕ)〉 ≤ cϕ.
When ϕ is pluriharmonic, the inequality holds for −ϕ; we then deduce that
〈ν, ϕ〉 ≥ cϕ. The proposition follows.
90 CHAPTER 2. POLYNOMIAL-LIKE MAPS IN HIGHER DIMENSION
Corollary 2.2.4. Let X1, X2 be two analytic subsets of V such that f
−1(X1) ⊂ X1
and f−1(X2) ⊂ X2. Then X1 ∩ X2 6= ∅. In particular, f admits at most one
point a such that f−1(a) = {a}.
Proof. Observe that there are totally invariant probability measures ν1, ν2 sup-
ported on X1, X2. Indeed, if ν is a probability measure supported on Xi, then
any limit value of
1
N
N−1∑
n=0
d−nt (f
n)∗(ν)
is supported on Xi and is totally invariant. We are using the continuity of the
operator ν 7→ d−1t f ∗(ν), for the weak topology on measures.
On the other hand, if X1 and X2 are disjoint, we can find a holomorphic
function h on U such that h = c1 on X1 and h = c2 on X2, where c1, c2 are
distinct constants. We consider the function defined on X1 ∪X2 as claimed and
extend it as a holomorphic function in U . This is possible since V is convex
[86]. Adding to h a constant allows to assume that h does not vanish on K .
Therefore, ϕ := log |h| is pluriharmonic on a neighbourhood of K . We have
〈ν1, ϕ〉 6= 〈ν2, ϕ〉. This contradicts Proposition 2.2.3.
When the test function is pluriharmonic, we have the following exponential
convergence.
Proposition 2.2.5. Let W be a neighbourhood of K and F a bounded family of
pluriharmonic functions on W . There are constants N ≥ 0, c > 0 and 0 < λ < 1
such that if ϕ is a function in F , then
|〈Λn(ϕ)− 〈µ, ϕ〉| ≤ cλn on V
for n ≥ N .
Proof. Observe that if N is large enough, the functions ΛN(ϕ) are pluriharmonic
and they absolute values are bounded on V by the same constant. We can replace
ϕ by ΛN(ϕ) in order to assume that W = V , N = 0 and that |ϕ| is bounded
by some constant A. Then, |Λn(ϕ)| ≤ A for every n. Subtracting from ϕ the
constant 〈µ, ϕ〉 allows to assume that 〈µ, ϕ〉 = 0.
Let Fα denote the family of pluriharmonic functions ϕ on V such that |ϕ| ≤ α
and 〈µ, ϕ〉 = 0. It is enough to show that Λ sends Fα into Fλα for some constant
0 < λ < 1. We can assume α = 1. Since µ is totally invariant, Λ preserves
the subspace {ϕ, 〈µ, ϕ〉 = 0}. The family F1 is compact and does not contain
the function identically equal to 1. By maximum principle applied to ±ϕ, there
is a constant 0 < λ < 1 such that supU |ϕ| ≤ λ for ϕ in F1. We deduce that
supV |Λ(ϕ)| ≤ λ. The result follows.
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The following result shows that the equilibrium measure µ satisfies the Os-
eledec’s theorem hypothesis. It can be extended to a class of orientation preserv-
ing smooth maps on Riemannian manifolds [46].
Theorem 2.2.6. Let f : U → V be a polynomial-like map as above. Let µ be the
equilibrium measure and J the Jacobian of f with respect to the standard volume
form on Ck. Then
〈µ, log J〉 ≥ log dt.
In particular, µ has no mass on the critical set of f .
Proof. Let ν be the restriction of the Lebesgue measure to U multiplied by a
constant so that ‖ν‖ = 1. Define
νn := d
−n
t (f
n)∗(ν) and µN :=
1
N
N∑
n=1
νn.
By Theorem 2.2.1, µN converge to µ. Choose a constantM > 0 such that J ≤M
on U . For any constant m > 0, define
gm(x) := min
(
log
M
J(x)
, m+ logM
)
= min
(
log
M
J(x)
, m′
)
with m′ := m+logM . This is a family of continuous functions which are positive,
bounded on U and which converge to logM/J when m goes to infinity. Define
sN(x) :=
1
N
N−1∑
q=0
gm(f
q(x)).
Using the definition of f ∗ on measures, we obtain
〈νN , sN〉 = 1
N
N−1∑
q=0
d−Nt
〈
(fN)∗(ν), gm ◦ f q
〉
=
1
N
N−1∑
q=0
d−N+qt
〈
(fN−q)∗(ν), gm
〉
=
1
N
N−1∑
q=0
〈νN−q, gm〉 = 〈µN , gm〉.
In order to bound 〈µ, log J〉 from below, we will bound 〈µN , gm〉 from above.
For α > 0, let UαN denote the set of points x ∈ U such that sN (x) > α. Since
sN(x) ≤ m′, we have
〈µN , gm〉 = 〈νN , sN〉 ≤ m′νN (UαN) + α(1− νN (UαN))
= α + (m′ − α)νN(UαN).
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If νN(U
α
N) converge to 0 when N →∞, then
〈µ, gm〉 = lim
N→∞
〈µN , gm〉 ≤ α and hence 〈µ, logM/J〉 ≤ α.
We determine a value of α such that νN (U
α
N) tend to 0.
By definition of νN , we have
νN(U
α
N ) =
∫
UαN
d−Nt (f
N)∗(ν) =
∫
UαN
d−Nt
(N−1∏
q=0
J ◦ f q
)
dν.
Define for a given δ > 0 and for any integer j,
Wj :=
{
exp(−jδ) < J ≤ exp(−(j − 1)δ)}
and
τj(x) :=
1
N
#
{
q, f q(x) ∈ Wj and 0 ≤ q ≤ N − 1
}
.
We have
∑
τj = 1 and
νN (U
α
N) ≤
∫
UαN
[
1
dt
exp
(∑
−(j − 1)δτj
)]N
dν.
Using the inequality gm ≤ logM/J , we have on UαN
α < sN <
∑
τj(logM + jδ) =
∑
jδτj + logM.
Therefore,
−
∑
(j − 1)δτj < −α + (logM + δ).
We deduce from the above estimate on νN (U
α
N) that
νN (U
α
N) ≤
∫
UαN
[
exp(−α)M exp(δ)
dt
]N
dν.
So, for every α > log(M/dt) + δ, we have νN (U
α
N)→ 0.
Choosing δ arbitrarily small, we deduce from the above discussion that
lim
N→∞
〈µN , gm〉 ≤ log(M/dt).
Since gm is continuous and µN converge to µ, we have 〈µ, gm〉 ≤ log(M/dt).
Letting m go to infinity gives 〈µ, log J〉 ≥ log dt.
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Exercise 2.2.1. Let ϕ be a strictly p.s.h. function on a neighbourhood of K , i.e.
a p.s.h. function satisfying ddcϕ ≥ cddc‖z‖2, with c > 0, in a neighbourhood of
K . Let ν be a probability measure such that 〈d−nt (fn)∗(ν), ϕ〉 converge to 〈µ, ϕ〉
and that 〈µ, ϕ〉 is finite. Show that d−nt (fn)∗(ν) converge to µ.
Exercise 2.2.2. Using the test function ϕ = ‖z‖2, show that∫
f−n(U)
(fn)∗(ωk−1) ∧ ω = o(dnt ),
when n goes to infinity.
Exercise 2.2.3. Let Y denote the set of critical values of f . Show that the volume
of fn(Y ) in U satisfies volume(fn(Y ) ∩ U) = o(dnt ) when n goes to infinity.
Exercise 2.2.4. Let f be a polynomial endomorphism of C2 of algebraic degree
d ≥ 2. Assume that f extends at infinity to an endomorphism of P2. Show that
f admits at most three totally invariant points1.
2.3 Equidistribution problems
In this paragraph, we consider polynomial-like maps f satisfying the hypothesis
that the dynamical degree d∗k−1 is strictly smaller than dt. We say that f has a
large topological degree. We have seen that this property is stable under small
pertubations of f . Let Y denote the hypersurface of critical values of f . As in
the case of endomorphisms of Pk, define the ramification current R by
R :=
∑
n≥0
d−nt (f
n)∗[Y ].
The following result is a version of Proposition 1.4.7.
Proposition 2.3.1. Let f : U → V be a polynomial-like map as above with large
topological degree. Let ν be a strictly positive constant and let a be a point in
V such that the Lelong number ν(R, a) is strictly smaller than ν. Let δ be a
constant such that dk−1 < δ < dt. Then, there is a ball B centered at a such
that fn admits at least (1 − √ν)dnt inverse branches gi : B → Wi where Wi are
open sets in V of diameter ≤ δn/2d−n/2t . In particular, if µ′ is a limit value of the
measures d−nt (f
n)∗(δa) then ‖µ′ − µ‖ ≤ 2
√
ν(R, a).
Proof. Since d∗k−1 < dt, the current R is well-defined and has locally finite mass.
If ω is the standard Ka¨hler form on Ck, we also have ‖(fn)∗(ω)‖V ′ . δn for every
open set V ′ ⋐ V . So, for the first part of the proposition, it is enough to follow
1This result was proved in [46]. Amerik and Campana proved in [3] for a general endomor-
phism of P2 that the number of totally invariant points is at most equal to 9. The sharp bound
(probably 3) is unknown.
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the arguments in Proposition 1.4.7. The proof there is written in such way that
the estimates are local and can be extended without difficulty to the present
situation. In particular, we did not use Be´zout’s theorem.
For the second assertion, we do not have yet the analogue of Proposition 1.4.2,
but it is enough to compare d−nt (f
n)∗(δa) with the pull-backs of a smooth measure
supported on B and to apply Theorem 2.2.1.
We deduce the following result as in the case of endomorphisms of Pk.
Theorem 2.3.2. Let f : U → V be a polynomial-like map as above with large
topological degree. Let Pn denote the set of repelling periodic points of period n
on the support of µ. Then the sequence of measures
µn := d
−n
t
∑
a∈Pn
δa
converges to µ.
Proof. It is enough to repeat the proof of Theorem 1.4.13 and to show that fn
admits exactly dnt fixed points counted with multiplicity. We can assume n = 1.
Let Γ denote the graph of f in U × V ⊂ V × V . The number of fixed points
of f is the number of points in the intersection of Γ with the diagonal ∆ of
Ck×Ck. Observe that this intersection is contained in the compact set K ×K .
For simplicity, assume that V contains the point 0 in Ck. Let (z, w) denote the
standard coordinates on Ck × Ck where the diagonal is given by the equation
z = w. Consider the deformations ∆t := {w = tz} with 0 ≤ t ≤ 1 of ∆. Since V
is convex, it is not difficult to see that the intersection of Γ with this family stays
in a compact subset of V ×V . Therefore, the number of points in ∆t∩Γ, counted
with multiplicity, does not depend on t. For t = 0, this is just the number of
points in the fiber f−1(0). The result follows.
The equidistribution of negative orbits of points is more delicate than in the
case of endomorphisms of Pk. It turns out that the exceptional set E does not
satisfy in general f−1(E ) = E ∩ U . We have the following result.
Theorem 2.3.3. Let f : U → V be a polynomial-like map as above with large
topological degree. Then there is a proper analytic subset E of V , possibly empty,
such that d−nt (f
n)∗(δa) converge to the equilibrium measure µ if and only if a does
not belong to the orbit of E . Moreover, E satisfies f−1(E ) ⊂ E ⊂ f(E ) and is
maximal in the sense that if E is a proper analytic subset of V contained in the
orbit of critical values such that f−n(E) ⊂ E for some n ≥ 1 then E ⊂ E .
The proof follows the main lines of the case of endomorphisms of Pk using the
following proposition applied to Z the set of critical values of f . The set E will
be defined as E := EZ . Observe that unlike in the case of endomorphisms of Pk,
we need to assume that E is in the orbit of the critical values.
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Let Z be an arbitrary analytic subset of V not necessarily of pure dimension.
Let Nn(a) denote the number of orbits
a−n, . . . , a−1, a0
with f(a−i−1) = a−i and a0 = a such that a−i ∈ Z for every i. Here, the orbits are
counted with multiplicity, i.e. we count the multiplicity of fn at a−n. So, Nn(a)
is the number of negative orbits of order n of a which stay in Z. Observe that
the sequence of functions τn := d
−n
t Nn decreases to some function τ . Since τn
are upper semi-continuous with respect to the Zariski topology and 0 ≤ τn ≤ 1,
the function τ satisfies the same properties. Note that τ(a) is the proportion of
infinite negative orbits of a staying in Z. Define EZ := {τ = 1}. The Zariski upper
semi-continuity of τ implies that EZ is analytic. It is clear that f−1(EZ) ⊂ EZ
which implies that EZ ⊂ f(EZ).
Proposition 2.3.4. If a point a ∈ V does not belong to the orbit ∪n≥0fn(EZ) of
EZ , then τ(a) = 0.
Proof. Assume there is θ0 > 0 such that {τ ≥ θ0} is not contained in the orbit
of EZ . We claim that there is a maximal value θ0 satisfying the above property.
Indeed, by definition, τ(a) is smaller than or equal to the average of τ on the fiber
of a. So, we only have to consider the components of {τ ≥ θ0} which intersect U
and there are only finitely many of such components, hence the maximal value
exists.
Let E be the union of irreducible components of {τ ≥ θ0} which are not
contained in the orbit of EZ . Since θ0 > 0, we know that E ⊂ Z. We want to
prove that E is empty. If a is a generic point in E, it does not belong to the
orbit of EZ and we have τ(a) = θ0. If b is a point in f−1(a), then b is not in
the orbit of EZ . Therefore, τ(b) ≤ θ0. Since τ(a) is smaller than or equal to the
average of τ on f−1(a), we deduce that τ(b) = θ0, and hence f−1(a) ⊂ E. By
induction, we obtain that f−n(a) ⊂ E ⊂ Z for every n ≥ 1. Hence, a ∈ EZ . This
is a contradiction.
The following example shows that in general the orbit of E is not an analytic
set. We deduce that in general polynomial-like maps are not homeomorphically
conjugated to restrictions on open sets of endomorphisms of Pk (or polynomial
maps of Ck such that the infinity is attractive) with the same topological degree.
Example 2.3.5. Denote by D(a, R) the disc of radius R and of center a in C.
Observe that the polynomial P (z) := 6z2+1 defines a ramified covering of degree
2 from D := P−1(D(0, 4)) to D(0, 4). The domain D is simply connected and
is contained in D(0, 1). Let ψ be a bi-holomorphic map between D(1, 2) and
D(0, 1) such that ψ(0) = 0. Define h(z, w) := (P (z), 4ψm(w)) with m large
enough. This application is holomorphic and proper from W := D ×D(1, 2) to
V := D(0, 4)×D(0, 4). Its critical set is given by zw = 0.
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Define also
g(z, w) := 10−2
(
exp(z) cos(πw/2), exp(z) sin(πw/2)
)
.
One easily check that g defines a bi-holomorphic map betweenW and U := g(W ).
Consider now the polynomial-like map f : U → V defined by f = h ◦ g−1. Its
topological degree is equal to 2m; its critical set C is equal to g{zw = 0}. The
image of C1 := g{z = 0} by f is equal to {z = 1} which is outside U . The image
of g{w = 0} by f is {w = 0} ∩ V .
The intersection {w = 0} ∩ U contains two components C2 := g{w = 0} and
C ′2 := g{w = 2}. They are disjoint because g is bi-holomorphic. We also have
f(C2) = {w = 0} ∩ V and f−1{w = 0} = C2. Therefore, E = {w = 0} ∩ V ,
f−1(E ) ⊂ E and f−1(E ) 6= E ∩ U since f−1(E ) does not contain C ′2. The orbit
of E is the union of C2 and of the orbit of C ′2. Since m is large, the image of C
′
2
by f is a horizontal curve very close to {w = 0}. It follows that the orbit of C ′2
is a countable union of horizontal curves close to {w = 0} and it is not analytic.
It follows that f is not holomorphically conjugate to an endomorphism (or a
polynomial map such that the hyperplane at infinity is attractive) with the same
topological degree. If it were, the exceptional set would not have infinitely many
components in a neighbourhood of w = 0.
Remark 2.3.6. Assume that f is not with large topological degree but that the
series which defines the ramification current R converges. We can then construct
inverse branches as in Proposition 2.3.1. To obtain the same exponential esti-
mates on the diameter of Wi, it is enough to assume that dk−1 < dt. In general,
we only have that these diameters tend uniformly to 0 when n goes to infinity. In-
deed, we can use the estimate in Exercise 2.2.2. The equidistribution of periodic
points and of negative orbits still holds in this case.
Exercise 2.3.1. Let f be a polynomial-like map with large topological degree.
Show that there is a small perturbation of f , arbitrarily close to f , whose excep-
tional set is empty.
2.4 Properties of the Green measure
Several properties of the equilibrium measure of polynomial-like maps can be
proved using the arguments that we introduced in the case of endomorphisms of
Pk. We have the following result for general polynomial-like maps.
Theorem 2.4.1. Let f : U → V be a polynomial-like map of topological degree
dt > 1. Then its equilibrium measure µ is an invariant measure of maximal
entropy log dt. Moreover, µ is K-mixing.
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Proof. By Theorem 2.2.6, µ has no mass on the critical set of f . Therefore, it is
an invariant measure of constant Jacobian dt in the sense that µ(f(A)) = dtµ(A)
when f is injective on a Borel set A. We deduce from Parry’s theorem 1.7.9
that hµ(f) ≥ log dt. The variational principle and Theorem 2.1.4 imply that
hµ(f) = log dt.
We prove the K-mixing property. As in the case of endomorphisms of Pk,
it is enough to show for ϕ in L2(µ) that Λn(ϕ) → 〈µ, ϕ〉 in L2(µ). Since Λ :
L2(µ) → L2(µ) is of norm 1, it is enough to check the convergence for a dense
family of ϕ. So, we only have to consider ϕ smooth. We can also assume that ϕ is
p.s.h. because smooth functions can be written as a difference of p.s.h. functions.
Assume also for simplicity that 〈µ, ϕ〉 = 0.
So, the p.s.h. functions Λn(ϕ) converge to 0 in Lploc(V ). By Hartogs’ lemma
A.2.9, supU Λ
n(ϕ) converge to 0. This and the identity 〈µ,Λn(ϕ)〉 = 〈µ, ϕ〉 = 0
imply that µ{Λn(ϕ) < −δ} → 0 for every fixed δ > 0. On the other hand, by
definition of Λ, |Λn(ϕ)| is bounded by ‖ϕ‖∞ which is a constant independent of
n. Therefore, Λn(ϕ)→ 0 in L2(µ) and K-mixing follows.
Theorem 2.4.2. Let f and µ be as above. Then the sum of the Lyapounov expo-
nents of µ is at least equal to 1
2
log dt. In particular, f admits a strictly positive
Lyapounov exponent. If f is with large topological degree, then µ is hyperbolic
and its Lyapounov exponents are at least equal to 1
2
log(dt/dk−1).
Proof. By Oseledec’s theorem 1.7.12, applied in the complex setting, the sum of
the Lyapounov exponents of µ (associated to complex linear spaces) is equal to
1
2
〈µ, log J〉. Theorem 2.2.6 implies that this sum is at least equal to 1
2
log dt. The
second assertion is proved as in Theorem 1.7.13 using Proposition 2.3.1.
From now on, we only consider maps with large topological degree. The
following result was obtained by Dinh-Dupont in [41]. It generalizes Theorem
1.7.14.
Theorem 2.4.3. Let f be a polynomial-like map with large topological degree as
above. Let χ1, . . . , χk denote the Lyapounov exponents of the equilibrium measure
µ ordered by χ1 ≥ · · · ≥ χk and Σ their sum. Then the Hausdorff dimension of
µ satisfies
log dt
χ1
≤ dimH(µ) ≤ 2k − 2Σ− log dt
χ1
·
We now prove some stochastic properties of the equilibrium measure. We
first introduce some notions. Let V be an open subset of Ck and ν a probability
measure with compact support in V . We consider ν as a function on the convex
cone PSH(V ) of p.s.h. functions on V , with the L1loc-topology. We say that ν is PB
if this function is finite, i.e. p.s.h. functions on V are ν-integrable. We say that
ν is PC if it is PB and defines a continuous functional on PSH(V ). Recall that
the weak topology on PSH(V ) coincides with the Lploc topology for 1 ≤ p < +∞.
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In dimension 1, a measure is PB if it has locally bounded potentials, a measure
is PC if it has locally continuous potentials. A measure ν is moderate if for any
bounded subset P of PSH(V ), there are constants α > 0 and A > 0 such that
〈ν, eα|ϕ|〉 ≤ A for ϕ ∈ P.
Let K be a compact subset of V . Define a pseudo-distance distL1(K) between
ϕ, ψ in PSH(V ) by
distL1(K)(ϕ, ψ) := ‖ϕ− ψ‖L1(K).
Observe that if ν is continuous with respect to distL1(K) then ν is PC. The
following proposition gives a criterion for a measure to be moderate.
Proposition 2.4.4. If ν is Ho¨lder continuous with respect to distL1(K) for some
compact subset K of V , then ν is moderate. If ν is moderate, then p.s.h. functions
on V are in Lp(ν) for every 1 ≤ p < +∞ and ν has positive Hausdorff dimension.
Proof. We prove the first assertion. Assume that ν is Ho¨lder continuous with
respect to distL1(K) for some compact subset K of V . Consider a bounded subset
P of PSH(V ). The functions in P are uniformly bounded above on K. There-
fore, subtracting from these functions a constant allows to assume that they are
negative on K. We want to prove the estimate 〈ν, e−αϕ〉 ≤ A for ϕ ∈ P and
for some constants α,A. It is enough to show that ν{ϕ < −M} . e−αM for
some (other) constant α > 0 and for M ≥ 1. For M ≥ 0 and ϕ ∈ P, define
ϕM := max(ϕ,−M). We replace P by the family of functions ϕM . This allows
to assume that the family is stable under the operation max(·,−M). Observe
that ϕM−1 − ϕM is positive, supported on {ϕ < −M + 1}, smaller or equal to 1,
and equal to 1 on {ϕ < −M}. In order to obtain the above estimate, we only
have to show that 〈ν, ϕM−1 − ϕM〉 . e−αM for some α > 0.
Fix a constant λ > 0 small enough and a constant A > 0 large enough. Since
ν is Ho¨lder continuous and ϕM−1 − ϕM vanishes on {ϕ > −M + 1}, we have
ν{ϕ < −M} ≤ 〈ν, ϕM−1〉 − 〈ν, ϕM〉 ≤ A ‖ϕM−1 − ϕM‖λL1(K)
≤ Avolume{ϕ ≤ −M + 1}λ.
On the other hand, since P is a bounded family in PSH(V ), by Theorem A.2.11,
we have ‖e−λϕ‖L1(K) ≤ A for ϕ ∈ P. Hence,
volume{ϕ ≤ −M + 1} ≤ Ae−λ(M−1).
This implies the desired estimate for α = λ2 and completes the proof of the first
assertion.
Assume now that ν is moderate. Let ϕ be a p.s.h. function on V . Then
eα|ϕ| is in L1(ν) for some constant α > 0. Since eαx & xp for 1 ≤ p < +∞, we
deduce that ϕ is in Lp(ν). For the last assertion in the proposition, it is enough
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to show that ν(Br) ≤ Arα for any ball Br of radius r > 0 where A, α are some
positive constants. We can assume that Br is a small ball centered at a point
a ∈ K. Define ϕ(z) := log ‖z − a‖. This function belongs to a compact family
of p.s.h. functions. Therefore, ‖e−αϕ‖L1(ν) ≤ A for some positive constants A, α
independent of Br. Since e
−αϕ ≥ r−α on Br, we deduce that ν(Br) ≤ Arα. It is
well-known that in order to compute the Hausdorff dimension of a set, it is enough
to use only coverings by balls. It follows easily that if a Borel set has positive
measure, then its Hausdorff dimension is at least equal to α. This completes the
proof.
The following results show that the equilibrium measure of a polynomial-like
map with large topological degree satisfies the above regularity properties.
Theorem 2.4.5. Let f : U → V be a polynomial-like map. Then the following
properties are equivalent:
1. The map f has large topological degree, i.e. dt > d
∗
k−1;
2. The measure µ is PB, i.e. p.s.h. functions on V are integrable with respect
to µ;
3. The measure µ is PC, i.e. µ can be extended to a linear continuous form
on the cone of p.s.h. functions on V ;
Moreover, if f is such a map, then there is a constant 0 < λ < 1 such that
sup
V
Λ(ϕ)− 〈µ, ϕ〉 ≤ λ[ sup
V
ϕ− 〈µ, ϕ〉],
for ϕ p.s.h. on V .
Proof. It is clear that 3)⇒ 2). We show that 1)⇒ 3) and 2)⇒ 1).
1) ⇒ 3). Let ϕ be a p.s.h. function on V . Let W be a convex open set such
that U ⋐ W ⋐ V . For simplicity, assume that ‖ϕ‖L1(W ) ≤ 1. So, ϕ belongs to
a compact subset of PSH(W ). Therefore, S := ddcϕ has locally bounded mass
in W . Define Sn := (f
n)∗(S). Fix a constant δ > 1 such that d∗k−1 < δ < dt.
Condition 1) implies that ‖(fn)∗(S)‖W . δn. By Proposition A.2.5, there are
p.s.h. functions ϕn on U such that dd
cϕn = Sn and ‖ϕn‖U . δn on U .
Define ψ0 := ϕ− ϕ0 and ψn := f∗(ϕn−1)− ϕn. Observe that these functions
are pluriharmonic on U and depend continuously on ϕ. Moreover, f∗ sends
continuously p.s.h. functions on U to p.s.h. functions on V . Hence,
‖ψn‖L1(U) ≤ ‖f∗(ϕn−1)‖L1(U) + ‖ϕn‖L1(U) . δn.
We have
Λn(ϕ) = Λn(ψ0 + ϕ0) = Λ
n(ψ0) + d
−1
t Λ
n−1(f∗(ϕ0))
= Λn(ψ0) + d
−1
t Λ
n−1(ψ1 + ϕ1) = · · ·
= Λn(ψ0) + d
−1
t Λ
n−1(ψ1) + · · ·+ d−n+1t Λ(ψn−1) + d−nt ψn + d−nt ϕn.
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The last term in the above sum converges to 0. The above estimate on ψn and
their pluriharmonicity imply, by Proposition 2.2.5, that the sum
Λn(ψ0) + d
−1
t Λ
n−1(ψ1) + · · ·+ d−n+1t Λ(ψn−1) + d−nt ψn
converges uniformly to the finite constant
〈µ, ψ0〉+ d−1t 〈µ, ψ1〉+ · · ·+ d−nt 〈µ, ψn〉+ · · ·
which depends continuously on ϕ. We used here the fact that when ψ is plurihar-
monic, 〈µ, ψ〉 depends continuously on ψ. By Theorem 2.2.1, the above constant
is equal to 〈µ, ϕ〉. Consequently, µ is PC.
2)⇒ 1). Let F be an L1 bounded family of p.s.h. functions on a neighbourhood
of K . We first show that 〈µ, ϕ〉 is uniformly bounded on F . Since 〈µ,ΛN(ϕ)〉 =
〈µ, ϕ〉, we can replace ϕ by ΛN(ϕ), with N large enough, in order to assume that
F is a bounded family of p.s.h. functions ϕ on V which are uniformly bounded
above. Subtracting from ϕ a fixed constant allows to assume that these functions
are negative. If 〈µ, ϕ〉 is not uniformly bounded on F , there are ϕn such that
〈µ, ϕn〉 ≤ −n2. It follows that the series
∑
n−2ϕn decreases to a p.s.h. function
which is not integrable with respect to µ. This contradicts that µ is PB. We
deduce that for any neighbourhood W of K , there is a constant c > 0 such that
|〈µ, ϕ〉| ≤ c‖ϕ‖L1(W ) for ϕ p.s.h. on W .
We now show that there is a constant 0 < λ < 1 such that supV Λ(ϕ) ≤ λ if
ϕ is a p.s.h. function on V , bounded from above by 1, such that 〈µ, ϕ〉 = 0. This
property implies the last assertion in the proposition. Assume that the property
is not satisfied. Then, there are functions ϕn such that supV ϕn = 1, 〈µ, ϕn〉 = 0
and supV Λ(ϕn) ≥ 1− 1/n2. By definition of Λ, we have
sup
U
ϕn ≥ sup
V
Λ(ϕn) ≥ 1− 1/n2.
The submean value inequality for p.s.h. functions implies that ϕn converge to 1
in L1loc(V ). On the other hand, we have
1 = |〈µ, ϕn − 1〉| ≤ c‖ϕn − 1‖L1(W ).
This is a contradiction.
Finally, consider a positive closed (1, 1)-current S of mass 1 onW . By Propo-
sition A.2.5, there is a p.s.h. function ϕ on a neighbourhood of U with bounded
L1 norm such that ddcϕ = S. The submean inequality for p.s.h functions implies
that ϕ is bounded from above by a constant independent of S. We can after
subtracting from ϕ a constant, assume that 〈µ, ϕ〉 = 0. The p.s.h. functions
λ−nΛn(ϕ) are bounded above and satisfy 〈µ, λ−nΛn(ϕ)〉 = 〈µ, ϕ〉 = 0. Hence,
they belong to a compact subset of PSH(U) which is independent of S. If W ′ is
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a neighbourhood of K such that W ′ ⋐ U , the mass of ddc
[
λ−nΛn(ϕ)
]
on W ′ is
bounded uniformly on n and on S. Therefore,
‖ddc(fn)∗(S)‖W ′ ≤ cλndnt
for some constant c > 0 independent of n and of S. It follows that d∗k−1 ≤ λdt.
This implies property 1).
Theorem 2.4.6. Let f : U → V be a polynomial-like map with large topological
degree. Let P be a bounded family of p.s.h. functions on V . Let K be a compact
subset of V such that f−1(K) is contained in the interior of K. Then, the equi-
librium measure µ of f is Ho¨lder continuous on P with respect to distL1(K). In
particular, this measure is moderate.
Let DSH(V ) denote the space of d.s.h. functions on V , i.e. functions which
are differences of p.s.h. functions. They are in particular in Lploc(V ) for every 1 ≤
p < +∞. Consider on DSH(V ) the following topology: a sequence (ϕn) converges
to ϕ in DSH(V ) if ϕn converge weakly to ϕ and if we can write ϕn = ϕ
+
n − ϕ−n
with ϕ±n in a compact subset of PSH(V ), independent of n. We deduce from the
compactness of bounded sets of p.s.h. functions that ϕn → ϕ in all Lploc(V ) with
1 ≤ p < +∞. Since µ is PC, it extends by linearity to a continuous functional
on DSH(V ).
Proof of Theorem 2.4.6. Let P be a compact family of p.s.h. functions on
V . We show that µ is Ho¨lder continuous on P with respect to distL1(K). We
claim that Λ is Lipschitz with respect to distL1(K). Indeed, if ϕ, ψ are in L
1(K),
we have for the standard volume form Ω on Ck
‖Λ(ϕ)− Λ(ψ)‖L1(K) =
∫
K
|Λ(ϕ− ψ)|Ω ≤ d−1t
∫
f−1(K)
|ϕ− ψ|f ∗(Ω).
since f−1(K) ⊂ K and f ∗(Ω) is bounded on f−1(K), this implies that
‖Λ(ϕ)− Λ(ψ)‖L1(K) ≤ const‖ϕ− ψ‖L1(K).
Since P is compact, the functions in P are uniformly bounded above on U .
Therefore, replacing P by the family of Λ(ϕ) with ϕ ∈ P allows to assume that
functions in P are uniformly bounded above on V . On the other hand, since µ is
PC, µ is bounded on P. Without loss of generality, we can assume that P is the
set of functions ϕ such that 〈µ, ϕ〉 ≥ 0 and ϕ ≤ 1. In particular, P is invariant
under Λ. Let D be the family of d.s.h. functions ϕ− Λ(ϕ) with ϕ ∈ P. This is
a compact subset of DSH(V ) which is invariant under Λ, and we have 〈µ, ϕ′〉 = 0
for ϕ′ in D .
Consider a function ϕ ∈ P. Observe that ϕ˜ := ϕ−〈µ, ϕ〉 is also in P. Define
Λ˜ := λ−1Λ with λ the constant in Theorem 2.4.5. We deduce from that theorem
that Λ˜(ϕ˜) is in P. Moreover,
Λ˜
(
ϕ− Λ(ϕ)) = Λ˜(ϕ˜− Λ(ϕ˜)) = Λ˜(ϕ˜)− Λ(Λ˜(ϕ˜)).
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Therefore, D is invariant under Λ˜. This is the key point in the proof. Observe
that we can extend distL1(K) to DSH(V ) and that Λ˜ is Lipschitz with respect to
this pseudo-distance.
Let ν be a smooth probability measure with support in K. We have seen that
d−nt (f
n)∗(ν) converge to µ. If ϕ is d.s.h. on V , then
〈d−nt (fn)∗(ν), ϕ〉 = 〈ν,Λn(ϕ)〉.
Define for ϕ in P, ϕ′ := ϕ− Λ(ϕ). We have
〈µ, ϕ〉 = lim
n→∞
〈ν,Λn(ϕ)〉
= 〈ν, ϕ〉 −
∑
n≥0
〈ν,Λn(ϕ)〉 − 〈ν,Λn+1(ϕ)〉
= 〈ν, ϕ〉 −
∑
n≥0
λn〈ν, Λ˜n(ϕ′)〉.
Since ν is smooth with support in K, it is Lipschitz with respect to distL1(K).
We deduce from Lemma 1.2.4 which is also valid for a pseudo-distance, that the
last series defines a Ho¨lder continuous function on D . We use here the invariance
of D under Λ˜. Finally, since the map ϕ 7→ ϕ′ is Lipschitz on P, we conclude
that µ is Ho¨lder continuous on P with respect to distL1(K). 
As in the case of endomorphisms of Pk, we deduce from the above results the
following fundamental estimates on the Perron-Frobenius operator Λ.
Corollary 2.4.7. Let f be a polynomial-like map with large topological degree
as above. Let µ be the equilibrium measure and Λ the Perron-Frobenius operator
associated to f . Let D be a bounded subset of d.s.h. functions on V . There are
constants c > 0, δ > 1 and α > 0 such that if ψ is in D, then
〈
µ, eαδ
n|Λn(ψ)−〈µ,ψ〉|〉 ≤ c and ‖Λn(ψ)− 〈µ, ψ〉‖Lq(µ) ≤ cqδ−n
for every n ≥ 0 and every 1 ≤ q < +∞.
Corollary 2.4.8. Let f , µ, Λ be as above. Let 0 < ν ≤ 2 be a constant. There
are constants c > 0, δ > 1 and α > 0 such that if ψ is a ν-Ho¨lder continuous
function on V with ‖ψ‖C ν ≤ 1, then
〈
µ, eαδ
nν/2|Λn(ψ)−〈µ,ψ〉|〉 ≤ c and ‖Λn(ψ)− 〈µ, ψ〉‖Lq(µ) ≤ cqν/2δ−nν/2
for every n ≥ 0 and every 1 ≤ q < +∞. Moreover, δ is independent of ν.
The following results are deduced as in the case of endomorphisms of Pk.
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Theorem 2.4.9. Let f : U → V be a polynomial-like map with large topological
degree and µ the equilibrium measure of f . Then f is exponentially mixing. More
precisely, there is a constant 0 < λ < 1, such that if 1 < p ≤ +∞, we have
|〈µ, (ϕ ◦ fn)ψ〉 − 〈µ, ϕ〉〈µ, ψ〉| ≤ cpλn‖ϕ‖Lp(µ)‖ψ‖L1(V )
for ϕ in Lp(µ), ψ p.s.h. on V and n ≥ 0, where cp > 0 is a constant independent
of ϕ, ψ. If ν is such that 0 ≤ ν ≤ 2, then there is a constant cp,ν > 0 such that
|〈µ, (ϕ ◦ fn)ψ〉 − 〈µ, ϕ〉〈µ, ψ〉| ≤ cp,νλnν/2‖ϕ‖Lp(µ)‖ψ‖C ν
for ϕ in Lp(µ), ψ a C ν function on V and n ≥ 0.
The following result gives the exponential mixing of any order. It can be
extended to Ho¨lder continuous observables using the theory of interpolation be-
tween Banach spaces.
Theorem 2.4.10. Let f, µ be as in Theorem 2.4.9 and r ≥ 1 an integer. Then
there are constants c > 0 and 0 < λ < 1 such that∣∣∣〈µ, ψ0(ψ1 ◦ fn1) . . . (ψr ◦ fnr)〉 − r∏
i=0
〈µ, ψi〉
∣∣∣ ≤ cλn r∏
i=0
‖ψi‖L1(V )
for 0 = n0 ≤ n1 ≤ · · · ≤ nr, n := min0≤i<r(ni+1 − ni) and ψi p.s.h. on V .
As in Chapter 1, we deduce the following result, as a consequence of Gordin’s
theorem and of the exponential decay of correlations.
Theorem 2.4.11. Let f be a polynomial-like map with large topological degree
as above. Let ϕ be a test function which is C ν with ν > 0, or is d.s.h. on V .
Then, either ϕ is a coboundary or it satisfies the central limit theorem with the
variance σ > 0 given by
σ2 := 〈µ, ϕ2〉+ 2
∑
n≥1
〈µ, ϕ(ϕ ◦ fn)〉.
The following result is obtained as in Theorem 1.6.22, as a consequence of the
exponential estimates in Corollaries 2.4.7 and 2.4.8.
Theorem 2.4.12. Let f be a polynomial-like map with large topological degree as
above. Then, the equilibrium measure µ of f satisfies the weak large deviations
theorem for bounded d.s.h. observables and for Ho¨lder continuous observables.
More precisely, if a function ψ is bounded d.s.h. or Ho¨lder continuous then for
every ǫ > 0 there is a constant hǫ > 0 such that
µ
{
z ∈ supp(µ) : ∣∣ 1
N
N−1∑
n=0
ϕ ◦ fn(z)− 〈µ, ϕ〉∣∣ > ǫ} ≤ e−N(logN)−2hǫ
for all N large enough.
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Exercise 2.4.1. Assume that for every positive closed (1, 1)-current S on V we
have lim sup ‖(fn)∗(S)‖1/n < dt. Show that µ is PB and deduce that d∗k−1 < dt.
Hint: write S = ddcϕ.
Exercise 2.4.2. Let ν be a positive measure with compact support in C. Prove
that ν is moderate if and only if there are positive constants α and c such that
for every disc D of radius r, ν(D) ≤ crα. Give an example showing that this
condition is not sufficient in C2.
2.5 Holomorphic families of maps
In this paragraph, we consider polynomial-like maps fs : Us → Vs depending
holomorphically on a parameter s ∈ Σ. We will show that the Green measure
µs of fs depends “holomorphically” on s and then we study the dependence of
the Lyapounov exponents on the parameters. Since the problems are local, we
assume for simplicity that Σ is a ball in Cl. Of course, we assume that Us and
Vs depend continuously on s. Observe that if we replace Vs by a convex open
set V ′s ⊂ Vs and Us by f−1s (V ′s ) with Vs \ V ′s small enough, the map fs is still
polynomial-like. So, for simplicity, assume that V := Vs is independent of s. Let
UΣ := ∪s{s} × Us. This is an open set in VΣ := Σ× V . Define the holomorphic
map F : UΣ → VΣ by F (s, z) := (s, fs(z)). This map is proper. By continuity, the
topological degree dt of fs is independent of s. So, the topological degree of F is
also dt. Define KΣ := ∩n≥0F−n(VΣ). Then KΣ is closed in UΣ. If π : Σ×Ck → Σ
is the canonical projection, then π is proper on KΣ and Ks := KΣ ∩ π−1(s) is
the filled Julia set of fs.
It is not difficult to show that Ks depends upper semi-continuously on s with
respect to the Hausdorff metric on compact sets of V . This means that if Ws0
is a neighbourhood of Ks0, then Ks is contained in Ws0 for s closed enough to
s0. We will see that for maps with large topological degree, s 7→ µs is continuous
in a strong sense. However, in general, the Julia set Js, i.e. the support of the
equilibrium measure µs, does not depend continuously on s.
In our context, the goal is to construct and to study currents which measure
the bifurcation, i.e. the discontinuity of s 7→ Js. We have the following result
due to Pham [108].
Proposition 2.5.1. Let (fs)s∈Σ be as above. Then, there is a positive closed
current R of bidegree (k, k), supported on KΣ such that the slice 〈R, π, s〉 is
equal to the equilibrium measure µs of fs for s ∈ Σ. Moreover, if ϕ is a p.s.h.
function on a neighbourhood of KΣ, then the function s 7→ 〈µs, ϕ(s, ·)〉 is either
equal to −∞ or is p.s.h. on Σ.
Proof. Let Ω be smooth probability measure with compact support in V . Define
the positive closed (k, k)-current Θ on Σ×V by Θ := τ ∗(Ω) where τ : Σ×V → V
is the canonical projection. Observe that the slice 〈Θ, π, s〉 coincides with Ω on
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{s} × V , since Ω is smooth. Define Θn := d−nt (F n)∗(Θ). The slice 〈Θn, π, s〉 can
be identified with d−nt (f
n
s )
∗(Ω) on {s}×V . This is a smooth probability measure
which tends to µs when n goes to infinity.
Since the problem is local for s, we can assume that all the forms Θn are
supported on Σ × K for some compact subset K of V . As we mentioned in
Appendix A.3, since these forms have slice mass 1, they belong to a compact
family of currents. Therefore, we can extract a sequence Θni which converges to
some current R with slice mass 1. We want to prove that 〈R, π, s〉 = µs.
Let ϕ be a smooth p.s.h. function on a neighbourhood of KΣ. So, for n large
enough, ϕ is defined on the support of Θn (we reduce Σ if necessary). By slicing
theory, π∗(Θni ∧ ϕ) is equal to the p.s.h. function ψni(s) := 〈Θni, π, s〉(ϕ) and
π∗(R ∧ ϕ) is equal to the p.s.h. function ψ(s) := 〈R, π, s〉(ϕ) in the sense of
currents. By definition of R, since π∗ is continuous on currents supported on
Σ × K, ψni converge to ψ in L1loc(Σ). On the other hand, 〈Θni, π, s〉 converge
to µs. So, the function ψ
′(s) := limψni(s) = 〈µs, ϕ〉 is equal to ψ(s) almost
everywhere. Since ψni and ψ are p.s.h., the Hartogs’ lemma implies that ψ
′ ≤ ψ.
We show the inequality ψ′(s) ≥ ψ(s).
The function ψ is p.s.h., hence it is strongly upper semi-continuous. Therefore,
there is a sequence (sn) converging to s such that ψ
′(sn) = ψ(sn) and ψ(sn)
converge to ψ(s). Up to extracting a subsequence, we can assume that µsn
converge to some probability measure µ′s. By continuity, µ
′
s is totally invariant
under fs. We deduce from Proposition 2.2.3 that 〈µ′s, ϕ(s, ·)〉 ≤ 〈µs, ϕ(s, ·)〉.
The first integral is equal to ψ(s), the second one is equal to ψ′(s). Therefore,
ψ(s) ≤ ψ′(s). The identity 〈R, π, s〉 = µs follows.
The second assertion in the proposition is also a consequence of the above
arguments. This is clear when ϕ is smooth. The general case is deduced using
an approximation of ϕ by a decreasing sequence of smooth p.s.h. functions.
Let Jac(F ) denote the Jacobian of F with respect to the standard volume
form on Σ × Ck. Its restriction to π−1(s) is the Jacobian Jac(fs) of fs. Since
Jac(F ) is a p.s.h. function, we can apply the previous proposition and deduce
that the function Lk(s) :=
1
2
〈µs, log Jac(fs)〉 is p.s.h. on Σ. Indeed, by Theorem
2.2.6, this function is bounded from below by 1
2
log dt, hence it is not equal to
−∞. By Oseledec’s theorem 1.7.12, Lk(s) is the sum of the Lyapounov exponents
of fs. We deduce the following result of [46].
Corollary 2.5.2. Let (fs)s∈Σ be as above. Then, the sum of the Lyapounov
exponents associated to the equilibrium measure µs of fs is a p.s.h. function on
s. In particular, it is upper semi-continuous.
Pham defined in [108] the bifurcation (p, p)-currents by Bp := (ddcLk)p for
1 ≤ p ≤ dimΣ. The wedge-product is well-defined since Lk is locally bounded: it
is bounded from below by 1
2
log dt. Very likely, these currents play a crucial role in
the study of bifurcation as we see in the following observation. Assume that the
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critical set of fs0 does not intersect the filled Julia set Ks0 for some s0 ∈ Σ. Since
the filled Julia sets Ks vary upper semi-continuously in the Hausdorff metric,
log Jac(F ) is pluriharmonic near {s0} ×Ks0. It follows that Lk is pluriharmonic
and Bp = 0 in a neighbourhood of s02. On the other hand, using Kobayashi
metric, it is easy to show that f is uniformly hyperbolic on Ks for s close to s0.
It follows that Ks = Js and s 7→ Js is continuous near s0, see [71].
Note that Lk is equal in the sense of currents to π∗(log Jac(F ) ∧ R), where
R is the current in Proposition 2.5.1. Therefore, B can be obtained using the
formula
B = ddcπ∗(log Jac(F ) ∧R) = π∗([CF ] ∧R),
since ddc log |Jac(F )| = [CF ], the current of integration on the critical set CF of
F . We also have the following property of the function Lk.
Theorem 2.5.3. Let (fs)s∈Σ be a family of polynomial-like maps as above. As-
sume that fs0 has a large topological degree for some s0 ∈ Σ. Then Lk is Ho¨lder
continuous in a neighbourhood of s0. In particular, the bifurcation currents B
p
are moderate for 1 ≤ p ≤ dimΣ.
Let Λs denote the Perron-Frobenius operator associated to fs. For any Borel
set B, denote by ΩB the standard volume form on C
k restricted to B. We first
prove some preliminary results.
Lemma 2.5.4. Let W be a neighbourhood of the filled Julia set Ks0 of fs0. Then,
there is a neighbourhood Σ0 of s0 such that 〈µs, ϕ〉 depends continuously on (s, ϕ)
in Σ0 × PSH(W ).
Proof. We first replace Σ by a neighbourhood Σ0 of s0 small enough. So, for
every s ∈ Σ, the filled Julia set of fs is contained in U := f−1s0 (V ) and in W .
We also reduce the size of V in order to assume that fs is polynomial-like on a
neighbourhood of U with values in a neighbourhood V ′ of V . Moreover, since
〈µs, ϕ〉 = 〈µs,Λs(ϕ)〉 and Λs(ϕ) depends continuously on (s, ϕ) in Σ× PSH(W ),
we can replace ϕ by ΛNs (ϕ) with N large enough and s ∈ Σ, in order to assume
that W = V . Finally, since Λs(ϕ) is defined on V
′, it is enough to prove the
continuity for ϕ p.s.h. on V such that ϕ ≤ 1 and 〈ΩU , ϕ〉 ≥ 0. Denote by P
the family of such functions ϕ. Since µs0 is PC, we have |〈µs0, ϕ〉| ≤ A for some
constant A ≥ 1 and for ϕ ∈ P. Let P ′ denote the family of p.s.h. functions
ψ such that ψ ≤ 2A and 〈µs0, ψ〉 = 0. The function ϕ′ := ϕ − 〈µs0, ϕ〉 belongs
to this family. Observe that P ′ is bounded and therefore if A′ ≥ 1 is a fixed
constant large enough, we have |〈ΩU , ψ〉| ≤ A′ for ψ ∈ P ′.
Fix an integer N large enough. By Theorem 2.4.5, ΛNs0(ϕ
′) ≤ 1/8 on V ′ and
|〈ΩU ,ΛNs0(ϕ′)〉| ≤ 1/8 for ϕ′ as above. We deduce that 2ΛNs0(ϕ′)− 〈ΩU , 2ΛNs0(ϕ′)〉
2This observation was made by the second author for the family z2 + c, with c ∈ C. He
showed that the bifurcation measure is the harmonic measure associated to the Mandelbrot set
[114].
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is a function in P, smaller than 1/2 on V ′. This function differs from 2ΛNs0(ϕ) by
a constant. So, it is equal to 2ΛNs0(ϕ)−〈ΩU , 2ΛNs0(ϕ)〉. When Σ0 is small enough,
by continuity, the operator Ls(ϕ) := 2Λ
N
s (ϕ) − 〈ΩU , 2ΛNs (ϕ)〉 preserves P for
s ∈ Σ0. Therefore, since Λs preserves constant functions, we have
ΛmNs (ϕ) = Λ
(m−1)N
s
[〈ΩU ,ΛNs (ϕ)〉+ 2−1Ls(ϕ)]
= 〈ΩU ,ΛNs (ϕ)〉+ 2−1Λ(m−1)Ns (Ls(ϕ)).
By induction, we obtain
ΛmNs (ϕ) = 〈ΩU ,ΛNs (ϕ)〉+ · · ·+ 2−m+1〈ΩU ,ΛNs (Lm−1s (ϕ))〉+ 2−mLms (ϕ)
=
〈
ΩU ,Λ
N
s
[
ϕ+ · · ·+ 2−m+1Lm−1s (ϕ)
]〉
+ 2−mLms (ϕ)
=
〈
d−Nt (f
N
s )
∗(ΩU), ϕ+ · · ·+ 2−m+1Lm−1s (ϕ)
〉
+ 2−mLms (ϕ).
We deduce from the above property of Ls that the last term converges uniformly
to 0 when m goes to infinity. The sum in the first term converges normally to
the p.s.h. function
∑
m≥1 2
−m+1Lm−1s (ϕ), which depends continuously on (s, ϕ).
Therefore, ΛmNs (ϕ) converge to a constant which depends continuously on (s, ϕ).
But we know that the limit is 〈µs, ϕ〉. The lemma follows.
Using the same approach as in Theorem 2.4.6, we prove the following result.
Theorem 2.5.5. Let fs, s0 and W be as in Theorem 2.5.3 and Lemma 2.5.4.
Let K be a compact subset of W such that f−1s0 (K) is contained in the interior
of K. There is a neighbourhood Σ0 of s0 such that if P is a bounded family of
p.s.h. functions on W , then (s, ϕ) 7→ 〈µs, ϕ〉 is Ho¨lder continuous on Σ0 × P
with respect to the pseudo-distance distL1(K) on P.
Proof. We replace Σ by Σ0 as in Lemma 2.5.4. It is not difficult to check that
(s, ϕ) 7→ (s,Λs(ϕ)) is locally Lipschitz with respect to distL1(K). So, replacing
(s, ϕ) by (s,ΛNs (ϕ)) with N large enough allows to assume that W = V . Let P̂
be the set of (s, ϕ) in Σ× PSH(V ) such that ϕ ≤ 1 and 〈µs, ϕ〉 ≥ 0. By Lemma
2.5.4, such functions ϕ belong to a compact subset of PSH(V ). It is enough to
prove that (s, ϕ) 7→ 〈µs, ϕ〉 is Ho¨lder continuous on P̂.
Let D̂ denote the set of (s, ϕ−Λs(ϕ)) with (s, ϕ) ∈ P̂. Consider the operator
Λ̂(s, ψ) := (s, λ−1Λs(ψ)) on D as in Theorem 2.4.6 where λ < 1 is a fixed constant
close enough to 1. Theorem 2.4.5 and the continuity in Lemma 2.5.4 imply that
Λ̂ preserves D̂ . Therefore, we only have to follow the arguments in Theorem
2.4.6.
Proof of Theorem 2.5.3. We replace Σ by a small neighbourhood of s0. Ob-
serve that log Jac(fs), s ∈ Σ, is a bounded family of p.s.h. functions on U . By
Theorem 2.5.5, it is enough to show that s 7→ log Jac(fs) is Ho¨lder continuous
with respect to distL1(K).
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We also deduce from Theorem A.2.11 that 〈ΩK , eλ| log Jac(fs)|〉 ≤ A for some
positive constants λ and A. Reducing V and Σ allows to assume that Jac(F ),
their derivatives and the vanishing order of Jac(F ) are bounded on Σ × U by
some constant m.
Fix a constant α > 0 small enough and a constant A > 0 large enough.
Define ψ(s) := 〈ΩK , log Jac(fs)〉. Consider s and t in Σ such that r := ‖s− t‖ is
smaller than a fixed small constant. We will compare |ψ(s) − ψ(t)| with rλα in
order to show that ψ is Ho¨lder continuous with exponent λα. Define S := {z ∈
U, Jac(fs) < 2r
2α}. We will bound separately
〈ΩK\S, log Jac(fs)− log Jac(ft)〉
and
〈ΩK∩S, log Jac(fs)− log Jac(ft)〉.
Note that ψ(s)− ψ(t) is the sum of the above two integrals.
Consider now the integral on K \ S. The following estimates are only valid
on K \ S. Since the derivatives of Jac(F ) is bounded, we have Jac(ft) ≥ r2α. It
follows that the derivatives on t of log Jac(ft) is bounded by Ar
−2α. We deduce
that
| log Jac(fs)− log Jac(ft)| ≤ Ar1−2α.
Therefore,
|〈ΩK\S, log Jac(fs)− log Jac(ft)〉| ≤ ‖ΩK\S‖Ar1−2α ≤ rλα.
We now estimate the integral on K ∩ S. Its absolute value is bounded by
〈ΩK∩S, | log Jac(fs)|〉+ 〈ΩK∩S, | log Jac(ft)|〉.
We deduce from the estimate 〈ΩK , eλ| log Jac(fs)|〉 ≤ A that volume(K∩S) ≤ Ar2λα.
Therefore, by Cauchy-Schwarz’s inequality, we have
〈ΩK∩S, | log Jac(fs)|〉 . volume(K ∩ S)1/2
〈
ΩK , | log Jac(fs)|2
〉1/2
. rλα〈ΩK , eλ| log Jac(fs)|〉1/2 . rλα.
The estimate holds for ft instead of fs. Hence, ψ is Ho¨lder continuous. The fact
that Bp are moderate follows from Theorem A.3.5. 
The following result of Pham generalizes Corollary 2.5.2 and allows to define
other bifurcation currents by considering ddcLp or their wedge-products [108].
Theorem 2.5.6. Let (fs)s∈Σ be a holomorphic family of polynomial-like maps as
above. Let χ1(s) ≥ · · · ≥ χk(s) be the Lyapounov exponents of the equilibrium
measure µs of fs. Then, for 1 ≤ p ≤ k, the function
Lp(s) := χ1(s) + · · ·+ χp(s)
is p.s.h. on Σ. In particular, Lp is upper semi-continuous.
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Proof. Observe that Lp(s) ≥ pkLk(s) ≥ p2k log dt. We identify the tangent space
of V at any point with Ck. So, the differential Dfs(z) of fs at a point z ∈ Us
is a linear self-map on Ck which depends holomorphically on (s, z). It induces a
linear self-map on the exterior product
∧p
Ck that we denote by Dpfs(z). This
map depends holomorphically on (s, z). In the standard coordinate system on∧p
Ck, the function (s, z) 7→ log ‖Dpfs(z)‖ is p.s.h. on UΣ. By Proposition 2.5.1,
the function ψ1(s) := 〈µs, log ‖Dpfs‖〉 is p.s.h. or equal to −∞ on Σ. Define in
the same way the functions ψn(s) := 〈µs, log ‖Dpfns ‖〉 associated to the iterate
fns of fs. We have
Dpfn+ms (z) = D
pfms (f
n
s (z)) ◦Dpfns (z).
Hence,
‖Dpfn+ms (z)‖ ≤ ‖Dpfms (fns (z))‖ ‖Dpfns (z)‖.
We deduce using the invariance of µs that
ψm+n(s) ≤ ψm(s) + ψn(s).
Therefore, the sequence n−1ψn decreases to infn n−1ψn. So, the limit is p.s.h. or
equal to −∞. On the other hand, Oseledec’s theorem 1.7.12 implies that the limit
is equal to Lp(s) which is a positive function. It follows that Lp(s) is p.s.h.
Consider now the family fs of endomorphisms of algebraic degree d ≥ 2 of Pk
with s ∈ Hd(Pk). We can lift fs to polynomial-like maps on Ck+1 and apply the
above results. The construction of the bifurcation currents Bp can be obtained
directly using the Green measures of fs. This was done by Bassanelli-Berteloot
in [5]. They also studied some properties of the bifurcation currents and obtained
nice formulas for that currents in terms of the Green functions. We also refer to
DeMarco, Dujardin-Favre, McMullen and Sibony [31, 56, 98, 114] for results in
dimension one.
Exercise 2.5.1. If f is an endomorphism in Hd(Pk), denote by Lk(f) the sum
of the Lyapounov exponents of the equilibrium measure. Show that f 7→ Lk(f)
is locally Ho¨lder continuous on Hd(P
k). Deduce that the bifurcation currents are
moderate. Hint: use that the lift of f to Ck+1 has always a Lyapounov exponent
equal to log d.
Exercise 2.5.2. Find a family (fs)s∈Σ such that Js does not vary continuously.
Exercise 2.5.3. A family (Xs)s∈Σ of compact subsets in V is lower semi-continuous
at s0 if for every ǫ > 0, Xs0 is contained in the ǫ-neighbourhood of Xs when s is
close enough to s0. If (νs)s∈Σ is a continuous family of probability measures on
V , show that s 7→ supp(νs) is lower semi-continuous. If (fs)s∈Σ is a holomorphic
family of polynomial-like maps, deduce that s 7→ Js is lower semi-continuous.
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Show that if Js0 = Ks0, then s 7→ Js is continuous at s0 for the Hausdorff
metric.
Exercise 2.5.4. Assume that fs0 is of large topological degree. Let δ > 0 be
a constant small enough. Using the continuity of s 7→ µs, show that if ps0 is
a repelling fixed point in Js0 for fs0, there are repelling fixed points ps in Js
for fs, with |s − s0| < δ, such that s 7→ ps is holomorphic. Suppose s 7→ Js
is continuous with respect to the Hausdorff metric. Construct a positive closed
current R supported on ∪|s−s0|<δ{s}×Js with slices µs. Deduce that if Js0 does
not contain critical points of fs0 then s 7→ Lk(s) is pluriharmonic near s0.
Notes. Several results in this chapter still hold for larger classes of polynomial-like
maps. For example, the construction of the equilibrium measure is valid for a man-
ifold V admitting a smooth strictly p.s.h. function. The ddc-method was originally
introduced for polynomial-like maps. However, we have seen that it is also effective
for endomorphisms of Pk. In a forthcoming survey, we will show that the method can
be extended to other dynamical systems. Several statistical properties obtained in this
chapter are new.
Appendix A
Currents and pluripotential
theory
In this appendix, we recall some basic notions and results on complex geometry
and on currents in the complex setting. Most of the results are classical and their
proofs are not given here. In constrast, we describe in detail some notions in
order to help the reader who are not familiar with complex geometry or currents.
The main references for the abstract theory of currents are [27, 33, 64, 112, 128].
The reader will find in [30, 79, 85, 96, 105] the basics on currents on complex
manifolds. We also refer to [30, 75, 88, 125] for the theory of compact Ka¨hler
manifolds.
A.1 Projective spaces and analytic sets
In this paragraph, we recall the definition of complex projective spaces. We then
discuss briefly compact Ka¨hler manifolds, projective manifolds and analytic sets.
The complex projective space Pk is a compact complex manifold of dimension
k. It is obtained as the quotient of Ck+1\{0} by the natural multiplicative action
of C∗. In other words, Pk is the parameter space of the complex lines passing
through 0 in Ck+1. The image of a subspace of dimension p + 1 of Ck+1 is a
submanifold of dimension p in Pk, bi-holomorphic to Pp, and is called a projective
subspace of dimension p. Hyperplanes of Pk are projective subspaces of dimension
k−1. The group GL(C, k+1) of invertible linear endomorphisms of Ck+1 induces
the group PGL(C, k + 1) of automorphisms of Pk. It acts transitively on Pk and
sends projective subspaces to projective subspaces.
Let z = (z0, . . . , zk) denote the standard coordinates of C
k+1. Consider the
equivalence relation: z ∼ z′ if there is λ ∈ C∗ such that z = λz′. The projective
space Pk is the quotient of Ck+1\{0} by this relation. We can cover Pk by open sets
Ui associated to the open sets {zi 6= 0} in Ck+1 \ {0}. Each Ui is bi-holomorphic
to Ck and (z0/zi, . . . , zi−1/zi, zi+1/zi, . . . , zk/zi) is a coordinate system on this
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chart. The complement of Ui is the hyperplane defined by {zi = 0}. So, Pk can
be considered as a natural compactification of Ck. We denote by [z0 : · · · : zk]
the point of Pk associated to (z0, . . . , zk). This expression is the homogeneous
coordinates on Pk. Projective spaces are compact Ka¨hler manifolds. We will
describe this notion later.
Let X be a complex manifold of dimension k. Let ϕ be a differential l-form
on X . In local holomorphic coordinates z = (z1, . . . , zk), it can be written as
ϕ(z) =
∑
|I|+|J |=l
ϕIJdzI ∧ dzJ ,
where ϕIJ are complex-valued functions, dzI := dzi1 ∧ . . .∧dzip if I = (i1, . . . , ip),
and dzJ := dzj1 ∧ . . . ∧ dzjq if J = (j1, . . . , jq). The conjugate of ϕ is
ϕ(z) :=
∑
|I|+|J |=l
ϕIJdzI ∧ dzJ .
The form ϕ is real if and only if ϕ = ϕ.
We say that ϕ is a form of of bidegree (p, q) if ϕIJ = 0 when (|I|, |J |) 6= (p, q).
The bidegree does not depend on the choice of local coordinates. Let TCX denote
the complexification of the tangent bundle of X . The complex structure on X
induces a linear endomorphism J on the fibers of TCX such that J
2 = −id.
This endomorphism induces a decomposition of TCX into the direct sum of two
proper sub-bundles of dimension k: the holomorphic part T 1,0X associated to the
eigenvalue 1 ofJ , and the anti-holomorphic part T 0,1X associated to the eigenvalue
−1. Let Ω1,0X and Ω0,1X denote the dual bundles of T 1,0X and T 0,1X . Then, (p, q)-form
are sections of the vector bundle
∧p Ω1,0 ⊗∧q Ω0,1.
If ϕ is a (p, q)-form then the differential dϕ is the sum of a (p + 1, q)-form
and a (p, q + 1)-form. We then denote by ∂ϕ the part of bidegree (p + 1, q) and
∂ϕ the the part of bidegree (p, q + 1). The operators ∂ and ∂ extend linearly
to arbitrary forms ϕ. The operator d is real, i.e. it sends real forms to real
forms but ∂ and ∂ are not real. The identity d ◦ d = 0 implies that ∂ ◦ ∂ = 0,
∂ ◦ ∂ = 0 and ∂∂ + ∂∂ = 0. Define dc :=
√−1
2π
(∂ − ∂). This operator is real
and satisfies ddc =
√−1
π
∂∂. Note that the above operators commute with the
pull-back by holomorphic maps. More precisely, if τ : X1 → X2 is a holomorphic
map between complex manifolds and ϕ is a form on X2 then df
∗(ϕ) = f ∗(dϕ),
ddcf ∗(ϕ) = f ∗(ddcϕ), etc. Recall that the form ϕ is closed (resp. ∂-closed, ∂-
closed, ddc-closed) if dϕ (resp. ∂ϕ, ∂ϕ, ddcϕ) vanishes. The form ϕ is exact (resp.
∂-exact, ∂-exact, ddc-exact) if it is equal to the differential dψ (resp. ∂ψ, ∂ψ,
ddcψ) of a form ψ. Clearly, exact forms are closed.
A smooth (1, 1)-form ω on X is Hermitian if it can be written in local coor-
dinates as
ω(z) =
√−1
∑
1≤i,j≤k
αij(z)dzi ∧ dzj,
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where αij are smooth functions such that the matrix (αij) is Hermitian. We
consider a form ω such that the matrix (αij) is positive definite at every point.
It is strictly positive in the sense that we will introduce later. If a is a point in
X , we can find local coordinates z such that z = 0 at a and ω is equal near 0 to
the Euclidean form ddc‖z‖2 modulo a term of order ‖z‖. The form ω is always
real and induces a norm on the tangent spaces of X . So, it defines a Riemannian
metric on X . We say that ω is a Ka¨hler form if it is a closed positive definite
Hermitian form. In this case, one can find local coordinates z such that z = 0
at a and ω is equal near 0 to ddc‖z‖2 modulo a term of order ‖z‖2. So, at the
infinitesimal level, a Ka¨hler metric is close to the Euclidean one. This is a crucial
property in Hodge theory in the complex setting.
Consider now a compact complex manifold X of dimension k. Assume that
X is a Ka¨hler manifold, i.e. it admits a Ka¨hler form ω. Recall that the de Rham
cohomology group H l(X,C) is the quotient of the space of closed l-forms by the
subspace of exact l-forms. This complex vector space is of finite dimension. The
real groups H l(X,R) are defined in the same way using real forms. We have
H l(X,C) = H l(X,R)⊗R C.
If α is a closed l-form, its class in H l(X,C) is denoted by [α]. The groupH0(X,C)
is just the set of constant functions. So, it is isomorphic to C. The group
H2k(X,C) is also isomorphic to C. The isomorphism is given by the canonical
map [α] 7→ ∫
X
α. For l, m such that l +m ≤ 2k, the cup-product
⌣: H l(X,C)×Hm(X,C)→ H l+m(X,C)
is defined by [α] ⌣ [β] := [α ∧ β]. The Poincare´ duality theorem says that the
cup-product is a non-degenerated bilinear form when l +m = 2k. So, it defines
an isomorphism between H l(X,C) and the dual of H2k−l(X,C).
Let Hp,q(X,C), 0 ≤ p, q ≤ k, denote the subspace of Hp+q(X,C) generated
by the classes of closed (p, q)-forms. We call Hp,q(X,C) the Hodge cohomology
group. Hodge theory shows that
H l(X,C) =
⊕
p+q=l
Hp,q(X,C) and Hq,p(X,C) = Hp,q(X,C).
This, together with the Poincare´ duality, induces a canonical isomorphism be-
tween Hp,q(X,C) and the dual space of Hk−p,k−q(X,C). Define for p = q
Hp,p(X,R) := Hp,p(X,C) ∩H2p(X,R).
We have
Hp,p(X,C) = Hp,p(X,R)⊗R C.
Recall that the Dolbeault cohomology group Hp,q
∂
(X) is the quotient of the
space of ∂-closed (p, q)-forms by the subspace of ∂-exact (p, q)-forms. Observe
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that a (p, q)-form is d-closed if and only if it is ∂-closed and ∂-closed. Therefore,
there is a natural morphism between the Hodge and the Dolbeault cohomology
groups. Hodge theory asserts that this is in fact an isomorphism: we have
Hp,q(X,C) ≃ Hp,q
∂
(X).
The result is a consequence of the following theorem, the so-called ddc-lemma,
see e.g. [30, 125].
Theorem A.1.1. Let ϕ be a smooth d-closed (p, q)-form on X. Then ϕ is ddc-
exact if and only if it is d-exact (or ∂-exact or ∂-exact).
The projective space Pk admits a Ka¨hler form ωFS, called the Fubini-Study
form. It is defined on the chart Ui by
ωFS := dd
c log
( k∑
j=0
∣∣∣zj
zi
∣∣∣2).
In other words, if π : Ck+1 \ {0} → Pk is the canonical projection, then ωFS is
defined by
π∗(ωFS) := ddc log
( k∑
i=0
∣∣zi|2).
One can check that ωkFS is a probability measure on P
k. The cohomology groups
of Pk are very simple. We have Hp,q(Pk,C) = 0 for p 6= q and Hp,p(Pk,C) ≃
C. The groups Hp,p(Pk,R) and Hp,p(X,C) are generated by the class of ωpFS.
Submanifolds of Pk are Ka¨hler, as submanifolds of a Ka¨hler manifold. Chow’s
theorem says that such a manifold is algebraic, i.e. it is the set of common
zeros of a finite family of homogeneous polynomials in z. A compact manifold
is projective if it is bi-holomorphic to a submanifold of a projective space. Their
cohomology groups are in general very rich and difficult to describe.
A useful result of Blanchard [15] says that the blow-up of a compact Ka¨hler
manifold along a submanifold is always a compact Ka¨hler manifold. The con-
struction of the blow-up is as follows. Consider first the case of open sets in Ck
with k ≥ 2. Observe that Ck is the union of the complex lines passing through
0 which are parametrized by the projective space Pk−1. The blow-up Ĉk of Ck
at 0 is obtained by separating these complex lines, that is, we keep Ck \ {0}
and replace 0 by a copy of Pk−1. More precisely, if z = (z1, . . . , zk) denote the
coordinates of Ck and [w] = [w1 : · · · : wk] are homogeneous coordinates of Pk−1,
then Ĉk is the submanifold of Ck×Pk−1 defined by the equations ziwj = zjwi for
1 ≤ i, j ≤ k. If U is an open set in Ck containing 0, the blow-up Û of U at 0 is
defined by π−1(U) where π : Ĉk → Ck is the canonical projection.
If U is a neighbourhood of 0 in Ck−p, p ≤ k − 2, and V is an open set in Cp,
then the blow-up of U × V along {0} × V is equal to Û × V . Consider now a
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submanifold Y ofX of dimension p ≤ k−2. We cover X by charts which either do
not intersect Y or are of the type U ×V , where Y is identified with {0}×V . The
blow-up X̂ is obtained by sticking the charts outside Y with the blow-ups of charts
which intersect Y . The natural projection π : X̂ → X defines a bi-holomorphic
map between X̂ \ π−1(Y ) and X \ Y . The set π−1(Y ) is a smooth hypersurface,
i.e. submanifold of codimension 1; it is called the exceptional hypersurface. Blow-
up may be defined using the local ideals of holomorphic functions vanishing on
Y . The blow-up of a projective manifold along a submanifold is a projective
manifold.
We now recall some facts on analytic sets, see [79, 105]. Let X be an arbitrary
complex manifold of dimension k1. Analytic sets of X can be seen as submani-
folds of X , possibly with singularities. Analytic sets of dimension 0 are locally
finite subsets, those of dimension 1 are (possibly singular) Riemann surfaces. For
example, {z21 = z32} is an analytic set of C2 of dimension 1 with a singularity at
0. Chow’s theorem holds for analytic sets: any analytic set in Pk is the set of
common zeros of a finite family of homogeneous polynomials.
Recall that an analytic set Y of X is locally the set of common zeros of
holomorphic functions: for every point a ∈ X there is a neighbourhood U of a
and holomorphic functions fi on U such that Y ∩U is the intersection of {fi = 0}.
We can choose U so that Y ∩ U is defined by a finite family of holomorphic
functions. Analytic sets are closed for the usual topology on X . Local rings of
holomorphic functions on X induce local rings of holomorphic functions on Y .
An analytic set Y is irreducible if it is not a union of two different non-empty
analytic sets of X . A general analytic set Y can be decomposed in a unique way
into a union of irreducible analytic subsets Y = ∪Yi, where no component Yi is
contained in another one. The decomposition is locally finite, that is, given a
compact set K in X , only finitely many Yi intersect K.
Any increasing sequence of irreducible analytic subsets of X is stationary. A
decreasing sequence (Yn) of analytic subsets ofX is always locally stationary, that
is, for any compact subset K of X , the sequence (Yn∩K) is stationary. Here, we
do not suppose Yn irreducible. The topology on X whose closed sets are exactly
the analytic sets, is called the Zariski topology. When X is connected, non-empty
open Zariski sets are dense in X for the usual topology. The restriction of the
Zariski topology on X to Y is also called the Zariski topology of Y . When Y is
irreducible, the non-empty Zariski open subsets are also dense in Y but this is
not the case for reducible analytic sets.
There is a minimal analytic subset sing(Y ) in X such that Y \ sing(Y ) is a
(smooth) complex submanifold of X \ sing(Y ), i.e. a complex manifold which
is closed and without boundary in X \ sing(Y ). The analytic set sing(Y ) is the
singular part of Y . The regular part of Y is denoted by reg(Y ); it is equal to
Y \ sing(Y ). The manifold reg(Y ) is not necessarily irreducible; it may have
1We often assume that X is connected for simplicity.
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several components. We call dimension of Y , dim(Y ), the maximum of the
dimensions of these components; the codimension codim(Y ) of Y in X is the
integer k−dim(Y ). We say that Y is a proper analytic set of X if it has positive
codimension. When all the components of Y have the same dimension, we say
that Y is of pure dimension or of pure codimension. When sing(Y ) is non-
empty, its dimension is always strictly smaller than the dimension of Y . We can
again decompose sing(Y ) into regular and singular parts. The procedure can be
repeated less than k times and gives a stratification of Y into disjoint complex
manifolds. Note that Y is irreducible if and only if reg(Y ) is a connected manifold.
The following result is due to Wirtinger.
Theorem A.1.2 (Wirtinger). Let Y be analytic set of pure dimension p of a
Hermitian manifold (X,ω). Then the 2p-dimensional volume of Y on a Borel set
K is equal to
volume(Y ∩K) = 1
p!
∫
reg(Y )∩K
ωp.
Here, the volume is with respect to the Riemannian metric induced by ω.
Let Dk denote the unit polydisc {|z1| < 1, . . . , |zk| < 1} in Ck. The following
result describes the local structure of analytic sets.
Theorem A.1.3. Let Y be an analytic set of pure dimension p of X. Let a be
a point of Y . Then there is a holomorphic chart U of X, bi-holomorphic to Dk,
with local coordinates z = (z1, . . . , zk), such that z = 0 at a, U is given by {|z1| <
1, . . . , |zk| < 1} and the projection π : U → Dp, defined by π(z) := (z1, . . . , zp),
is proper on Y ∩ U . In this case, there is a proper analytic subset S of Dp such
that π : Y ∩ U \ π−1(S) → Dp \ S is a finite covering and the singularities of Y
are contained in π−1(S).
Recall that a holomorphic map τ : X1 → X2 between complex manifolds
of the same dimension is a covering of degree d if each point of X2 admits a
neighbourhood V such that τ−1(V ) is a disjoint union of d open sets, each of
which is sent bi-holomorphically to V by τ . Observe the previous theorem also
implies that the fibers of π : Y ∩U → Dp are finite and contain at most d points
if d is the degree of the covering. We can reduce U in order to have that a is
the unique point in the fiber π−1(0) ∩ Y . The degree d of the covering depends
on the choice of coordinates and the smallest integer d obtained in this way is
called the multiplicity of Y at a and is denoted by mult(Y, a). We will see that
mult(Y, a) is the Lelong number at a of the positive closed current associated to
Y . In other words, if Br denotes the ball of center a and of radius r, then the
ratio between the volume of Y ∩ Br and the volume of a ball of radius r in Cp
decreases to mult(Y, a) when r decreases to 0.
Let τ : X1 → X2 be an open holomorphic map between complex manifolds of
the same dimension. Applying the above result to the graph of τ , we can show
that for any point a ∈ X1 and for a neighbourhood U of a small enough, if z is
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a generic point in X2 close enough to τ(a), the number of points in τ
−1(z) ∩ U
does not depend on z. We call this number the multiplicity or the local topological
degree of τ at a. We say that τ is a ramified covering of degree d if τ is open,
proper and each fiber of τ contains exactly d points counted with multiplicity.
In this case, if Σ2 is the set of critical values of τ and Σ1 := τ
−1(Σ2), then
τ : X1 \ Σ1 → X2 \ Σ2 is a covering of degree d.
We recall the notion of analytic space which generalizes complex manifolds
and their analytic subsets. An analytic space of dimension ≤ p is defined as
a complex manifold but a chart is replaced by an analytic subset of dimension
≤ p in an open set of a complex Euclidean space. As in the case of analytic
subsets, one can decompose analytic spaces into irreducible components and into
regular and singular parts. The notions of dimension, of Zariski topology and of
holomorphic maps can be extended to analytic spaces. The precise definition uses
the local ring of holomorphic functions, see [79, 105]. An analytic space is normal
if the local ring of holomorphic functions at every point is integrally closed. This
is equivalent to the fact that for U open in Z holomorphic functions on reg(Z)∩U
which are bounded near sing(Z)∩U , are holomorphic on U . In particular, normal
analytic spaces are locally irreducible. A holomorphic map f : Z1 → Z2 between
complex spaces is a continuous map which induces morphisms from local rings of
holomorphic functions on Z2 to the ones on Z1. The notions of ramified covering,
of multiplicity and of open maps can be extended to normal analytic spaces. We
have the following useful result where Z˜ is called normalization of Z.
Theorem A.1.4. Let Z be an analytic space. Then there is a unique, up to
a bi-holomorphic map, normal analytic space Z˜ and a finite holomorphic map
π : Z˜ → Z such that
1. π−1(reg(Z)) is a dense Zariski open set of Z˜ and π defines a bi-holomorphic
map between π−1(reg(Z)) and reg(Z);
2. If τ : Z ′ → Z is a holomorphic map between analytic spaces, then there is
a unique holomorphic map h : Z ′ → Z˜ satisfying π ◦ h = τ .
In particular, holomorphic self-maps of Z can be lifted to holomorphic self-maps
of Z˜.
Example A.1.5. Let π : C → C2 be the holomorphic map given by π(t) =
(t2, t3). This map defines a normalization of the analytic curve {z31 = z22} in C2
which is singular at 0. The normalization of the analytic set {z1 = 0}∪{z31 = z22}
is the union of two disjoint complex lines. The normalization of a complex curve
(an analytic set of pure dimension 1) is always smooth.
The following desingularization theorem, due to Hironaka, is very useful.
Theorem A.1.6. Let Z be an analytic space. Then there is a smooth manifold
Ẑ, possibly reducible, and a holomorphic map π : Ẑ → Z such that π−1(reg(Z))
118 APPENDIX A. CURRENTS AND PLURIPOTENTIAL THEORY
is a dense Zariski open set of Ẑ and π defines a bi-holomorphic map between
π−1(reg(Z)) and reg(Z).
When Z is an analytic subset of a manifold X , then one can obtain a map π :
X̂ → X using a sequence of blow-ups along the singularities of Z. The manifold
Ẑ is the strict transform of Z by π. The difference with the normalization of Z
is that we do not have the second property in Theorem A.1.4 but Ẑ is smooth.
Exercise A.1.1. Let X be a compact Ka¨hler manifold of dimension k. Show
that the Betti number bl, i.e. the dimension of H
l(X,R), is even if l is odd and
does not vanish if l is even.
Exercise A.1.2. Let Grass(l, k) denote the Grassmannian, i.e. the set of linear
subspaces of dimension l of Ck. Show that Grass(l, k) admits a natural structure
of a projective manifold.
Exercise A.1.3. Let X be a compact complex manifold of dimension ≥ 2 and
π : X̂ ×X → X × X the blow-up of X × X along the diagonal ∆. Let Π1,Π2
denote the natural projections from X̂ ×X onto the two factors X of X × X.
Show that Π1,Π2 and their restrictions to π
−1(∆) are submersions.
Exercise A.1.4. Let E be a finite or countable union of proper analytic subsets
of a connected manifold X. Show that X \E is connected and dense in X for the
usual topology.
Exercise A.1.5. Let τ : X1 → X2 be a ramified covering of degree n. Let ϕ be a
function on X1. Define
τ∗(ϕ)(z) :=
∑
w∈τ−1(z)
ϕ(w),
where the points in τ−1(z) are counted with multiplicity. If ϕ is upper semi-
continuous or continuous, show that τ∗(ϕ) is upper semi-continuous or continuous
respectively. Show that the result still holds for a general open map τ between
manifolds of the same dimension if ϕ has compact support in X1.
A.2 Positive currents and p.s.h. functions
In this paragraph, we introduce positive forms, positive currents and plurisubhar-
monic functions on complex manifolds. The concept of positivity and the notion
of plurisubharmonic functions are due to Lelong and Oka. The theory has many
applications in complex algebraic geometry and in dynamics.
Let X be a complex manifold of dimension k and ω a Hermitian (1, 1)-form
on X which is positive definite at every point. Recall that a current S on X ,
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of degree l and of dimension 2k − l, is a continuous linear form on the space
D2k−l(X) of smooth (2k − l)-forms with compact support in X . Its value on a
(2k− l)-form ϕ ∈ D2k−l(X) is denoted by S(ϕ) or more frequently by 〈S, ϕ〉. On
a chart, S corresponds to a continuous linear form acting on the coefficients of ϕ.
So, it can be represented as an l-form with distribution coefficients. A sequence
(Sn) of l-currents converges to an l-current S if for every ϕ ∈ D2k−l(X), 〈Sn, ϕ〉
converge to 〈S, ϕ〉. The conjugate of S is the l-current S defined by
〈S, ϕ〉 := 〈S, ϕ〉,
for ϕ ∈ D2k−l(X). The current S is real if and only if S = S.
The support of S is the smallest closed subset supp(S) ofX such that 〈S, ϕ〉 =
0 when ϕ is supported on X \ supp(S). The current S extends continuously to
the space of smooth forms ϕ such that supp(ϕ) ∩ supp(S) is compact in X . If
X ′ is a complex manifold of dimension k′ with 2k′ ≥ 2k − l, and if τ : X → X ′
is a holomorphic map which is proper on the support of S, we can define the
push-forward τ∗(S) of S by τ . This is a current τ∗(S) of the same dimension than
S, i.e. of degree 2k′ − 2k + l, which is supported on τ(supp(S)), it satisfies
〈τ∗(S), ϕ〉 := 〈S, τ ∗(ϕ)〉
for ϕ ∈ D2k−l(X ′). If X ′ is a complex manifold of dimension k′ ≥ k and if
τ : X ′ → X is a submersion, we can define the pull-back τ ∗(S) of S by τ . This is
an l-current supported on τ−1(supp(S)), it satisfies
〈τ ∗(S), ϕ〉 := 〈S, τ∗(ϕ)〉
for ϕ ∈ D2k′−l(X ′). Indeed, since τ is a submersion, the current τ∗(ϕ) is in fact
a smooth form with compact support in X ; it is given by an integral of ϕ on the
fibers of τ .
Any smooth differential l-form ψ on X defines a current: it defines the con-
tinuous linear form ϕ 7→ ∫
X
ψ ∧ ϕ on ϕ ∈ D2k−l(X). So, currents extend the
notion of differential forms. The operators d, ∂, ∂ on differential forms extend to
currents. For example, we have that dS is an (l + 1)-current defined by
〈dS, ϕ〉 := (−1)l〈S, dϕ〉
for ϕ ∈ D2k−l−1(X). One easily check that when S is a smooth form, the above
identity is a consequence of the Stokes’ formula. We say that S is of bidegree
(p, q) and of bidimension (k− p, k− q) if it vanishes on forms of bidegree (r, s) 6=
(k − p, k − q). The conjugate of a (p, q)-current is of bidegree (q, p). So, if such
a current is real, we have necessarily p = q. Note that the push-forward and
the pull-back by holomorphic maps commute with the above operators. They
preserve real currents; the push-forward preserves the bidimension and the pull-
back preserves the bidegree.
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There are three notions of positivity which coincide for the bidegrees (0, 0),
(1, 1), (k− 1, k− 1) and (k, k). Here, we only use two of them. They are dual to
each other. A (p, p)-form ϕ is (strongly) positive if at each point, it is equal to a
combination with positive coefficients of forms of type
(
√−1α1 ∧ α1) ∧ . . . ∧ (
√−1αp ∧ αp),
where αi are (1, 0)-forms. Any (p, p)-form can be written as a finite combination
of positive (p, p)-forms. For example, in local coordinates z, a (1, 1)-form ω is
written as
ω =
k∑
i,j=1
αij
√−1dzi ∧ dzj,
where αij are functions. This form is positive if and only if the matrix (αij)
is positive semi-definite at every point. In local coordinates z, the (1, 1)-form
ddc‖z‖2 is positive. One can write dz1 ∧ dz2 as a combination of dz1 ∧ dz1,
dz2 ∧ dz2, d(z1 ± z2) ∧ d(z1 ± z2) and d(z1 ±
√−1z2) ∧ d(z1 ±
√−1z2). Hence,
positive forms generate the space of (p, p)-forms.
A (p, p)-current S is weakly positive if for every smooth positive (k−p, k−p)-
form ϕ, S ∧ ϕ is a positive measure and is positive if S ∧ ϕ is a positive measure
for every smooth weakly positive (k − p, k − p)-form ϕ. Positivity implies weak
positivity. These properties are preserved under pull-back by holomorphic sub-
mersions and push-forward by proper holomorphic maps. Positive and weakly
positive forms and currents are real. One can consider positive and weakly posi-
tive (p, p)-forms as sections of some bundles of salient convex closed cones which
are contained in the real part of the vector bundle
∧pΩ1,0 ⊗∧p Ω0,1.
The wedge-product of a positive current with a positive form is positive.
The wedge-product of a weakly positive current with a positive form is weakly
positive. Wedge-products of weakly positive forms or currents are not always
weakly positive. For real (p, p)-currents or forms S, S ′, we will write S ≥ S ′ and
S ′ ≤ S if S − S ′ is positive. A current S is negative if −S is positive. A (p, p)-
current or form S is strictly positive if in local coordinates z, there is a constant
ǫ > 0 such that S ≥ ǫ(ddc‖z‖2)p. Equivalently, S is strictly positive if we have
locally S ≥ ǫωp with ǫ > 0.
Example A.2.1. Let Y be an analytic set of pure codimension p of X . Using
the local description of Y near a singularity in Theorem A.1.3 and Wirtinger’s
theorem A.1.2, one can prove that the 2(k−p)-dimensional volume of Y is locally
finite in X . This allows to define the following (p, p)-current [Y ] by
〈[Y ], ϕ〉 :=
∫
reg(Y )
ϕ
for ϕ in Dk−p,k−p(X), the space of smooth (k − p, k − p)-forms with compact
support in X . Lelong proved that this current is positive and closed [30, 96].
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If S is a (weakly) positive (p, p)-current, it is of order 0, i.e. it extends
continuously to the space of continuous forms with compact support in X . In
other words, on a chart of X , the current S corresponds to a differential form
with measure coefficients. We define the mass of X on a Borel set K by
‖S‖K :=
∫
K
S ∧ ωk−p.
When K is relatively compact in X , we obtain an equivalent norm if we change
the Hermitian metric on X . This is a consequence of the property we mentioned
above, which says that S takes values in salient convex closed cones. Note that
the previous mass-norm is just defined by an integral, which is easier to compute
or to estimate than the usual mass for currents on real manifolds.
Positivity implies an important compactness property. As for positive mea-
sures, any family of positive (p, p)-currents with locally uniformly bounded mass,
is relatively compact in the cone of positive (p, p)-currents. For the current [Y ]
in Example A.2.1, by Wirtinger’s theorem, the mass on K is equal to (k − p)!
times the volume of Y ∩K with respect to the considered Hermitian metric. If
S is a negative (p, p)-current, its mass is defined by
‖S‖K := −
∫
K
S ∧ ωk−p.
The following result is the complex version of the classical support theorem in
the real setting, [4, 83, 64].
Proposition A.2.2. Let S be a (p, p)-current supported on a smooth complex
submanifold Y of X. Let τ : Y → X denote the inclusion map. Assume that S
is C-normal, i.e. S and ddcS are of order 0. Then, S is a current on Y . More
precisely, there is a C-normal (p, p)-current S ′ on Y such that S = τ∗(S ′). If S
is positive closed and Y is of dimension k − p, then S is equal to a combination
with positive coefficients of currents of integration on components of Y .
The last property holds also when Y is a singular analytic set. Proposition
A.2.2 applies to positive closed (p, p)-currents which play an important role in
complex geometry and dynamics. These currents generalize analytic sets of di-
mension k − p, as we have seen in Example A.2.1. They have no mass on Borel
sets of 2(k − p)-dimensional Hausdorff measure 0. The proposition is used in
order to develop a calculus on potentials of closed currents.
We introduce now the notion of Lelong number for such currents which gen-
eralizes the notion of multiplicity for analytic sets. Let S be a positive closed
(p, p)-current on X . Consider local coordinates z on a chart U of X and the
local Ka¨hler form ddc‖z‖2. Let Ba(r) denote the ball of center a and of radius r
contained in U . Then, S ∧ (ddc‖z‖2)k−p is a positive measure on U . Define for
a ∈ U
ν(S, a, r) :=
‖S ∧ (ddc‖z‖2)k−p‖Ba(r)
πk−pr2(k−p)
.
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Note that πk−pr2(k−p) is (k−p)! times the volume of a ball in Ck−p of radius r, i.e.
the mass of the current associated to this ball. When r decreases to 0, ν(S, a, r)
is decreasing and the Lelong number of S at a is the limit
ν(S, a) := lim
r→0
ν(S, a, r).
It does not depend on the coordinates. So, we can define the Lelong number
for currents on any manifold. Note that ν(S, a) is also the mass of the measure
S ∧ (ddc log ‖z− a‖)k−p at a. We will discuss the wedge-product (intersection) of
currents in the next paragraph.
If S is the current of integration on an analytic set Y , by Thie’s theorem,
ν(S, a) is equal to the multiplicity of Y at a which is an integer. This implies the
following Lelong’s inequality: the Euclidean 2(k−p)-dimensional volume of Y in
a ball Ba(r) centered at a point a ∈ Y , is at least equal to 1(k−p)!πk−pr2(k−p), the
volume in Ba(r) of a (k − p)-dimensional linear space passing through a.
Positive closed currents generalize analytic sets but they are much more flex-
ible. A remarkable fact is that the use of positive closed currents allows to con-
struct analytic sets. The following theorem of Siu [118] is a beautiful application
of the complex L2 method.
Theorem A.2.3. Let S be a positive closed (p, p)-current on X. Then, for
c > 0, the level set {ν(S, a) ≥ c} of the Lelong number is an analytic set of X,
of dimension ≤ k − p. Moreover, there is a unique decomposition S = S1 + S2
where S1 is a locally finite combination, with positive coefficients, of currents of
integration on analytic sets of codimension p and S2 is a positive closed (p, p)-
current such that {ν(S2, z) > 0} is a finite or countable union of analytic sets of
dimension ≤ k − p− 1.
Calculus on currents is often delicate. However, the theory is well developped
for positive closed (1, 1)-currents thanks to the use of plurisubharmonic functions.
Note that positive closed (1, 1)-currents correspond to hypersurfaces (analytic sets
of pure codimension 1) in complex geometry and working with (p, p)-currents, as
with higher codimension analytic sets, is more difficult.
An upper semi-continuous function u : X → R ∪ {−∞}, not identically −∞
on any component ofX , is plurisubharmonic (p.s.h. for short) if it is subharmonic
or identically −∞ on any holomorphic disc in X . Recall that a holomorphic disc
in X is a holomorphic map τ : ∆→ X where ∆ is the unit disc in C. One often
identifies this holomorphic disc with its image τ(∆). If u is p.s.h., then u ◦ τ is
subharmonic or identically −∞ on ∆. As for subharmonic functions, we have the
submean inequality: in local coordinates, the value at a of a p.s.h. function is
smaller or equal to the average of the function on a sphere centered at a. Indeed,
this average increases with the radius of the sphere. The submean inequality
implies the maximum principle: if a p.s.h. function on a connected manifold
X has a local maximum, it is constant. The semi-continuity implies that p.s.h.
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functions are locally bounded from above. A function v is pluriharmonic if v
and −v are p.s.h. Pluriharmonic functions are locally real parts of holomorphic
functions, in particular, they are real analytic. The following proposition is of
constant use.
Proposition A.2.4. A function u : X → R ∪ {−∞} is p.s.h. if and only if the
following conditions are satisfied
1. u is strongly upper semi-continuous, that is, for any subset A of full Lebesgue
measure in X and for any point a in X, we have u(a) = lim sup u(z) when
z → a and z ∈ A.
2. u is locally integrable with respect to the Lebesgue measure on X and ddcu
is a positive closed (1, 1)-current.
Conversely, any positive closed (1, 1)-current can be locally written as ddcu
where u is a (local) p.s.h. function. This function is called a local potential
of the current. Two local potentials differ by a pluriharmonic function. So,
there is almost a correspondence between positive closed (1, 1)-currents and p.s.h.
functions. We say that u is strictly p.s.h. if ddcu is strictly positive. The p.s.h.
functions are defined at every point; this is a crucial property in pluripotential
theory. Other important properties of this class of functions are some strong
compactness properties that we state below.
If S is a positive closed (p, p)-current, one can write locally S = ddcU with
U a (p − 1, p − 1)-current. We can choose the potential U negative with good
estimates on the mass but the difference of two potentials may be very singular.
The use of potentials U is much more delicate than in the bidegree (1, 1) case.
We state here a useful local estimate, see e.g. [42].
Proposition A.2.5. Let V be convex open domain in Ck and W an open set
with W ⋐ V . Let S be a positive closed (p, p)-current on V . Then there is a
negative L1 form U of bidegree (p − 1, p − 1) on W such that ddcU = S and
‖U‖L1(W ) ≤ c‖S‖V where c > 0 is a constant independent of S. Moreover,
U depends continuously on S, where the continuity is with respect to the weak
topology on S and the L1(W ) topology on U .
Note that when p = 1, U is equal almost everywhere to a p.s.h. function u
such that ddcu = S.
Example A.2.6. Let f be a holomorphic function on X not identically 0 on
any component of X . Then, log |f | is a p.s.h. function and we have ddc log |f | =∑
ni[Zi] where Zi are irreducible components of the hypersurface {f = 0} and ni
their multiplicities. The last equation is called Poincare´-Lelong equation. Locally,
the ideal of holomorphic functions vanishing on Zi is generated by a holomorphic
function gi and f is equal to the product of
∏
gnii with a non-vanishing holomor-
phic function. In some sense, log |f | is one of the most singular p.s.h. functions.
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If X is a ball, the convex set generated by such functions is dense in the cone of
p.s.h. functions [85, 79] for the L1loc topology. If f1, . . . , fn are holomorphic on
X , not identically 0 on a component of X , then log(|f1|2 + · · ·+ |fn|2) is also a
p.s.h. function.
The following proposition is useful in constructing p.s.h. functions.
Proposition A.2.7. Let χ be a function defined on (R∪{−∞})n with values in
R ∪ {−∞}, not identically −∞, which is convex in all variables and increasing
in each variable. Let u1, . . . , un be p.s.h. functions on X. Then χ(u1, . . . , un) is
p.s.h. In particular, the function max(u1, . . . , un) is p.s.h.
We call complete pluripolar set the pole set {u = −∞} of a p.s.h. function
and pluripolar set a subset of a complete pluripolar one. Pluripolar sets are of
Hausdorff dimension ≤ 2k − 2, in particular, they have zero Lebesgue measure.
Finite and countable unions of (locally) pluripolar sets are (locally) pluripolar. In
particular, finite and countable unions of analytic subsets are locally pluripolar.
Proposition A.2.8. Let E be a closed pluripolar set in X and u a p.s.h. function
on X \ E, locally bounded above near E. Then the extension of u to X given by
u(z) := lim sup
w→z
w∈X\E
u(w) for z ∈ E,
is a p.s.h. function.
The following result describes compactness properties of p.s.h. functions, see
[85].
Proposition A.2.9. Let (un) be a sequence of p.s.h. functions on X, locally
bounded from above. Then either it converges locally uniformly to −∞ on a
component of X or there is a subsequence (uni) which converges in L
p
loc(X) to
a p.s.h. function u for every p with 1 ≤ p < ∞. In the second case, we have
lim sup uni ≤ u with equality outside a pluripolar set. Moreover, if K is a compact
subset of X and if h is a continuous function on K such that u < h on K, then
uni < h on K for i large enough.
The last assertion is the classical Hartogs’ lemma. It suggests the following
notion of convergence introduced in [53]. Let (un) be a sequence of p.s.h. func-
tions converging to a p.s.h. function u in L1loc(X). We say that the sequence (un)
converges in the Hartogs’ sense or is H-convergent if for any compact subset K
of X there are constants cn converging to 0 such that un + cn ≥ u on K. In this
case, Hartogs’ lemma implies that un converge pointwise to u. If (un) decreases
to a function u, not identically −∞, then u is p.s.h. and (un) converges in the
Hartogs’ sense. The following result is useful in the calculus with p.s.h. functions.
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Proposition A.2.10. Let u be a p.s.h. function on an open subset D of Ck. Let
D′ ⋐ D be an open set. Then, there is a sequence of smooth p.s.h. functions un
on D′ which decreases to u.
The functions un can be obtained as the standard convolution of u with some
radial function ρn on C
k. The submean inequality for u allows to choose ρn so
that un decrease to u.
The following result, see [86], may be considered as the strongest compactness
property for p.s.h. functions. The proof can be reduced to the one dimensional
case by slicing.
Theorem A.2.11. Let F be a family of p.s.h. functions on X which is bounded
in L1loc(X). Let K be a compact subset of X. Then there are constants α > 0
and A > 0 such that
‖e−αu‖L1(K) ≤ A
for every function u in F .
P.s.h. functions are in general unbounded. However, the last result shows that
such functions are nearly bounded. The above family F is uniformly bounded
from above on K. So, we also have the estimate
‖eα|u|‖L1(K) ≤ A
for u in F and for some (other) constants α,A. More precise estimates can be
obtained in terms of the maximal Lelong number of ddcu in a neighbourhood of
K.
Define the Lelong number ν(u, a) of u at a as the Lelong number of ddcu at a.
The following result describes the relation with the singularity of p.s.h. functions
near a pole. We fix here a local coordinate system for X .
Proposition A.2.12. The Lelong number ν(u, a) is the supremum of the number
ν such that the inequality u(z) ≤ ν log ‖z − a‖ holds in a neighbourhood of a.
If S is a positive closed (p, p)-current, the Lelong number ν(S, a) can be
computed as the mass at a of the measure S∧ (ddc log ‖z−a‖)k−p. This property
allows to prove the following result, due to Demailly [30], which is useful in
dynamics.
Proposition A.2.13. Let τ : (Ck, 0)→ (Ck, 0) be a germ of an open holomorphic
map with τ(0) = 0. Let d denote the multiplicity of τ at 0. Let S be a positive
closed (p, p)-current on a neighbourhood of 0. Then, the Lelong number of τ∗(S)
at 0 satisfies the inequalities
ν(S, 0) ≤ ν(τ∗(S), 0) ≤ dk−pν(S, 0).
In particular, we have ν(τ∗(S), 0) = 0 if and only if ν(S, 0) = 0.
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Assume now that X is a compact Ka¨hler manifold and ω is a Ka¨hler form on
X . If S is a ddc-closed (p, p)-current, we can, using the ddc-lemma, define a linear
form on Hk−p,k−p(X,C) by [α] 7→ 〈S, α〉. Therefore, the Poincare´ duality implies
that S is canonically associated to a class [S] in Hp,p(X,C). If S is real then [S]
is in Hp,p(X,R). If S is positive, its mass 〈S, ωk−p〉 depends only on the class [S].
So, the mass of positive ddc-closed currents can be computed cohomologically. In
Pk, the mass of ωpFS is 1 since ω
k
FS is a probability measure. If H is a subspace of
codimension p of Pk, then the current associated to H is of mass 1 and it belongs
to the class [ωpFS]. If Y is an analytic set of pure codimension p of P
k, the degree
deg(Y ) of Y is by definition the number of points in its intersection with a generic
projective space of dimension p. One can check that the cohomology class of Y
is deg(Y )[ωpFS]. The volume of Y , obtained using Wirtinger’s theorem A.1.2, is
equal to 1
p!
deg(Y ).
Exercise A.2.1. With the notation of Exercise A.1.5, show that τ∗(ϕ) is p.s.h.
if ϕ is p.s.h.
Exercise A.2.2. Using that ν(S, a, r) is decreasing, show that if (Sn) is a se-
quence of positive closed (p, p)-currents on X converging to a current S and (an)
is a sequence in X converging to a, then lim sup ν(Sn, an) ≤ ν(S, a).
Exercise A.2.3. Let S and S ′ be positive closed (1, 1)-currents such that S ′ ≤ S.
Assume that the local potentials of S are bounded or continuous. Show that the
local potentials of S ′ are also bounded or continuous.
Exercise A.2.4. Let F be an L1loc bounded family of p.s.h. functions on X. Let
K be a compact subset of X. Show that F is locally bounded from above and that
there is c > 0 such that ‖ddcu‖K ≤ c for every u ∈ F . Prove that there is a
constant ν > 0 such that ν(u, a) ≤ ν for u ∈ F and a ∈ K.
Exercise A.2.5. Let Yi, 1 ≤ i ≤ m, be analytic sets of pure codimension pi
in Pk. Assume p1 + · · · + pm ≤ k. Show that the intersection of the Yi’s is a
non-empty analytic set of dimension ≥ k − p1 − · · · − pm.
A.3 Intersection, pull-back and slicing
We have seen that positive closed currents generalize differential forms and an-
alytic sets. However, it is not always possible to extend the calculus on forms
or on analytic sets to currents. We will give here some results which show how
positive closed currents are flexible and how they are rigid.
The theory of intersection is much more developed in bidegree (1, 1) thanks
to the use of their potentials which are p.s.h. functions. The case of continuous
potentials was considered by Chern-Levine-Nirenberg [28]. Bedford-Taylor [8]
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developed a nice theory when the potentials are locally bounded. The case of
unbounded potentials was considered by Demailly [29] and Fornæss-Sibony [70,
115]. We have the following general definition.
Let S be a positive closed (p, p)-current on X with p ≤ k − 1. If ω is a fixed
Hermitian form on X as above, then S∧ωk−p is a positive measure which is called
the trace measure of S. In local coordinates, the coefficients of S are measures,
bounded by a constant times the trace measure. Now, if u is a p.s.h function on
X , locally integrable with respect to the trace measure of S, then uS is a current
on X and we can define
ddcu ∧ S := ddc(uS).
Since u can be locally approximated by decreasing sequences of smooth p.s.h.
functions, it is easy to check that the previous intersection is a positive closed
(p+1, p+1)-current with support contained in supp(S). When u is pluriharmonic,
ddcu ∧ S vanishes identically. So, the intersection depends only on ddcu and on
S. If R is a positive closed (1, 1)-current on X , one defines R ∧ S as above using
local potentials of R. In general, ddcu ∧ S does not depend continuously on u
and S. The following proposition is a consequence of Hartogs’ lemma.
Proposition A.3.1. Let u(n) be p.s.h. functions on X which converge in the
Hartogs’ sense to a p.s.h. function u. If u is locally integrable with respect to the
trace measure of S, then ddcu(n) ∧ S are well-defined and converge to ddcu ∧ S.
If u is continuous and Sn are positive closed (1, 1)-currents converging to S, then
ddcu(n) ∧ Sn converge to ddcu ∧ S.
If u1, . . . , uq, with q ≤ k − p, are p.s.h. functions, we can define by induction
the wedge-product
ddcu1 ∧ . . . ∧ ddcuq ∧ S
when some integrability conditions are satisfied, for example when the ui are
locally bounded. In particular, if u
(n)
j , 1 ≤ j ≤ q, are continuous p.s.h. functions
converging locally uniformly to continuous p.s.h. functions uj and if Sn are
positive closed converging to S, then
ddcu
(n)
1 ∧ . . . ∧ ddcu(n)q ∧ Sn → ddcu1 ∧ . . . ∧ ddcuq ∧ S
The following version of the Chern-Levine-Nirenberg inequality is a very useful
result [28, 30].
Theorem A.3.2. Let S be a positive closed (p, p)-current on X. Let u1, . . . , uq,
q ≤ k − p, be locally bounded p.s.h. functions on X and K a compact subset of
X. Then there is a constant c > 0 depending only on K and X such that if v is
p.s.h. on X then
‖vddcu1 ∧ . . . ∧ ddcuq ∧ S‖K ≤ c‖v‖L1(σS )‖u1‖L∞(X) . . . ‖uq‖L∞(X),
where σS denotes the trace measure of S.
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This inequality implies that p.s.h. functions are integrable with respect to
the current ddcu1 ∧ . . . ∧ ddcuq. We deduce the following corollary.
Corollary A.3.3. Let u1, . . . , up, p ≤ k, be locally bounded p.s.h. functions on
X. Then, the current ddcu1 ∧ . . . ∧ ddcup has no mass on locally pluripolar sets,
in particular on proper analytic sets of X.
We give now two other regularity properties of the wedge-product of currents
with Ho¨lder continuous local potentials.
Proposition A.3.4. Let S be a positive closed (p, p)-current on X and q a pos-
itive integer such that q ≤ k − p. Let ui be Ho¨lder continuous p.s.h. functions
of Ho¨lder exponents αi with 0 < αi ≤ 1 and 1 ≤ i ≤ q. Then, the current
ddcu1 ∧ . . . ∧ ddcuq ∧ S has no mass on Borel sets with Hausdorff dimension less
than or equal to 2(k − p− q) + α1 + · · ·+ αq.
The proof of this result is given in [116]. It is based on a mass estimate on a
ball in term of the radius which is a consequence of the Chern-Levine-Nirenberg
inequality.
We say that a positive measure ν in X is locally moderate if for any compact
subset K of X and any compact family F of p.s.h. functions in a neighbourhood
of K, there are positive constants α and c such that∫
K
e−αudν ≤ c
for u in F . This notion was introduced in [46]. We say that a positive current
is locally moderate if its trace measure is locally moderate. The following result
was obtained in [43].
Theorem A.3.5. Let S be a positive closed (p, p)-current on X and u a p.s.h.
function on X. Assume that S is locally moderate and u is Ho¨lder continuous.
Then the current ddcu ∧ S is locally moderate. In particular, wedge-products of
positive closed (1, 1)-currents with Ho¨lder continuous local potentials are locally
moderate.
Theorem A.2.11 implies that a measure defined by a smooth form is locally
moderate. Theorem A.3.5 implies, by induction, that ddcu1 ∧ . . . ∧ ddcup is lo-
cally moderate when the p.s.h. functions uj are Ho¨lder continuous. So, using
p.s.h. functions as test functions, the previous currents satisfy similar estimates
as smooth forms do. One may also consider that Theorem A.3.5 strengthens
A.2.11 and gives a strong compactness property for p.s.h. functions. The esti-
mate has many consequences in complex dynamics.
The proof of Theorem A.3.5 is based on a mass estimate of ddcu ∧ S on
the sub-level set {v < −M} of a p.s.h function v. Some estimates are easily
obtained for u continuous using the Chern-Levine-Nirenberg inequality or for u
of class C 2. The case of Ho¨lder continuous function uses arguments close to the
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interpolation between the Banach spaces C 0 and C 2. However, the non-linearity
of the estimate and the positivity of currents make the problem more subtle.
We discuss now the pull-back of currents by holomorphic maps which are not
submersions. The problem can be considered as a particular case of the general
intersection theory, but we will not discuss this point here. The following result
was obtained in [51].
Theorem A.3.6. Let τ : X ′ → X be an open holomorphic map between complex
manifolds of the same dimension. Then the pull-back operator τ ∗ on smooth
positive closed (p, p)-form can be extended in a canonical way to a continuous
operator on positive closed (p, p)-currents S on X. If S has no mass on a Borel
set K ⊂ X, then τ ∗(S) has no mass on τ−1(K). The result also holds for negative
currents S such that ddcS is positive.
By canonical way, we mean that the extension is functorial. More precisely,
one can locally approximate S by a sequence of smooth positive closed forms.
The pull-back of these forms converge to some positive closed (p, p)-current which
does not depend on the chosen sequence of forms. This limit defines the pull-back
current τ ∗(S). The result still holds when X ′ is singular. In the case of bidegree
(1, 1), we have the following result due to Me´o [99].
Proposition A.3.7. Let τ : X ′ → X be a holomorphic map between complex
manifolds. Assume that τ is dominant, that is, the image of τ contains an open
subset of X. Then the pull-back operator τ ∗ on smooth positive closed (1, 1)-form
can be extended in a canonical way to a continuous operator on positive closed
(1, 1)-currents S on X.
Indeed, locally we can write S = ddcu with u p.s.h. The current τ ∗(S) is then
defined by τ ∗(S) := ddc(u◦τ). One can check that the definition does not depend
on the choice of u.
The remaining part of this paragraph deals with the slicing of currents. We
only consider a situation used in this course. Let π : X → V be a dominant
holomorphic map from X to a manifold V of dimension l and S a current on
X . Slicing theory allows to define the slice 〈S, π, θ〉 of some currents S on X
by the fiber π−1(θ). Slicing theory generalizes the restriction of forms to fibers.
One can also consider it as a generalization of Sard’s and Fubini’s theorems for
currents or as a special case of intersection theory: the slice 〈S, π, θ〉 can be seen
as the wedge-product of S with the current of integration on π−1(θ). We can
consider the slicing of C-flat currents, in particular, of (p, p)-currents such that S
and ddcS are of order 0. The operation preserves positivity and commutes with
∂, ∂. If ϕ is a smooth form on X then 〈S ∧ϕ, π, θ〉 = 〈S, π, θ〉 ∧ϕ. Here, we only
consider positive closed (k − l, k − l)-currents S. In this case, the slices 〈S, π, θ〉
are positive measures on X with support in π−1(θ).
Let y denote the coordinates in a chart of V and λV := (dd
c‖y‖2)l the Eu-
clidean volume form associated to y. Let ψ(y) be a positive smooth function
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with compact support such that
∫
ψλV = 1. Define ψǫ(y) := ǫ
−2lψ(ǫ−1y) and
ψθ,ǫ(y) := ψǫ(y − θ). The measures ψθ,ǫλV approximate the Dirac mass at θ. For
every smooth test function Φ on X , we have
〈S, π, θ〉(Φ) = lim
ǫ→0
〈S ∧ π∗(ψθ,ǫλV ),Φ〉
when 〈S, π, θ〉 exists. This property holds for all choice of ψ. Conversely, when
the previous limit exists and is independent of ψ, it defines the measure 〈S, π, θ〉
and we say that 〈S, π, θ〉 is well-defined. The slice 〈S, π, θ〉 is well-defined for θ
out of a set of Lebesgue measure zero in V and the following formula holds for
smooth forms Ω of maximal degree with compact support in V :∫
θ∈V
〈S, π, θ〉(Φ)Ω(θ) = 〈S ∧ π∗(Ω),Φ〉.
We recall the following result which was obtained in [50].
Theorem A.3.8. Let V be a complex manifold of dimension l and let π denote
the canonical projection from Ck × V onto V . Let S be a positive closed current
of bidimension (l, l) on Ck × V , supported on K × V for a given compact subset
K of Ck. Then the slice 〈S, π, θ〉 is well-defined for every θ in V and is a positive
measure whose mass is independent of θ. Moreover, if Φ is a p.s.h. function in
a neighbourhood of supp(S), then the function θ 7→ 〈S, π, θ〉(Φ) is p.s.h.
The mass of 〈S, π, θ〉 is called the slice mass of S. The set of currents S as
above with bounded slice mass is compact for the weak topology on currents. In
particular, their masses are locally uniformly bounded on Ck × V . In general,
the slice 〈S, π, θ〉 does not depend continuously on S nor on θ. The last property
in Theorem A.3.8 shows that the dependence on θ satisfies a semi-continuity
property. More generally, we have that (θ, S) 7→ 〈S, π, θ〉(Φ) is upper semi-
continuous for Φ p.s.h. We deduce easily from the above definition that the slice
mass of S depends continuously on S.
Exercise A.3.1. Let X,X ′ be complex manifolds. Let ν be a positive measure
with compact support on X such that p.s.h. functions on X are ν-integrable.
If u is a p.s.h. function on X × X ′, show that x′ 7→ ∫ u(x, x′)dν(x) is a p.s.h
function on X ′. Show that if ν, ν ′ are positive measures on X,X ′ which are locally
moderate, then ν ⊗ ν ′ is a locally moderate measure on X ×X ′.
Exercise A.3.2. Let S be a positive closed (1, 1)-current on the unit ball of Ck.
Let π : Ĉk → Ck be the blow-up of Ck at 0 and E the exceptional set. Show π∗(S)
is equal to ν[E] + S ′, where ν is the Lelong number of S at 0 and S ′ is a current
without mass on E.
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A.4 Currents on projective spaces
In this paragraph, we will introduce quasi-potentials of currents, the spaces of
d.s.h. functions, DSH currents and the complex Sobolev space which are used as
observables in dynamics. We also introduce PB, PC currents and the notion of
super-potentials which are crucial in the calculus with currents in higher bidegree.
Recall that the Fubini-Study form ωFS on P
k satisfies
∫
Pk
ωkFS = 1. If S is
a positive closed (p, p)-current, the mass of S is given by by ‖S‖ := 〈S, ωk−pFS 〉.
Since Hp,p(Pk,R) is generated by ωpFS, such a current S is cohomologous to cω
p
FS
where c is the mass of S. So, S − cωpFS is exact and the ddc-lemma, which also
holds for currents, implies that there exists a (p− 1, p− 1)-current U , such that
S = cωpFS+ dd
cU . We call U a quasi-potential of S. We have in fact the following
more precise result [53].
Theorem A.4.1. Let S be a positive closed (p, p)-current of mass 1 in Pk. Then,
there is a negative form U such that ddcU = S − ωpFS. For r, s with 1 ≤ r <
k/(k − 1) and 1 ≤ s < 2k/(2k − 1), we have
‖U‖Lr ≤ cr and ‖∇U‖Ls ≤ cs,
where cr, cs are constants independent of S. Moreover, U depends linearly and
continuously on S with respect to the weak topology on the currents S and the Lr
topology on U .
The construction of U uses a kernel constructed in Bost-Gillet-Soule´ [17]. We
call U the Green quasi-potential of S. When p = 1, two quasi-potentials of S
differ by a constant. So, the solution is unique if we require that 〈ωkFS, U〉 = 0. In
this case, we have a bijective and bi-continuous correspondence S ↔ u between
positive closed (1, 1)-currents S and their normalized quasi-potentials u.
By maximum principle, p.s.h. functions on a compact manifold are constant.
However, the interest of p.s.h. functions is their type of local singularities. S.T.
Yau introduced in [130] the useful notion of quasi-p.s.h. functions. A quasi-p.s.h.
function is locally the difference of a p.s.h. function and a smooth one. Several
properties of quasi-p.s.h. functions can be deduced from properties of p.s.h.
functions. If u is a quasi-p.s.h. function on Pk there is a constant c > 0 such that
ddcu ≥ −cωFS. So, ddcu is the difference of a positive closed (1, 1)-current and
a smooth positive closed (1, 1)-form: ddcu = (ddcu + cωFS) − cωFS. Conversely,
if S is a positive closed (1, 1)-current cohomologous to a real (1, 1)-form α, there
is a quasi-p.s.h. function u, unique up to a constant, such that ddcu = S − α.
The following proposition is easily obtained using a convolution on the group of
automorphisms of Pk, see Demailly [30] for analogous results on compact Ka¨hler
manifolds.
Proposition A.4.2. Let u be a quasi-p.s.h. function on Pk such that ddcu ≥
−ωFS. Then, there is a sequence (un) of smooth quasi-p.s.h. functions decreasing
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to u such that ddcun ≥ −ωFS. In particular, if S is a positive closed (1, 1)-current
on Pk, then there are smooth positive closed (1, 1)-forms Sn converging to S.
A subset E of Pk is pluripolar if it is contained in {u = −∞} where u is a quasi-
p.s.h. function. It is complete pluripolar if there is a quasi-p.s.h. function u such
that E = {u = −∞}. It is easy to check that analytic sets are complete pluripolar
and that a countable union of pluripolar sets is pluripolar. The following capacity
is close to a notion of capacity introduced by H. Alexander in [2]. The interesting
point here is that our definition extends to general compact Ka¨hler manifold [48].
We will see that the same idea allows to define the capacity of a current. Let
P1 denote the set of quasi-p.s.h. functions u on Pk such that maxPk u = 0. The
capacity of a Borel set E in Pk is
cap(E) := inf
ϕ∈P1
exp
(
sup
E
u
)
.
The Borel set E is pluripolar if and only if cap(E) = 0. It is not difficult to show
that when the volume of E tends to the volume of Pk then cap(E) tends to 1.
The space of d.s.h. functions (differences of quasi-p.s.h. functions) and the
complex Sobolev space of functions on compact Ka¨hler manifolds were introduced
by the authors in [48, 49]. They satisfy strong compactness properties and are
invariant under the action of holomorphic maps. Using them as test functions,
permits to obtain several results in complex dynamics.
A function on Pk is called d.s.h. if it is equal outside a pluripolar set to
the difference of two quasi-p.s.h. functions. We identify two d.s.h. functions
if they are equal outside a pluripolar set. Let DSH(Pk) denote the space of
d.s.h. functions on Pk. We deduce easily from properties of p.s.h. functions
that DSH(Pk) is contained in Lp(Pk) for 1 ≤ p < ∞. If u is d.s.h. then ddcu
can be written as the difference of two positive closed (1, 1)-currents which are
cohomologous. Conversely, if S± are positive closed (1, 1)-currents of the same
mass, then there is a d.s.h. function u, unique up to a constant, such that
ddcu = S+ − S−.
We introduce several equivalent norms on DSH(Pk). Define
‖u‖DSH := |〈ωkFS, u〉|+min ‖S±‖,
where the minimum is taken over positive closed (1, 1)-currents S± such that
ddcu = S+−S−. The term |〈ωkFS, u〉| may be replaced by ‖u‖Lp with 1 ≤ p <∞;
we then obtain equivalent norms. The space of d.s.h. functions endowed with
the above norm is a Banach space. However, we will use on this space a weaker
topology: we say that a sequence (un) converges to u in DSH(P
k) if un converge to
u in the sense of currents and if (un) is bounded with respect to ‖ · ‖DSH. Under
the last condition on the DSH-norm, the convergence in the sense of currents of
un is equivalent to the convergence in L
p for 1 ≤ p <∞. We have the following
proposition [48].
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Proposition A.4.3. Let u be a d.s.h. function on Pk such that ‖u‖DSH ≤
1. Then there are negative quasi-p.s.h. function u± such that u = u+ − u−,
‖u±‖DSH ≤ c and ddcu± ≥ −cωFS, where c > 0 is a constant independent of u.
A positive measure on Pk is said to be PC 2 if it can be extended to a contin-
uous linear form on DSH(Pk). Here, the continuity is with respect to the weak
topology on d.s.h. functions. A positive measure is PB 3 if quasi-p.s.h. func-
tions are integrable with respect to this measure. PB measures have no mass on
pluripolar sets and d.s.h. functions are integrable with respect to such measures.
PC measures are always PB. Let µ be a non-zero PB positive measure on X .
Define
‖u‖µ := |〈µ, u〉|+min ‖S±‖,
with S± as above. We have the following useful property [48].
Proposition A.4.4. The semi-norm ‖ · ‖µ is in fact a norm on DSH(Pk) which
is equivalent to ‖ · ‖DSH.
One can extend the above notions to currents but the definitions are slightly
different. Let DSHp(Pk) denote the space generated by negative (p, p)-currents
Φ such that ddcΦ is the difference of two positive closed (p + 1, p + 1)-currents.
A DSH (p, p)-current, i.e. a current in DSHp(Pk), is not an L1 form in general.
Define the ‖Φ‖DSH-norm of a negative current Φ in DSHp(Pk) by
‖Φ‖DSH := ‖Φ‖ +min ‖Ω±‖,
where Ω± are positive closed such that ddcΦ = Ω+ − Ω−. For a general Φ in
DSHp(Pk) define
‖Φ‖DSH := min(‖Φ+‖DSH + ‖Φ−‖DSH),
where Φ± are negative currents in DSHp(X) such that Φ = Φ+ − Φ−. We also
consider on this space the weak topology: a sequence (Φn) converges to Φ in
DSHp(Pk) if it converges to Φ in the sense of currents and if (‖Φn‖DSH) is bounded.
Using a convolution on the group of automorphisms of Pk, we can show that
smooth forms are dense in DSHp(Pk).
A positive closed (p, p)-current S is called PB if there is a constant c > 0
such that |〈S,Φ〉| ≤ c‖Φ‖DSH for any real smooth (k − p, k − p)-form Φ. The
current S is PC if it can be extended to a linear continuous form on DSHk−p(Pk).
The continuity is with respect to the weak topology we consider on DSHk−p(Pk).
PC currents are PB. We will see that these notions correspond to currents with
bounded or continuous super-potentials. As a consequence of Theorem A.3.6, we
have the following useful result.
2In dimension 1, the measure is PC if and only if its local Potentials are Continuous.
3In dimension 1, the measure is PB if and only if its local Potentials are Bounded.
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Proposition A.4.5. Let f : Pk → Pk be a holomorphic surjective map. Then,
the operator f ∗ on smooth forms has a continuous extension f ∗ : DSHp(Pk) →
DSHp(Pk). If S is a current on DSHp(Pk) with no mass on a Borel set A, then
f ∗(S) has no mass on f−1(A).
Another useful functional space is the complex Sobolev space W ∗(Pk). Its
definition uses the complex structure of Pk. In dimension one, W ∗(P1) coincides
with the Sobolev space W 1,2(P1) of real-valued functions in L2 with gradient in
L2. In higher dimension, W ∗(Pk) is the space of functions u in W 1,2(Pk) such
that i∂u ∧ ∂u is bounded by a positive closed (1, 1)-current Θ. We define
‖u‖W ∗ := |〈ωkFS, u〉|+min ‖Θ‖1/2
with Θ as above, see [49, 124]. By Sobolev-Poincare´ inequality, the term |〈ωkFS, u〉|
may be replaced by ‖u‖L1 or ‖u‖L2; we then obtain equivalent norms. The weak
topology on W ∗(Pk) is defined as in the case of d.s.h. functions: a sequence (un)
converges in W ∗(Pk) to a function u if it converges to u in the sense of currents
and if (‖un‖W ∗) is bounded. A positive measure µ is WPC if it can be extended
to a linear continuous form on W ∗(Pk). If u is a strictly negative quasi-p.s.h.
function, one can prove that log(−u) is in W ∗(Pk). This allows to show that
WPC measures have no mass on pluripolar sets.
In the rest of the paragraph, we will introduce the notion of super-potentials
associated to positive closed (p, p)-currents. They are canonical functions defined
on an infinite dimensional spaces and are, in some sense, quasi-p.s.h. functions
there. Super-potentials were introduced by the authors in order to replace or-
dinary quasi-p.s.h. functions which are used as quasi-potentials for currents of
bidegree (1, 1). The theory is satisfactory in the case of projective spaces [53]
and can be easily extended to homogeneous manifolds.
Let Ck−p+1(Pk) denote the convex set of positive closed currents of bidegree
(k − p + 1, k − p + 1) and of mass 1, i.e. currents cohomologous to ωk−p+1FS . Let
S be a positive closed (p, p)-current on Pk. We assume for simplicity that S is of
mass 1; the general case can be deduced by linearity. The super-potential4 US of
S is a function on Ck−p+1(Pk) with values in R ∪ {−∞}. Let R be a current in
Ck−p+1(Pk) and UR a potential of R − ωk−p+1FS . Subtracting from UR a constant
times ωk−pFS allows to have 〈UR, ωpFS〉 = 0. We say that UR is a quasi-potential of
mean 0 of R. Formally, i.e. in the case where R and UR are smooth, the value of
US at R is defined by
US(R) := 〈S, UR〉.
One easily check using Stokes’ formula that formally if US is a quasi-potential
of mean 0 of S, then US(R) = 〈US, R〉. Therefore, the previous definition does
not depend on the choice of UR or US. By definition, we have US(ω
k−p+1
FS ) = 0.
4The super-potential we consider here corresponds to the super-potential of mean 0 in [53].
The other super-potentials differ from US by constants.
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Observe also that when S is smooth, the above definition makes sense for every
R and US is a continuous affine function on Ck−p+1(Pk). It is also clear that if
US = US′, then S = S ′. The following theorem allows to define US in the general
case.
Theorem A.4.6. The above function US, which is defined on smooth forms R
in Ck−p+1(Pk), can be extended to an affine function on Ck−p+1(Pk) with values
in R ∪ {−∞} by
US(R) := lim supUS(R
′),
where R′ is smooth in Ck−p+1(Pk) and converges to R. We have US(R) = UR(S).
Moreover, there are smooth positive closed (p, p)-forms Sn of mass 1 and constants
cn converging to 0 such that USn+cn decrease to US. In particular, USn converge
pointwise to US.
For bidegree (1, 1), there is a unique quasi-p.s.h. function uS such that
ddcuS = S − ωFS and 〈ωkFS, uS〉 = 0. If δa denotes the Dirac mass at a, we
have US(δa) = uS(a). Dirac masses are extremal elements in Ck(P
k). The super-
potential US in this case is just the affine extension of uS, that is, we have for
any probability measure ν:
US(ν) =
∫
US(δa)dν(a) =
∫
uS(a)dν(a).
The function US extends the action 〈S,Φ〉 on smooth forms Φ to 〈S, U〉 where
U is a quasi-potential of a positive closed current. Super-potentials satisfy anal-
ogous properties as quasi-p.s.h. functions do. They are upper semi-continuous
and bounded from above by a universal constant. Note that we consider here
the weak topology on Ck−p+1(Pk). We have the following version of the Hartogs’
lemma.
Proposition A.4.7. Let Sn be positive closed (p, p)-currents of mass 1 on P
k
converging to S. Then for every continuous function U on Ck−p+1 with US < U ,
we have USn < U for n large enough. In particular, lim supUSn ≤ US.
We say that Sn converge to S in the Hartogs’ sense if Sn converge to S and if
there are constants cn converging to 0 such that USn + cn ≥ US. If USn converge
uniformly to US, we say that Sn converge SP-uniformly to S.
One can check that PB and PC currents correspond to currents of bounded
or continuous super-potential. In the case of bidegree (1, 1), they correspond to
currents with bounded or continuous quasi-potential. We say that S ′ is more
diffuse than S if US′ − US is bounded from below. So, PB currents are more
diffuse than any other currents.
In order to prove the above results and to work with super-potentials, we have
to consider a geometric structure on Ck−p+1(Pk). In a weak sense, Ck−p+1(Pk) can
be seen as a space of infinite dimension which contains many “analytic” sets of
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finite dimension that we call structural varieties. Let V be a complex manifold
and R a positive closed current of bidegree (k− p+ 1, k− p+ 1) on V × Pk. Let
πV denote the canonical projection map from V ×Pk onto V . One can prove that
the slice 〈R, πV , θ〉 is defined for θ outside a locally pluripolar set of V . Each slice
can be identified with a positive closed (p, p)-current Rθ on P
k. Its mass does not
depend on θ. So, multiplying R with a constant, we can assume that all the Rθ
are in Ck−p+1(Pk). The map τ(θ) := Rθ or the family (Rθ) is called a structural
variety of Ck−p+1(Pk). The restriction of US to this structural variety, i.e. US ◦τ ,
is locally a d.s.h. function or identically −∞. When the structural variety is
nice enough, this restriction is quasi-p.s.h. or identically −∞. In practice, we
often use some special structural discs parametrized by θ in the unit disc of C.
They are obtained by convolution of a given current R with a smooth probability
measure on the group PGL(C, k + 1) of automorphisms of Pk.
Observe that since the correspondence S ↔ US is 1 : 1, the compactness on
positive closed currents should induce some compactness on super-potentials. We
have the following result.
Theorem A.4.8. Let W ⊂ Pk be an open set and K ⊂ W a compact set. Let S
be a current in Cp(P
k) with support in K and R a current in Ck−p+1(Pk). Assume
that the restriction of R to W is a bounded form. Then, the super-potential US
of S satisfies
|US(R)| ≤ A
(
1 + log+ ‖R‖∞,W
)
where A > 0 is a constant independent of S, R and log+ := max(0, log).
This result can be applied to K = W = Pk and can be considered as a version
of the exponential estimate in Theorem A.2.11. Indeed, the weaker estimate
|US(R)| . 1 + ‖R‖∞ is easy to obtain. It corresponds to the L1 estimate on the
quasi-p.s.h. function uS in the case of bidegree (1, 1).
Using the analogy with the bidegree (1, 1) case, we define the capacity of a
current R as
cap(R) := inf
S
exp
(
US(R)−maxUS
)
.
This capacity describes rather the regularity of R: an R with big capacity is
somehow more regular. Theorem A.4.8 implies that cap(R) & ‖R‖−λ∞ for some
universal constant λ > 0. This property is close to the capacity estimate for
Borel sets in term of volume.
Super-potentials allow to develop a theory of intersection of currents in higher
bidegree. Here, the fact that US has a value at every point (i.e. at every current
R ∈ Ck−p+1(Pk)) is crucial. Let S, S ′ be positive closed currents of bidegree (p, p)
and (p′, p′) with p+ p′ ≤ k. We assume for simplicity that their masses are equal
to 1. We say that S and S ′ are wedgeable if US is finite at S ′ ∧ ωk−p−p′+1FS . This
property is symmetric on S and S ′. If S˜, S˜ ′ are more diffuse than S, S ′ and if
S, S ′ are wedgeable, then S˜, S˜ ′ are wedgeable.
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Let Φ be a real smooth form of bidegree (k − p − p′, k − p − p′). Write
ddcΦ = c(Ω+−Ω−) with c ≥ 0 and Ω± positive closed of mass 1. If S and S ′ are
wedgeable, define the current S ∧ S ′ by
〈S ∧ S ′,Φ〉 := 〈S ′, ωpFS ∧ Φ〉 + cUS(S ′ ∧ Ω+)− cUS(S ′ ∧ Ω−).
A simple computation shows that the definition coincides with the usual wedge-
product when S or S ′ is smooth. One can also prove that the previous definition
does not depend on the choice of c, Ω± and is symmetric with respect to S, S ′. If S
is of bidegree (1, 1), then S, S ′ are wedgeable if and only if the quasi-potentials of
S are integrable with respect to the trace measure of S ′. In this case, the above
definition coincides with the definition in Section A.3. We have the following
general result.
Theorem A.4.9. Let Si be positive closed currents of bidegree (pi, pi) on P
k with
1 ≤ i ≤ m and p1 + · · · + pm ≤ k. Assume that for 1 ≤ i ≤ m − 1, Si and
Si+1 ∧ . . . ∧ Sm are wedgeable. Then, this condition is symmetric on S1, . . . , Sm.
The wedge-product S1∧ . . .∧Sm is a positive closed current of mass ‖S1‖ . . . ‖Sm‖
supported on supp(S1)∩ . . .∩ supp(Sm). It depends linearly on each variable and
is symmetric on the variables. If S
(n)
i converge to Si in the Hartogs’ sense, then
the S
(n)
i are wedgeable and S
(n)
1 ∧ . . . ∧ S(n)m converge in the Hartogs’ sense to
S1 ∧ . . . ∧ Sm.
We deduce from this result that wedge-products of PB currents are PB. One
can also prove that wedge-products of PC currents are PC. If Sn is defined by
analytic sets, they are wedgeable if the intersection of these analytic sets is of
codimension p1 + · · ·+ pm. In this case, the intersection in the sense of currents
coincides with the intersection of cycles, i.e. is equal to the current of integration
on the intersection of cycles where we count the multiplicities. We have the
following criterion of wedgeability which contains the case of cycles.
Proposition A.4.10. Let S, S ′ be positive closed currents on Pk of bidegrees (p, p)
and (p′, p′). Let W , W ′ be open sets such that S restricted to W and S ′ restricted
to W ′ are bounded forms. Assume that W ∪W ′ is (p + p′)-concave in the sense
that there is a positive closed smooth form of bidegree (k−p−p′+1, k−p−p′+1)
with compact support in W ∪W ′. Then S and S ′ are wedgeable.
The following result can be deduced from Theorem A.4.9.
Corollary A.4.11. Let Si be positive closed (1, 1)-currents on P
k with 1 ≤ i ≤ p.
Assume that for 1 ≤ i ≤ p−1, Si admits a quasi-potential which is integrable with
respect to the trace measure of Si+1 ∧ . . .∧ Sp. Then, this condition is symmetric
on S1, . . . , Sp. The wedge-product S1 ∧ . . . ∧ Sp is a positive closed (p, p)-current
of mass ‖S1‖ . . . ‖Sp‖ supported on supp(S1)∩ . . .∩ supp(Sp). It depends linearly
on each variable and is symmetric on the variables. If S
(n)
i converge to Si in
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the Hartogs’ sense, then the S
(n)
i are wedgeable and S
(n)
1 ∧ . . . ∧ S(n)p converge to
S1 ∧ . . . ∧ Sp.
We discuss now currents with Ho¨lder continuous super-potential and moderate
currents. The space Ck−p+1(Pk) admits a natural distances distα, with α > 0,
defined by
distα(R,R
′) := sup
‖Φ‖Cα≤1
|〈R−R′,Φ〉|,
where Φ is a smooth (p− 1, p− 1)-form on Pk. The norm C α on Φ is the sum of
the C α-norms of its coefficients for a fixed atlas of Pk. The topology associated to
distα coincides with the weak topology. Using the theory of interpolation between
Banach spaces [126], we obtain for β > α > 0 that
distβ ≤ distα ≤ cα,β[distβ]α/β
where cα,β > 0 is a constant. So, a function on Ck−p+1(Pk) is Ho¨lder continuous
with respect to distα if and only if it is Ho¨lder continuous with respect to distβ.
The following proposition is useful in dynamics.
Proposition A.4.12. The wedge-product of positive closed currents on Pk with
Ho¨lder continuous super-potentials has a Ho¨lder continuous super-potential. Let
S be a positive closed (p, p)-current with a Ho¨lder continuous super-potential.
Then, the Hausdorff dimension of S is strictly larger than 2(k− p). Moreover, S
is moderate, i.e. for any bounded family F of d.s.h. functions on Pk, there are
constants c > 0 and α > 0 such that∫
eα|u|dσS ≤ c
for every u in F , where σS is the trace measure of S.
Exercise A.4.1. Show that there is a constant c > 0 such that
cap(E) ≥ exp(−c/volume(E)).
Hint: use the compactness of P1 in L1.
Exercise A.4.2. Let (un) be a sequence of d.s.h. functions such that
∑ ‖un‖DSH
is finite. Show that
∑
un converge pointwise out of a pluripolar set to a d.s.h.
function. Hint: write un = u
+
n − u−n with u±n ≤ 0, ‖u±n ‖DSH . ‖un‖DSH and
ddcu±n ≥ −‖un‖DSHωFS.
Exercise A.4.3. If χ is a convex increasing function on R with bounded deriva-
tive and u is a d.s.h. function, show that χ ◦ u is d.s.h. If χ is Lipschitz and u
is in W ∗(Pk), show that χ ◦ u is in W ∗(Pk). Prove that bounded d.s.h. functions
are in W ∗(Pk). Show that DSH(Pk) and W ∗(Pk) are stable under the max and
min operations.
A.4. CURRENTS ON PROJECTIVE SPACES 139
Exercise A.4.4. Let µ be a non-zero positive measure which is WPC. Define
‖u‖∗µ := |〈µ, u〉|+min ‖Θ‖1/2
with Θ as above. Show that ‖ · ‖∗µ defines a norm which is equivalent to ‖ · ‖W ∗.
Exercise A.4.5. Show that the capacity of R is positive if and only if R is PB.
Exercise A.4.6. Let S be a positive closed (p, p)-current of mass 1 with positive
Lelong number at a point a. Let H be a hyperplane containing a such that S and
[H ] are wedgeable. Show that the Lelong number of S ∧ [H ] at a is the same if
we consider it as a current on Pk or on H. If R is a positive closed current of
bidimension (p−1, p−1) on H, show that US(R) ≤ US∧[H](R)+ c where c > 0 is
a constant independent of S,R and H. Deduce that PB currents have no positive
Lelong numbers.
Exercise A.4.7. Let K be a compact subset in Ck ⊂ Pk. Let S1, . . . , Sp be positive
closed (1, 1)-currents on Pk. Assume that their quasi-potentials are bounded on
Pk \ K. Show that S1, . . . , Sp are wedgeable. Show that the wedge-product S1 ∧
. . . ∧ Sp is continuous for Hartogs’ convergence.
140 APPENDIX A. CURRENTS AND PLURIPOTENTIAL THEORY
Bibliography
[1] Abate M., The residual index and the dynamics of holomorphic maps tangent to
the identity, Duke Math. J., 107 (2001), no. 1, 173-207.
[2] Alexander H., Projective capacity. Recent developments in several complex vari-
ables, Ann. of Math. Stud. 100, Princeton Univ. Press, Princeton, N.J., 1981,
3-27.
[3] Amerik E., Campana F., Exceptional points of an endomorphism of the projective
plane, Math. Z., 249 (2005), no. 4, 741-754.
[4] Bassanelli G., A cut-off theorem for plurisubharmonic currents, Forum Math., 6
(1994), no. 5, 567-595.
[5] Bassanelli G., Berteloot F., Bifurcation currents in holomorphic dynamics on Pk,
J. Reine Angew. Math., 608 (2007), 201-235.
[6] Beardon A., Iteration of rational functions. Complex analytic dynamical systems,
Graduate Texts in Mathematics, 132, Springer-Verlag, New York, 1991.
[7] Beauville A., Endomorphisms of hypersurfaces and other manifolds, Internat.
Math. Res. Notices, 2001, no. 1, 53-58.
[8] Bedford E., Taylor B.A., A new capacity for plurisubharmonic functions, Acta
Math., 149 (1982), no. 1-2, 1-40.
[9] Benedicks M., Carleson L., The dynamics of the He´non map, Ann. of Math. (2),
133 (1991), no. 1, 73-169.
[10] Berteloot F., Dupont C., Une caracte´risation des endomorphismes de Latte`s par
leur mesure de Green, Comment. Math. Helv., 80 (2005), no. 2, 433-454.
[11] Berteloot F., Dupont C., Molino L., Normalization of bundle holomorphic
contractions and applications to dynamics, Ann. Inst. Fourier, to appear.
arXiv:0705.2649
[12] Berteloot F., Loeb J.-J., Une caracte´risation ge´ome´trique des exemples de Latte`s
de Pk, Bull. Soc. Math. France, 129 (2001), no. 2, 175-188.
[13] Binder I., DeMarco L., Dimension of pluriharmonic measure and polynomial
endomorphisms of Cn, Int. Math. Res. Not. (2003), no. 11, 613-625.
141
142 BIBLIOGRAPHY
[14] Bishop E., Conditions for the analyticity of certain sets, Michigan Math. J., 11
(1964), 289-304.
[15] Blanchard A., Sur les varie´te´s analytiques complexes, Ann. Sci. Ecole Norm. Sup.
(3), 73 (1956), 157-202.
[16] Bonifant A., Dabija M., Milnor J., Elliptic curves as attractors in P2. I. Dynamics,
Experiment. Math., 16 (2007), no. 4, 385-420.
[17] Bost J.-B., Gillet H., Soule´ C., Heights of projective varieties and positive Green
forms, J. Amer. Math. Soc., 7 (1994), no. 4, 903-1027.
[18] Briend J.-Y., Exposants de Liapounoff et points pe´riodiques d’endomorphismes
holomorphes de CPk, PhD thesis, 1997.
[19] ——, La proprie´te´ de Bernoulli pour les endomorphismes de Pk(C), Ergodic The-
ory Dynam. Systems, 22 (2002), no. 2, 323-327.
[20] Briend J.-Y., Duval J., Exposants de Liapounoff et distribution des points
pe´riodiques d’un endomorphisme deCPk, Acta Math., 182 (1999), no. 2, 143-157.
[21] ——, Deux caracte´risations de la mesure d’e´quilibre d’un endomorphisme de
Pk(C), Publ. Math. Inst. Hautes E´tudes Sci., 93 (2001), 145-159.
[22] ——, Personal communication.
[23] Brin M., Katok A., On local entropy, Geometric dynamics Lecture Notes in
Math., 1007, Springer Berlin (1983), 30-38.
[24] Brolin H., Invariant sets under iteration of rational functions, Ark. Mat., 6 (1965),
103-144.
[25] Carleson L., Gamelin T.W., Complex dynamics, Universitext: Tracts in Mathe-
matics, Springer-Verlag, New York, 1993.
[26] Cerveau D., Lins Neto A., Hypersurfaces exceptionnelles des endomorphismes de
CP(n), Bol. Soc. Brasil. Mat. (N.S.), 31 (2000), no. 2, 155-161.
[27] Chemin J.-Y., The´orie des distributions et analyse de Fourier, cours a` l’e´cole
polytechnique de Paris, 2003.
[28] Chern S.S., Levine H.I., Nirenberg L., Intrinsic norms on a complex manifold,
in Global Analysis (Papers in Honor of K. Kodaira), Univ. Tokyo Press, 1969,
119-139.
[29] Demailly J.-P., Monge-Ampe`re Operators, Lelong numbers and Intersection the-
ory in Complex Analysis and Geometry, Plemum Press (1993), 115-193, (V.
Ancona and A. Silva editors).
[30] ——, Complex analytic geometry, available at
www.fourier.ujf-grenoble.fr/∼demailly.
BIBLIOGRAPHY 143
[31] DeMarco L., Dynamics of rational maps: Lyapunov exponents, bifurcations, and
capacity, Math. Ann., 326 (2003), no. 1, 43-73.
[32] Dembo A., Zeitouni O., Large deviations techniques and applications, Second edi-
tion, Applications of Mathematics (New York), 38, Springer-Verlag, New York,
1998.
[33] de Rham G., Differentiable manifolds. Forms, currents, harmonic forms, 266,
Springer-Verlag, Berlin, 1984.
[34] de The´lin H., Sur la laminarite´ de certains courants, Ann. Sci. E´cole Norm. Sup.
(4), 37 (2004), no. 2, 304-311.
[35] ——, Sur la construction de mesures selles, Ann. Inst. Fourier, 56 (2006), no. 2,
337-372.
[36] ——, Sur les exposants de Lyapounov des applications me´romorphes, Invent.
math., 172 (2008), no. 1, 89-116.
[37] Dinh T.-C., Sur les applications de Latte`s de Pk, J. Math. Pures Appl. (9), 80
(2001), no. 6, 577-592.
[38] ——, Suites d’applications me´romorphes multivalue´es et courants laminaires, J.
Geom. Anal., 15 (2005), no. 2, 207-227.
[39] ——, Attracting current and equilibrium measure for attractors on Pk, J. Geom.
Anal., 17 (2007), no. 2, 227-244.
[40] ——, Analytic multiplicative cocycles over holomorphic dynamical systems, spe-
cial issue of Complex Variables, to appear. arXiv:0805.2682
[41] Dinh T.-C., Dupont C., Dimension de la mesure d’e´quilibre d’applications
me´romorphes, J. Geom. Anal., 14 (2004), no. 4, 613-627.
[42] Dinh T.-C., Nguyen V.-A., Sibony N., Dynamics of horizontal-like maps in higher
dimension, Adv. Math., 219 (2008), 1689-1721.
[43] ——, Exponential estimates for plurisubharmonic functions and stochastic dy-
namics, preprint, 2008. arXiv:0801.1983
[44] Dinh T.-C., Sibony N., Dynamique des endomorphismes holomorphes,
pre´publications d’Orsay, No. 2002-15, 2002.
[45] ——, Sur les endomorphismes holomorphes permutables de Pk, Math. Ann., 324
(2002), no. 1, 33-70.
[46] ——, Dynamique des applications d’allure polynomiale, J. Math. Pures Appl.,
82 (2003), 367-423.
[47] ——, Green currents for holomorphic automorphisms of compact Ka¨hler mani-
folds, J. Amer. Math. Soc., 18 (2005), 291-312.
144 BIBLIOGRAPHY
[48] ——, Distribution des valeurs de transformations me´romorphes et applications,
Comment. Math. Helv., 81 (2006), no. 1, 221-258.
[49] ——, Decay of correlations and the central limit theorem for meromorphic maps,
Comm. Pure Appl. Math., 59 (2006), no. 5, 754-768.
[50] ——, Geometry of currents, intersection theory and dynamics of horizontal-like
maps, Ann. Inst. Fourier (Grenoble), 56 (2006), no. 2, 423-457.
[51] ——, Pull-back of currents by holomorphic maps, Manuscripta Math., 123
(2007), 357-371.
[52] ——, Equidistribution towards the Green current for holomorphic maps, Ann.
Sci. E´cole Norm. Sup., to appear. arXiv:math.CV/0609686
[53] ——, Super-potentials of positive closed currents, intersection theory and dy-
namics, Acta Math., to appear. arXiv:math.CV/0703702
[54] Douady A., Hubbard J., On the dynamics of polynomial-like mappings, Ann.
Sci. E´cole Norm. Sup. (4), 18 (1985), no. 2, 287-343.
[55] Drasin D., Okuyama Y., Equidistribution and Nevanlinna theory, Bull. Lond.
Math. Soc., 39 (2007), no. 4, 603-613.
[56] Dujardin R., Favre C., Distribution of rational maps with a preperiodic critical
point, American Math. Journal, to appear. arXiv:math/0601612
[57] Dupont C, Exemples de Latte`s et domaines faiblement sphe´riques de Cn,
Manuscripta Math., 111 (2003), no. 3, 357-378.
[58] ——, Bernoulli coding map and singular almost-sure invariance principle for en-
domorphisms of Pk, preprint, 2007. arXiv:0712.0521
[59] ——, On the dimension of the maximal entropy measure of endomorphisms of
Pk, preprint, 2008.
[60] Eremenko A.E., On some functional equations connected with iteration of ratio-
nal function, Leningrad. Math. J., 1 (1990), No. 4, 905-919.
[61] Fatou P., Sur l’ite´ration analytique et les substitutions permutables, J. Math., 2
(1923), 343.
[62] Favre C., Jonsson M., Brolin’s theorem for curves in two complex dimensions,
Ann. Inst. Fourier (Grenoble), 53 (2003), no. 5, 1461-1501.
[63] ——, Eigenvaluations, Ann. Sci. E´cole Norm. Sup. (4), 40 (2007), no. 2, 309-349.
[64] Federer H., Geometric Measure Theory, Die Grundlehren der mathematischen
Wissenschaften, Band 153 Springer-Verlag New York Inc., New York ,1969.
[65] Fornæss J.-E., Sibony N., Critically finite maps on P2, Contemp. Math., 137,
A.M.S (1992), 245-260.
BIBLIOGRAPHY 145
[66] ——, Complex dynamics in higher dimensions. Notes partially written by Es-
tela A. Gavosto, NATO Adv. Sci. Inst. Ser. C Math. Phys. Sci., 439, Complex
potential theory (Montreal, PQ, 1993), 131-186, Kluwer Acad. Publ., Dordrecht,
1994.
[67] ——, Complex dynamics in higher dimension. I., (IMPA, 1992), Aste´risque, 222
(1994), 201-231.
[68] ——, Complex dynamics in higher dimension. II. Modern methods in complex
analysis (Princeton, NJ, 1992), 135-182, Ann. of Math. Stud., 137, Princeton
Univ. Press, Princeton, NJ, 1995.
[69] ——, Classification of recurrent domains for some holomorphic maps, Math.
Ann., 301 (1995), 813-820.
[70] ——, Oka’s inequality for currents and applications, Math. Ann., 301 (1995),
399-419.
[71] ——, Dynamics of P2 (examples). Laminations and foliations in dynamics, geom-
etry and topology (Stony Brook, NY, 1998), 47-85, Contemp. Math., 269, Amer.
Math. Soc., Providence, RI, 2001.
[72] Fornæss J.-E., Weickert B., Attractors in P2, Several complex variables (Berke-
ley, CA, 1995–1996), 297-307, Math. Sci. Res. Inst. Publ., 37, Cambridge Univ.
Press, Cambridge, 1999.
[73] Freire A., Lopes A., Man˜e´ R., An invariant measure for rational maps, Bol. Soc.
Brasil. Mat., 14 (1983), no. 1, 45-62.
[74] Gordin M.I., The central limit theorem for stationary processes, Dokl. Akad.
Nauk SSSR, 188 (1969), 739-741.
[75] Griffiths Ph., Harris J., Principles of Algebraic Geometry, John Wiley. Inc, 1994
[76] Gromov M., On the entropy of holomorphic maps, Enseign. Math. (2), 49 (2003),
no. 3-4, 217-235. Manuscript (1977).
[77] Guedj V., Equidistribution towards the Green current, Bull. Soc. Math. France,
131 (2003), no. 3, 359-372.
[78] Guelfand I.M., Kapranov M.M., Zelevinsky A.V., Discriminants, resultants,
and multidimensional determinants. Mathematics: Theory & Applications,
Birkha¨user Boston, Inc., Boston, MA, 1994.
[79] Gunning R.C., Introduction to holomorphic functions in several variables,
Wadsworh and Brooks, 1990.
[80] Hakim M., Attracting domains for semi-attractive transformations of Cp, Publ.
Mat., 38 (1994), no. 2, 479-499.
146 BIBLIOGRAPHY
[81] ——, Analytic transformations of (Cp, 0) tangent to the identity, Duke Math. J.,
92 (1998), no. 2, 403-428.
[82] ——, Stable pieces in transformations tangent to the identity, preprint Orsay,
1998.
[83] Harvey R., Polking J., Extending analytic objects, Comm. Pure Appl. Math., 28
(1975), 701-727.
[84] Heicklen D., Hoffman C., Rational maps are d-adic Bernoulli, Ann. of Math.,
156 (2002), 103-114.
[85] Ho¨rmander L., The analysis of Linear partial differential operators I, II, Springer-
Verlag, 1983.
[86] ——, An introduction to complex analysis in several variables, Third edition,
North-Holland Mathematical Library, 7, North-Holland Publishing Co., Amster-
dam, 1990.
[87] Hubbard J., Papadopol P., Superattractive fixed points in Cn, Indiana Univ.
Math. J., 43 (1994), no. 1, 321-365.
[88] Huybrechts D., Complex geometry. An introduction, Universitext, Springer-
Verlag, Berlin, 2005.
[89] Jonsson M., Weickert B., A nonalgebraic attractor in P2, Proc. Amer. Math.
Soc., 128 (2000), no. 10, 2999-3002.
[90] Julia G., Me´moire sur la permutabilite´ des fractions rationnelles, Ann. Sci. E´cole
Norm. Sup., 39 (1922), 131-215.
[91] Katok A., Hasselblatt B., Introduction to the modern theory of dynamical systems,
Encyclopedia of Mathematics and its Applications, 54, Cambridge University
Press, Cambridge, 1995.
[92] Kobayashi S., Hyperbolic complex spaces, Grundlehren der Mathematischen Wis-
senschaften, 318, Springer-Verlag, Berlin, 1998.
[93] Kosek M., Ho¨lder continuity property of filled-in Julia sets in Cn, Proc. Amer.
Math. Soc., 125 (1997), no. 7, 2029-2032.
[94] Krengel U., Ergodic Theorems, de Gruyter, Berlin, New-York, 1985.
[95] Lacey M.T., Philipp W., A note on the almost sure central limit theorem, Statist.
Probab. Lett., 9 (1990), no. 3, 201-205.
[96] Lelong P., Fonctions plurisousharmoniques et formes diffe´rentielles positives,
Dunod Paris, 1968.
[97] Lyubich M.Ju., Entropy properties of rational endomorphisms of the Riemann
sphere, Ergodic Theory Dynam. Systems, 3 (1983), no. 3, 351-385.
BIBLIOGRAPHY 147
[98] McMullen C.T., Complex dynamics and renormalization, Annals of Mathematics
Studies, 135, Princeton University Press, Princeton, NJ, 1994.
[99] Me´o M., Image inverse d’un courant positif ferme´ par une application surjective,
C.R.A.S., 322 (1996), 1141-1144.
[100] ——, Ine´galite´s d’auto-intersection pour les courants positifs ferme´s de´finis dans
les varie´te´s projectives, Ann. Scuola Norm. Sup. Pisa Cl. Sci. (4), 26 (1998), no.
1, 161-184.
[101] Mihailescu E., Unstable manifolds and Ho¨lder structures associated with nonin-
vertible maps, Discrete Contin. Dyn. Syst., 14 (2006), no. 3, 419-446.
[102] Mihailescu E., Urban´ski M., Inverse pressure estimates and the independence
of stable dimension for non-invertible maps, Canad. J. Math., 60 (2008), no. 3,
658-684.
[103] Milnor J., On Latte`s maps, Dynamics on the Riemann sphere, 9-43, Eur. Math.
Soc., Zu¨rich, 2006.
[104] Misiurewicz M., Przytycki F., Topological entropy and degree of smooth map-
pings, Bull. Acad. Polon. Sci. Se´r. Sci. Math. Astronom. Phys., 25 (1977), no.
6, 573-574.
[105] Narasimhan R., Introduction to the theory of analytic spaces, Lecture Notes in
Mathematics, No. 25, Springer-Verlag, Berlin-New York, 1966.
[106] Newhouse S.E., Continuity properties of entropy, Ann. of Math. (2), 129 (1989),
no. 2, 215-235.
[107] Parry W., Entropy and generators in ergodic theory, W.A. Benjamin, Inc., New
York-Amsterdam, 1969.
[108] Pham N.-M., Lyapunov exponents and bifurcation current for polynomial-like
maps, preprint, 2005. arXiv:math/0512557
[109] PhilippW., StoutW., Almost sure invariance principles for partial sums of weakly
dependent random variables, Mem. Amer. Math. Soc., 2 (1975), issue 2, no. 161.
[110] Przytycki F., Urban´ski M., Zdunik A., Harmonic, Gibbs and Hausdorff measures
on repellers for holomorphic maps I, Ann. of Math. (2), 130 (1989), no. 1, 1-40.
[111] Ritt J.F., Permutable rational functions, Trans. Amer. Math. Soc, 25 (1923),
399-448.
[112] Schwartz L., The´orie des distributions, Hermann, Paris, 1966.
[113] Shiffman B., Shishikura M., Ueda T., On totally invariant varieties of holomor-
phic mappings of Pn, preprint, 2000.
[114] Sibony N., Seminar talk at Orsay, October, 1981.
148 BIBLIOGRAPHY
[115] ——, Quelques proble`mes de prolongement de courants en analyse complexe,
Duke Math. J., 52 (1985), no.1, 157-197.
[116] ——, Dynamique des applications rationnelles de Pk, Panoramas et Synthe`ses, 8
(1999), 97-185.
[117] Sibony N., Wong P., Some results on global analytic sets, Se´minaire Pierre
Lelong-Henri Skoda (Analyse), anne´es 1978/79, 221-237, Lecture Notes in Math.
822, Springer, Berlin, 1980.
[118] Siu Y.-T., Analyticity of sets associated to Lelong numbers and the extension of
closed positive currents, Invent. Math., 27 (1974), 53-156.
[119] Sternberg S., Local contractions and a theorem of Poincare´, Amer. J. Math., 79
(1957), 809-824.
[120] Sullivan D., Quasiconformal homeomorphisms and dynamics, I, Solution of the
Fatou-Julia problem on wandering domains, Ann. of Math. (2), 122 (1985), no.
3, 401-418.
[121] Ueda T., Fatou sets in complex dynamics on projective spaces, J. Math. Soc.
Japan, 46 (1994), no. 3, 545-555.
[122] ——, Critical orbits of holomorphic maps on projective spaces, J. Geom. Anal.,
8 (1998), no. 2, 319-334.
[123] Viana M., Stochastic dynamics of deterministic systems, vol. 21, IMPA (1997).
[124] Vigny G., Dirichlet-like space and capacity in complex analysis in several vari-
ables, J. Funct. Anal., 252 (2007), no. 1, 247-277.
[125] Voisin C., The´orie de Hodge et ge´ome´trie alge´brique complexe, Cours Spe´cialise´s,
10, Socie´te´ Mathe´matique de France, Paris, 2002.
[126] Triebel H., Interpolation theory, function spaces, differential operators, North-
Holland, 1978.
[127] Walters P., An introduction to ergodic theory, Graduate Texts in Mathematics,
79, Springer-Verlag, New York-Berlin, 1982.
[128] Warner F.W., Foundations of Differentiable Manifolds and Lie Groups, Springer-
Verlag, 1971.
[129] Xia H., Fu X., Remarks on large deviation for rational maps on the Riemann
sphere, Stochastics and Dynamics, 7, No. 3 (2007), 357-363.
[130] Yau S.-T., On the Ricci curvature of a compact Ka¨hler manifold and the complex
Monge-Ampe`re equation. I., Comm. Pure Appl. Math., 31 (1978), no. 3, 339-411.
[131] Yomdin Y., Volume growth and entropy, Israel J. Math., 57 (1987), no. 3, 285-
300.
BIBLIOGRAPHY 149
[132] Young L.-S., Statistical properties of dynamical systems with some hyperbolicity,
Ann. of Math. (2), 147 (1998), no. 3, 585-650.
[133] ——, Ergodic theory of chaotic dynamical systems, XIIth International Congress
of Mathematical Physics (ICMP ’97) (Brisbane), 131-143, Int. Press, Cambridge,
MA, 1999.
[134] Zhang S.-W., Distributions in Algebraic Dynamics, Survey in Differential Geom-
etry, vol 10, 381-430, International Press, 2006.
T.-C. Dinh, UPMCUniv Paris 06, UMR 7586, Institut de Mathe´matiques de Jussieu, F-
75005 Paris, France. dinh@math.jussieu.fr, http://www.math.jussieu.fr/∼dinh
N. Sibony, Universite´ Paris-Sud, Mathe´matique - Baˆtiment 425, 91405 Orsay, France.
nessim.sibony@math.u-psud.fr
