Abstract-Recently, there has been a growing interest in physical-layer network-coding techniques that facilitate information transfer in wireless relay networks. Physical-layer networkcoding techniques take advantage of the additive nature of wireless signals by allowing two terminals to transmit simultaneously to the relay node. This technique has several performance benefits, such as improving utilization and throughput of wireless channels and reducing delay.
I. INTRODUCTION
Recently, there has been great interest in wireless relay networks. A relay or a series of relays facilitate information exchange between the transmitter nodes cannot communicate directly due to obstructions, distance, fading, and other impediments [1] , [2] .
In this paper, we focus on a simple relay network depicted in Figure 1 . In this network, wireless nodes N 1 and N 2 exchange packets p 1 and p 2 through a relay node r. The standard transmission technique requires four transmissions (one for each node N 1 and N 2 and two for the relay). The throughput can be increased by employing digital network coding (DNC) [3] , [4] . With the network coding approach, nodes N 1 and N 2 first send packets p 1 and p 2 , respectively, to the relay node r. Then, the relay node r broadcasts a linear combinations of the packets p 1 and p 2 to N such as bitwise exclusive-OR p 1 ⊕ p 2 of p 1 and p 2 .
The communication throughput can be increased by using the analog network coding (ANC) technique [5] . This technique takes advantage of the mixing properties of the wireless signals and uses it to increase the throughput of the system. In ANC, N 1 and N 3 transmit simultaneously to N 2 who receives the combined signal P 1 + P 3 . N 2 then forwards, through broadcasting, the mixed signal back to N 1 and N 3 . Figure 2 This work was supported in part by Qatar Telecom (Qtel), Doha, Qatar. shows how the transmission is done for this method when noise is neglected 1 . It should be noted that the complete transmission of the packets P 1 and P 3 occurs in 2 time slots and this delivers a throughput gain of 3/2 = 1.5 over DNC [5] . This method is useful in that the relay does not have to perform any decoding while it is necessary when DNC is utilized.
The amplify-and-forward technique allows all the decoding 2 and signal processing to be performed by the senders instead of the relay, hence lowering the computational load on the relay. As the name suggests, N 2 will amplify the signal it receives from the senders and broadcast it along the network. Decode-and-forward is a technique in which the relay performs decoding on the received signal before broadcasting its own signal forward. A method such as this would be useful if a noisy channel with a low signal-to-noise Ratio (SNR) will affect the data in the signal if it were to be relayed further using amplify and forward. Zhang [2] states that in cooperative transmission, the relay can decide on which transmission strategy is best suited for the network based on different SNR situations. 1 In the wireless channel, the mixed signal is subject to noise along with symbol level synchronization and phase synchronization issues. 2 Decoding in this paper comprises of the demodulation process as well as the decision process that leads to the recovery of bits.
II. SIGNALS IN THE WIRELESS CHANNEL
Before delving into the main topic of this paper, a brief background on signal properties in the wireless channel will be discussed. Data is transmitted in the wireless channel through electromagnetic (EM) waves [2] or sinusoids. The superposition principle states that the combined effect of two EM waves is equal to the sum of the individual effects of each EM wave. After demodulation and sampling, the waveform at the receiver can be represented as a discrete-time complexvalued function
where A s [n] is the amplitude of the n'th sample and θ s [n] is the phase of the same sample.
A. Reception of Two Signals
In order for N 1 or N 3 to decode P 3 or P 1 respectively from N 2 's packet P 2 , each sample at sample time n of P 1 and P 3 need to be aligned with each other when combining to form P 2 . If ANC is to be utilized properly in theory, N 1 and N 3 would need P 2 to be exactly P 1 + P 3 . Namely, N 1 can decode P 3 by subtracting its known P 1 from P 2 to obtain P 3 . Unfortunately, the wireless channel introduces time-varying phase and timing offsets that depend on channel conditions and propagation delays. The result is that the samples of P 1 and P 3 do not align perfectly in terms of phase or timing. Typically, these offsets change slowly enough that they can be accurately estimated at the receiver.
1) Phase Synchronization:
Consider the ideal situation where there are no timing offsets, channel phase shifts or noise in the 3-node relay network from Figure 1 . The mixed signal that N 1 receives from N 2 after it broadcasts it is as follows:
where A i and θ i are the respective amplitudes and phases at the transmitters. Since N 1 knows its n'th sample, it can obtain the same sample of N 3 by subtracting
. This is a useful property of ANC since the signals were mixed at the physical layer. What will happen when this ideal situation is eliminated? The phase differences introduced by the channel from N 1 to N 2 , N 3 to N 2 and from N 2 while broadcasting back to the senders will need to be considered. The actual signal that is received with the channel phase distortion appended is
where h 1 [n] and h 3 [n] are complex numbers representing the phase shift and attenuation introduced by the channel on the n'th sample of P 1 and P 3 respectively. If we define
can be expanded to
If we further assume that both the attenuation and channel phase is constant for all time, we can rewrite the received signal as
From Equation (2), we cannot simply subtract y 1 [n] from y[n] to obtain y 3 [n] as in the ideal case. Indeed, N 1 will need to estimate the values of the corresponding phase shifts in order to properly decode the right sample from N 3 hence leading to consequent decoding of the rest of N 3 's bits.
2) Symbol Synchronization: What happens when the symbol boundaries of P 1 and P 3 do not align perfectly when forming P 2 ? This lack of symbol synchronization introduces timing offset. Consider N 1 sending P 1 and N 3 sending P 3 simultaneously in the 3-node relay network. Ideally, N 2 wants to receive the following (without noise at the receiver):
However, due to P 1 's sample at time t not aligning with P 3 's sample at time t when received at N 2 , the resulting signal will be as follows:
where the i are the timing offsets between the senders' signals. The main difficulty with timing offset is that the resulting intersymbol interference (ISI) makes optimum detection more complicated. In general, a trellis is used to represent the ISI and the Viterbi algorithm used to perform optimum detection.
III. RELATED WORK
There have been several previous works on physical-layer network coding. References [2] , [5] present methods to improve network capacity and throughput by utilizing DNC or ANC. In the 3-node relay network where there is a reception of two wireless signals simultaneously (ANC), the issues of synchronization of phase as well as symbol synchronization have been considered. Some papers on these networks already assume that there is synchronization at the symbol level meaning that the samples of P 1 and P 3 at sample time n are perfectly aligned. The first paper discussed in this section is on ANC and its applications [5] through amplify-and-forward utilization. The second paper [2] focuses on physical network coding (PNC) which is similar to ANC except that the decodeand-forward scheme is used.
A. Analog Network Coding with Amplify-and-Forward
Consider the reception of two Minimum Shift Key (MSK) modulated signals simultaneously at N 2 . Since this is done on the analog level, the EM waves simply sum with each other. Suppose that Alice (N 1 ) and Bob (N 3 ) transmit at the same time and their sum received at N 2 as y = y A + y B . If N 2 samples the received signal at time n, the resulting sample will be defined (stated earlier) as in [5] :
where, on Alice's side, A s is the amplitude at her transmitter before traversing the channel, h is the channel's attenuation, θ s [n] is the phase of the n'th sample and γ is the channel phase. N 2 takes this signal and simply forwards it to Alice and Bob. When one transmission is taking place with MSK modulation being utilized, the amplitude, A s , of every sample at time n will stay constant and will not be relevant in decoding the data bits from consecutive samples [5] . To show this, a parameter r at time n is defined as
This is simply a sample at time n + 1 divided by the previous sample at time n.
In [5] , the main focus is on what Alice does when she receives y. If Alice can estimate the channel parameters h and γ , she can recreate her signal y 1 [n] and simply subtract it from y[n] and recreate Bob's y 3 [n]. The paper presents a method that will take advantage of r and the non-coherent decoding property of MSK. The presented algorithm starts by restating (5) as
where 
B. Phase and Symbol-level Synchronization Assumptions
In [5] , symbol-level synchronization is assumed in the main results of the paper. It does, however, assume a lack of phase synchronization which is accurate in modeling realtime communication systems. Equations 4 and 7 assume that samples align and there is no timing offset A or B .
IV. A NEW APPROACH TO PHYSICAL NETWORK CODING
This section of the paper will provide a novel approach to decoding interfered signals that utilizes decode-and-forward and more importantly, takes into account the timing offsets between the interfering signals. Our method for decoding interfered signals utilizes a Viterbi decoder [6] , [7] which performs decoding based on the trellis representation of the transmitted signal. In the trellis, the states are based on the possible values of the sent bits (a k and b k ) from both senders (N 1 and N 3 from Figure 1 ) at any symbol period k. Based on the values of the bits from either sender, there is a branch metric B (k) i,j for each transition path (previous state to next state) that is calculated after comparing the received signal (for the same symbol period) with the expected value given the transition path. This approach can give a maximum likelihood In contrast, the method proposed in [5] does not account for the timing offset between the senders' signals nor does it factor in noise due to the receiver and the wireless channel. We now present an approach that does both and includes the channel phase distortions as well. This method for decoding mixed signals utilizes Viterbi decoding which, as mentioned earlier, performs decoding based on possible state transitions. Since the mixed signal provides no information as to which bit was transmitted by both senders (mainly due to the timing offsets), a state-based decoder that provides transition weights based on a reliable metric on what could have been transmitted (combination of bits) proves useful. The main goal is for the relay to decode the sum of the bits sent and relay this back to the senders. The Viterbi decoder assigns a branch metric to paths that connect different states in a state transition diagram together. Based on these metrics, the decoder will trace through all paths in an efficient manner using comparisons between the received mixed signal and an expected mixed signal with that path's parameters. Given the received signal, the branch metric from the current state i to the next state j for a given symbol period k is the probability that the received signal stemmed from the edge E i,j or state transition leading to that state.
A. Background
Before delving into the decoder, a description of how we model the transmitted signal will be explained. Suppose that two users A and B (N 1 and N 3 respectively from Figure 1 ) wish to transmit bits using BPSK modulation to each other through N 2 . Also, suppose that the BPSK signals have signal levels a k (±1) and b k (±1) which are derived from the following mapping:
The symbol period is set to T seconds and p(t) from Figure 3 is used as the baseband modulating pulse for transmitting the data. The pulse p(t) is described analytically as
The choice for the modulating pulse is based on its simplicity. In practice, a raised cosine filter might be utilized due to its bandlimited nature in the frequency spectrum. Typically, a square pulse will waste bandwidth when transmitted. The bits are transmitted in the channel as a series of pulses each 
where N is the number of bits being transmitted. We assume that a k = 0 for values of k < 0 and k > N − 1. Most assumptions made on user A's signal can be applied to user B's signal as well. The wireless channel is modeled as an Additive White Gaussian Noise (AWGN) channel. After user A and B's signals are generated, they are transmitted simultaneously to the relay. This mixed signal passes through a matched filter, which is an optimal linear filter for maximizing SNR. Matched filters correlate a known signal p(t) with the received signal in order to detect the presence of the known signal in it. The output of the matched filter is sampled and a decision on the sum of the two signals will be made based on these samples. Figure 4 shows the typical flow of the signal from the sender all the way through to the decoder. From the diagram, the received signal at the relay before filtering can be defined as
where n(t) is the noise introduced from the AWGN channel or the receiver and α and β are complex numbers that represent the channel phase and attenuation effect on user A and B respectively. In our present model, we assume that the channel attenuation is normalized to unity. Since the transmit pulse is symmetric in time, the output of the matched filter is given by Equation 9 demonstrates the linearity of the matched filter in that its input can be broken down into its components (summands), filtered individually and then added to produce the same effect. The effect of the filter is to average the values of r(t) and reduce the noise contributed by n(t). The output of the filter will be sampled at intervals kT for k = 0, 1, ..., N −1 where N is the number of bits or a limit that can be set by the receiver. To better understand the sampling of the filter output with the mixed signal being the input, we assume that a k is a stream of +1's (Binary 1) and b k is a stream of -1's (Binary 0) sent to the relay N 2 . Assume that user A's signal reaches the relay first with user B's signal lagging by τ seconds and 0 ≤ τ < T. This is the timing offset that was discussed in the previous sections. The output of the matched filter for this example is depicted in Figure 5 with the timing offset τ shown. For clarity, the figure shows the output without noise or channel phase distortion (i.e., α=1 and β=1).
Next, we derive an expression for the matched filter output at both user A and B's peaks which includes the timing offset τ in it. Using the symmetry and the triangular shape of the output to our advantage, the samples of user A's peak, which are taken at time t = kT for symbol period k, are
The same thing can be done for user B by sampling at time t = kT + τ and the result is 
Sampling r p (t) at these different peaks allows us to obtain more information on the signal and in turn, aids in the decoding process of the mixed signal. One important note is that, for non-integer τ , the noise samples n 
B. Viterbi Decoder Design
The next step is to design our Viterbi decoder. The states of the decoder will depend on combinations (or pairs) of a k and b k . This is shown in Table I . At symbol period k, the state transitions will be based on the present values of a k and b k , the possible values of a k+1 and b k+1 . For a state transition from state i to state j, let μ For any symbol period, the two samples will be taken at user A's peak and user B's peak within that period, NOT in the beginning of the period, but at the end of the symbol period. This allows for the decoder to be accurately modeled as a state machine. Table II shows the truth table for the mean values of the sampling points for the different combinations of user A and B's bits during symbol period k. Based on what is received at the sampling points, it will be compared to both means for each row of the truth table.
The valid symbol periods range from 0 to N − 2 where N   TABLE II  DECODING ALGORITHM TRUTH TABLE FOR TRELLIS is the number of bits in the packets transmitted. This symbol period restriction does not allow for the initial states to be calculated since μ 
It shows the states' dependence on the previous state and the present inputs in determining which path to take. The state diagram is depicted in Figure 6 . The branch metric of the decoder is defined to be the sum of the squared differences between the received signal at each sampling point within symbol period k and the mean values at that same sampling point. This gives
where Y k at the receiver. The branch metric can also be stated as
where
i,j is the event that the correct path transitioned from state i to j at time k and κ is a constant. This equation states that the branch metric is an affine function of the log probability 3 of the received signal's sampling points' values given the edge or transition path E (k) i,j . During each stage and for each state of the decoder, a running sum of the branch metrics for all the possible paths that might have led to that state will be calculated. When all the symbol periods have been traversed, the total path with the smallest cumulative branch metric sum will be selected as the most likely path. The traceback routine of the Viterbi decoder allows it to trace 3 The correlation between n (a) j and n (b) k is ignored in this computation. through the selected paths and provide the sum of the decoded bits (a k + b k ). The accumulation or running sum of the branch metrics (i.e., the accumulated distance) at symbol period k can be defined as
This states that the accumulated weight is based on the best previous branch metrics leading up to the particular state being tested for. This is the main advantage of using Viterbi decoding. It performs an extensive search for the most likely path and its effectiveness is affected by the reliability of the branch metric. A joint-ML framework is used for estimating β and τ where the Viterbi decoder is run multiple times with various candidate value of β test and τ test . This is required because the equations for the mean from Table II depend on these candidate values and affect the branch metrics on each trellis edge. The wide range of phase and timing offsets allowed introduces some degeneracy in the received signal, so known pilot patterns (or access codes) are used to avoid 180
• phase flips and other pathological problems. An output of the Viterbi algorithm is considered valid if it matches the known access codes in all but 1 bit. The optimal β, τ is chosen to minimize the total accumulated distance W (N −1) j over the set of candidates that whose Viterbi output is valid. 
C. Simulations and Results
This research started as an attempt to implement PNC in hardware with realistic channel conditions. It immediately became clear that previous algorithms had not carefully addressed the synchronization and noise issues that one encounters in practice. The main question that we wanted to answer by simulation is how robust is this decoder with respect to various values of α, β, and τ . In these simulations, the value of α is assumed to be known at the receiver (i.e., the channel of the dominant signal can be estimated in advance) while β and τ are assumed to be unknown and are estimated jointly during decoding.
Specifically, the decoding algorithm was simulated in MAT-LAB. Nodes N 1 and N 3 each send 1000-bit data packets to each other with a 64-bit access code attached to the beginning of their packets (N = 1064). Having an access code in a packet allows for the decoded sum to be correlated or aligned with the access code's sum. As discussed previously, this is required because the symmetry of the system allows multiple transmitted sequences to generate the same received values (with different τ and β). In particular, this was necessary for the cases where β test was 180
• away from the true β because flipping all bits yields an accumulated distance similar to the true distance.
The SNR was varied across the range 0 to 10dB. For each value of the SNR, enough trials were run to obtain statistically significant estimates of the average error rate. During each simulation, we set 0 ≤ τ < T and chose ∠α and ∠β to be in the range (0, 2π). We then proceeded to cycle through τ test = jT /10 for j = 0, . . . , 9 and β test = kπ/16 for k = 0, . . . , 31. The value of α was hard-coded to the correct value based on the assumption that it can be estimated ahead of time. Searching over α, if it is unknown, is not expected to change the BER performance significantly but would increase the complexity. For each trial, the Viterbi decoder is run for all combinations of τ test and β test . The combination that yields the smallest accumulated distance and produces a valid Viterbi output gives rise to the estimated τ and β. The corresponding decoded modulo-2 sum s then transmitted by the relay back to the senders.
The performance of the decoder is shown for different scenarios which comprise of different combinations of SNR, the timing offset and channel phase distortions. Figure 7 shows that the error rates are higher than those in Figure 8 where there is phase alignment and no timing offset. The error rates are strictly from the noise present in the channel. Figures 9-13 show more performance results for our decoder. The plots show that our decoder performs well with the only performance degrading factor being noise as expected. For higher SNR values, it performs quite well by yielding low and stable error rates. For SNR regions above 5dB, the error rates were around 2% and below which is lower than previously reported results. A key result is that the BER remains relatively low as β and τ are varied across a wide range.
V. CONCLUSIONS AND FUTURE WORK
An algorithm is presented for the decoding of two interfering signals with timing and sampling offsets. The method uses a Viterbi decoder to handle the ISI between the two signals and cycles through a range of possible timing offsets and channel phases for the lagging user. This provides a joint-ML approach to decoding the sum of the two transmitted signals with unknown phase and delay. The main result is that this approach is quite robust in the presence of the timing and phase offsets between users.
A number of open questions and possible improvements remain, however. This approach has an increased decoding workload for the relay. This shortcoming can be avoided by tracking the phase and timing offset in channels where they vary slowly. In this case, one should be able to reduce the complexity to a few Viterbi decodes per received packet without sacrificing performance. Another issue is that τ values greater than T were not considered. This can be addressed by using a correlation based search for sum of partially overlapping access codes. Finally, this approach ignores the correlation between the noise in the samples for user A and the samples for user B. The BER can only be improved by using a detector that takes into account these correlations. All of these issues will be considered in future research.
