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The public transportation system of Cuernavaca, Mexico, exhibits random matrix theory statistics. In partic-
ular, the fluctuation of times between the arrival of buses on a given bus stop, follows the Wigner surmise for
the Gaussian Unitary Ensemble. To model this, we propose an agent-based approach in which each bus driver
tries to optimize his arrival time to the next stop with respect to an estimated arrival time of his predecessor. We
choose a particular form of the associated utility function and recover the appropriate distribution in numerical
experiments for a certain value of the only parameter of the model. We then investigate whether this value of
the parameter is otherwise distinguished within an information theoretic approach and give numerical evidence
that indeed it is associated with a minimum of averaged pairwise mutual information.
PACS numbers: 02.10.Yn, 02.50.Ey, 89.70.+c , 05.90.+m
I. INTRODUCTION
As a galvanizing example of a socio-economic complex
system exhibiting random matrix statistics, the buses of Cuer-
navaca [1] are a poster child for universality [2]. Thus, their
behavior, like other phenomena of its kind, is not only inter-
esting for its own sake, as a realization of some physical dy-
namical system, but it is also intriguing due to its connection
to random matrix theory. Moreover, after 17 years since the
publishing of the seminal paper, the associated phenomenon
is still being rediscovered in different systems like cars on a
motorway [3] and subway trains in New York city [4].
As described by Krba´lek and Sˇeba, in Cuernavaca, the
buses do not have a given schedule. In contrast to most other
cities, their drivers don’t work for a single company. In-
stead, they operate according to their own interest, optimizing
the amount of money earned while following a given route.
Therefore, they strive to serve as many passengers as possi-
ble. This on the other hand means, that they tend not to arrive
on a given bus stop immediately after their predecessors. To
achieve that, they learn the information about the time of de-
parture of the previous bus from collaborators stationed at the
bus stop they arrive at. This mechanism seems to lead to the
recreation of random matrix statistics for the unfolded 1 time
intervals between arrivals of consecutive buses to a given bus
stop, and the number variance (the variance of the number of
buses arriving to a bus stop in a given time interval).
Many models have been proposed to describe this phe-
nomenon. In particular, the authors of [5], famously formu-
late the problem as a set of independent, rate one, Poisson
processes conditioned not to intersect. A cellular automaton
and a novel matrix model, the Damped Unitary Ensemble are
proposed in [6] and [7] respectively. In the first ([5]) case
the relevant GUE statistics are recovered through an analyti-
cal calculation, yet the explanatory power of the model is di-
minished by the complicated mathematics involved. The two
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1 Through the unfolding procedure the mean distance between adjacent vari-
able in the sample becomes 1.
other models, on the other hand are dependent on a parameter,
which drives the statistics from Poissonian to random matrix
(GUE) like behavior. In the case of the cellular automaton, it
is a ratio of the number of bus stops at which the bus drivers
receive information and the number of all the bus stops. The
size of the deterministic, off-diagonal elements of the Damped
Unitary Ensemble matrices plays that role in the second case.
We see the same transition in the aforementioned case of high-
way cars, with the traffic density as the driving factor, and
for the New York city subway, where an effective value of
Coulomb potential is assigned to the different behaviors.
Inspired by an approach of combining Game Theory and
Random Matrix Theory to tackle performance optimization
of multi-user telecommunication systems [8], we introduce a
novel model for simulating the bus system of Cuernavaca. In
it, at each bus stop, each of the drivers optimizes his expected
arrival time to the next stop with the use of a simple utility
function. This function has one parameter which plays ex-
actly the same role as the ones described above. Namely, it
drives the statistics of the bus trajectories from Poissonian,
through GUE to Gaussian. We then go one step further, and
ask, whether the value of this parameter, which effectively
measures the strength of the repulsive potential and for which
we obtain the Random Matrix behavior, is otherwise singled
out. To answer this question, we turn to information theory.
It turns out that this particular value is associated with a mini-
mum of averaged mutual information between the trajectories
of neighboring buses (Averaged Pairwise Mutual Information
- APMI), measured at a given bus stop. We conjecture that it
is this feature of the system that makes the Cuernavaca buses
exhibit GUE statistics.
This paper is organized as follows. We start by characteriz-
ing the proposed model and report the results of the simulation
for the nearest neighbor spacing distribution and the number
variance. This is followed by introducing the pairwise mutual
information for this context and a presentation of the results of
its estimation. We finish the paper with a brief conclusion and
some conjectures. Finally, in appendix A, we show the simu-
lation results for different numbers of buses and bus stops.
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2II. THE MODEL
First, let us describe our model for the bus system of Cuer-
navaca. Consider N bus drivers traveling along a circular route
with K ordered stops. At each stop k−1, each of the drivers n,
in turn learns their time of arrival tn,k−1 and the time of arrival
of their predecessor tn−1,k−1. Based on that, and the knowledge
of the route (namely the average time to travel between stops
k − 1 and k denoted as τk 2 ), they assess at what time tn,k to
arrive at the next bus stop to maximize their earnings. Thus,
each maximizes some utility function un,k for the arrival of the
n’th bus to the k’th stop, with respect to the intended arrival
time tn,k. The amount of people entering the bus and the arrival
time itself (due to unexpected occurrences on the route) will
in the end be random variables. We will however neglect that
and work with the utility function not its expectation. Thus,
in the end, at each bus stop, each bus driver solves
∂un,k
∂tn,k
= 0 (1)
to find the optimal arrival time.
Now, let us design the utility function. We know that the
bus drivers will strongly avoid not taking anybody at the stop,
which happens when the time distances (tn,k − tn−1,k) between
arrivals are very short. On the other hand, if they take a suffi-
ciently large number of people, they won’t care as much about
taking a few more. This (as well as Random Matrix Theory)
suggests taking the logarithmic function to represent such be-
havior. It will be the repulsive core of the potential. The differ-
ence between the arrival times will not be expressed in terms
of tn−1,k as this is not known for the n’th driver yet (at bus stop
k − 1). Instead, it is expressed with the help of the average
travel time between the stops and the known arrival time of
bus n − 1 to the stop k − 1 as tn,k − tn−1,k−1 − τk. The journey,
moreover, cannot be too long and the passengers value how
predictable is the time it is going to take. We will use the har-
monic potential to represent the fact that the travel time should
be close to the average. Thus, we set:
un,k = b ln
(
tn,k − tn−1,k−1 − τk) − (tn,k − tn,k−1 − τk)2 (2)
and therefore each of the drivers, solves the following
quadratic equation
b = 2
(
tn,k − tn,k−1 − τk) (tn,k − tn−1,k−1 − τk) (3)
and chooses the solution consistent with tn,k > tn,k−1. This can
be seen as N, mutually dependent nonlinear maps. b is some
yet unknown parameter, which we assume to be the same for
all the bus drivers in the model and which marks the strength
of the logarithmic repulsion with respect to the harmonic po-
tential. The presented approach is convenient as we can ex-
plicitly solve the quadratic equation and therefore, as we de-
scribe in the next section, simulating this model on a computer
is straightforward.
2 For cyclic boundary conditions - the route forming a loop - τ1 is the average
travel time between stops K and 1
Thus, there are many agents (bus drivers), each optimizing
the behavior with respect to the agent in front. Moreover, a
change in the arrival time with respect to the optimal one, for
some bus driver, will by definition result on average with a
smaller pay-off. The realization of this scheme is thus a form
of Nash equilibrium [9] - each player, at every bus stop can
choose from a continuous set of strategies associated with the
travel times. Note, that this does not generalize to a Wardrop
equilibrium [9, 10] as the number of drivers grow, because
the choice of the strategy of one, directly influences the sit-
uation of only the one immediately behind him. Finally, the
optimization is done individually and for each bus stop sepa-
rately, hence there might be a global equilibrium possible, for
which the total earnings of all the bus drivers are higher then
the total earning resulting with using this optimization method
- this being a hallmark of decentralized systems. A centralized
system, in other words, would (possibly) be able to decide on
arrival times to the proceeding stops of each of the buses in
such a way to achieve a higher sum of earning of all the bus
drivers. In this case, the Nash equilibrium would not be op-
timal (at least globally). This is akin to the Braess’s paradox
describing situations for which the overall performance of a
traffic network is not optimal when the drivers choose their
route selfishly.
III. RESULTS OF THE SIMULATION
Now, our goal is to compare this model to the real bus sys-
tem of Cuernavaca. To this end, for the simulated system we
will compute the two statistical properties studied in the orig-
inal paper by Krba´lek and Sˇeba - the unfolded nearest neigh-
bor spacing distribution and the so called number variance.
Under the condition that, on average, the time distances be-
tween the buses arriving at a given stop are one (realized by
the unfolding procedure), the former is the distribution (P(s))
of time distances (s) between the arrivals of the neighboring
buses. The latter (N(t)), under the same condition, measures
the variance of the number of buses arriving in a time interval
of length t. For random matrices of the Gaussian Unitary En-
semble, these are given by the Wigner surmise approximation:
P(s) =
32
pi2
s2e−
4
pi s
2
(4)
and
N(t) ≈ 1
pi2
(
log2pit + γ + 1
)
(5)
respectively [11], and where γ is the Euler constant.
Thus, for our simulation, we generate 100 buses traveling
around a cyclic root with 100 stops distributed so that the
travel time between the adjacent stops (τk) is given by a uni-
form distribution, here on the interval [1, 1.5]. The latter sets
the time scale of the experiment. We initialize the simulation
by setting the times of arrival of the first bus (labeled with 1) to
all the stops on the first cycle. These are normally distributed,
with mean t1,k−1 + τk and variance 0.05, which constitutes 4%
of the average τk across the bus stops. t1,1 is set to be 0. Then,
3b=0.0002 b=0.018 b=0.1602
FIG. 1. Eleven sample bus trajectories, after unfolding, for three
different values of b. The horizontal axes represents the consecutive
bus stops, and the vertical one, the unfolded arrival times.
we set the times of arrival to the first stop in the first cycle for
each of the rest of the bus drivers. These start their journeys
in equal time intervals such that on average, the last leaves the
first stop when the first driver arrives (on average) at the last
one. The rest of the simulation is performed through the opti-
mization method described above and with a cyclic boundary
condition, so that when the bus driver leaves bus stop K it
goes towards the one labeled by 1. The arrival time is at each
step perturbed, with respect to the one resulting from the op-
timization procedure, by a random number from the normal
distribution with mean 0 and variance σ = 0.05 (again, 4% of
the average τk across the bus stops). Here, we keep σ fixed,
however this is a parameter that has some amount of qualita-
tive influence on the results - we will come back to this later.
For now we just mention that it has to be small, so that bus
overtakings due to noise are extremely rare.
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FIG. 2. Nearest neighbor spacing distribution. The red line is the the
analytic approximation (the so-called Wigner surmise) of the GUE
random matrix result. The blue crosses are results obtained in [1] for
the Cuernavaca buses whereas the blue histogram is the results of the
numerical simulations for b = 0.018.
Altogether, we perform 100 such experiments, with 32 cy-
cles, for each given value of b (between 0.0002 and 0.1602
with a step of 0.002). The distribution of arrival times for
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FIG. 3. Nearest neighbor spacing distribution. The red line is the the
analytic approximation (the so-called Wigner surmise) of the GUE
random matrix result. The histograms are the results of the numerical
simulations for b = 0.0002 (green) and b = 0.1602 (purple). The
dashed green and purple lines mark the exponential and normal (best
fit, with mean 1) distributions respectively.
a given stop in a given cycle is already, on average, uni-
form. Thus, what the unfolding procedure effectively does,
it rescales the arrival times so that they are all, on average,
uniformly distributed on an interval from 0 to N.
We showcase some of the unfolded bus trajectories gen-
erated with the numerical simulations in figure 1. For large
values of b, up to some small fluctuations, the buses travel in
unison, whereas for small ones, there is little coordination on
larger timescales. The associated nearest neighbor distance
distributions can be seen in figures 2 and 3. The former plot
depicts it for the value of b for which the (β = 2) Wigner sur-
mise and the histogram match best. The skewness of the dis-
tribution obtained with the model is the result of the value ofσ
being small but finite. Our experiments showed, that making
σ smaller, reduces the skewness to the point of a very good
match with the random matrix result 3. A consequence of this
modification is a rescaling of b (the essence of the information
measure result shown below does not change however). This
is because if random occurrences on the route have more influ-
ence on the arrival time, this has to be balanced by the strength
of the logarithmic potential to generate random matrix statis-
tics for the nearest neighbor distribution. As can bee seen in
the second plot, for significantly smaller b’s, the distribution
approaches the Poissonian statistics, as the harmonic potential
dominates. For large values of b it becomes Gaussian. Then,
the logarithmic part of the ’potential’ has the upper hand and
this behavior comes from the random (normal) perturbation
of the arrival times with respect to the optimal arrival time the
bus drivers strived to achieve.
The equivalent of the random matrix theory number vari-
ance is the variance of the distribution of the number of buses
3 We decided to keep σ at 4% relative to the average time distance between
the buses, as this seems realistic, and because we wanted to showcase the
skewness effect.
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FIG. 4. The number variance and its dependence on the time interval
in consideration. The red line is the analytic, GUE result. The blue
crosses are results obtained in [1] for the Cuernavaca buses. The
green disks, the blue squares and the purple diamonds are the results
for the numerical simulations for b equal 0.0002, 0.018 and 0.1602.
arriving at a certain bus stop in a given time interval. This is
looked at as a function of the length of that time interval. The
result of the simulation are depicted in figure 4 for the value of
b associated with GUE statistics and the two values of b on the
border of the b interval of interest respectively. Note that one
needs quite a lot of data to obtain a decent estimation of the
number variance behavior. Here each point of the plot is re-
sult of an average of 51600 measurements in the simulations.
Considering the results of the Cuernavaca measurements were
based on a smaller sample, we may say that the behavior of
our model for b = 0.018 is reasonably consistent with reality.
IV. ANALYSIS IN TERMS OF MUTUAL INFORMATION
Now that we know that our model, to an extent, reassem-
bles the behavior of the bus system in Cuernavaca for a certain
value of parameter b, we want to ask why is this particular
value so special. (As b’s counterpart in Random matrix The-
ory is β and for the bus system β manifests as being equal
to 2, this touches a more general question of the Universal-
ity of the Gaussian Unitary Ensemble). In other words, ide-
ally we would like to know why the Cuernavaca buses exhibit
random matrix, GUE statistics. We will not be able to an-
swer this question here, however we conjecture, that it can be
rephrased in terms of information theory. Namely, provided
there exists an entropy based measure, that calculated for the
process described by our model has an extremum for the par-
ticular b associated with the Cuernavaca buses, we can instead
ask why does the associated extremization principle work. In
turns out such an entropic measure exists - we have looked at
entropy, multivariate entropy, pairwise [12, 13] and global en-
tropy transfer, as well as global information [14], and it turns
out that this measure is the pairwise mutual information. Let
us now formally introduce this last quantity.
Let Wn be the arrival time (after unfolding) of a given bus
n to some bus stop - we treat it as a random variable. The
associated differential entropy of the probability distribution
of Wn reads:
H(Wn; b) = −
∫ +∞
−∞
p(wn; b) lnp(wn; b) dwn (6)
For a given bus n, each (unfolded) arrival time wn (to any of
the bus stops) is now a realization of the, assumed to be sta-
tionary, stochastic process resulting from the evolution given
by our model. The joint differential entropy of two such ran-
dom variables is:
H j(Wi,W j; b) =
−
∫ +∞
−∞
∫ +∞
−∞
p(wi,w j; b) lnp(wi,w j; b) dwidw j (7)
and measures the uncertainty associated with some two bus
trajectories. Importantly, here we are interested in the case
where Wi and W j represent the arrival times to the same bus
stop. Thus, the joint random variable is the tuple (Wi, W j)
associated with a given bus stop and the associated joint prob-
ability density can be estimated based on its realizations for
different bus stops. Now, the pairwise mutual information of
the neighboring buses, in terms of entropy is:
I(Wn : Wn+1; b) =
H(Wn; b) + H(Wn+1; b) − H(Wn,Wn+1; b). (8)
Finally, the averaging is done over all the vehicles. There-
fore, APMI measures the reduction of uncertainty in the ar-
rival time (subject to the unfolding procedure done across the
arrival times to a given bus stop) of one of the two neighboring
buses which stems from the knowledge of the arrival time (to
the same bus stop) of the other and vice-versa. In other words,
it is the information shared by these two random variables.
To calculate it, we use the unfolded arrival times of the
last 29 (of the generated 32, to allow for ’thermalization’) cy-
cles of 100 stops, for each nearest neighbor pairs of the 100
buses and perform this experiment 100 times. The Kraskov-
Stoegbauer-Grassberger estimation method [15], as imple-
mented in the JIDT package [16] as Kraskov algorithm 1 is
utilized.
We can see the results in figure 5. The pairwise mutual in-
formation, within the studied spectrum of b, reaches its mini-
mum close to the value of b related to the GUE. Thus, as ad-
vertised earlier, we claim that the bus drivers of Cuernavaca,
while maximizing their payoff, they minimize the mutual in-
formation with respect to the neighboring buses. This in turn
leads to the manifestation of the GUE statistics of the nearest
neighbor spacing distribution.
Let us note that it is clear why APMI is large for large val-
ues of b - the bus trajectories are rigid with respect to each
other and the amount of shared information is high. Why is
the value large for very small b’s? This is because then, it
often happens that the buses drive close to each other so that
their mutual rate of influence through the logarithmic poten-
tial increases. Moreover the overall entropy of the trajecto-
ries is large for small b’s. In fact the relative APMI (APMI
divided by the averaged entropy of the particular trajectories,
namely the fraction of shared information and the uncertainty)
is monotonic across the spectrum of b, rising with growing b.
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FIG. 5. In red, the averaged pairwise mutual information (measured
in nats) for values of b in 0.002 intervals between 0.0002 and 0.1602.
We plot the error bars representing the standard error of the mean of
the results from all the experiments. The vertical blue line marks
b = 0.018.
This is in accordance with the intuition, that when the trajec-
tories are more and more random, the relative amount of infor-
mation they share about each other decreases. This is captured
by Mutual Information relative to the overall entropy.
In appendix A we extend this numerical analysis to differ-
ent values of N and K. In particular we show how the value of
b associated with the minimum o APMI, converges to the b re-
lated to GUE statistics in growing N(=K) and how the results
change for N , K.
V. SUMMARY AND CONCLUSIONS
In this paper we have proposed a straightforward, agent-
based approach for modeling the bus system of Cuernavaca.
The resulting nearest neighbor distance distribution and num-
ber variance compare favorably to the associated results for
random matrices and the bus system itself. The proposed
model has one adjustable parameter, however we showed that
choosing its value is linked to a minimization of averaged pair-
wise mutual information. This enables us to link the global
statistical behavior of this complex system to, both, a maxi-
mization of some profit function of individual drivers and a
minimization of the information shared between the nearest
neighbors. Note however, that the mechanism behind the lat-
ter is still unclear. Perhaps there is some optimization process
not taken into account, otherwise one is tempted to see the
minimization of the APMI as a version of a kind of Maximum
Entropy Principle at play for complex interacting systems. Ei-
ther way, it would be very interesting if the same effect is
visible in the parameter dependent models mentioned in the
introduction.
Finally, one can generalize the so-called classical Gaussian
random matrix ensembles of β = 1, 2, 4 to arbitrary real, pos-
itive β [17]. These in turn have their own nearest neighbor
spacing distributions starting form the Poisson distribution for
β = 0 [18]. We conjecture, that the studied pairwise mu-
tual information will also have a minimum for stochastic pro-
cesses generating arbitrary-β ensembles, as a function of β,
for β = 2. Perhaps the constraint of Gaussianity can also be
alleviated and the last statement is true for matrix ensembles
with random elements generated from a range of distributions,
namely the General β-Ensembles [19]. If this is the case, it
may have important consequences for systems which exhibit
local random matrix and semi-Poisson statistics and may help
with understanding of the universality properties of the Gaus-
sian Unitary Ensemble. We plan to verify this with numerical
experiments.
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Appendix A: APMI for different N and K
Here, we will study the APMI for different numbers of
buses and bus stops. The simulation are done in the same
way as in the main part of the paper, except now we cover
the spectrum of b between 0.0002 and 0.0782 in intervals of
0.002. When N and K are varied, for each value of b, the
number of experiments is the integer part of 5000/N and the
number of cycles for a bus to perform in any experiment is the
integer part of 2500/K. This way the statistic samples are of
roughly the same size. For N = K = 100, the setup from the
main part of the paper is used.
In figure 6 we see the results of the experiment. This time,
in each case, a function of the form
f (b) = α0 + α1b + α2b2 + α3ln(b)
is fitted to the values of APMI. αi’s are the parameters of the
fit. Now, the minimal values of APMI with respect to b are
found based on the fit of this function. We denote them by
bmin and plot them as red squares in figure 8. The blue disks,
represent the values of b associated with the best fit of the ex-
perimental nearest neighbor distribution to the GUE Wigner
surmise. Let us call them bGUE . For the random matrix statis-
tics to emerge in the model, there needs to be a proper balance
between the logarithmic repulsion term and the harmonic po-
tential term of the utility function. When we keep the ratio of
the number of buses and the number of stops constant, than
the value of bGUE doesn’t change, because all the variables in
the utility function are the same - in other words, optimizing
his next arrival time, the bus driver doesn’t need to take into
account the total number of buses, just their density. Hence,
the associated bGUE values are roughly constant with respect
to N, which can be seen on the plot. The values of bmin, con-
verge to the value of bGUE . We thus conclude, that, in the case
of N = K, we can relay on the minimization rule for the pair-
wise mutual information when a sufficient number of buses
participate in the process.
6Now we turn to the simulations for different K and N. The
results are shown in figure 7. We showcase the comparison
of bGUE and bmin in figure 9. For bus densities (defined by
N
K ) outside of the vicinity of one, the APMI minimization
rule ‘picks’ b values associated with statistics intermediate be-
tween GUE and Gaussian. This effect is more pronounced for
N
K < 1. Note, this is where the values of N and K used are
equal or larger than 80. In the case of NK > 1, as N = 80,
K is smaller then 80 and due to the conclusions of the pre-
vious paragraph, we decide to perform one more simulation
with N = 160 and K = 80, doubling both numbers with re-
spect to the associated simulation with NK = 2. The results are
depicted in the last plot of figure 7 and as the green (diamond
shaped) point in figure 9. The effect of increasing the num-
ber of buses and bus stops is the same as depicted in figure
8. Thus we conclude that to obtain decisive results on the be-
havior of APMI for the densities higher then one, even bigger
simulations would need to be performed.
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FIG. 6. In blue, the averaged pairwise mutual information (measured in nats) for values of b in 0.002 intervals between 0.0002 and 0.0782, for
different values of N = K. The points have error bars representing the standard error of the mean of the results from all the experiments. The
red line is a result of a fit.
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FIG. 7. In blue, the averaged pairwise mutual information (measured in nats) for values of b in 0.002 intervals between 0.0002 and 0.0782, for
different values of N and K. The points have error bars representing the standard error of the mean of the results from all the experiments. The
red line is a result of a fit.
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FIG. 8. The blue disks: values of b related to GUE type statistics for different N = K. The red squares: the associated values of b for which
the fit to the experimental APMI has a minimum.
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FIG. 9. The blue disks: values of b related to GUE type statistics for N = 80 and different values K. The red squares: the associated values of
b for which the fit to the experimental APMI has a minimum. The green diamond: the value of b for which the fit to the experimental APMI
has a minimum in the case of the N = 160, K = 80 simulation.
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