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Summary
Automatic music genre classiﬁcation is the classiﬁcation of a piece of music into
its corresponding genre (such as jazz or rock) by a computer. It is considered
to be a cornerstone of the research area Music Information Retrieval (MIR) and
closely linked to the other areas in MIR. It is thought that MIR will be a key
element in the processing, searching and retrieval of digital music in the near
future.
This dissertation is concerned with music genre classiﬁcation systems and in
particular systems which use the raw audio signal as input to estimate the
corresponding genre. This is in contrast to systems which use e.g. a symbolic
representation or textual information about the music. The approach to music
genre classiﬁcation systems has here been system-oriented. In other words, all
the diﬀerent aspects of the systems have been considered and it is emphasized
that the systems should be applicable to ordinary real-world music collections.
The considered music genre classiﬁcation systems can basically be seen as a
feature representation of the song followed by a classiﬁcation system which
predicts the genre. The feature representation is here split into a Short-time
feature extraction part followed by Temporal feature integration which combines
the (multivariate) time-series of short-time feature vectors into feature vectors
on a larger time scale.
Several diﬀerent short-time features with 10-40 ms frame sizes have been exam-
ined and ranked according to their signiﬁcance in music genre classiﬁcation. A
Consensus sensitivity analysis method was proposed for feature ranking. This
method has the advantage of being able to combine the sensitivities over several
ii
resamplings into a single ranking.
The main eﬀorts have been in temporal feature integration. Two general frame-
works have been proposed; the Dynamic Principal Component Analysis model
as well as the Multivariate Autoregressive Model for temporal feature integra-
tion. Especially the Multivariate Autoregressive Model was found to be success-
ful and outperformed a selection of state-of-the-art temporal feature integration
methods. For instance, an accuracy of 48% was achieved in comparison to 57%
for the human performance on an 11-genre problem.
A selection of classiﬁers were examined and compared. We introduced Co-
occurrence models for music genre classiﬁcation. These models include the whole
song within a probabilistic framework which is often an advantage compared to
many traditional classiﬁers which only model the individual feature vectors in
a song.
Resume´
Automatisk musik genre klassiﬁkation er et forskningsomr˚ade, som fokuserer p˚a,
at klassiﬁcere musik i genrer s˚asom jazz og rock ved hjælp af en computer. Det
betragtes som en af de vigtigste omr˚ader indenfor Music Information Retrieval
(MIR). Det forventes, at MIR vil spille en afgørende rolle for f.eks. behandling
og søgning i digitale musik samlinger i den nærmeste fremtid.
Denne afhandling omhandler automatisk musik genre klassiﬁkation og specielt
systemer, som kan prædiktere genre udfra det r˚a digitale audio signal. Mod-
sætningen er systemer, som repræsenterer musikken i form af f.eks. symboler,
som det bruges i almindelig node-notation, eller tekst-information. Tilgangen
til problemet har generelt været system-orienteret, s˚aledes at alle komponenter
i systemet tages i betragtning. Udgangspunktet har været, at systemet skulle
kunne fungere p˚a almindelige folks musik samlinger med blandet musik.
Standard musik genre klassiﬁkations-systemer kan generelt deles op i en fea-
ture repræsentation af musikken, som efterfølges af et klassiﬁkationssystem til
mønster genkendelse i feature rummet. I denne afhandling er feature repræsen-
tationen delt op i hhv. Kort-tids feature ekstraktion og Tidslig feature integra-
tion, som kombinerer den (multivariate) tidsserie af kort-tids features i en enkelt
feature vektor p˚a en højere tidsskala.
I afhandlingen undersøges adskillige kort-tids features, som lever p˚a 10-40 ms
tidsskala, og de sorteres efter hvor godt de hver især kan bruges til musik genre
klassiﬁkation. Der foresl˚as en ny metode til dette, Konsensus Sensitivitets Anal-
yse, som kombinerer sensitivitet fra adskillige resamplings til en samlet vurder-
ing.
iv
Hovedvægten er lagt p˚a omr˚adet tidslig feature integration. Der foresl˚as to nye
metoder, som er Dynamisk Principal Komponent Analyse og en Multivariat Au-
toregressiv Model til tidslig integration. Den multivariate autoregressive model
var mest lovende og den gav generelt bedre resultater end en række state-of-the-
art metoder. For eksempel gav denne model en klassiﬁkationsfejl p˚a 48% mod
57% for mennesker i et 11-genre forsøg.
Der blev ogs˚a undersøgt og sammenlignet et udvalg af klassiﬁkationssystemer.
Der foresl˚as desuden Co-occurrence modeller til musik genre klassiﬁkation. Disse
modeller har den fordel, at de er i stand til at modellere hele sangen i en prob-
abilistisk model. Dette er i modsætning til traditionelle systemer, som kun
modellerer hver feature vektor i sangen individuelt.
Preface
This dissertation was prepared at the Institute of Informatics and Mathemat-
ical Modelling, Technical University of Denmark in partial fulﬁllment of the
requirements for acquiring the Ph.D. degree in engineering.
The dissertation investigates automatic music genre classiﬁcation which is the
classiﬁcation of music into its corresponding music genre by a computer. The ap-
proach has been system-oriented. Still, the main eﬀorts have been in Temporal
feature integration which is the process of combining a time-series of short-time
feature vectors into a single feature vector on a larger time scale.
The dissertation consists of an extensive summary report and a collection of six
research papers written during the period 2003–2006.
Lyngby, February 2006
Peter Ahrendt
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Chapter 1
Introduction
Jazz, rock, blues, classical.. These are all music genres that people use exten-
sively in describing music. Whether it is in the music store on the street or an
online electronic store such as Apple’s iTunes with more than 2 million songs,
music genres are one of the most important descriptors of music.
This dissertation lies in the research area of Automatic Music Genre Classiﬁ-
cation1 which focuses on computational algorithms that (ideally) can classify a
song or a shorter sound clip into its corresponding music genre. This is a topic
which has seen an increased interest recently as one of the cornerstones of the
general area of Music Information Retrieval (MIR). Other examples in MIR are
music recommendation systems, automatic playlist generation and artist iden-
tiﬁcation. MIR is thought to become very important in the nearest future (and
now!) in the processing, searching and retrieval of digital music.
A song can be represented in several ways. For instance, it can be represented in
symbolic form as in ordinary sheet music. In this dissertation, a song is instead
represented by its digital audio signal as it naturally occurs on computers and
on the Internet. Figure 1.1 illustrates the diﬀerent parts in a typical music genre
classiﬁcation system. Given the raw audio signal, the next step is to extract the
essential information from the signal into a more compact form before further
1Throughout this dissertation, automatic music genre classiﬁcation and music genre clas-
siﬁcation are often used synonymously.
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processing. This information could be e.g. the rhythm or frequency content
and is called the feature representation of the music. Note that most areas in
MIR rely heavily on the feature representation. They have many of the same
demands to the features which should be both compact and ﬂexible enough to
capture the essential information. Therefore, research in features for music genre
classiﬁcation systems is likely to be directly applicable to many other areas of
MIR.
In this dissertation, the feature part is split into Short-time Feature Extraction
and Temporal Feature Integration. Short-time features are extracted on a 10-40
ms time frame and therefore only capable of representing information from such
a short time scale. Temporal feature integration is the process of combining the
information in the (multivariate) time-series of short-time features into a single
feature vector on a larger time scale (e.g. 2000 ms). This long-time feature
might e.g. represent the rhythmic information.
The song is now represented by feature vectors. The ordinary procedure in
music genre classiﬁcation systems is to feed these values into a classiﬁer. The
classiﬁer might for instance be a parametric probabilistic model of the features
and their relation to the genres. A training set of songs are then used to infer the
parameters of the model. Given the feature values of a new song, the classiﬁer
will then be able to estimate the corresponding genre of the song.
Feature part
Short−time
Feature
Temporal
Feature Classifier
Decision
GenreRaw
Audio Extraction Integration
Post−
processing
Figure 1.1: Illustration of the music genre classiﬁcation systems which are given
special attention in this dissertation. The model covers a large range of existing
systems. Given a song, music features are ﬁrst created from the raw audio signal.
The feature creation is here split into two parts; Short-time feature extraction
and Temporal feature integration. Short-time features represent approximately
10-40 ms of sound. Temporal feature integration uses the time series of short-
time features to create features which represent larger time scales (e.g. 2000 ms).
The classiﬁer predicts the genre (or the probability of diﬀerent genres) from a
feature vector and post-processing is used to reach a single genre decision for
the whole song or sound clip.
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1.1 Scientiﬁc contributions
The objective in the current project has been to create music genre classiﬁcation
systems that are able to predict the music genre of a song or sound clip given
the raw audio signal. The performance measure of the systems has mostly been
the classiﬁcation test error i.e. an estimate of the probability of predicting the
wrong genre for a new song. The main eﬀorts in this dissertation have been
in the feature representation and especially in methods for temporal feature
integration.
In the ﬁrst part of the project, a large selection of short-time features were
investigated and ranked by their signiﬁcance for music genre classiﬁcation. In
(Paper B), the Consensus Sensitivity Analysis method was proposed for ranking.
It has the advantage of being able to combine the sensitivities of several cross-
validation or other resampling runs into a single ranking. The ranking indicated
that the so-called MFCC features performed best and they were therefore used
as standard short-time feature representation in the following experiments.
Several temporal feature integration methods were examined and compared to
two proposed models; the Multivariate Autoregressive model (Papers C, G and
E) for temporal feature integration and theDynamic Principal Component Anal-
ysis model (Paper B). Especially the Multivariate Autoregressive model was
carefully analyzed due to its good performance. It was capable of outperform-
ing a selection of state-of-the-art methods. On an 11-genre data set, our best
performing system had an accuracy of 48% in comparison with 57% for the
human performance. By far the most common temporal feature integration
method uses the mean and variance of the short-time features as long-time fea-
ture vector (with twice as large dimensionality as the short-time features). For
comparison, this method had an accuracy of 38% on the 11-genre data set.
A selection of classiﬁers were examined with the main purpose of being able
to generalize on the value of the diﬀerent features. Additionally, novel Co-
occurrence models (Paper D) were proposed. They have the advantage of being
able to incorporate the full song into a probabilistic framework in comparison
with many traditional classiﬁers which only model individual feature vectors in
the song.
1.2 Overview of the dissertation
An overview of the dissertation is presented in the following.
4 Introduction
Chapter 2 gives a broad introduction to the area of music genre classiﬁcation
as it is performed by both humans and by computers. It also discusses
related areas and conﬁne the area of research in the current dissertation.
Chapter 3 describes music features in general and Short-time feature extrac-
tion in particular. Furthermore, it explains about feature ranking and se-
lection and describes the proposed Consensus sensitivity analysis method
for feature ranking.
Chapter 4 investigates Temporal feature integration carefully. A selection of
methods are described as well as the proposed Dynamic Principal Com-
ponent Analysis model. The proposed Multivariate autoregressive model
for temporal feature integration is carefully analyzed.
Chapter 5 describes classiﬁcation and clustering in general. Special emphasis
is given to the parametric probabilistic models that have been used in this
dissertation. The proposed Co-occurrence model for music genre classiﬁ-
cation is carefully described. Post-processing methods with special focus
on decision fusion is the topic of the last section.
Chapter 6 summarizes and discusses the main experimental results that have
been achieved in this dissertation. Additionally, our performance measures
are described as well as the two data sets that have been used.
Chapter 7 concludes on the results of the project as well as outline the inter-
esting experiments that might improve future music genre classiﬁcation
systems.
Appendix A gives the details of a computationally cheap version of the Prin-
cipal Component Analysis.
Appendix B-G contains our scientiﬁc papers which have already been pub-
lished or are in the process of being published in relation to this disserta-
tion.
Chapter 2
Music Genre Classiﬁcation
Systems
This chapter introduces the term music genre classiﬁcation and explains how
it is performed both by humans and by computers. Music genre classiﬁcation
is put into context by explaining about the structures in music and how it is
perceived and analyzed by humans. The problem of deﬁning genre is discussed
and examples are given of music genre classiﬁcation by computers as well as
related research. In particular, the research area of music genre classiﬁcation
can be seen as a subtopic of Music Information Retrieval (MIR). The ﬁnal
section describes some main assumptions and choices which conﬁne the area of
research in the current dissertation.
Music genre classiﬁcation is the process of assigning musical genres such as jazz,
rock or acid house to a piece of music. Diﬀerent pieces of music in the same
genre (or subgenre) are thought to share the same ”basic musical language” [84]
or originate from the same cultural background or historical period.
Humans are capable of performing music genre classiﬁcation with the use of the
ears, the auditory processing system in the ears as well as higher-level cognitive
processes in the brain. Musical genres are used among humans as a compact
description which facilitates sharing of information. For instance, the statements
”I like heavy metal” or ”I can’t stand classical music!” are often used to share
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information and relies on shared knowledge about the genres and their relation
to society, history and musical structure. Besides, the concept of genre is heavily
used by record companies and music stores to categorize the music for search
and retrieval.
Automatic music genre classiﬁcation1 is the classiﬁcation of music into genres
by a computer and as a research topic it mostly consists of the development of
algorithms to perform this classiﬁcation. This is a research area which has seen
a lot of interest in the recent 5-10 years, but does not have a long history. It is
very interdisciplinary and draws especially from areas such as music theory, dig-
ital signal processing, psychoacoustics and machine learning. Traditional areas
of computer science and numerical analysis are also necessary since the appli-
cability of algorithms to real world problems demand that they are somehow
”reasonable” in computational space and time.
One of the ﬁrst approaches to automatic music genre classiﬁcation is [116] from
1996 which was thought as a commercial product. This illustrates one motiva-
tion for research in this area; commercial interests. For instance, Apple’s iTunes
service sell music from a database with more than 2,000,000 songs [47] and the
human classiﬁcation of these songs into a consistent genre taxonomy is obviously
time-consuming and expensive.
Another motivation for research in automatic music genre classiﬁcation is its
strong relations to many of the other areas of Music Information Retrieval
(MIR). The area of MIR covers most of the aspects of handling digital musical
material eﬃciently such as managing large music databases, business issues and
human-computer interaction, but also areas which are more closely related to
music genre classiﬁcation. These are for instance music artist identiﬁcation [77],
musical instrument recognition [79], tempo extraction [2], audio ﬁngerprinting
[34] and music transcription [65]. The relations are very strong since a basic
representation of music (the so-called feature set) is necessary in these areas.
The desire is a representation which is as compact as possible while still having
enough expressive power. Hence, a good music representation for automatic
music genre classiﬁcation is also likely to be useful in related areas and vice
versa.
1In the remaining parts of this dissertation, automatic music genre classiﬁcation and music
genre classiﬁcation are used synonymously.
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2.1 Human music genre classiﬁcation
Humans use, among other things, their advanced auditory system to classify mu-
sic into genres [18]. A simpliﬁed version of the system is illustrated in ﬁgure 2.1.
The ﬁrst part of the ear is the visible outer ear which is used for the vertical
localization of sounds as well as magniﬁcation. This is followed by the ear canal
which can be looked upon as a tube with one closed and one open end and
hence gives rise to some frequency-dependency in the loudness perception near
the resonance frequencies. The middle ear basically transmits the vibrations of
the tympanic membrane into the ﬂuid in the inner ear which contains the snail-
shell shaped organ of hearing (the Cochlea). From a signal processing view, the
inner ear can be seen as a frequency analyzer and it can be modelled as a ﬁlter
bank of overlapping ﬁlters with bandwidth similar to the so-called critical bands.
The following parts of the auditory system are the nerve connections from the
Cochlea to the brain. At last, high-level cognitive processing in the brain is used
to classify music in processes which are still far from fully understood.
The human auditory system has originally evolved to be able to e.g. localize
pray or predators, communicate for mating and later speech evolved to the
complex languages that exist now. Music has a history which is likely to be as
long as speech and certainly goes back to prehistoric times. For instance, the
ﬁrst known man-made music instrument dates back to 80,000-40,000 BC and
is a ﬂute (presumably) made from the bone of a cave bear [51]. Music is also
related to speech in the sense that they are both produced by humans (in most
deﬁnitions of music) and therefore produced speciﬁcally for the human auditory
system. Additionally, music often contains singing which is closely related to
speech. Due to this relation between music and speech, research in one area
could often be useful to the other. The production, perception and modelling
of speech has been investigated for decades [94].
The physical production of music has traditionally been produced by human
voice and instruments from three major groups (wind, string and percussion)
which are distinguished by the way they produce the sound [79]. However,
during the last century the deﬁnition of music has broadened considerably and
modern music contains many elements which cannot be assigned to any of these
three groups. Notably, ”electronic sounds” should certainly be added to these
groups although ”electronic sounds” are often meant to resemble traditional
music instruments.
The basic perceptual aspects of music are described in the area of music theory.
Traditionally these aspects are those which are important in European classical
music such as melody, harmony, rhythm, tone color/timbre and form. These
aspects relate to the music piece as a whole and are closely related to the tra-
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Figure 2.1: Illustration of the human auditory system. The outer ear consists of
the visible ear lobe, the ear canal as well as the tympanic membrane (eardrum).
The middle ear contains three small bones which transmit the vibrations of the
tympanic membrane into the ﬂuid-ﬁlled inner ear. The tube in the middle ear is
the eustachian tube which connects to the pharynx. When sound is transmitted
to the inner ear, it is processed in the snail-shaped Cochlea which can be seen as
a frequency analyzer. Finally, nerve connections carry the electrical impulses to
the brain for further processing. Note that the three semi-circular canals in the
inner ear (upper part of the ﬁgure) are not related to hearing, but are instead
part of the organ of balance.
ditional European music notation system. A more complete description of the
aspects in music should include loudness, pitch, timbre and duration of single
tones. An elaborate description of these aspects is given in e.g. [18].
Sometimes, music is also described with terms such as texture or style and these
can be seen as combinations of the basic aspects. The area of musicology is,
however, constantly changing and other aspects are sometimes included such as
gesture and dance. This happens because the aspects of music are perceptual
quantities and often based on very high-level cognitive processing.
Music genre classiﬁcation by humans probably involve most of these aspects of
music, although the process is far from fully understood. However, also elements
which are extrinsic to the music will inﬂuence the classiﬁcation. The cultural
and historical background of a person will have an inﬂuence and especially the
commercial companies are often mentioned as a driving force. For instance,
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music is normally classiﬁed into genres in music shops, whether on the street or
online, and humans are likely to be inﬂuenced by this classiﬁcation.
It is therefore seen that human music genre classiﬁcation happens at several
levels of abstraction. However, it is unclear how important the diﬀerent levels
are. Especially the importance of intrinsic versus extrinsic elements of the music
is relevant here i.e. elements which can be found in the actual audio signal versus
the inﬂuences from culture, history, and so forth. A clue to this question comes
from a recent experiment in [17]. Here, three ﬁsh (carps) are trained to classify
music into blues or classical music. Their capability to hear is quite similar to
human hearing. After the training, they are exposed to new music pieces in
the two genres and they are found to actually be able to generalize with low
test error. This result suggests that elements intrinsic to music are informative
enough for classiﬁcation when the genres are as diﬀerent as blues and classical
music since the ﬁsh are unlikely to know much about the cultural background
of the music.
In [21], the abilities of humans to classify styles (subgenres) of classical music
were examined. In particular, the 4 styles belong to historical periods of classical
music and range from baroque to post-romantic. The experiment investigated
a hypothesis about so-called ”historical distance” in the sense that music which
is close in time will also be similar in sound. One of the interesting points in the
experiment is, that even subjects which have almost never been exposed to West-
ern music exhibit ”historical distance”-eﬀect. Hence, the cultural background
is not essential in this classiﬁcation and the results in [21] suggest that the
subjects use the so-called temporal variability in the music to discriminate. The
temporal variability is a measure of the durational diﬀerence between the onsets
of notes. However, the group of Western musicians and Western non-musicians
performed better than the non-Westerns. Hence, simply being exposed to West-
ern music without having formal training increases the ability to discriminate
between genres, although the Western musicians performed even better.
2.1.1 The problem of deﬁning genre
So far, a formal deﬁnition of music genre has been avoided and it has simply
been assumed that a ”ground-truth” exists. However, this is far from the case
and even (especially?) experts on music strongly disagree about the deﬁnitions
of genre. There seems to be some agreement about the broader genres such
as classical music and jazz and e.g subgenres of classical music such as baroque
which belongs to a certain historical period. The last century or so, however, has
introduced numerous diﬀerent kinds of music and, as discussed in [4], approaches
to precisely deﬁne genre tend to ”.. end up in circular, ungrounded projections
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of fantasies” [4].
Most approaches to the creation of genre taxonomies involve a hierarchical struc-
ture as illustrated in ﬁgure 2.2 with an example of the genre tree used at Ama-
zon.com’s music store [46]. Other online music stores, however, use quite dif-
ferent taxonomies as seen on e.g. SonyMusicStore [55] and the iTunes music
store [47]. There is some degree of consensus on the ﬁrst genre level for genres
such as jazz, latin and country. However, there is very little consensus on the
subgenres. Note that the structure does not necessarily have to be a tree, but
could be a network instead such that subgenres could belong to several genres.
This usage of subgenre is sometimes referred to as the style.
270  albums
International Jazz Latin Miscellaneous Musical Instruments
General Bachata Big BandBandaCompilations
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Figure 2.2: Illustration of a part of the genre taxonomy found at Amazon.com’s
music store [46]. Only a small part of the taxonomy is shown as can be seen
from the text in the outer left part of the ﬁgure.
As mentioned previously, humans classify music based on low-level auditory and
cognitive processing, but also their subjective experiences and cultural back-
ground. Hence, it cannot be expected that people will classify music similarly,
but the question is how much variability there is. Is it, for instance, meaningful
at all to use 500 diﬀerent genres and subgenres in a genre tree if a person wants
to ﬁnd a certain song or artist ? Will diﬀerent songs in a subgenre in such a
tree sound similar to a person or is the variability among subject simply too
large ? Certainly, for practical purposes of music information retrieval, it is not
relevant whether music experts agree on genre labels on a song, but whether
ordinary non-musicians can use the information.
Section 6.2 describes our experiment with human classiﬁcation of songs into 11
(preﬁxed) music genres. Assume that the ”true” genre of a song is given by the
consensus decision among the human subjects. It is then possible to measure
how much people disagree on this genre deﬁnition. The percentage of misclas-
siﬁcations was found to be 28% when only songs with at least 3 evaluations
were considered. Assume that a person listens to one of the songs in the radio.
Now, searching among these (only) 11 genres, the person will start to look for
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the song in the wrong genre with a risk of 28% if the song only belongs to one
genre. There might of course be methods to bring the percentage down such
as using more descriptive genre names. However, in a practical application, it
should still be considered whether this error is acceptable or not and especially
with more genres.
Another issue is the labelling of music pieces into an existing genre hierarchy.
Should a song only be given a single label or should it have multiple ?. The
music information provider All Music Guide [45] normally assign a genre as
well as several styles (subgenres) to a single album. The assignment on the
album-level instead of song-level is very common among music providers. It is
a possibility that all or most genres could be described by their proportion of
a few broad ”basis-genres” such as classical music, electronic music and rock.
This seems plausible for especially fusion genres such as blues-rock or pop punk.
Such a labelling in proportions would be particularly interesting in relation to
automatic music genre classiﬁcation. It could simply be found from a (large-
scale) human evaluation of the music where each genre-vote for a song is used
to create the distribution.
2.2 Automatic music genre classiﬁcation
Automatic music genre classiﬁcation only appeared as a research area in the
last decade, but has seen a rapid growth of interest in that time. A typical
example of an automatic music genre classiﬁcation system is illustrated in ﬁg-
ure 1.1. By comparison with ﬁgure 2.1, it is seen that the automatic system is
build from components which are (more or less intentionally) analogues to the
human music genre classiﬁcation system. In the computer system, the micro-
phone corresponds somehow to the role of the outer and middle ear since they
both transmit the vibrations in the air to an ”internal media” (electric signal
and lymph, respectively). Similarly to the frequency analyzer in the inner ear,
a spectral transformation is often applied as the ﬁrst step in the automatic sys-
tem. In humans, basic aspects in the music such as melody and rhythm are
likely to be used in the classiﬁcation of music and these are also often modelled
in the automatic systems. The feature part in the automatic system is thought
to capture the important aspects of music. The ﬁnal human classiﬁcation is
top-down cognitive processing such as matching the heard sound with mem-
ories of previously heard sounds. The equivalent in the automatic system to
such matching with previously heard sounds, is normally the classiﬁer which is
capable of learning patterns in the features from a training set of songs.
One of the earliest approaches to automatic music genre classiﬁcation is found
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in [116], although it is not demonstrated exactly on musical genres, but more
general sound classes from animals, music instruments, speech and machines.
The system ﬁrst attempts to extract the loudness, pitch, brightness and band-
width from the signal. The features are then statistics such as mean, variance
and autocorrelation (with small lag) of these quantities over the whole sound
clip. A gaussian classiﬁer is used to classify the features.
Another important contribution to the ﬁeld was made in [110] where three
diﬀerent feature sets are evaluated for music genre classiﬁcation using 10 genres.
The 30-dimensional feature vector represents timbral texture, rhythmic content
and pitch content. The timbral representation consists of well-known short-time
features such as spectral centroid, zero crossing rate and mel-frequency cepstral
coeﬃcients which are all further discussed in section 3.1. The rhythmic content,
however, is derived from a novel beat histogram feature and similarly, the pitch
content is derived from a novel pitch histogram feature. Experiments are made
with a gaussian classiﬁer, a gaussian mixture model and a K-nearest neighbor
classiﬁer. The best combination gave a classiﬁcation accuracy of 61 %.
In [82], traditional short-time features are compared to two novel psychoacoustic
feature sets for classiﬁcation of ﬁve general audio classes as well as seven music
genres. It was found that the psychoacoustic features outperform the traditional
features. Besides, four bands of the power spectrum of the short-time features
were used as features. This inclusion of the temporal evolution of the short-time
features is found to improve performance (see e.g. chapter 4).
The three previously described systems focus mostly on the music representation
and the classiﬁers have been given less interest. Many recent systems, however,
use more advanced classiﬁcation methods to be able to use high-dimensional
feature vectors without overﬁtting. For instance, the best performing system of
the audio (music) genre classiﬁcation contest at MIREX 2005 [53] as described
in [7] use a 804-dimensional (short-time) feature space which they classify with
an AdaBoost.MH classiﬁer. The contest had 10 contributions and Support
Vector Machines (SVMs) were used for classiﬁcation in 5 of these. SVMs are
well-known for their ability to handle high-dimensional feature spaces.
Most of the proposed music genre classiﬁcation systems consider a few genres
in a ﬂat hierarchy. In [12], an hierarchical genre taxonomy is suggested for 13
diﬀerent music genres, three speech types and a ”background” class. The genre
taxonomy has four levels with 2-4 splits in each. Hence, to reach the decision of
e.g. ”String Quartet”, the sound clip ﬁrst has be classiﬁed as ”Music”, ”Clas-
sical”, ”Chamber Music” and ﬁnally ”String Quartet”. Feature selection was
used on each decision level to ﬁnd the most relevant features for a given split
and gaussian mixture model classiﬁers were trained for each of these splits.
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So far, the music has been represented as an audio signal. In symbolic music
genre classiﬁcation, however, symbolic representations such as the MIDI format
or ordinary music notation (sheet music) are used. This area is very closely
related to ”audio-based” music genre classiﬁcation, but has the advantage of
perfect knowledge of e.g. instrumentation and the diﬀerent instruments are
split into separate streams. Limitations of the symbolic representation are e.g.
lack of vocal content and the use of a limited number of instruments. In [81]
and [80], music genre classiﬁcation is based on MIDI recordings into 38 genres
with an accuracy of 57 % and 9 genres with 90 % accuracy. Although a direct
comparison is not possible, these results seem better than the best audio-based
results and, hence, give promises for better audio-based performance with the
right features.
As explained earlier, there are elements in music genre classiﬁcation which are
extrinsic to the actual music. In [115], this problem is tried solved by com-
bining musical and cultural features which are extracted from audio and text
modalities, respectively. The cultural features were found from so-called com-
munity metadata [114] which were created by textual information retrieval from
artist-queries to the Internet.
Automatic music genre classiﬁcation is closely related to other areas in MIR.
For instance, beat features from the area of music tempo extraction can be
used directly as features in music genre classiﬁcation. A good introduction and
discussion of diﬀerent methods for tempo extraction is found in [99]. Similarly,
[65] presents a careful investigation of music transcription which is a diﬃcult
and still largely unsolved task in polyphonic music. Instrument recognition is
examined in e.g. [79] and although exact instrument recognition as given in the
MIDI format is a very diﬃcult problem for ordinary music signals, it is possible
to recognize broader instrument families. Other areas in MIR are e.g. music
artist identiﬁcation [77] and audio drum detection [118]. Much of the research
in these areas is presented in relation to the International Conferences on Music
Information Retrieval (ISMIR) [52] and the MIREX contests in relation to these
conferences.
From a wider perspective, MIR and automatic music genre classiﬁcation can be
seen as part of a large group of overlapping topics which are concerned with the
analysis of sound in general. The largest topic in this group is arguably Speech
Processing if regarded as a single topic. This topic has been investigated for
several decades and has several well-established subtopics such as Automatic
Speech Recognition (ASR). The ﬁrst speech recognition systems were actually
build in the 1950s [60]. Speech processing is treated in many textbooks such as
[94] and [93].
Another topic in the group is Computational Auditory Scene Analysis (CASA)
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which is concerned with the analysis of sound environments in general. CASA
builds on results from experimental psychology in Auditory Scene Analysis and
(often quite complex) models of the human auditory system. One of the main
topics in CASA is the disentanglement of diﬀerent sound streams which humans
perform easily. For this reason, CASA has close links to blind source separation
methods. A good introduction to CASA is found in [19] and [28] as well as the
seminal work by Bregman [10] where the term Auditory Scene Analysis was ﬁrst
introduced. Other examples in the large group are recognition of alarm sounds
[29] and general sound environments [1].
2.3 Assumptions and choices
There are many considerations and assumptions in the speciﬁcation of a music
genre classiﬁcation system as seen in the previous section. The most important
assumptions and choices that have been made in the current dissertation as
well as the related papers are described in the following and compared to the
alternatives.
Supervised learning This requires the songs or sound clips each to have a
genre label which is assumed to be the true label. It also assumes that
the genre taxonomy is true. This is in contrast to unsupervised learning
where the trust is often put on a similarity measure instead of the genre
labels.
Flat genre hierarchy with disjoint, equidistant genres These are the tra-
ditional assumptions of genre hierarchy. It means that any song or sound
clip only belong to a single genre and there are no subgenres. Equidistant
genres means that any genre could be mistaken equally likely for any other
genre. As seen in ﬁgure 6.6, which comes from a human evaluation of the
data set, this is hardly a valid assumption. The assumptions on the genre
hierarchy are build into the classiﬁer.
Raw audio signals Only raw audio in WAV format (PCM encoding) is used.
In some experiments, ﬁles with MP3 format (MPEG1-layer3 encoding)
have been decompressed to WAV format. This is in contrast to e.g. the
symbolic music representation or textual data.
Mono audio In contrast to 2-channel (stereo) or multi-channel sound. It is
unlikely to have much inﬂuence whether the music is in mono or stereo
for music genre classiﬁcation. Stereo music is therefore reduced to mono
by mixing the signals with equal weight.
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Real-world data sets This is in contrast to specializing on only subgenres of
e.g. classical music. Real-world data sets should ideally consist of all kinds
of music. In practice, it should reﬂect the music collection of ordinary
users. This is the music that people buy in the music store and listen to
on the radio, TV or Internet. Hence, most of the music will be polyphonic
i.e. with two or more independent melodic voices at the same time. It will
also consist of a wide variety of instruments and sounds. This demands
a lot of ﬂexibility in the music features as opposed to representations of
monophonic single-instrument sounds.
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Chapter 3
Music features
The creation of music features is split into two separate parts in this dissertation
as illustrated in ﬁgure 3.1. The ﬁrst part, Short-time feature extraction, starts
with the raw audio signal and ends with short-time feature vectors on a 10-40
ms time scale. The second part, Temporal feature integration, uses the (multi-
variate) time series of these short-time feature vectors over larger time windows
to create features which exist on a larger time scale. Almost all of the existing
music features can be split into two such parts. Temporal feature integration is
the main topic in this dissertation and is therefore carefully analyzed in chapter
4.
The ﬁrst section of the current chapter describes short-time feature extraction
in general as well as introduce several of the most common methods. The
methods that have been used in the current dissertation project are given special
attention. Section 3.2 describes feature ranking and selection as well as the
proposed Consensus Sensitivity Analysis method for feature ranking which we
used in (Paper B).
Finding the right features to represent the music is arguably the single most
important part in a music genre classiﬁcation system as well as in most other
music information retrieval (MIR) systems. The genre itself could even be re-
garded as a high-level feature of the music, but only lower-level features, that
are somehow ”closer” to the music, are considered here.
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Figure 3.1: The full music genre classiﬁcation system is illustrated. Special
attention is given to the feature part which is here split into two separate parts;
Short-time feature extraction and Temporal feature integration. Short-time
features normally exist on a 10-40 ms time scale and temporal feature integration
combines the information in the time series of these features to represent the
music on larger time scales.
The features do not necessarily have to be meaningful to a human being, but
simply a model of the music that can convey information eﬃciently to the clas-
siﬁer. Still, a lot of existing music features are meant to model perceptually
meaningful quantities. This seems very reasonable in music genre classiﬁca-
tion, and even more so than e.g. in instrument recognition, since the genre
classiﬁcation is intrinsically subjective.
The most important demand for a good feature is that two features should
be close (in some ”simple” metric) in feature space if they represent somehow
physically or perceptually ”similar” sounds. An implication of this demand
is robustness to noise or ”irrelevant” sounds. In e.g. [33] and [102], diﬀerent
similarity measures or metrics are investigated to ﬁnd ”natural” clusters in
the music with unsupervised clustering techniques. This builds explicitly on
this ”clustering assumption” of the features. In supervised learning which is
investigated in the current project, the assumption is used implicitly in the
classiﬁer as explained in chapter 5.
3.1 Short-time feature extraction
In audio analysis, feature extraction is the process of extracting the vital in-
formation from a (ﬁxed-size) time frame of the digitized audio signal. Mathe-
matically, the feature vector xn at discrete time n can be calculated with the
function F on the signal s as
xn = F (w0 sn−(N−1), . . . , wN−1 sn) (3.1)
3.1 Short-time feature extraction 19
where w0, w1, . . ., wN−1 are the coeﬃcients of a window function and N de-
notes the frame size. The frame size is a measure of the time scale of the
feature. Normally, it is not necessary to have xn for every value of n and
a hop size M is therefore used between the frames. The whole process is
illustrated in ﬁgure 3.2. In signal processing terms, the use of a hop size
amounts to a downsampling of the signal xn which then only contains the terms
. . . ,xn−2M ,xn−M ,xn,xn+M ,xn+2M , . . ..
Figure 3.2: Illustration of the traditional short-time feature extraction process.
The ﬂow goes from the upper part of the ﬁgure to the lower part. The raw
music signal sn is shown in the ﬁrst of the three subﬁgures (signals). It is shown
how, at a speciﬁc time, a frame with N samples is extracted from the signal
and multiplied with the window function wn (Hamming window) in the second
subﬁgure. The resulting signal is shown in the third subﬁgure. It is clearly seen
that the resulting signal gradually decreases towards the sides of the frame which
reduces the spectral leakage problem. Finally, F takes the resulting signal in
the frame as input and returns the short-time feature vector xn. The function
F could be e.g. the discrete Fourier transform on the signal followed by the
magnitude operation on each Fourier coeﬃcient to get the frequency spectrum.
The window function is multiplied with the signal to avoid problems due to
ﬁnite frame size. The rectangular window with amplitude 1 corresponds to
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calculating the features without a window, but has serious problems with the
phenomenon of spectral leakage and is rarely used. The author has used the so-
called Hamming window which has sidelobes with much lower magnitude1, but
other window functions could have been used. Figure 3.3 shows the result of a
discrete Fourier transform on a signal with and without a Hamming window and
the advantage of the Hamming window is easily seen. The Hamming window
can be found as
wn = 0.54− 0.46 cos
(
2πn
N − 1
)
n = 0, . . . , N − 1
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Figure 3.3: The ﬁgure illustrates the frequency spectrum of a harmonic signal
with a fundamental frequency and four overtones. The signal has a sampling
frequency of 22 kHz and the frame size was 512 samples. It is clearly advanta-
geous to use a Hamming window compared to not using a window (or, in fact,
a rectangular window) since it is less prone to spectral leakage.
A major part of the work in feature extraction for music and especially speech
signals has focused on short-time features. They are thought to capture the
1The price for lower magnitudes of the sidelobes is a wider primary lobe. Although it is
almost twice as wide as for the rectangular window, the Hamming window is considered much
more suitable for music.
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short-time aspects of music such as loudness, pitch and timbre. An ”informal”
deﬁnition of short-time features is, that they are extracted on a time scale of 10
to 40 ms where the signal is considered (short-time) stationary.
Numerous short-time features have been proposed in the literature. A good
survey of speech features is found in e.g. [90] or [93] and many of these features
have also proven useful for music. Many variations of the traditional Short-Time
Fourier Transform have been proposed and they often involve a log-scaling of
the frequency domain. Also many variations of cepstral coeﬃcients have been
proposed [22] [105]. However, it appears that many of these representations
perform almost equally well [58] [101]. In general, the frequency representations
can be sorted by their similarity with the human auditory processing system.
Furthest away from the human auditory systems, we might place the discrete
Fourier transform or similar representations. Closer to the human system, we
ﬁnd features from the area of Computational Auditory Scene Analysis (CASA)
[19] [10]. For instance, Gamma-tone ﬁlterbanks [88] are often used to model the
spectral analysis of the basilar membrane instead of simply summing over log-
scaled frequency bands as is often done. Although the gamma-tone ﬁlterbank is
more computationally demanding than a simple discrete Fourier transform, it
is still designed to be a trade-oﬀ between realism and computational demands.
Even more realistic, but also computationally demanding models are found in
the areas of psychoacoustics and computational psychoacoustics. Short-time
features quite close to the human auditory system have been applied to music
genre classiﬁcation in e.g. [82].
Pitch is one of the most salient basic aspects of music and sound in general.
Many diﬀerent approaches have been taken to estimate the pitch in music as
well as speech [99] [107]. In music, pitch detection in monophonic music is
largely considered as a solved problem, whereas real-world polyphonic music
still oﬀers many problems [5] [65]. Note that many pitch detection algorithms
do not really ﬁt into the short-time feature formulation since they often use
larger time frames. The reason for this is, that it is important to have a high
frequency resolution to distinguish between the diﬀerent peaks in the spectrum.
Still, they are considered as short-time features since the perceptual pitch is a
short-time aspect.
In the following, a selection of short-time features will be described in more
detail. These are the features which have been investigated experimentally in
this dissertation. They also represent the most common features in the literature
and many other short-time features can be seen as variations of these.
22 Music features
Mel-Frequency Cepstral Coeﬃcients (MFCC)
Mel-Frequency Cepstral Coeﬃcients (MFCC) originate from automatic speech
recognition [93], where they have been used with great success. They were
originally proposed in [22]. They have become very popular in the MIR society
where they have been used successfully for music genre classiﬁcation in e.g. [77]
and [62] and for categorization into perceptually relevant groups such as moods
and perceived complexity in [91].
The MFCCs are to some extent created according to the principles of the human
auditory system [72], but also to be a compact representation of the amplitude
spectrum and with considerations of the computational complexity. In [4], it is
argued that they model timbre in music. [70] compare them to auditory features
with more accurate (and computationally demanding) models, but still ﬁnd the
MFCCs superior. In (Paper B), we also ﬁnd the MFCCs to perform very well
compared to a variety of other short-time features and similar observations are
made in [62] and [41]. For this reason, the MFCCs have been used as the
standard short-time feature representation in our experiments with temporal
feature integration (as described in chapter 4) and, therefore, a more careful
description of these features is given in the following.
Signal
Discrete
Cosine 
Transform
Hamming 
Window
Discrete
Mel−scaling Log−scaling
Transform
Fourier
MFCC
features
Audio
Figure 3.4: Illustration of the calculation of the Mel-Frequency Cepstral Coeﬃ-
cients (MFCCs). The ﬂow chart illustrates the diﬀerent steps in the calculation
from raw audio signal to the ﬁnal MFCC features. There exist many variations
of the MFCC implementation, but nearly all of them follow this ﬂow chart.
Figure 3.4 illustrates the construction of the MFCC features. In accordance
with equation 3.1, the feature extraction can be described as a function F on
a frame of the signal. After applying the Hamming window on the frame, this
function contains the following 4 steps :
1. Discrete Fourier Transform The ﬁrst step is to perform the discrete
Fourier transform on the frame. For a frame size of N , this results in N
(complex) Fourier coeﬃcients. The phase is now discarded as it is thought
to represent little value to human recognition of speech and music. This
results in an N -dimensional spectral representation of the frame.
2. Mel-scaling Humans order sounds on a musical scale from low to high
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with the perceptual attribute named pitch2. The pitch of a sine tone is
closely related to the physical quantity of frequency and the fundamental
frequency for a complex tone. However, the pitch scale is not similarly
spaced as the frequency scale. The mel-scale is an estimate of the relation
between the perceived pitch and the frequency which is found by equating
1000 mels to a 1000 Hz sine tone at 40 dB. It is used in the calculation
of the MFCCs to transform the frequencies in the spectral representation
into a perceptual pitch scale. Normally, the mel-scaling step has the form
of a ﬁlterbank of (overlapping) triangular ﬁlters in the frequency domain
and with center frequencies which are mel-spaced. A standard ﬁlterbank
is illustrated in ﬁgure 3.5. Hence, this mel-scaling step is also a smoothing
of the spectrum and a dimensionality reduction of the feature vector.
3. Log-scaling Similarly to pitch, humans order sound from soft to loud
with the perceptual attribute loudness. Perceptual loudness corresponds
quite closely to the physical measure of intensity. Although other quan-
tities, such as frequency, bandwidth and duration, aﬀect the perceived
loudness it is common to relate loudness directly to intensity. As such,
the relation is often approximated as L ∝ I0.3 where L is the loudness
and I is the intensity (Stevens’ power law). It is argued in e.g. [72], that
the perceptual loudness can also be approximated by the logarithm of the
intensity, although this is not quite similar to the previously mentioned
power law. This is a perceptual motivation for the log-scaling step in the
MFCC extraction. Another motivation for the log-scaling in speech anal-
ysis is that it can be used to deconvolute the slowly varying modulation
and the rapid excitation with pitch period [94].
4. Discrete Cosine Transform As the last step, the discrete cosine trans-
form (DCT) is used as a computationally inexpensive method to de-
correlate the mel-spectral log-scaled coeﬃcients. In [72], it is found that
the basis functions of the DCT are quite similar to the eigenvectors of
a PCA analysis on music. This suggests that the DCT can actually be
used for the de-correlation. As illustrated in ﬁgure 4.2, the assumption
of de-correlated MFCCs is, however, doubtful. Normally, only a subset
of the DCT basis functions are used and the result is then an even lower
dimensional feature vector of MFCCs.
It should be noted that the above procedure is the general procedure for calcu-
lating MFCCs, but other authors use variations of the above theme [35]. In our
work, the Voicebox Matlab-package has been used [50].
Another note regards the zero’th MFCC which is a measure of the short-time
2In fact, the ANSI (1973) deﬁnition of pitch is :”..that attribute of auditory sensation in
terms of which sounds may be ordered on a scale extending from high to low”
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Figure 3.5: Illustration of the ﬁlterbank/matrix which is used to convert the
linear frequency scale into the logarithmic mel-scale in the calculation of the
Mel-Frequency Cepstral Coeﬃcients. The ﬁlters are seen to be overlapping and
have logarithmic increase in bandwidth.
energy. This value is sometimes discarded when other measures of energy are
used for the total feature vector.
Linear Prediction Coeﬃcients (LPC)
Like the MFCCs, the Linear Prediction Coeﬃcients (LPC) have been used in
speech analysis for many years [93]. In fact, linear prediction has an even longer
history which originates in areas such as astronomy, seismology and economics.
The idea behind the LPCs is to model the audio time signal with a so-called
all-pole model. This model is thought to apply to the production of (non-
nasal) voiced speech. In [89] the LPCs are used for recognition of general sound
environments such as restaurant environment and traﬃc and they have been
used successfully in [7] for music genre classiﬁcation. Our experiments, however,
suggest that the LPCs are less useful in music genre classiﬁcation if the choice
is between them and the MFCCs (Paper B).
The basic model in linear prediction is
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sn = a1sn−1 + a2sn−2 + . . .+ aP sn−P +Gun
for the signal sn and linear prediction coeﬃcients ai up to the model order P .
Here, G is the gain factor and un is an error signal. Assuming the error to be
a (stationary) white gaussian noise process, the LP coeﬃcients (LPCs) ai are
found by standard least-squares minimization of the total error En which can
be written as
En =
n∑
i=n−N+P
(si −
P∑
j=1
ajsi−j)2
for the frame n. A variety of methods can be used for the minimization such
as the autocorrelation method, covariance method and the lattice method [94]
which diﬀer mostly in the computational details. In our work, the Voicebox Mat-
lab implementation [50] has been used which uses the autocorrelation method.
The LPCs are then ready to be used as a feature vector in the following clas-
siﬁcation steps. In our work, the square-root of the minimized error i.e. the
estimate of the gain factor G, is added as an extra feature to the LPC feature
vector.
The linear prediction model is perhaps best understood in the frequency domain.
As explained in e.g. [76], the LPC captures the spectral envelope and the model
order P decides the ﬂexibility to model the envelope. In (Paper G), we have
given a more careful explanation of this model to be used in the context of
temporal feature integration (see chapter 4).
Delta MFCC (DMFCC) and delta LPC (DLPC)
The delta MFCC (DMFCC) features have been used for music genre classiﬁca-
tion in e.g. [109] and for music instrument recognition in [30]. They are derived
from the MFCCs as
DMFCC(i)n =MFCC
(i)
n −MFCC(i)n−1
where i indicates the ith MFCC coeﬃcient.
Similarly, the delta LPC (DLPC) features are derived from the LPCs as
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DLPC(i)n = LPC
(i)
n − LPC(i)n−1
Zero-Crossing Rate (ZCR)
The Zero-Crossing Rate (ZCR) also has a background in speech analysis [94].
This very common short-time feature has been used for music genre classiﬁcation
in e.g. [67] and [117]. It is simply the number of time-domain zero-crossings in
a time window. This can be formalized as
ZCRn =
n∑
i=n−N+1
|sgn(si)− sgn(si−1)|
where the sgn-function returns the sign of the input. For simple single-frequency
tones, this is seen to be a measure of the frequency. It can also be used in speech
analysis to discriminate between voiced and unvoiced speech since ZCR is much
higher for unvoiced than voiced speech.
Short-Time Energy (STE)
The common Short-Time Energy (STE) has been used in speech and music
analysis as well as many other areas. It is used to distinguish between speech and
silence, but mostly useful in high signal-to-noise ratio. It is a very common short-
time feature in music genre classiﬁcation and has been used in one of the earliest
approaches to sound classiﬁcation [116] to distinguish between (among other
things) diﬀerent music instrument sounds. Short-Time Energy is calculated as
STEn =
1
N
n∑
i=n−N+1
s2i
for a signal si at time i. The loudness of a sound is closely related to the
intensity of a signal and therefore the STE [94].
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Basic Spectral MPEG-7 features
The MPEG (Moving Picture Experts Group [48]) is a working group of the
ISO/IEC organization for standardization of audiovisual content and has had
great success with MPEG-1 (1992) and MPEG-2 (1994). MPEG-7 (2002) is
known as a ”Multimedia Content Description Interface” and is involved with
the description rather than the representation of audiovisual content.
In the following, 4 diﬀerent feature sets from the MPEG-7 framework will be
described. They are described in detail in [86]. Note that some degree of vari-
ation of the actual implementations and system parameters are allowed within
the MPEG-7 framework and that our implementation is described in the fol-
lowing. In the MPEG-7 terminology the features are called the Basic Spectral
low-level audio descriptors. The basis of these features is the Audio Spectrum
Envelope (ASE) features which is the power spectrum in log-spaced frequency
bands. Hence, the ﬁrst step is to calculate the discrete Fourier transform (using
the Hamming window again) over the 30 ms frame to estimate the power spec-
trum. Afterwards, a 1/4-octave spaced ﬁlterbank (of non-overlapping square
ﬁlters) is applied to summarize the power in these log-spaced frequency bands.
The edges are anchored at 1 kHz. The low edge is at 62.5 Hz, the high edge
at 9514 Hz and two extra coeﬃcients summarize the power below and above
these edges. This spectral representation is the ASE features. It is seen that
this representation is actually not very diﬀerent from the ﬁrst two steps of the
MFCC features although the ﬁlters are neither overlapping nor triangular. The
ASE features have been used in e.g. audio thumbnailing in [112] and in general
sound classiﬁcation in [16].
The Audio Spectrum Centroid (ASC) and Audio Spectrum Spread (ASS) fea-
tures are calculated in accordance with the ASE features. The ASC feature is
the normalized weighted mean (or centroid) of the log-frequency which can be
formulated as
ASC =
∑N
i=1 log2(fi/1000)Pi∑p
i=1 Pi
where fi is the frequency of the i’th frequency coeﬃcient with power Pi. The
number N is the total number of frequency coeﬃcients of the ASE feature before
the log-scaling i.e. equal to the number of Fourier coeﬃcients which is also the
frame size in number of samples. This feature indicates at which frequency the
dominating power lies (especially for narrow-band signals), but obviously with
all the weaknesses of a simple mean value. It is thought to be the physical
correlate of the perceptual concept of sharpness [86]. There exist many diﬀerent
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variations of the spectral centroid short-time feature, but they are basically all
the weighted mean of the frequency spectrum [98] [68] [79]).
As the ASC feature can be seen as the weighted mean of the log-spaced fre-
quency, the Audio Spectrum Spread can be seen as the weighted standard devi-
ation. Mathematically, this is
ASS =
√√√√∑Ni=1(log2(fi/1000)−ASC)2Pi∑N
i=1 Pi
with the same notation as before. The ASS feature thus measure the spread of
the power about the mean and has been found to discriminate between tone-like
and noise-like sounds [86].
The Spectral Flatness Measure (SFM) features express the deviation from a ﬂat
power spectrum of the signal in the short-time frame. Large deviation from a
ﬂat shape could indicate tonal components. The SFM feature has been used
in e.g. [34] for audio ﬁngerprinting and [12] for music genre classiﬁcation. The
calculation of the SFM features largely follow that of the ﬁrst steps for the ASE
features. Like for the ASE features, 1/4-octave frequency bands with edges fk
are used. However, to increase robustness, the bands are increased with 5% to
each side in the SFM extraction. Instead of summing over the power spectrum
coeﬃcients P˜i as for the ASE features, the SFM features are found in each band
k as
SFMk =
Nk
√∏n(k+1)
i=n(k) P˜i
1
Nk
∑n(k+1)
i=n(k) P˜i
where n(k) is index function of the power spectrum coeﬃcients P˜i between the
edges fk and fk+1 and Nk is the corresponding number of coeﬃcients. The
reader is referred to [86] for more speciﬁc details of the implementation. [26]
introduces a variant of the Spectral Flatness Measure.
3.2 Feature ranking and selection 29
3.2 Feature ranking and selection
Numerous music features exist of which some have been described in the pre-
vious sections. However, for several reasons it is necessary to choose only a
subset of these for our music genre classiﬁcation system. For instance, there
may be limitations in both computational space and time. Another important
concern is the curse of dimensionality which implies that, for a given training
set, adding more features (information) will actually raise the generalization er-
ror of most classiﬁers at a certain point. In a music genre classiﬁcation task, the
possible genres could be diﬀerent subgenres of Classical music. However, the
best features for such a system might not be the best for a system that should
discriminate between subgenres of Heavy Metal. Therefore feature selection is
often useful. Feature selection is the process of selecting the subset of features
which minimizes the generalization error or another performance measure. Fea-
ture ranking estimates the usefulness of the features individually (in contrast to
a larger subset). A wide variety of ranking and selection methods have been
proposed in the literature. A good overview of these can be found in [39] and
are also discussed in e.g. [8].
Note that although only feature selection is considered here, it could be viewed
as just another example of dimensionality reduction. A multitude of diﬀerent
methods have been proposed for dimensionality reduction such as Principal
Component Analysis, Independent Component Analysis, Partial Least Squares,
Non-negative Matrix Factorization and so forth [27] [56]. However, most of
these methods use a (linear) combination of all of the features (with the notable
exception of sparse methods [43] [119]). Therefore, it is necessary to extract all
of the features to apply the technique which is computationally demanding.
Feature selection has quite often been used in music genre classiﬁcation. In [12],
90 diﬀerent features are initially considered, but 32 of these were discarded in
an initial feature selection based on robustness to added white noise and band-
width changes. Afterwards, a sequential forward selection method was used to
ﬁnd subsets of increasing size that maximized a measure of class separability.
[67] started out with 8 features and systematically found the classiﬁcation test
errors of every subset with 3 features. This brute-force feature selection method
is very good if it is known that the best performance is achieved with 3 features.
However, the optimal number of features is rarely known. Besides, this brute-
force method becomes computationally infeasible for even quite small numbers
of features since the whole system has to be trained and tested for each com-
bination. Assuming that the optimal number of features is not known and we
have 100 features, 2100 ≈ 1030 training and testing phases are necessary to ﬁnd
the optimal subset with this method.
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3.2.1 Consensus sensitivity analysis
In (Paper B), the author has proposed Consensus Sensitivity Analysis for fea-
ture ranking to estimate the usefulness of the music features individually. The
method is based on the estimate of the probability Pˆ (C|zn) which is the prob-
ability of a genre conditioned on the feature vector zn. The idea is to quantify
the change in output Pˆ (C|z) for a given change in the i’th feature x(i). Here,
z is a ﬁxed transformation of the feature vector x as occurs in e.g. temporal
feature integration (see chapter 4). The larger the change in output Pˆ (C|z),
the more important the i’th feature is considered to be and this is used to rank
the individual features. Mathematically, the sensitivity contribution of feature
i can be found as
s(i) =
1
N Nc
Nc∑
c=1
N∑
n=1
∣∣∣∣∣∂Pˆ (C = c|zn)∂x(i)n
∣∣∣∣∣ (3.2)
where N is the number of frames in the training set and Nc is the number of
genres. These values are named absolute value average sensitivities [104] [64].
The above procedure describes the creation of the sensitivities s(i) and s can be
seen as the values in a sensitivity map which can be used to rank the features.
However, in our experiments, several cross-validation runs or other resamplings
have been made which give several diﬀerent rankings on the same feature set.
The Consensus Sensitivity Analysis use consensus among the diﬀerent runs to
ﬁnd a single ranking. For instance, assume that 50 resamplings are made which
means that each feature x(i) has 50 diﬀerent ”votes” for the ranking position.
The most important ranking position (position 1) is simply found as the feature
with most votes as ranking 1. This feature then ”wins” this ranking position
and is not considered further. To ﬁnd the feature with ranking position 2, the
votes to be ranked 2nd are counted, but all votes to be ranked 1 are added.
Hence, all previous votes are cumulated in the competition. This procedure
continues until all features are given a ranking. In the case of equal amounts of
votes among several features, the ranking is random.
Chapter 4
Temporal feature integration
The topic of the current chapter is Temporal feature integration which is the
process of combining (integrating) all the short-time feature vectors in a time
frame into a new single feature vector on a larger time scale. The process is
illustrated in ﬁgure 4.1. Although temporal feature integration could happen
from any time scale to a larger one (e.g. 1 s to 10 s), it is most commonly
applied to time series of short-time features (10-40 ms) as the ones described in
section 3.1. Temporal feature integration is important since only aspects such
as sound timbre or loudness is represented on the short time scale. Aspects of
music such as rhythm, melody and melodic eﬀects such as tremolo are found on
larger time scales as discussed in chapter 2.
In the ﬁrst part of the chapter, temporal feature integration is discussed in gen-
eral terms. Then, the very commonly used Gaussian Model is discussed which
simply uses the mean and variance (or covariance) of the short-time features as
new features. Afterwards, the Multivariate Autoregressive Model is presented.
We proposed this model in relation to the current dissertation project in (Papers
C and G). The model is carefully analyzed and is considered as one of the main
contributions of this dissertation. The following section discusses the Dynamic
Principal Component Analysis model which was also proposed in relation to the
current dissertation. We proposed this model in (Paper B). The remaining parts
of the chapter discuss diﬀerent features which were proposed by other authors,
but that have been investigated for comparison in the current project. These
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features are based on temporal feature integration of short-time features up to
a higher time scale, but they are less general than the previously mentioned
methods. For instance, the Beat Spectrum feature is meant to capture the beat
explicitly and the High Zero-Crossing Rate Ratio feature is speciﬁcally meant
for the Zero-Crossing Rate short-time feature.
As explained before, temporal feature integration is the process of integrating
several features over a time frame into a single new feature vector as illustrated
in ﬁgure 4.1. The hope is that the new feature vector will be able to capture the
important temporal information as well as dependencies among the individual
feature dimensions. The process can be formalized as
zn = T (xn−(N−1), . . . ,xn) (4.1)
where zn is the new feature vector at the larger time scale, xn is the time series
of (short-time) features and N is the frame size. The transformation T performs
the temporal feature integration.
The short-time features in chapter 3 are normally extracted from 10-40 ms
and they are able to capture aspects which live on that time scale such as sound
loudness, timbre and pitch. However, many aspects of music exist on larger time
scales. For instance, the beat rate in a song normally lies in the range of 40-
200 b.p.m (beats-per-minute) and therefore the time interval between successive
beat pulses is in the range of 300-1500 ms. This is clearly not captured on the
short time scale. In [110] it is argued that important information lives on a
1s time scale which is named a ”texture window”. [79] argues that e.g. note
changes are important for music instrument recognition. Other phenomena in
music which exist on diﬀerent, longer time scales are tremolo, vibrato, auditory
roughness, the melodic contour and rhythm. Although the importance of such
long-term aspects is not very well known for human music genre classiﬁcation,
they cannot be neglected as discussed in section 2.1.
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Figure 4.1: Illustration of the process of Temporal feature integration. The
upper part of the ﬁgure illustrates the temporal evolution of the ﬁrst 7 MFCCs
which have been extracted from the middle of the song ”Master of Revenge”
by the band ”Body Count”. Hence, the x-axis shows the temporal evolution of
short-time features and the y-axis shows the diﬀerent dimensions of the short-
time feature vector. Although MFCCs are used here, any (multivariate) time
series of short-time features could be used. The feature values have been scaled
for the purpose of illustration. The red box contains the information that is
used for temporal feature integration. The number of short-time feature vectors
which are used, is given by the frame size N and the hop size M is the dis-
tance between adjacent frames. The transformation T is the temporal feature
integration transform which returns the feature vector zn on the larger time
scale. T might simply be to take the mean and variance over the frame size of
each MFCC individually which would here result in a 14-dimensional (Q = 14)
feature vector zn. Note that there appears to be structure in the signals in
both time and between the short-time feature dimensions (the MFCCs). This
is especially clear for the ﬁrst MFCCs.
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Figure 4.2: Illustration of the correlation coeﬃcients (Pearson product-moment
correlation coeﬃcients) between the ﬁrst 13 (short-time) MFCC features. The
coeﬃcients have been estimated from data set A. There appears to be (linear)
dependence between some of the neighboring coeﬃcients.
It has now been argued that humans use temporal structure in the music for
genre classiﬁcation. This is also quite evident when looking at the multivariate
time series of MFCC coeﬃcients in ﬁgure 4.1. There seems to be a clear pat-
tern in the temporal structure and a good temporal feature integration method
should capture this structure. However, there also seems to be correlations be-
tween the diﬀerent coeﬃcients. Figure 4.2 illustrates the correlation coeﬃcients
between the 13 ﬁrst MFCCs from our data set A (see section 6.2). This indicates
that some, and especially adjacent, MFCCs are correlated and a good model
should consider that.
The integrated feature zn in equation 4.1 normally has higher dimensionality
than the xn features. This is necessary to capture all the relevant information
from the N frames. For instance, the common Gaussian Model uses the mean
and variance of each element in xn in the frame. Hence, the dimensionality of
the vector zn will be twice as large as for xn. It may therefore appear that
this new representation uses twice as much space. However, as for the feature
extraction, a hop size M is normally used between the frames and, in fact,
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the temporal feature integration is normally a data compression. For instance,
assume we start with 30s music at 22050 Hz i.e. 661500 samples. In a typical
implementation, this might result in 4000 MFCCs of dimension 6 when using
frame size 15 ms and hop size 7.5 ms. Using e.g. the proposed MAR features
(described in section 4.2) for temporal feature integration reduces this to 70
MAR features of dimension 135 when using frame size 1200 ms and hop size
200 ms for the integration. In other words, the compression from raw audio to
MFCC is approximately a factor 10 and the MAR features compress the data
further with a factor 2.5. Although the main concern here is the classiﬁcation
performance, the usage of space for storage and handling the features is worth
considering for practical applications. Additionally, our results indicate that
data could be compressed much more with a fairly small loss of performance.
For instance, instead of using 70 MAR feature vectors to represent a song, a
single MAR feature vector could represent the whole song with approximately
10% decrease in performance.
The literature contains a variety of diﬀerent temporal feature integration meth-
ods for both music, speech and sound in general. The reason is that the semantic
content in sound is very important such as melodies, rhythms and lyrics in mu-
sic and e.g. words or sentences in speech. In speech recognition, short-time
features have traditionally been considered suﬃcient. However, recently, there
have been signs of a paradigm-shift to consider longer time frames and with
indications that temporal feature integration might be the solution [85] [40].
Common temporal feature integration methods use some simple statistics of the
short-time features such as the mean, variance, skewness or autocorrelation at
a small lag [38] [110] [116]. This is by far the most common methods. Another
approach has been taken in [13] which model the temporal evolution in the
energy contour by a polynomial function (although on quite short time frames
and focusing on general sound). The temporal feature integration method in
[31] focuses on music genre classiﬁcation. Their technique is to use the entropy,
energy ratio in frequency bands, brightness, bandwidth and silence ratio of
ordinary DFT short-time features as features on a 5 s time scale.
In [108], pitch histograms were proposed to capture the short-time pitch content
over a full song. The technique resembles the beat histogram procedure which is
described in section 4.7. This temporal feature integration method is therefore
speciﬁcally targeted at pitch short-time features although it might be possible
to generalize the technique. A number of diﬀerent features were extracted from
the pitch histogram.
Sometimes, the line between temporal feature integration and classiﬁer or simi-
larity measure is thin. For instance, in the interesting contributions [78] and [83]
Gaussian Mixture Models (GMM) were used to model the probability density
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of short-time features. This is integrated into a Support Vector Classiﬁer kernel
and as such could be regarded as part of the classiﬁer. However, it might also
be seen as a temporal feature integration method where the parameters of the
GMM are the new feature vector.
The following sections describe the most common temporal feature integration
methods as well as the methods which were believed to be the most promis-
ing state-of-the-art methods. Besides, our two proposed models are introduced
and carefully explained. All of the following techniques have been used in our
experiments with temporal feature integration.
4.1 Gaussian Model
By far, the most common temporal feature integration method is to use the
mean and variance in time over a sequence of (short-time) feature vectors. This
has been used for music genre classiﬁcation in e.g. [70] and [69] and to detect the
mood in music in [71]. Most authors use these statistics without much notice
of the implicit assumptions that are being made. In fact, it amounts to using
only the mean and variance to describe the full probability density distribution
p(xn−(N−1), . . . ,xn) of the feature vectors xn at time n. Hence, the method
assumes that the feature vectors xn are drawn independently from a Gaussian
probability distribution with diagonal covariance matrix. The assumption is in-
dependence both in time and among the coeﬃcients of the feature vector. As
discussed previously, this is hardly a valid assumption.
MeanVar features
The integrated feature, here named MeanVar, is then
zn =

mˆn
Σˆ11(n)
...
Σˆdd(n)

where
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mˆn =
1
N
n∑
i=n−(N−1)
xi
is the mean value estimate at time n and
Σˆkk(n) =
1
N − 1
n∑
i=n−(N−1)
(
x(k)i − mˆ(k)n
)2
is the variance estimate of feature k at time n. N is the temporal feature
integration frame size.
MeanCov features
A straightforward extension of the above feature integration model, would be
to allow for a full covariance matrix as has been done in (Paper G). This would
capture the correlations between the individual feature dimensions. However,
for a feature vector of dimension d, there are d(d+1)/2 (informative) elements in
the full covariance matrix as opposed to only d elements in the diagonal matrix.
This might be a problem for the classiﬁer due to the ”curse of dimensionality”
[8].
The MeanCov feature is deﬁned as
zn =

mˆn
Σˆ11(n)
Σˆ12(n)
...
Σˆ1d(n)
Σˆ2d(n)
...
Σˆdd(n)

where the elements are deﬁned as for the MeanVar feature except that Σˆij is now
the covariance estimate between feature i and j instead of simply the variances.
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4.2 Multivariate Autoregressive Model
As seen in the previous chapter, the ordinary MeanVar features do not model
temporal dependencies or dependencies among the individual features in a fea-
ture vector (e.g. between MFCC 1 and MFCC 5). The MeanCov features were
able to improve this by modelling correlations among individual features, but
still not the temporal dependencies.
In relation to the current dissertation project, we have proposed and carefully
investigated the Multivariate Autoregressive Model which models both depen-
dencies in time and among individual features. We have examined and evaluated
this temporal feature integration model in (Papers C and G). It can be seen as
an improved and natural extension to the previously mentioned Gaussian Model
which is in fact a special case of the multivariate autoregressive model.
In [3], the LP-TRAP model is proposed for speech recognition. This model
resembles our model, but considers each feature dimension individually.
The multivariate autoregressive model is carefully explained in the following.
The basic idea is to model the multivariate time series of feature vectors with
an autoregressive model. Contrary to the Gaussian Model, the dynamics in the
time series is then modelled. Mathematically, the model can be written in terms
of the random process xn as
xn =
P∑
p=1
Ap xn−p + v + un (4.2)
where P is the model order, the Ai’s are (deterministic) autoregressive coeﬃ-
cient matrices, v is the so-called (deterministic) intercept term and un is the
driving noise process. It is found that v = (I −∑Pp=1Ap)µ where µ is the
mean of the signal process xn. Hence, the intercept term v is included explic-
itly to allow a (ﬁxed) mean value of the feature signal. The noise process un is
here restricted to be white noise (ie. without temporal dependence) with zero
mean and covariance matrix C. It is immediately seen that the Gaussian Model
corresponds to P = 0 and gaussian distributed noise un.
The univariate version of this model is very common for time series modelling
and has been used extensively in a wide range of areas from geosciences and
astronomy to quantum physics. It is also very widely used in signal processing
and it should be noted that it is in fact this model which is used to ﬁnd the
LPC short-time features as explained in chapter 3. The multivariate version
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has, however, received less attention.
Interpretation of the model in time and frequency domain
The autoregressive model can be understood in the time domain as well as the
frequency domain. In the time domain, the model can be seen as a predictor
of future values. Assuming that the model parameters are known and given
realizations of xn−1 to xn−P , the next feature vector can be predicted as
xˆn =
P∑
p=1
Ap xn−p + v (4.3)
which is the expectation value E(xn|xn−1, . . . ,xn−P ,A1, . . . ,AP ,v). A mea-
sure of how well the model ﬁts the signal can be found as
en = xn − xˆn = xn −
P∑
p=1
Ap xn−p − v (4.4)
which can be seen as a (sliding) error estimate and is sometimes called the
residual.
In the frequency domain, the interpretation of the multivariate autoregressive
model becomes slightly more cumbersome. In the following, the interpretation
of the univariate autoregressive model is discussed instead. This amounts to the
assumption of diagonal matrices Aj and diagonal noise covariance C.
The frequency-domain interpretation of the univariate autoregressive model can
be described as spectral matching to the power spectrum of the signal. This
capability to capture the spectral envelope of the power is illustrated in ﬁgure
4.3. To understand how this spectral matching is possible, it is useful to ﬁrst
consider the signal in the z-domain. The following derivations follow Makhoul
[76] and starts by transforming the univariate version of equation 4.4 to
E(z) =
(
1−
P∑
p=1
apz
−p
)
X(z) = A(z)X(z) (4.5)
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Figure 4.3: Illustration of the spectral matching capabilities of the autoregressive
(AR) model. Four diﬀerent subplots are illustrated which show the modelling
power of four diﬀerent AR model orders. The black line in each plot shows the
periodogram of the time series of the ﬁrst MFCC coeﬃcient. The time series
represented the sound of note A5 on a piano over a duration of 1.2 s. The red
line illustrates the AR-model approximation for the diﬀerent model orders. It
is clearly seen that the AR-model approximation becomes increasingly accurate
as the model order increases.
where E(z) is the error or residual in the z-domain. Without loss of generality,
it has been assumed that the mean value of the signal and hence v is zero.
As explained later, the least squares method is being used in the current work
to estimate the parameters of the model. This corresponds to an assumption
of gaussian distributed noise un. The parameter estimation is then found by
minimization of the total error $tot. This can be understood in the frequency
domain by the use of Parseval’s Theorem as
$tot =
∞∑
i=−∞
e2i =
1
2π
∫ π
−π
|E(ejω)|2dω (4.6)
where ei is the univariate residual from equation 4.4 and E(ejω) is the frequency
domain version of the error in equation 4.5. Hence, minimizing $tot corresponds
to minimizing the integrated power spectrum of E(ejω). To relate E, the au-
toregressive model power spectrum Pˆ and the power spectrum P of the signal
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xn, it is necessary to transform the autoregressive model in 4.2 to
X(z) =
P∑
p=1
apX(z)z−p +GU(z)
where the so-called gain factor G allows the noise process un to have unit
variance or in other words that |U(ejω)| = 1. The system transfer function then
becomes
H(z) ≡ X(z)
U(z)
=
G
1−∑Pp=1 apz−p
and, using the substitution z = ejω , the model power spectrum in the frequency
domain is
Pˆ (ω) = |H(ejω)U(ejω)|2 = G
2
|A(ejω)|2
where A was deﬁned in equation 4.5. Since P (ω) = |X(ejω)|2 and using the
relations 4.5 and 4.6, it is seen that the total error to be minimized can be
written in the frequency domain as
$tot =
G2
2π
∫ π
−π
P (ω)
Pˆ (ω)
dω (4.7)
Hence, minimizing $tot corresponds to the minimization of the integrated ratio
between the signal power spectrum P (ω) and the model power spectrum Pˆ (ejω).
The minimum error is found to be $tot = G2. After minimization, the model
power spectrum can therefore be assumed to satisfy the relation
1
2π
∫ π
−π
P (ω)
Pˆ (ω)
dω = 1 (4.8)
The two relations, equations 4.7 and 4.8, has two main implications which can
be stated as the global and local properties of the autoregressive model [76].
These properties describe the spectral matching capabilities of the autoregressive
model.
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Global property Since the contribution to the total error is determined by
the ratio of the two power spectra, the spectral matching will perform
uniformly over the whole frequency range irrespective of the shape of the
signal power spectrum. This means that the spectrum will match just as
well at frequencies with small power as well as large power. Assume for
instance that the ratio P (ω)
Pˆ (ω)
= 2. This is independent of the power P (ω).
Another kind of contribution in the form of e.g. a diﬀerence would instead
give |P (ω)− Pˆ (ω)| = 0.5 P (ω) (since P (ω) = 2Pˆ (ω)) and, hence, depend
on the power P (ω).
Local property The ﬁt of Pˆ (ω) to P (ω) is expected to be better (on average)
where Pˆ (ω) is smaller than P (ω) than where it is larger. For instance
for harmonic signals, this will imply that the peaks of the spectrum are
better modelled than the area in between the peaks. The reason for this
property is found in the ”constraint” in equation 4.8. On average, the ratio
in this equation must be 1 and therefore it will be larger in some areas
and smaller in others. However, assume for instance that P (ω) = 10. If
Pˆ (ω) = 15, this would contribute 10/15 = 2/3 to the integral whereas
Pˆ (ω) = 5 would contribute 10/5 = 2. The deviations from the average
ratio of 1 is therefore |1 − 2/3| = 1/3 and |1 − 2| = 1, respectively, and
hence, it is seen that the contribution to the error will be larger when
Pˆ (ω) is smaller than P (ω). Since the error is minimized, the signal power
at such frequencies is ﬁtted better.
Another very important result in [76] is that the model spectrum approximates
the signal power spectrum closer and closer as the model order P increases and
they become equal in the limit. The spectral matching results that have now
been discussed, are clearly illustrated in ﬁgure 4.3.
The interpretation of the full multivariate autoregressive model in the frequency
domain is more cumbersome than for the univariate model, but described in de-
tail in [73] and [87]. The idea is basically the same, but with the main diﬀerence
that also cross-spectra are estimated. This is important since it captures de-
pendencies among the features and not just the temporal correlations of the
individual features.
Parameter estimation
We now address the problem of estimating the parameters of the model. By
taking the expectation value on each side of equation 4.2, the intercept term v
is seen to capture the mean µ = E(xn). Explicitly,
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v =
(
I−
P∑
p=1
Ap
)
E(xn)
where I is the identity matrix. Therefore, the estimated mean is simply sub-
tracted initially from the time series xn and the intercept term can be neglected
in the following.
As mentioned earlier, least squares regression is used to estimate the parameters
of the model. This corresponds to an assumption of gaussian distributed noise.
Following the derivations in [87], the regression model can be formulated as
xn = Byn + en
where en is the error term with noise covariance C and
B ≡ ( A1 A2 . . . AP )
and
yn ≡

xn−1
xn−2
...
xn−P

The least squares solution is found as the minimization of the 2-norm of the
error terms and the parameter matrix B can be estimated as the solution to the
normal equations
UBˆ =W (4.9)
where
U =
n∑
i=n−(N−P−1)
ynyTn
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and
W =
n∑
i=n−(N−P−1)
xnyTn
where N is the frame size and P the model order. The matrices U and W are
seen to be proportional to estimates of moment matrices. Since U is symmetric
and positive semideﬁnite, the Cholesky decomposition has been used in (Paper
G) to ﬁnd Bˆ. The estimate of the noise covariance matrix C is found as
Cˆ =
1
N − P
n∑
i=n−(N−P−1)
eˆneˆTn
=
1
N − P
n∑
i=n−(N−P−1)
(xn − Bˆyn)(xn − Bˆyn)T
The order parameter P has so far been neglected. It is, however, clearly an
important parameter since it determines how well the model ﬁts the true signal.
In traditional autoregressive modelling, P should ideally be found as the lowest
number such that the model captures the essential structure or envelope of the
spectrum. P is often chosen as the optimizer of an order selection criteria such
as Akaike’s Final Prediction Error or Schwarz’s Bayesian Criterion [87]. Here,
however, the purpose is to maximize the classiﬁcation performance of the whole
music genre classiﬁcation system. Therefore, P has been found by optimizing
the classiﬁcation test error instead which has resulted in quite low P values (e.g.
3 for MAR and 5 for DAR features which are explained in the following). This
clearly gives very crude representations of the power spectra and cross-spectra.
The parameters of the full multivariate autoregressive model have now been es-
timated. These parameters are used as the Multivariate autoregressive (MAR)
features. The Diagonal autoregressive (DAR) features are created from the uni-
variate autoregressive model instead which corresponds to diagonal coeﬃcient
matrices Ai and diagonal noise covariance C. The parameter estimation is ba-
sically similar to the previously discussed, but without coupling between the
individual feature dimensions. The DAR and MAR features have mainly been
investigated in (Papers C and G).
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MAR features
The MAR feature vectors zn are created as
zn =
 µnvec(Bˆn)
vech(Cˆn)

where the ”vec”-operator transforms a matrix into a column matrix by stacking
the individual columns in the matrix. The ”vech”-operator does the same, but
only for the elements on and above the diagonal which is meaningful since Cˆn is
symmetric. As explained in the previous, the matrices Bˆn = (Aˆ1nAˆ2n . . . AˆPn)
and Cˆn are the estimated model parameters and µn is the estimate of the mean
vector at time n. The dimensionality of the MAR feature is (P +1/2)D2+3D/2
where P is the model order andD is the dimensionality of the short-time features
xn. Assuming e.g. D = 6 and P = 3, this amounts to a 135-dimensional feature
space. It is therefore necessary to use classiﬁers which can handle such high
dimensionality or use a dimensionality reduction technique such as PCA, ICA
(Paper F), PLS [103] or similar.
DAR features
The DAR feature vectors zn are created similarly, but the autoregressive coef-
ﬁcient matrices Ai and the noise covariance matrix C are now diagonal. This
leads to
zn =

µn
diag(Aˆ1n)
diag(Aˆ2n)
...
diag(AˆPn)
diag(Cˆn)

at time n and the ”diag”-operator forms a column vector from the diagonal of
a matrix. Note that the diagonal matrices are not actually formed since the
elements of the diagonals are found directly as the solution of D univariate
models. The dimensionality of the DAR features is (2 + P )D. For e.g. D = 6
and P = 3, this gives a 30-dimensional feature vector.
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Complexity considerations
METHOD MULTIPLICATIONS & ADDITIONS
MeanVar 4DN
MeanCov (D + 3)DN
FC (4 log2(N) + 3)DN
DAR D
3
(P + 1)3 + ((P + 6)(P + 1) + 3)DN
MAR
1
3
(PD + 1)3+
(P + 4 + 2
D
)(PD + 1) + (D + 2) DN
Table 4.1: Computational complexity of 5 features from temporal feature in-
tegration. The numbers in the column ”Multiplications & Additions” are the
estimates of the number of multiplications and additions which are necessary
in the calculation of the features when standard methods are used. It assumes
that the short-time features with dimension D are given. N is the temporal
feature integration frame size and P is the autoregressive model order.
The calculation of the MAR and DAR features have now been explained, but it
is also interesting to know how computationally costly these features are. Table
4.1 compares the computational complexity of the ﬁve features DAR, MAR,
MeanVar, MeanCov and FC (explained in section 4.4) which are considered as
the main features in temporal feature integration. The column ”Multiplications
& Additions” shows an estimate of the total number of multiplications/additions
necessary for temporal feature integration over a frame with N short-time fea-
tures of dimension D with diﬀerent methods. For the DAR and MAR models,
the model order P is also included. In (Paper G), the parameters N and P
were optimized with respect to the classiﬁcation test error for the ﬁve diﬀerent
features. Using these values with the expressions in table 4.1, results in explicit
estimates of the calculations necessary. Normalizing with the number of calcu-
lations for the MeanVar feature, the MeanCov, FC, DAR and MAR features
required approximately 3, 16, 10 and 32 calculations. In other words, the MAR
feature takes approximately 32 times as long time to calculate as the MeanVar
feature whereas the FC feature only takes 10 times as long. In many situations,
these diﬀerences are not very signiﬁcant. However, for larger values of D and P ,
these ratios change. As seen from the table, the DAR feature grows like O(P 2)
(in units of DN) for small P when the term D3 (P + 1)
3 can be neglected. The
MAR feature grows as O(DP 2) (in units of DN) for smaller D and P , but the
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extra term (PD+1)3 dominates for larger values. The ratio with the MeanVar
for e.g. D = 12 and P = 12 would be roughly 600 for the MAR and 60 for the
DAR.
4.3 Dynamic Principal Component Analysis
In (Paper B), we experimented with so-called Dynamic Principal Component
Analysis (DPCA) for temporal feature integration. This is a method that has
been used in chemical process monitoring [66], but to our knowledge not in
music genre classiﬁcation.
The idea in DPCA is to ﬁrst perform a time stacking of the original signal which
were short-time feature vectors in our case. This results in a high dimensional
feature space. Principal component analysis (PCA) is then used to project the
stacked features into a new feature space of (much) lower dimensionality. In
mathematical terms, the time stacked feature vector yn can be written as
yn =
xn−(N−1)...
xn

where N denotes the framesize. The ﬁnal integrated feature vector zn becomes
zn = U˜T (yn − µˆ)
where the rows of U˜ are the estimated k ﬁrst eigenvectors of the covariance
matrix of yn. The eigenvectors belong to the k largest eigenvalues and represent
the directions with the greatest variance. µˆ denotes the estimate of the mean
of yn. A good and more elaborate description of the PCA is given in [8].
The idea of using DPCA for music genre classiﬁcation is to capture the strongest
correlations between both the individual features and at diﬀerent times. This
could for example be the correlations between the 5th MFCC coeﬃcient at time
n and the 1st LPC coeﬃcient at time n− 10.
It is seen that zn can easily be written in the form of equation 4.1 if the param-
eters U˜ and µˆ were known. However, in (Paper B), the whole training set was
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used to estimate these parameters. Hence, the DPCA method of feature inte-
gration is a batch process in contrast to the other previously discussed methods
which could be performed online.
Another comment regards the actual computation of the parameters and espe-
cially U˜. In (Paper B), we had approximately 100 short-time features which
were extracted with a hopsize of 10 ms. Integrating over e.g. 1 s would make the
dimension of yn 10,000. Having in the order of 100,000 samples, it then becomes
computationally demanding in both space and time (in our case impossible) to
create the covariance matrix and ﬁnd its eigenvalues by traditional means. Our
solution was to use a computationally cheap version of the PCA as described
more carefully in appendix A.
4.4 Frequency Coeﬃcients
As seen previously in this chapter, the time series of short-time features contain
temporal information. In [82], this information is tried captured with the power
spectrum of each short-time feature individually and MFCCs are used as the
short-time representation. The Frequency Coeﬃcient (FC)1 features are then
found by summation of power in four speciﬁc frequency bands. The ﬁrst fre-
quency band is the DC band. The second band is in the range 1−2 Hz which is
thought to capture the musical rhythm. The third band in 3− 15 Hz is on the
order of speech syllabic rates and the fourth band in 20− 43 Hz should capture
the perceptual roughness.
Note that these FC features are somehow related to the DAR features which were
discussed in section 4.2. The DAR features implicitly model the envelope of the
power spectrum whereas the FC features ﬁnd the content in speciﬁc frequency
bands. However, they both neglect dependencies among the short-time feature
dimensions (e.g. between MFCC-2 and MFCC-5) in contrast to e.g. the MAR
feature.
4.5 Low Short-Time Energy Ratio
In [74], the Low Short-Time Energy Ratio (LSTER) features were used for seg-
mentation and classiﬁcation of speech, music, environmental sound and silence.
1This name is used in the our work in (Papers C and G) for ease of reference, although the
features are actually not given a name in [82]
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They were also used in e.g. [98] for speech/music discrimination since the
LSTER feature is higher for speech than music and in [108] for music genre
classiﬁcation. This feature is based speciﬁcally on the short-time feature STE
as described in chapter 3 and is calculated as
LSTERn =
1
2N
n∑
i=n−N
sgn(0.5avSTE − STEi) + 1
where avSTE is the average of the N STE values and sgn denotes the sign-
function. Hence, this feature integration method simply counts the number of
short-time frames where the STE is below the average value.
4.6 High Zero-Crossing Rate Ratio
The High Zero-Crossing Rate Ratio (HZCRR) feature is described in [74] and is
build on the ZCR feature as described in chapter 3. It is a count of the number
of frames with ZCR value above 1.5 times the average ZCR value. This can be
calculated as
HZCRRn =
1
2N
n∑
i=n−N
sgn(ZCRi − 1.5avZCR) + 1
where avZCR is the average of the ZCR feature over the frame with size N .
The HZCRR feature tends to be larger for music than for speech.
4.7 Beat Histogram
The Beat Histogram (BH) features were originally proposed in [110] to be used
in music genre classiﬁcation. The BH algorithm is intended to summarize the
beats over a whole song in a single beat histogram. From this histogram it
should be possible to extract features such as ratio between main beat and
subbeats from the largest and second largest peaks, the beat strength as the
sum of peaks as well as the values of the main and subbeats in bpm (beats per
minute).
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The BH algorithm starts with a discrete wavelet transform which can be viewed
as a transform to the frequency domain with octave spacing between the fre-
quency bands and ﬁxed ratio between each ﬁlters center frequency and band-
width [111]. This is performed on frames of size 3s with 1.5s hopsize. Each band
is then full-wave rectiﬁed, low pass ﬁltered and downsampled and the mean is
removed. The resulting signals are now estimates of the time domain envelope
of each band. The bands are summed and the enhanced autocorrelation of the
resulting signal is found as described in [107]. The enhanced autocorrelation
function try to remove the (artiﬁcial) integer multiple peaks that occur nat-
urally in the autocorrelation function. Finally, the peaks are estimated and
the values of the ﬁrst three peaks are added to the ﬁnal beat histogram. This
procedure is repeated for each frame in the song.
From the beat histogram, the BH features are extracted. In our implementation,
we simply summarized the beat-content in 6 bands in the beat histogram and
used these values as the BH feature vector.
4.8 Beat Spectrum
The Beat Spectrum (BS) features are another approach to beat estimation from
the whole song which were proposed in [32].
The idea is to start out with a short-time feature representation. Then create
the distance matrix with elements which are the distance between the short-time
features of each frame. The distance measure is here the cosine measure, ie. the
angle between two feature vectors. To create the beat spectrum, the elements
on the diagonals of the distance matrix are summed. Hence, the beat spectrum
can be mathematically formulated as
B(l) =
∑
i∈I
D(xi,xi+l) =
∑
i∈I
xi
|xi| ·
xi+l
|xi+l|
where D is the distance measure and I is the index set such that i+ l lies within
the size of the distance matrix. The peaks of this beat spectrum corresponds to
beats in the music. In our implementation in relation to (Paper C), a Fourier
transformation has been used to estimate the periodicity and the content in 6
bands was used as the BS features.
Chapter 5
Classiﬁers and Postprocessing
Given a music representation in the form of feature vectors, it is important to
be able to ﬁnd the patterns in feature space that belong to the diﬀerent music
genres. In music genre classiﬁcation systems, this is the task of a classiﬁer. The
ﬁrst four sections each describe a traditional classiﬁer which has been used in
the current dissertation. In section 5.5, a novel Co-occurrence model (Paper D)
is proposed for music genre classiﬁcation. In the last section, Post-processing
techniques are considered with special focus on methods to combine a time-
sequence of classiﬁer outputs from a song into a single genre decision.
The music features that have been examined in chapter 3 share some common
traits. Notably, they all transform the raw audio signal into a sequence of
(multivariate) feature vectors with an implicit ”clustering assumption”. This
assumption means that two feature vectors which are close (in some ”simple”
metric) in this feature space should represent much of the same musical content.
This assumption is vital to all areas of music information retrieval. For instance
in music recommendation systems [15], distance measures are used to decide
which songs sound ”similar” and use that to make recommendations. That is
only meaningful with the previous assumption.
In music genre classiﬁcation systems, a classiﬁer uses the ”clustering assump-
tion” to transform the feature vectors into estimates of their corresponding
music genre. The classiﬁers which have been investigated in this project are all
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statistical classiﬁers. These kinds of classiﬁer models use a so-called training
set of genre-labelled songs to statistically infer the parameters of the model.
After this training procedure, the performance of the classiﬁer model is found
by predicting genre-labels on a test set of songs. The performance of the classi-
ﬁer and the music genre classiﬁcation system as a whole, is often measured by
comparing the known labels of the test set songs against these predicted labels.
In some music genre classiﬁcation systems such as [77] and [106], the classiﬁer
use the whole time-series of feature vectors in a song to returns an estimate
of the genre for the new song. Our proposed co-occurrence model (Paper D)
which is described in section 5.5 is also capable of using the whole time-series
of feature vectors to reach a genre estimate for the song. However, in many
systems the classiﬁer predicts a genre, or the probability of a genre, for each
feature vector zn in the song. This is the case for the ﬁrst four classiﬁers which
are discussed in the ﬁrst four sections of this chapter. In the postprocessing
step, these predictions from every feature vector in the song are combined into
a single genre label for the song.
In our research, we have made several assumptions about the nature of the
problem as discussed in section 2.3. With these assumptions, the combined
classiﬁer and postprocessing parts can be formalized as
Cˆ = g(z1, . . . , zN ) (5.1)
where Cˆ is the estimated genre for a song that is represented by the sequence of
N feature vectors z1 to zN . The classiﬁer and postprocessing are then contained
in the function g.
It should be mentioned that there exists an abundance of diﬀerent classiﬁcation
and general pattern recognition methods in the machine learning and statistics
literature. Good overviews can be found in e.g. [27], [8] and [75]. For instance,
the above formulation with a training and test set lies within the realm of
supervised learning where the genre taxonomy is restricted in advance. The
unsupervised learning approach is not limited by such restrictions in taxonomy,
but looks for patterns in feature space with special emphasis on the similarity
measure [97]. This has the advantage that also new, emerging genres might be
discovered, it avoids the problems of deﬁning genre as we discussed in chapter
2 and it avoids the problems with getting reliable labels for the data. However,
it relies strongly on the similarity measure. In [102], Hidden Markov Models
[92] are used for unsupervised music genre classiﬁcation and [95] used Self-
Organizing Maps (SOMs) and a Growing Hierchical SOM variant. In (Paper
F), we used Independent Component Analysis (ICA) to cluster music feature
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space. Common similarity measures are the simple Euclidian or cosine distance
[33] or the Kullbach-Leibler divergence [77]. Several well-known (hierarchical)
clustering methods are discussed in e.g. [27] of which the K-Means method is
probably the most common.
There also exist numerous supervised classiﬁcation schemes. An important non-
parametric method is the K-nearest neighbor (KNN) method which simply as-
signs a class to a new feature vector by voting among the K nearest neighbors.
It has been used in music genre classiﬁcation in e.g. [110] and [67]. Another
important class of classiﬁers are the non-probabilistic Support Vector Machines
(SVMs) [20] which have been used with great success in the recent MIREX 2005
contests in music genre classiﬁcation [53]. SVMs were used in more than half
of the contributions. Other examples are [117] and [83]. The Artiﬁcial Neural
Network classiﬁers could, like the SVMs, be put in the class of discriminative
non-probabilistic classiﬁers although they can be modiﬁed to model probability.
In the current dissertation mostly probabilistic classiﬁers have been considered.
These can be described in a uniﬁed Graphical Model framework [57] [96]. In
relation to classiﬁcation, they can be split into generative and discriminative
models. The generative models model p(z|C) which is the probability of a
feature vector z given the class label C. Predicting the class label of a new
feature vector z˜ then requires the use of Bayes’ rule to estimate P (C|z˜). A
disadvantage of the generative models is that they model each class individually
without considering the other classes and hence the class-overlap may be larger
than necessary. An advantage is that they directly give an estimate of the
reliability of a genre prediction. For instance, if p(z˜|C = c) is very low for
each c, this might be considered an outlier. Notable examples of generative
classiﬁcation models are the Gaussian Classiﬁer and Gaussian Mixture Model
which are described in the following sections as well as the (Hidden) Markov
Model.
The discriminative models, in contrast to the generative ones, model the de-
sired quantity p(C|z) directly and they are therefore not (directly) capable of
detecting outliers. However, they are often more powerful since they generally
require a smaller number of parameters than the generative models for similarly
ﬂexible decision boundary and hence are less prone to overﬁtting. Examples of
discriminative models include regression models such as the Linear Regression
and Generalized Linear Model which are examined in the following sections.
Another example is Gaussian Process classiﬁers which are closely related to
SVMs.
It should also be mentioned that two diﬀerent regimes exist in statistics. These
are the frequentist and Bayesian approaches [75] [11]. In short, it can be said
that the frequentist approach to the concept of probability solely builds on obser-
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vations of events from well-deﬁned random experiments. The relative frequency
of occurrence of an event is then a measure of the probability of that event.
The Bayesian approach, in contrast, is willing to assign probabilities according
to the belief in a proposition. Bayesian inference then uses Bayes’ theorem to
update the belief in the light of new evidence.
The formalization in equation 5.1 is very restricted since it simply assigns a
single genre label to a given song. All the previously mentioned supervised
probabilistic classiﬁers instead give (using Bayes’ theorem for the generative
models) the probability P (C|z˜) of a genre given the feature vector. The post-
processing methods are capable of combining these probabilities into a single
decision for the whole song. However, this is not necessarily the best method
in a music genre classiﬁcation system. As discussed in chapter 2, humans do
not agree on genre and therefore it seems more natural to use the quantity
P (C = c|s˜) directly as a measure of the degree to which the song with index
s˜ belongs to genre c instead of using a single genre decision. Any probabilistic
classiﬁer could estimate this quantity if either the feature vector z˜ represents
the whole song or the classiﬁer includes temporal integration such as a Hidden
Markov Model or the proposed co-occurrence models in section 5.5. Although
this might seem very natural, it should be noted that this would also require
the labels of the training set to take the form of a distribution P (C|s˜).
Another restriction in equation 5.1 lies in the output of a genre taxonomy with-
out hierarchical structure although such structure is natural in most real-world
music genre classiﬁcation systems. For instance [12] uses four diﬀerent levels
in the genre taxonomy and makes a supervised classiﬁcation on each level. As
mentioned before, there also exist many unsupervised hierarchical methods.
The classiﬁers which have been used in the current dissertation project are de-
scribed in the following. First, two generative probabilistic model are described;
the Gaussian Classiﬁer (GC) and the Gaussian Mixture Model (GMM). Then
the discriminative Linear regression classiﬁer and Generalized Linear Model are
discussed. Afterwards, the generative co-occurrence models which we proposed
in (Paper D) are investigated and explained.
5.1 Gaussian Classiﬁer
TheGaussian classiﬁer uses the gaussian probability density function as a model
for the distribution of feature vectors in each genre. The probabilistic model
has been used in e.g. [70] for music genre classiﬁcation due to its simplicity.
The probability density function for a feature vector zn in the genre with index
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c is
p(zn|C = c) = 1√
(2π)d|Σc|
exp
(
−1
2
(zn − µc)TΣ−1c (zn − µc)
)
(5.2)
where µc and Σc are the mean and covariance matrix, respectively, that belong
to genre c and d is the dimensionality of the feature space. The strong assump-
tion here is independence between the individual observations in the data set
(cs(j), zj) where j runs over all feature vectors in the data set and cs(j) is the as-
sociated genre label. The function s(j) gives the song index for a feature vector
with index j. Although there is much time structure in music and many features
use overlapping windows, this assumption is often used (quite successfully) in
practice. The assumption is used to formulate the log-likelihood as
L = log p(cs(1), . . . , cs(M), z1, . . . , zM ) = log
M∏
j=1
p(cs(j), zj) (5.3)
=
M∑
j=1
logP (C = cs(j)) +
M∑
j=1
log p(zj |C = cs(j)) (5.4)
where M is the total number of feature vectors in the data set. The tradi-
tional maximum likelihood principle states that the model parameters can be
estimated by maximizing L. This gives the well-known estimates of the mean
and variance of each class. The estimate of P (C) simply becomes the normal-
ized count of occurrences in each class. After the inference of the parameters
µc and Σc of the model as well as P (C), predictions of P (C|zn) can be made
for new feature vectors in the test set. According to Bayes’ rule, the predicted
probability for each genre c then becomes
P (C = c|zn) = P (C = c)p(zn|C = c)∑Nc
j=1 P (C = j)p(zn|C = j)
(5.5)
where Nc denotes the number of genres. This quantity is the output of our gaus-
sian classiﬁer model for each feature vector zn to be used in the postprocessing
part.
The gaussian classiﬁer can often be used with good results when the dimension-
ality of the feature space is reasonably small. However, bad results are obtained
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in high-dimensional spaces since the estimation of the covariance matrix be-
comes very unreliable. ”Small” and ”high” dimensional spaces are not ﬁxed
quantities, but depend on the size of the training set and were of the order
of 10-30 and 80-100, respectively, in the author’ experiments. This problem is
a classical example of the ”Curse of dimensionality” in machine learning. It
should be mentioned that several solutions to this problem have been proposed.
One common solution is to put restrictions on the covariance matrix such that
it e.g. only has elements on the diagonal.
5.2 Gaussian Mixture Model
The Gaussian Mixture Model (GMM) classiﬁer is closely related to the previ-
ously described Gaussian classiﬁer. In fact, the Gaussian classiﬁer is a special
case of the GMM classiﬁer with only one mixture component. It has been used
in music genre classiﬁcation in e.g. [12]. Instead of modelling the feature vec-
tors in each genre with a single gaussian distribution, the GMM uses a mixture
of gaussians which allows for more complex decision boundaries. This can be
formalized as
p(zn|K = k) = 1√
(2π)d|Σk|
exp
(
−1
2
(zn − µk)TΣ−1k (zn − µk)
)
(5.6)
where k denotes the mixture index and
p(zn|C = c) =
K∑
k=1
P (zn|K = k)P (K = k|C = c) (5.7)
where K is the total number of mixture components. As for the gaussian clas-
siﬁer, the mixture parameters µk and Σk as well as P (C) and P (K|C) are
estimated with the maximum likelihood method and the strong assumption of
independence between observations (cs(j), zj). Unfortunately, the maxima of
the log-likelihood cannot be found analytically. We have used the common so-
lution, which is to use the EM-algorithm [23] [8] which iteratively searches for
a maximum. After the training procedure, the predicted genre probability for
a new feature vector is found as in equation 5.5. The Netlab Matlab pack-
age [54] was used for the experiments with the GMM. Note that the concerns
about high-dimensional feature space are even more relevant here than for the
Gaussian classiﬁer.
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5.3 Linear Regression classiﬁer
The Linear Regression classiﬁer is one of the most simple and common classiﬁers,
but has been used under a variety of names and disguises. In (Paper B), we
used this method under the name Linear Neural Network, in (Paper C) under
the name of Linear Model and, to add to the confusion, I have now decided on
Linear Regression classiﬁer as it is common in the statistics literature. Another
common name for it is the Perceptron model [8]. It is described in any basic
statistics textbook. This linear model can be expressed as
v =Wz+ b+ e
where v is the regression output variable, z is the input variable, W and b are
(deterministic) parameters and e is an error term. In our situation, z is the
feature vector and v is a representation of the its corresponding genre label.
The output variable v is inherently continuous in linear regression. Hence, to
use linear regression as a classiﬁer, v is put on so-called ”1-of-c form”. For
instance, to signify that a feature vector belongs to genre 2 out of 5, v would be
v =

0
1
0
0
0
 (5.8)
The parameters W and b can be estimated by minimizing the error |e| for the
given set of input-output pairs (vi, zi)i=1,..,M in the training set. Using the
method of least squares, the problem becomes to minimize
E(W,b) =
M∑
i=1
|e|2 =
M∑
i=1
(vi −Wzi − b)2
with respect toW and b whereM is the total number of samples in the training
set. Note that it is very common to add an extra regularization term to the
expression as in equation 5.14. Using the trick of adding an extra dimension to
zi with constant value of 1 (or indeed anything diﬀerent from zero), the bias
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term b can be contained in W. The error function E then takes the form
E(Wˆ) =
M∑
i=1
(vi − Wˆzˆi)2 =
M∑
i=1
Nc∑
j=1
(v(j)i −wj zˆi)2 (5.9)
where wj denotes the jth row of Wˆ and
zˆi =
[
zi
1
]
(5.10)
This quadratic problem is (quite easily) solved analytically to ﬁnd that E has
minimum in
Wˆ∗ = (ZˆZˆT )−1ZˆVT
where
Zˆ =
[
zˆ1 zˆ2 · · · zˆM
] ∈ Rd·M
and
V =
[
v1 v2 · · · vM
] ∈ Rc·M
Given a new feature vector zn from the test set, an estimate of the genre can
now be given by ﬁrst forming zˆn from equation 5.10. Next, vn is found from
vn = Wˆ∗ zˆn. Since the classiﬁer was trained with the 1-of-c coding, the index
of the largest element in vn is used as the estimated index of the genre.
5.4 Generalized Linear Model
In (Paper G), we used an extended version of the previously discussed linear
regression classiﬁer which is called a Generalized Linear Model. This is also a
model which has been used under many diﬀerent names. For instance in the
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artiﬁcial neural networks community [8], this model would be called a single-
layer neural network with softmax activation function and cross-entropy error
function. Although it has a linear discriminant function like the linear regression
classiﬁer, the generalized linear model has several advantages. For example, the
outputs are now more realistic estimates of the posterior P (C|zn) since they
are forced to lie between 0 and 1. The basic idea is that P (C|zn) is assumed to
have the form
P (C = c|zˆ) = exp(wczˆ)∑Nc
j=1 exp(wj zˆ)
(5.11)
where zˆ is here the extended feature vector deﬁned in equation 5.10. This
assumption holds for a wide variety of distributions of P (zˆ|C). In fact, it has
been shown in e.g. [59] that for any function P (zˆ|C) in the so-called exponential
family of distributions, the relation 5.11 will hold. This family of distributions
contains e.g. models where P (zˆ|C) is gaussian distributed with same covariance
matrices, but diﬀerent means for the diﬀerent classes. Using the strong assump-
tion of independence in equation 5.3, the conditional data log-likelihood can be
formulated as
E =
M∑
i=1
Nc∑
j=1
v(j)i log
exp(wj zˆi)∑Nc
j=1 exp(wj zˆi)
(5.12)
=
M∑
i=1
Nc∑
j=1
−v(j)i log(1 +
∑
j =i
exp(wj zˆi)) (5.13)
where vi denotes the label of sample i with the 1-of-c coding as in equation 5.8.
In (Paper C), we have additionally added a regularization term on the weights
wj . In the probabilistic setting, this corresponds to a gaussian prior on the
weights and results in the ﬁnal conditional log-likelihood
E =
M∑
i=1
Nc∑
j=1
−v(j)i log(1 +
∑
j =i
exp(wj zˆi)) + α|wj |2 (5.14)
The variance of the prior on the weights, 1/α, was simply found by cross-
validation in (Paper G). Unfortunately, in contrast with the linear regression
classiﬁer, the minimization of 5.14 for the generalized linear classiﬁer cannot be
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made analytically. The details of the minimization has been explained in [8].
Given a new feature vector zn, equation 5.11 is used to estimate the posterior
which is used by the postprocessing methods to reach a ﬁnal song genre label.
The Netlab Matlab package [54] was used in the experiments.
5.5 Co-occurrence models
In the previous classiﬁers, P (C|zn) is estimated for each individual feature vector
zn in a song. These values are then combined with the more or less heuristic
postprocessing methods, such as majority voting, to give the song a genre label.
However, it would often be useful to have the probability of the genre conditioned
on the whole song, P (C|s), explicitly. In (Paper D), we proposed two so-called
co-occurrence models that include the song directly in the model and therefore
can be used to ﬁnd an estimate of P (C|s). The two novel models are named the
Aspect Gaussian Classiﬁer and the Aspect Gaussian Mixture Model which are
extensions of the previously described gaussian classiﬁer and gaussian mixture
model, respectively. Aspect models have also been proposed in [61] and [9] for
the Bernoulli and Hidden Markov Models, respectively.
Figure 5.1: The left part of the ﬁgure compares the Probabilistic Graphical Mod-
els of the Gaussian Classiﬁer (GC) and the proposed Aspect Gaussian Classiﬁer
(AGC). Consult e.g. [57] or [49] for an introduction to Graphical Models. C
denotes the genre class random variable, S denotes the song index and X is
the feature vector. Round circles represent continuous variables, while squares
represent discrete variables. The right part of the ﬁgure compares the graph-
ical models of the Gaussian Mixture Model (GMM) and the proposed Aspect
Gaussian Mixture Model (AGMM).
The idea in the co-occurrence model is to represent a song by a set of indepen-
dent co-occurrences (s(j), zj) between the song with index s(j) (as a function
of the feature vector index j) and its constituent feature vectors zj . Let cs(j)
be the genre index of the song with index s(j). The previous assumption of
independence between the observations (cs(j), zj), then becomes independence
between observations (s(j), cs(j), zj). The graphical models of the two proposed
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co-occurrence models are illustrated along with their traditional counterparts
in ﬁgure 5.1. In similarity with equation 5.3, the co-occurrence log-likelihood
becomes
L =
M∑
j=1
logP (S = s(j)|C = cs(j)) P (C = cs(j)) p(zj |C = cs(j)) (5.15)
where M is the total number of feature vectors zj in the training set and s(j)
is the index of the song which contains feature vector zj . The log-likelihood L
is now maximized and it is seen that P (S|C) simply becomes an independent
additive term. Hence, the estimates of the parameters in p(zj |C = cs(j)) and
P (C = cs(j)) become the same as without the extra term. In addition, the
estimate of P (S|C) simply becomes
Pˆ (S = s|C = c) =
{
Ns
Nc
if song s has genre label c
0 else
where Ns and Nc are the number of feature vectors (j’s) in song s and genre c,
respectively. To predict the genre of a new song, it is necessary to add an extra
index s˜ to the range of S. The desired quantity is now P (S = s˜|C = c) which can
be seen as an extra row (or column) vector added to the matrix P (S|C). Adding
this extra vector is called Folding-in and the Folding-in method, as described in
[42], is used to ﬁnd this vector. The idea is to consider s˜ as a latent variable
and this results in the log-likelihood
L(s˜) =
Ns˜∑
j=1
log
(
Nc∑
c=1
P (S = s˜|C = c)Pˆ (C = c)pˆ(zj |C = c)
)
(5.16)
where Ns˜ is the number of feature vectors in the new song s˜ and Nc is the
total number of genres. Except for P (S = s˜|C), all model parameters are
assumed to be known (from the training phase) and kept constant. As in [36],
the EM algorithm is used to estimate P (S = s˜|C) with the two iterative update
equations
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P (t)(c|zj , s˜) = P
(t)(s˜|c) Pˆ (c) pˆ(zj |c)∑Nc
c=1 P
(t)(s˜|c) Pˆ (c) pˆ(zj |c)
(5.17)
P (t+1)(s˜|c) =
∑Ns˜
j=1 P
(t)(c|zj , s˜)
Cc +
∑Ns˜
j=1 P
(t)(c|zj , s˜)
(5.18)
for each genre c and Cc is the total number of feature vectors in genre c (in the
training set). The stochastic variables S and C have been left out to simplify
the notation and (t) denotes the iteration index. As starting condition, it can
be assumed that P (0)(c|s˜) is uniformly distributed from which P (0)(s˜|c) can be
found with Bayes’ rule. Having estimated P (S = s˜|C = c) for all c, Bayes’ rule
is simply used with the previously estimated parameters Pˆ (C) to ﬁnd P (C =
c|S = s˜) for the new song s˜ as
P (C = c|S = s˜) = P (S = s˜|C = c) Pˆ (C = c)∑Nc
c=1 P (s˜|C = c) Pˆ (C = c)
In the proposed Aspect Gaussian Classiﬁer model, p(zj |C = cs(j)) in equa-
tion 5.15 is an ordinary gaussian distribution and the parameter estimation for
p(z|C) and P (C) proceeds as explained in section 5.1 for the traditional gaus-
sian classiﬁer. Afterwards, the Folding-in method as explained above is used to
infer the genre of a new song.
Regarding the Aspect Gaussian Mixture Model, p(zj |C = cs(j)) is a mixture
of gaussians as described in equation 5.7 and the parameter estimation in the
training phase is again the same as for the ordinary GMM model. Again, the
Folding-in method is applied for testing.
It is seen that the additional parameter P (S|C) is not used in the testing phase
in any of the models. Hence, the only practical diﬀerence between the co-
occurrence models and the ordinary models lies in the testing phase with the
use of the Folding-in method. As explained in the end of section 5.6, this method
has a close relation to the postprocessing method called the sum-rule.
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5.6 Postprocessing
The last part of a music genre classiﬁcation system is postprocessing [8] [27] and
can consist of many diﬀerent things. The emphasis here is on postprocessing
in the form of information fusion between the classiﬁer outputs P (C|zn) for
each feature vector zn in a song. This particular kind of information fusion
has been discussed in e.g. [24] and [63]. It is used to reach a ﬁnal genre label
prediction for the song. The author has essentially experimented with two
diﬀerent methods; Majority Voting and the Sum Rule. The Sum Rule was
found to perform slightly better experimentally than Majority Voting. This is
in agreement with the ﬁndings in e.g. [63].
5.6.1 Majority Voting
The well-known Majority Voting method takes a vote ∆n for each feature vector
zn in the song by
∆n = argmax
c
P (C = c|zn)
and the genre with the most votes is assigned to the song.
5.6.2 Sum Rule
The Sum Rule instead makes a prediction of the genre as
Cˆ = argmax
c
Ns∑
j=1
P (C = c|zj) (5.19)
where Cˆ is the predicted genre label for the new song and Ns is the number
of feature vectors in the song. In contrast to Majority Voting, the Sum Rule
method can be seen as a ”soft” assignment since it sums the quantities P (C|zj)
instead of using ”hard” 0/1-decisions. This implies that parts of the song with
large uncertainty, where P (C|zj) is nearly uniform, will have less inﬂuence than
parts where the classiﬁer is very certain about the genre. Majority Voting will
give just as much inﬂuence to these uncertain parts.
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In section 5.5, co-occurrence models were proposed for classiﬁcation which used
a particular Folding-in method in the test phase. An advantage of the co-
occurrence models is that they give the probability P (C = c|S = s˜) of genre c
given the song with index s˜ directly and, hence, postprocessing is not necessary.
In fact, analyzing the Folding-in method reveals a relation to the Sum-rule post-
processing method. Assume ﬁrst that the genre distribution P (C) is uniform
which implies that the starting condition in equation 5.17, P (0)(s˜|C = c), is the
same for all genres c. This is a reasonable assumption. The right side of equa-
tion 5.17 then reduces to P (C = c|zj) and the sums on the right side of equation
5.18 are seen to be similar to the sum in the Sum-rule method (equation 5.19).
Hence, with the mentioned assumptions, it is seen that the decisions from the
Sum-rule method are exactly the same as the decisions from the ﬁrst iteration
of the Folding-in method. The Sum-rule method may therefore be seen as an
approximation to the full probabilistic model with the Folding-in method.
Chapter 6
Experimental results
The previous chapters explain the diﬀerent parts of music genre classiﬁcation
systems in theory and discuss several diﬀerent algorithms for short-time fea-
ture extraction, temporal feature integration, classiﬁcation and post-processing.
However, the usefulness of the algorithms in practice has not been demonstrated.
This chapter presents results which have been obtained with the diﬀerent algo-
rithms and illustrates their practical value.
The ﬁrst section discusses diﬀerent evaluation methods which have been used to
compare diﬀerent music genre classiﬁcation systems or evaluate uncertainty on a
performance measure. Afterwards, our two personal music data sets with 5 and
11 genres and 100 and 1210 songs, respectively, are presented. The results of a
human genre classiﬁcation experiment with these data sets are also discussed.
The last three sections of the chapter presents the main experimental results
which have been achieved in this dissertation project. The ﬁrst of the three
sections gives results from an evaluation of short-time features and the ranking
of these as described in chapter 3. The next section regards temporal feature
integration which is the area that has received the most attention. Several
results are given and e.g. the results for the proposed DPCA, DAR and MAR
features are compared with the other features from chapter 4. The last section
concerns the comparison between the proposed co-occurrence models in section
5.5 and their traditional counterparts in music genre classiﬁcation.
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6.1 Evaluation methods
One of the most important parts in the process of developing new music genre
classiﬁcation systems is the evaluation methods. Given a (labelled) set of songs,
we should be able to tell how well the system performs and to compare the
performances of diﬀerent systems reliably. Many diﬀerent performance measures
have been used in the literature [8] [27]. A good introduction to resampling
methods is given in [37].
A very important measure of performance for a music genre classiﬁcation system
is the generalization error which is the probability of giving the wrong label to a
new song. For supervised learning classiﬁers, the term ”new song” means a song
which has not been used in the training procedure and should ideally be com-
pletely unrelated to the training set. Hence, an estimate of the generalization
error could simply be found by splitting the labelled data set into two disjoint
sets, use the ﬁrst for training (the training set) and predict the genre labels of
the second set (the test set). The proportion of test data where the true label is
diﬀerent from the predicted label is then an estimate of the generalization error
and is called the classiﬁcation test error. However, a problem with this estimate
is that the amount of labelled data is often not very large and it is therefore
desirable to use as much of the data set for testing as possible. Note that we
sometimes use the term classiﬁcation test accuracy instead which is simply the
opposite of the classiﬁcation test error ie. ”accuracy = 1− error”.
In our experiments, the k-fold Cross-validation method has been used exten-
sively to ﬁnd an average classiﬁcation test error. This method eﬀectively uses
the whole data set for testing and, besides, can be used to estimate the uncer-
tainty on the estimate of the generalization error. The k-fold cross-validation
method is very common in the machine learning society and has been examined
in e.g. [8] [37]. The ﬁrst step of the method is to split the data set. A set
with M songs is split randomly into k disjoint sets of equal size (ie. with Mk
songs in each). Next, the music genre classiﬁcation system is trained k times
and each time one of the k sets is used as test set and the other k − 1 sets are
used for training. In this way, k classiﬁcation test error values are found from
independent test sets and the average over these values is a reasonable estimate
of the true generalization error. The uncertainty on this estimate can be found
as e.g. the standard deviation of the mean classiﬁcation test error.
In some of the experiments (Papers B and C), we used a variation of the above
method. This resampling method keeps the test set ﬁxed and use random sub-
sets of the training set for training. However, the above k-fold cross-validation
method is considered to give a more accurate evaluation of the classiﬁcation test
error.
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We have used the average classiﬁcation test error in the comparisons between
diﬀerent features and between diﬀerent classiﬁers. Besides, the minimization of
this term has been used to estimate the optimal values for almost all parameters.
This includes parameters such as frame- and hop-sizes of all features, choosing
optimal number of features, ﬁnding classiﬁer parameters such as the number of
mixture components in a GMM and deciding which pre- and post-processing
methods to use.
In the important comparisons between e.g. two diﬀerent feature sets, it is valu-
able to know whether one feature can be trusted to perform better than the
other or not. The author has often used the statistical McNemar test for this
purpose. As described in e.g. [25], this test starts with the traditional split of
the data set into a training set and a test set and the two systems are then
trained and tested on these sets. Next, the contingency table with the elements
n00, n01, n10 and n11 is created. The elements are the counts of true and false
classiﬁcations for each classier. Hence, element n01 is the number of times where
the prediction from classiﬁer 1 was false, but the prediction from classiﬁer 2 was
true. The null hypothesis is that the two classiﬁers have the same classiﬁcation
test error and hence n01 = n10. The McNemar test then builds on the test
statistic
(|n01 − n10| − 1)2
n01 + n10
which is approximately distributed as a χ2 distribution with 1 degree of freedom
under the null hypothesis. Testing on e.g. a 5 % signiﬁcance level, the hypothesis
should then be rejected if the test statistic is above approximately 3.84.
The k-fold cross-validated t-test [25] is especially useful when cross-validation
is used to estimate the generalization error. The basic assumption in this test
is that the diﬀerence between the classiﬁcation test errors pA and pB of two
diﬀerent classiﬁers A and B is drawn independently from a normal distribution.
Assume that 10-fold cross-validation is used which results in classiﬁcation test
errors p(i)A and p
(i)
B for each of the i = 1, .., 10 cross-validation runs. Then, the
assumption states that the values p(i) = p(i)A −p(i)B for i = 1, .., 10 are independent
and drawn from a gaussian distribution. With this assumption, the Student’s
t-test can be applied which gives the test statistic
p
√
k√
1
k−1
∑k
i=1(p(i) − p)2
68 Experimental results
where k is the number of cross-validation runs and p = 1k
∑k
i=1 p
(i) is the average
of the diﬀerences. This test statistic has a t-distribution with k − 1 degrees of
freedom under the null-hypothesis of equal classiﬁcation test error.
The cross-validation estimate of generalization error is useful in e.g. parameter
estimation and model selection. However, it does not give the full picture of a
music genre classiﬁcation system. For instance, it is also useful to know whether
the system mistakes heavy metal with rock or with classical. The latter case
would probably often be considered as worse than the ﬁrst. The confusion matrix
is a quantity which illustrates this ”confusion” in the predictions between the
classes. The elements in the confusion matrix are
Qji = P (Cˆ = i|C = j)
where C is the true genre, Cˆ is the predicted genre from our system and P (Cˆ =
i|C = j) is the estimated probability of predicting a (random) song to belong
to genre i when it actually belongs to genre j. P is simply found by counting
the diﬀerent classiﬁcations of the test set and normalizing over each class. An
example of a confusion matrix is shown in ﬁgure 6.6.
Note that slightly other deﬁnitions of the confusion matrix exist. For instance,
it is sometimes presented simply as the counts of the diﬀerent (prediction, true
label)-pairs or normalized to P (Cˆ, C). In the current dissertation only balanced
classes have been used ie. the estimate of P (C) is uniform. Therefore P (Cˆ|C) =
P (Cˆ,C)
P (C) and P (Cˆ, C) are equally informative. However, the former is considered
more intuitive since each row sums to 100% and the predictions in the columns
can easily be compared to that.
6.2 The data sets
One of the most basic elements in the training of a music genre classiﬁcation
system is the data set. Ideally, the data set should cover the whole (user-deﬁned)
”music universe”, have the true proportions between the number of songs in each
genre and the labels should be ”ground-truth”. This is never the case, but should
still be the goal. Music data are fairly easy to obtain in comparison with many
other kinds of data. However, there are legal issues concerning the copyright laws
of music in sharing music data sets. Hence, only a limited amount of data sets
are made publicly available which makes it diﬃcult to compare the algorithms
of researchers. One solution to this has been to only share meta-data such as
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features. This was done in e.g. the 2004 ISMIR genre classiﬁcation contest
[44] [6]. In the MIREX 2005 contests [53], the algorithms of several diﬀerent
researchers were compared on a common data set by having the researchers
submit the actual implementations to an evaluation committee. Recently, as
the area of MIR has matured, repositories such as the MTG-database [14] has
become available.
The ground-truth of labels of songs are another concern. As discussed in chapter
2 and e.g. [4], a universal ground-truth does not exist. Even getting reliable
labels for the data is often a serious practical problem that researchers has to
consider. In [68] and [115], the All Music Guide [45] was used to estimate the
ground-truth similarities between artists and songs. The All Music Guide has
one of the most extensive collections of evaluations of music in many diﬀerent
genres.
In the following, two diﬀerent data sets are described. These were the most
heavily used data sets in the current dissertation project and human evaluations
were made of both. In (Paper C), we used a data set from the ”Free Download
section” at Amazon.com [46], but we did not perform any investigations of the
human performance on this data set and it is therefore not described in the
following.
6.2.1 Data set A
The data set A consists of 100 songs which are evenly distributed among the ﬁve
genres Classical music, Jazz, Pop, Rock and Techno. In relation to (Paper B),
the ﬁrst co-author and I labelled the songs. They were chosen to be (somehow)
characteristic of the speciﬁc genre and therefore the songs in a certain genre
were quite similar. Additionally, the genres were chosen to be as diﬀerent as
possible. Hence, this data set was created to give only little variability in the
human genre classiﬁcations. All songs were ripped from personal CDs with a
sampling frequency of 22050 Hz.
Human Evaluation
A classiﬁcation experiment with human subjects was made to evaluate the data
set A. The 22 test subjects (mostly younger people between 25 and 35 years old
from the signal processing department without any speciﬁc knowledge of music)
were asked to log in to a website (at diﬀerent times) which was build for the
purpose. They were then asked each to classify 100 diﬀerent sound samples of
length 740 ms and 30 sounds of length 10 s in two diﬀerent experiment rounds.
The choice of genre was restricted to the ﬁve possible (forced-choice) and no prior
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information was given apart from the genre names. Both the 740 ms and 10 s
samples were taken randomly from the test set in (Paper B) which consisted of
25 songs. The experiment with 740 ms samples had to be completed ﬁrst before
proceeding to the 10 s experiment. This was done to avoid too much correlation
between the answers in the two experiments due to recognition of the songs.
The subjects could listen to the sound samples repeatedly before deciding, if
desired.
It was found that the individual human classiﬁcation test accuracy in the 10s
experiment was 98 % with 95%-conﬁdence interval limits at 97 % and 99 %
under the assumption of binomially distributed number of errors. This is in
agreement with the desired property of the data set; that it should be a data
set with only a small amount of variability on the human classiﬁcation and
with reliable labels. For the 740 ms experiment, the accuracy was 92 % with
95%-conﬁdence interval between 91 and 93 %.
Note that the ”individual” human accuracy was found by considering all of
the classiﬁcations of the songs as coming from a single classiﬁer and comparing
these classiﬁcations with our ”ground-truth” labelling (from the co-author and
I). Since the human subjects were not involved in the labelling of the data set,
it is interesting to compare their consensus labelling on the data set with our
”ground-truth” labelling. This is a measure of the validity of our ”ground-
truth”. All of the songs are considered to be properly labelled since they were
each given 20 ”votes” for a genre label. To ﬁnd the consensus labelling of a song,
we simply use majority voting i.e. choosing the genre which has the most votes.
Comparing this consensus labelling of the data set with our ”ground-truth” gave
100 % classiﬁcation accuracy. In other words, the consensus decision among the
human subjects was completely similar to our ”ground-truth”. This conﬁrms
our belief that this is indeed a simple data set and that our ”ground-truth”
labelling is valid.
6.2.2 Data set B
The data set B contains 1210 songs in 11 genres with 110 in each i.e. the songs
are evenly distributed. The 11 genres are Alternative, Country, Easy Listening,
Electronica, Jazz, Latin, Pop&Dance, Rap&HipHop, R&B Soul, Reggae and
Rock. The songs were originally in the MP3-format (MPEG1-Layer 3 encoding)
with a bit-rate of at least 128 kBit, but were converted to mono PCM format
with a sampling frequency of 22050 Hz. A preliminary experiment indicated
that the decompression from MP3-format does not have a signiﬁcant inﬂuence
on the classiﬁcation test error when the bit-rate is as large as here.
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The labels came from a reliable external source, but only the labels were given
and a human evaluation of the genre confusion is therefore desirable.
Human evaluation
Data set B was classiﬁed in a similar website-based setup as for data set A
and with a comparable group of 25 persons. They were now asked to classify
33 music samples of 30s length into the 11 classes. The samples were taken
randomly from a subset with 220 songs from data set B.
The individual human classiﬁcation test accuracy was estimated to 57 % with
a 95 %-conﬁdence interval from 54 to 61 % under the assumption of binomially
distributed number of errors. This accuracy was found by considering each
”vote” for a genre label on a song as the outcome of a single ”individual human”-
classiﬁer. The corresponding individual human confusion matrix is shown in
ﬁgure 6.6 where it is compared to the performance of our best performing system
(MAR features with the GLM classiﬁer).
As discussed in relation to the human evaluation in subsection 6.2.1, the human
consensus labelling can be used to evaluate the ”ground-truth” labelling. A
procedure to ﬁnd this human consensus labelling of songs is also given in sub-
section 6.2.1. The same procedure is used here i.e. majority voting among the
”votes” on a song is used to ﬁnd the human consensus genre for the song. Since
the number of evaluations (825) is here quite small compared to the number of
songs (220), only a few number of votes were given to each song. It was (heuris-
tically) decided that each song should be given at least 3 votes to be included
in the comparison and 172 of the 220 songs fulﬁll this criterion. The human
consensus classiﬁcation test accuracy was found to be 68 % when compared to
the ”ground-truth” labelling. Ideally, this accuracy should have been 100%.
The quite large discrepancy (32%) is mainly thought to originate in a lack of
knowledge about music genres among the human test subject. An indicator of
this is, that a few particular subjects with a background in music had very high
test accuracy. The corresponding human consensus confusion matrix is illus-
trated in ﬁgure 6.1. It clearly illustrates that the human subjects do not agree
with our ”ground-truth” on especially Alternative and Easy-listening which are
probably not as easily deﬁned as e.g. Country. It should also be noted that
there are other sources of uncertainty. Certainly, the number of votes for each
song was not very large. 94% of the considered songs had between 3 and 6 votes
and 33% only had 3 votes. This is arguably a large source of uncertainty on the
consensus labelling.
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Figure 6.1: The ﬁgure illustrates the human consensus confusion matrix from
the human evaluation of data set B. The human consensus on a song is found by
majority voting among all the human evaluations of the song. The genres in the
rows are the ”ground-truth” labels and the columns are the human consensus
genres. It is seen that e.g. the music with ”ground-truth” label Alternative is
mostly classiﬁed into Pop&Dance or Rock in our human evaluation.
6.3 Ranking of short-time features
The ﬁrst part of this disseration project was mainly exploratory and several
diﬀerent short-time features were investigated in the process. The main results
are described in (Paper B). The features were ranked using the consensus sen-
sitivity analysis method as described in subsection 3.2.1. Figure 6.2 illustrates
the ranking of the MFCC, DMFCC, LPC, DLPC, STE, ZCR, ASE, ASC, ASS
and SFM features which were described in section 3.1. Data set A was used for
the ranking and it is seen that the MFCC (A in the ﬁgure), LPC (C) and ZCR
features appear to be the most relevant. In contrast, the derived DMFCC (B)
and DLPC (D) features show least importance. The relevance of the MPEG-7
features is less consistent. For this reason, we decided to use the MFCCs as the
short-time feature representation to be used in the temporal feature integration
experiments.
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Figure 6.2: The ﬁgure is the result of Consensus sensitivity analysis for feature
ranking with the Dynamic Principal Component Analysis (DPCA) method and
using 50 resamplings. The frame size was N = 100 which corresponds to 1s
frames. The y-axis shows the feature number out of a total of 103 and they are,
from above, MFCC(A), DMFCC(B), LPC(C), DLPC(D), ASE(E), SFM(F)
and the single features ASC, ASS, STE and ZCR. These short-time features
are all described in section 3.1. The x-axis gives the ranking number of the
features. The red dots indicate the ﬁnal ranking of each feature with the use of
the Consensus sensitivity analysis method. The ten best features in decreasing
order are found to be {1, 4, 6, 7, 70, 2, 28, 13, 101, 103}. The grey colors indicate
the total number of ”votes” to a feature for a given ranking in all resamplings.
The darker the color, the more ”votes” has been given to a given ranking number.
It is seen that e.g. the DMFCCs and DLPCs are quite consistently ranked low
whereas the results are less clear for the ASE features. The MFCCs and LPCs
are generally seen to rank high.
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6.4 Temporal feature integration methods
Temporal feature integration has been the major topic in this project and sev-
eral experiments were made. Concerning the DPCA method and results with
this method, the reader is referred to (Paper B) since the method seemed less
promising. The results were not better than classifying each short-time feature
vector in the song individually and using majority voting for the post-processing.
Results for the proposed DAR and MAR features from section 4.2 will be treated
more carefully in the following and compared to other temporal feature integra-
tion methods.
In (Paper C), we examined several diﬀerent combinations of temporal feature
integration to diﬀerent timescales with the MFCCs as short-time feature repre-
sentation as always and 6 MFCCs (the ﬁrst 6) were found to be optimal with
the chosen classiﬁers. The resampling method as explained in section 6.1 was
used to estimate the classiﬁcation test error. The temporal feature integration
methods that have been used were all described in chapter 4. The results are
illustrated for data set A in ﬁgure 6.3 for the Linear Regression and Gaussian
classiﬁers from chapter 5 and discussed in the following.
The part of the y-axis named ”Long time feature integration” illustrates diﬀer-
ent combinations of feature integration to the long time scale. In the context,
the long time scale is 10s, the medium time scale is 740 ms and the short time
scale (of the MFCCs) is 30 ms. For instance, the ”MeanVar23d” feature is there-
fore the combination of ﬁrst ﬁnding the DAR features from temporal feature
integration to the medium time scale. The MeanVar temporal feature integra-
tion method is then applied on these medium time scale DAR features (signiﬁed
by the ”d” in the feature name) up to the long time scale. ”23” signiﬁes the
integration between the medium and long time scale. In contrast, the ”DAR13”
features are found by applying the DAR feature integration directly from the
short time scale up to the long time scale. Although many diﬀerent combina-
tions of temporal feature integration were examined in this part, the results were
not as good as in the ”Medium to Long Sum Rule” part. One reason for this
might be that it was necessary to apply PCA for dimensionality reduction on
the ”DAR23m”, ”DAR23d” and ”MeanVar23d” methods due to problems with
overﬁtting in the classiﬁers. These methods might therefore have given better
results with classiﬁers that can better handle high-dimensional features or with
a larger data set.
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Figure 6.3: The average classiﬁcation test error on data set A is illustrated for
several temporal feature integration combinations as well as the human per-
formance. The ﬁgure consists of three parts which indicate whether temporal
feature integration or the sum-rule postprocessing method has been used to
achieve a decision on the long time scale (10s). For instance, in the ”Medium
to Long Sum Rule” part, integration has been used from the short time scale
(30 ms) up to the medium time scale (740 ms) and then the sum rule method
has been used from the medium to long time scale. It should be noted that
the MFCCs have been used as the common short-time representation. Since all
of the results are classiﬁcations of the whole song (10s), they can be compared
directly. The feature names are explained in the text. Results are given for
both the Gaussian Classiﬁer (GC) and the Linear Regression classiﬁer (LM).
The error bar on the human performance (”Human”) indicates the 95 % con-
ﬁdence intervals under the assumption of binomially distributed errors. The
error bars on the features are the estimated standard deviation on the average
classiﬁcation test error on each side. Note that the Low Short-Time Energy
Ratio (LSTER) and High Zero-Crossing Rate Ratio (HZCRR) features are used
together under the label ”LSHZ”.
76 Experimental results
In the ”Medium to Long Sum Rule” part, the temporal feature integration is
solely applied from the short to the medium time scale. Hence, each 10 s (long
time scale) sound clip is represented by a time series of feature vectors instead of
a single feature vector as in the ”Long time feature integration”-part. The result
for e.g. the ”DAR” feature is therefore the application of DAR features from
short to medium time and succeeded by the sum-rule postprocessing method
to achieve a decision on the long time scale. This 3-step procedure of ﬁrst
extracting short-time features, then performing temporal feature integration up
to an intermediate time-scale and ﬁnally applying post-processing of classiﬁer
decisions gave the best results. This indicates that certain important aspects of
the music exist on this intermediate level and are captured by the DAR features.
It is seen that the Low Short-Time Energy Ratio (LSTER) and High Zero-
Crossing Rate Ratio (HZCRR) features (used together in a single 2-dimensional
feature vector with the name ”LSHZ”) perform much worse than the best fea-
tures. However, the comparison is not really fair since these are of much lower
dimensionality. Hence, they cannot stand alone, but might be very useful as
supplementary features and, besides, they were created for audio signals in gen-
eral. Similarly, the Beat Histogram (BH) and Beat Spectrum (BS) features are
likely to be very useful as supplementary features, but their individual perfor-
mance is low in the comparison. Hence, these four features were not considered
further in (Paper G).
The Frequency Coeﬃcient (FC) and MeanVar features were quite successful,
but still less than the DAR features. This hypothesis was supported with a
McNemar test on a 1% signiﬁcance level.
In the part named ”Short to Long Sum Rule”, no temporal feature integration
methods are used, but instead the sum-rule method is used directly on the
classiﬁer outputs from the short-time MFCCs to reach a decision on the long
time scale.
The DAR, FC and MeanVar features were investigated further in (Paper G)
with the inclusion of the proposed MAR features and the MeanCov features.
Figure 6.4 illustrates the average classiﬁcation test errors of these features on
data set A and B using four diﬀerent classiﬁers.
The ﬁgure is the result of numerous experiments and optimizations to get a fair
comparison between the temporal feature integration methods. The use of four
diﬀerent classiﬁers increases the generalisability of the results and the MFCCs
have again been used as short-time feature representation. In the optimization
phase as well as in general, the performance was evaluated with the average
classiﬁcation test error from k-fold cross-validation.
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Figure 6.4: The average classiﬁcation test accuracies are illustrated for 5 diﬀer-
ent features from temporal feature integration. The upper part shows the results
from data set A and the lower from data set B. The MeanVar, MeanCov and
FC features are compared to the proposed DAR and MAR features (see chapter
4). To increase the generalisability of the results, 4 diﬀerent classiﬁers have
been used (Gaussian classiﬁer (GC), Gaussian Mixture Model (GMM), Linear
Regression model (LM) and Generalized Linear Model (GLM)). The MFCCs
were used as short-time feature representation. The individual human classiﬁ-
cation accuracy from the human evaluations of the data sets is also shown for
comparison. The error bars on the human performance are the 95% conﬁdence
interval under assumption of binomially distributed number of errors. The error
bars on the features are one standard deviation of the average classiﬁcation test
error on each side.
78 Experimental results
0 500 1000 1500 2000 2500 3000 3500 4000 4500
0.54
0.56
0.58
0.6
0.62
0.64
0.66
0.68
0.7
0.72
0.74
Framesize (ms)
C
la
ss
ifi
ca
tio
n 
Te
st
 E
rr
or
LM 
GLM 
Figure 6.5: The ﬁgure illustrates the average classiﬁcation test error for the DAR
feature as a function of frame size on data set B. Results are shown for both the
Linear Regression classiﬁer (LM) and the Generalized Linear Model classiﬁer
(GLM). The error bars are the standard deviation on the average over 10 cross-
validation runs. There is clearly a large variation over the diﬀerent frame sizes
which shows that the frame size is an important parameter in temporal feature
integration.
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The optimization of parameters such as the number of MFCCs, hop- and frame-
sizes in both short-time features as well as temporal feature integration for each
feature, DAR and MAR model order parameters, classiﬁer parameters, etc., will
clearly be suboptimal since the parameter space is vast. Here, some preliminary
experiments were made to ﬁnd ”acceptable” system parameters. Afterwards,
the parameters were further optimized sequentially and following the ﬂow in
the classiﬁcation system. In other words, ﬁrst the feature extraction related
parameters were optimized. Next, the temporal feature integration parameters
were optimized and so forth. The optimal number of MFCCs were 6 and with
optimal hop-size 7.5 ms and frame-size 15 ms. As seen in ﬁgure 6.5, the opti-
mization of especially the frame-size of the temporal feature integration seems
to be important. The optimal frame-sizes were found to be 1400 ms, 2000 ms,
2400 ms, 2200 ms and 1200 ms for the MeanVar, MeanCov, FC, DAR and
MAR features, respectively. The optimal model order P was found to be 5
for the DAR model and 3 for the MAR model. Note that experiments were
also made with single MAR feature vectors to describe the whole 30s sound
clip i.e. choosing a 30s frame-size. The performance with this frame-size was
not as good (44% accuracy) as for the combination of the 1200 ms frame-size
and sum-rule postprocessing up to 30s. However, this results still illustrates
that a lot of the information in a 30s sound clip can be represented in a single
(135-dimensional) feature vector. Such a feature vector could be used directly
in similarity measures for music recommendation or unsupervised clustering.
Returning to ﬁgure 6.4, there are several things to note. The MAR feature seems
to outperform the other features on data set B when the best classiﬁers are used
for each feature. This result was supported with a 10-fold cross-validated t-test
on a 2.5 % signiﬁcance level.
The performance on data set A is less clear, but it should also be remembered
that data set A was chosen speciﬁcally to have clearly (artiﬁcially) separated
genres and this probably explains the good performance of all of the systems.
It is seen that the human performance is better than the systems on both data
sets. The human performance is here measured by considering the human eval-
uations as individual classiﬁcations i.e. the systems are compared to the average
human performance (as discussed in chapter 2).
The DAR feature appears to perform better than the MeanVar, MeanCov and
FC features on data set B, but this could only be supported for the MeanVar
and FC features with the cross-validated t-test on the 2.5% signiﬁcance level.
Another interesting detail is the diﬀerences between the classiﬁers. There is the
tendency that the discriminative classiﬁers LM and GLM perform better on the
high-dimensional features DAR (42-dim.) and MAR (135-dim.) whereas the
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generative GC and GMM classiﬁers were better with the FC (24-dim.), Mean-
Cov (27-dim.) and MeanVar (12-dim.) features. Although our learning curves
did not show clear evidence of overﬁtting (unless for the MAR features), this
tendency is still thought to be related to the curse of dimensionality. Note that
it was necessary to use Principal Component Analysis (PCA) for dimensional-
ity reduction on the MAR features to be able to use the GMM classiﬁer due to
overﬁtting problems. This is a likely explanation for the poor performance of
the MAR features with the GMM classiﬁer.
Figure 6.6 compares the confusion matrices for the best performing system
(MAR features with the GLM classiﬁer) with the individual human confusions
between genres on data set B. Overall, there seems to be some agreement about
the easy and diﬃcult genres. Notably, the three genres that a human would
classify correctly most often (Country, Rap&HipHop and Reggae) are similar to
the three genres that our system is best at.
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Figure 6.6: Confusion matrices for our best performing music genre classiﬁcation
system as well as the individual human confusion on data set B. The upper ﬁgure
corresponds to the human evaluation and the lower to the system which used
MAR features on MFCCs with the Generalized Linear Model classiﬁer. The
”true” genres are shown as the rows and sum to 100% whereas the predicted
genres are in the columns. Hence, the diagonal illustrates the accuracy of each
genre separately.
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6.5 Co-occurrence models
In (Paper D), we proposed co-occurrence models for music genre classiﬁcation
which resulted in the Aspect Gaussian Classiﬁer (AGC) and the Aspect Gaus-
sian Mixture Model (AGMM) classiﬁer. These classiﬁers were compared to
their classical counterparts, the Gaussian classiﬁer (GC) and Gaussian Mixture
Model (GMM), and the results are illustrated in ﬁgure 6.7. The 30-dimensional
DAR features (as in (Paper C)) on data set B were used in the experiments. It
is seen that the AGMM performs slightly better than the classical GMM model
while the AGC performs comparably to the GC. However, the real force of the
AGMM and AGC models is considered to be the probabilistic modelling of the
whole song instead of just individual frames. Mathematically, this corresponds
to modelling the genre probability p(C|S = s) for a song s instead of modelling
p(C|zn) where zn is a feature vector. The ﬁgure also illustrates the result of the
”Discrete Model” which uses a vector quantization of the feature space into a
discrete codebook before using the ”discrete” version of the AGC. The reader
is referred to (Paper D) for the details.
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Figure 6.7: Classiﬁcation test errors for the Discrete Model, the Aspect Gaussian
Classiﬁer, the Aspect Gaussian Mixture Model and the two baseline methods
Gaussian Classiﬁer and Gaussian Mixture Model on data set B. The results are
the mean values using resampling (only 5-fold for the Discrete Model due to
computational constraints and 50-fold for the rest) and the error bars are the
standard deviations on the means. 7 mixture components were used for the
GMM and AGMM.
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Chapter 7
Discussion and Conclusion
Music genre classiﬁcation systems have been the primary topic of this disserta-
tion. The emphasis has been on systems which use music in form of raw audio
as input and return an estimate of the corresponding genre of the music as out-
put. The main goal has been to create systems with as low error as possible
on the genre-predictions of new songs. Brieﬂy, our best performing music genre
classiﬁcation system is capable of classifying into 5 genres with an accuracy of
92% compared to a human accuracy of 98%. For 11 genres, the accuracy was
48% compared to 57% for humans. The full music genre classiﬁcation procedure
on a song is possible in real-time on an ordinary PC. These results illustrate the
overall perspectives in our state-of-the-art music genre classiﬁcation system.
Although the focus has been on music genre classiﬁcation, most of the results
are directly applicable to other areas of Music Information Retrieval such as
music artist identiﬁcation and in music recommendation systems. These areas
also need a compact, expressive feature representation of the music. Our main
investigations of features on larger time scales (in the order of several seconds)
might also be relevant in Speech Analysis as suggested in [85]. The proposed
ranking and classiﬁcation methods have an even wider audience.
Generally, our approach to the music genre classiﬁcation problem has been
system-oriented i.e. all the diﬀerent parts of the system have to be taken
into consideration. The main parts of a music genre classiﬁcation system are
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traditionally the feature representation and the classiﬁer. However, there are
many other concerns such as optimization of hop- and frame-sizes, normaliza-
tion aspects, post-processing methods, considerations about data sets, validity
of labels, performance measures and many others. This dissertation try to give
an overview of the challenges in building real-world music genre classiﬁcation
systems.
Although system-oriented, special focus has been given to the feature repre-
sentation which is here split into Short-time feature extraction and Temporal
feature integration (see e.g. ﬁgure 1.1 for an overview of a system). Brieﬂy,
the class of short-time features are extracted on a time-scale of 10-40 ms. This
class contains numerous diﬀerent features and a selection of these have been
investigated and ranked by their signiﬁcance in music genre classiﬁcation. We
proposed the Consensus sensitivity analysis method for ranking in (Paper B)
which has the advantage of being able to combine the sensitivities over several
cross-validation or other resampling runs into a single ranking.
Temporal feature integration is the process of combining the information in a
(multivariate) time series of short-time features. The main contributions of the
dissertation have been made in this area where two new methods have been pro-
posed; Dynamic Principal Component Analysis (Paper B) and the Multivariate
Autoregressive Model (Papers C and G) for integration. Especially the Multi-
variate Autoregressive Model showed promising results. Two novel features, the
DAR and MAR features, were extracted from this model. They were compared
to state-of-the-art temporal feature integration methods and found to generally
outperform those. Our best performing system with MAR features was com-
pared to the most common integrated features which use mean and variance of
the short-time features. Our system achieved 48% accuracy compared to 38%
for these features on an 11-genre problem.
Besides, the proposed Multivariate Autoregressive Model is a general ﬂexible
framework. Hence, it may be included in e.g. probabilistic models or kernels for
Support Vector Machines [83]. The DAR and MAR features contain the model
order as a parameter and are hence quite ﬂexible. These parameters should be
optimized to the speciﬁc problem.
The classiﬁcation part should not be neglected and although given less empha-
sis than the feature representation, several classiﬁers have been examined in
the experiments. In (Paper D), we proposed novel Co-occurrence models for
music genre classiﬁcation. Although they did not give large improvements in
classiﬁcation test accuracy, they have other advantages. For instance, they are
capable of explicitly modelling the whole song in the probabilistic framework.
This is in contrast to most of the classiﬁers which have traditionally been used
in music genre classiﬁcation.
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Summary and discussion
The early phases of the project involved a variety of investigations of diﬀerent
short-time features as described in (Paper B). However, the main result from
these investigations is considered to be the ranking of the features and here,
the Mel-Frequency Cepstral Coeﬃcients (MFCCs) appeared to be the highest
ranked set of features. This was the motivation to use the MFCCs as the short-
time representation in all of the following experiments with temporal feature
integration. The proposed Consensus sensitivity analysis method was used for
the ranking. This method is an extended version of an ordinary sensitivity
analysis method. The advantage is that it is able to combine the sensitivities
of the features from several cross-validation or other resampling runs into a
single ranking. One disadvantage of the method is that it measures sensitivity
by changing each feature individually. However, it is quite possible that the
combination of several low-ranked features perform better than a combination
of the same size, but with high-ranked features. This is a motivation to use
incremental feature selection techniques instead of ranking. Still, the choice of
the MFCCs as short-time representation appears to have been reasonable since
many others have also had good results with these short-time features [77] [110].
As mentioned before, temporal feature integration has been the main topic
in this dissertation. Several methods from the literature have been examined
and compared to the novel Dynamic Principal Component Analysis (DPCA)
and Multivariate Autoregressive Models. The most common temporal feature
integration method in the literature is simply to take the mean and variance of
the short-time features in the larger time frame (e.g. 2000 ms) and use these
statistics as an integrated feature vector. This feature is so common that it is
considered the baseline against which we have compared our own methods. We
named it the MeanVar features for reference.
The DPCA feature is created by ﬁrst stacking the short-time features in the
frame into a single (high-dimensional) feature vector and then use Principal
Component Analysis for dimensionality reduction. This feature captures the
correlations in both time and among short-time feature dimensions. In (Paper
B), we compared it against a simple approach without temporal feature integra-
tion which instead used Majority Voting on the short-time decisions. The results
with these two approaches were fairly similar and since the DPCA feature was
more computationally demanding, it was not considered further.
The idea of the Multivariate Autoregressive Model for temporal feature integra-
tion is, as the name suggests, to model the multivariate time series of short-time
feature vectors with a multivariate autoregressive model. In the frequency do-
main, the autoregressive model can be seen as ”spectral matching” of the power
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cross-spectra of the short-time features. The parameters of the model are used
as the features. We examined two diﬀerent kinds of features from this model;
the Diagonal Autoregressive (DAR) features and theMultivariate Autoregressive
(MAR) features. The MAR features use the parameters of the full multivariate
model, whereas the DAR features consider each short-time feature dimension
individually which corresponds to diagonal autoregressive coeﬃcient and noise
matrices in the model. Hence, where the MAR features are capable of modelling
both temporal dependencies as well as among feature dimensions, the DAR fea-
tures only model the temporal information. Note that the MeanVar features do
not model any of these dependencies.
Both the DAR and MAR features were found to outperform the baseline Mean-
Var features on our diﬃcult data set B. The MeanVar, DAR and MAR features
had classiﬁcation test accuracies of 38%, 43% and 48%, respectively. In com-
parison, the estimate of the human accuracy on this data set was 57%. We also
made an investigation of the computational complexity of the methods. With
our choices of model order and MFCC feature dimension, the DAR and MAR
features were about an order of magnitude more computationally demanding
in time than the MeanVar features. This suggests that the DAR and MAR
features are good replacements for the MeanVar features in many applications
where this diﬀerence in computation time is not critical. It might be argued that
the DAR feature is less useful than the MAR, but note that the MAR features
have much higher dimensionality. For instance, in our experiments, the DAR
features are 42-dimensional whereas the MAR features are 135-dimensional. In
some situations, this would make the DAR features more attractive.
Another advantage of the DAR and MAR features are their ﬂexibility. Since
they are build from the autoregressive model, it is possible to adjust the model
order to the given problem. In fact, the MeanVar feature can be seen as a
special case of the DAR features with model order 0. However, note that the
computational demands are closely related to the model order and the number
of short-time features. Choosing for instance model order 12 for 12 short-time
features would make the calculation of the MAR feature approximately 600
times slower than the MeanVar and the DAR feature 60 times slower. Fortu-
nately, our results were obtained with model order 3 and 5 for the DAR and
MAR features, respectively, and using only 6 MFCCs.
An interesting aspect of temporal feature integration is the frame size since it
gives the natural time scale of the features. We believe the frame size to be
related to certain elements of the music. For instance, we found optimal frame
sizes to be 1200 ms and 2200 ms, respectively, for the MAR and DAR features.
Although it is not known, it is likely that the DAR and MAR features capture
dynamics on those time scales like the rhythm. Certainly, it is found that the
frame size in temporal feature integration is an important parameter. This is
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in agreement with e.g. [108], [7] and [113].
In (Paper E), we describe our MAR features in relation to the MIREX 2005
music genre classiﬁcation contest [53] which we participated in. Such contests
are very informative since they allow researchers to compare their algorithms in
a common framework on similar data sets, with similar performance measures
and so forth. Our system had an overall accuracy estimate of 72% compared to
the winning system with 82 % accuracy. One may argue that our features are
not interesting after such an evaluation. However, this would not be the right
conclusion to draw. The reason is that even with the mentioned advantages of
a common testing framework, there are many diﬀerences among the submitted
systems. For instance, very diﬀerent classiﬁers have been used in the contest
which might explain a 10% diﬀerence in performance. This is an illustration of
the diﬃculties in comparing full systems due to their complexity (”the devil is
in the detail”). As discussed in the following section, it is indeed likely that the
combination of elements from the diﬀerent systems may give the best result.
In (Paper D), we investigated co-occurrence modelling for classiﬁcation of mu-
sic into genres. We proposed two diﬀerent classiﬁers which are based on the
co-occurrence model; the Aspect Gaussian Classiﬁer and the Aspect Gaussian
Mixture Model. These names were given since they can be seen as extensions
of the Gaussian Classiﬁer (GC) and the Gaussian Mixture Model (GMM), re-
spectively. Many traditional classiﬁers (such as the GC and GMM) ﬁrst model
each feature vector individually. Afterwards, they need to apply post-processing
methods such as majority voting to combine the decisions from each of the fea-
ture vectors in the sequence. This is used to reach a single genre decision for
the whole song. In contrast, the co-occurrence models have the advantage of
being able to include the whole song in the probabilistic model. In other words,
the probability P (s|C) of a song s given the genre (which is transformed to
the desired quantity P (C|s) with Bayes’ rule) is modelled directly instead of
modelling P (zn|C) where zn is one of the feature vectors in the song s.
Future work
The current project has investigated many diﬀerent elements and problems in
music genre classiﬁcation. In the progress many new ideas were fostered, but
only a few made it into the ”large-scale investigation” step. The following part
discusses the ideas which are believed to be the most promising.
More powerful classiﬁers on high-dimensional features One of the main
results, in my view, from the MIREX 2005 music genre contest [53] (Paper
90 Discussion and Conclusion
E) is the importance of the classiﬁer. In our experiments, we mostly ex-
perimented with diﬀerent features and the classiﬁers were fairly simple. It
would be very interesting to experiment with high-dimensional DAR and
MAR features (e.g. 1000-dimensional) with more powerful classiﬁers such
as Adaboost-methods [7], SVMs, Gaussian Process classiﬁers or similar.
Recall that we used only six MFCCs in the short-time feature represen-
tation whereas e.g. [77] used 20 MFCCs. Hence, DAR or MAR features
with a larger number of MFCCs might increase performance. It would
also be possible to increase the model order of the autoregressive model.
Eﬀective dimensionality reduction on high-dimensional features It is gen-
erally desirable to have as low-dimensional feature vectors as possible.
This is contradictory to the previous idea of experiments with high-dimensional
features, but there the motivation was only the speciﬁc task of assigning
a genre to a piece of music. In other tasks, it is convenient to have the
generative probabilistic model of the song which normally requires low-
dimensional features. This could e.g. be used to detect outliers which
might indicate the emergence of a new genre. The generative model might,
for instance, be the proposed Aspect Gaussian Mixture Model to include
the full song in the model. It would be interesting to experiment with
diﬀerent dimensionality reduction techniques on high-dimensional DAR
and MAR features. Our experiments indicate that the PCA method is
insuﬃcient for this purpose. However, methods such as ICA (Paper F),
sparse methods or supervised methods might be useful.
Enforcing genre relations Most music genre classiﬁcation systems consider
the genres as equidistant and in a ﬂat hierarchy (a notable exception is
[12]). This is clearly not correct. For instance, soft rock songs are much
closer to the genre pop than to traditional classical music. The genre
relations could be enforced by many diﬀerent methods. For instance, with
a hierarchy. Another possibility would be to train the system with multi-
labelled songs or ideally a full genre-distribution as discussed in chapter
2, but this would require such a data set which is likely to be a problem.
Another interesting solution would be to simply apply a utility function
[75] on the classiﬁer (also called a loss function [8]). Here, it should be a
matrix which signiﬁes the relations between genres. Hence, assume that a
song would have been classiﬁed as 40% classical, 38% rock and 22% pop.
The utility matrix will then increase the probability of rock due to the
large probability of pop and the song would be classiﬁed as rock.
Appendix A
Computationally cheap
Principal Component Analysis
We need to ﬁnd the ﬁrst, say, l = 50 eigenvectors of the covariance-matrix from
the training set. The training set matrix is called Xtrain with form [m dimen-
sions x n samples]. Since time stacking is used in the DPCA feature, m can be
around 10000 and n 100000. This gives computational problems in both time
and space in the creation of the covariance matrix (or even forming the Xtrain
matrix). A computationally cheap method is used as described in [100] where
only k samples are taken from Xtrain, e.g. k equal 1000 or 1500. The samples
are taken randomly. Note, that the mean should be subtracted ﬁrst to get the
covariance matrix eigenvectors instead of just the second moment eigenvectors.
Then form the X˜ [m dimension x k samples] containing the k columns from
Xtrain. Since X˜ = U˜ S˜V˜ T with dimensions [m x k], [k x k] and [k x k], respec-
tively (this is the so-called ”thin” Singular Value Decomposition), it is possible
to form X˜T X˜ = V˜ S˜2V˜ T [k x k]. Note that normally the matrix Σ˜ = X˜X˜T
(here, the covariance matrix) would be created instead since its eigenvectors is
the PCA projection vectors directly. However, in this case it would be [m x m]
(e.g. [10000 x 10000]) which would be hard to handle computationally.
It is now simple to ﬁnd V˜ and S˜ from an eigen-decomposition of X˜T X˜. After-
wards, since U˜ = X˜V˜ S˜−1, it is easy to calculate U˜ [m x k]. Finally, only l (in
this case 50) eigenvectors are taken from U˜ to get Û (by taking l columns of
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U˜). To transform the test data in Xtest [m dims x p samps] into the cheap PCA
basis, simply use X̂test = ÛTXtest [l dims x p samps].
Appendix B
Decision Time Horizon for
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ABSTRACT
In this paper music genre classification has been explored with spe-
cial emphasis on the decision time horizon and ranking of tapped-
delay-line short-time features. Late information fusion as e.g. ma-
jority voting is compared with techniques of early information fu-
sion1 such as dynamic PCA (DPCA). The most frequently sug-
gested features in the literature were employed including mel-
frequency cepstral coefficients (MFCC), linear prediction coeffi-
cients (LPC), zero-crossing rate (ZCR), and MPEG-7 features. To
rank the importance of the short time features consensus sensitivity
analysis is applied. A Gaussian classifier (GC) with full covariance
structure and a linear neural network (NN) classifier are used.
1. INTRODUCTION
In the recent years, the demand for computational methods to or-
ganize and search in digital music has grown with the increasing
availability of large music databases as well as the growing access
through the Internet. Current applications are limited, but this seems
very likely to change in the near future as media integration is a
high focus area for consumer electronics [6]. Moreover, radio and
TV broadcasting are now entering the digital age and the big record
companies are starting to sell music on-line on the web. An example
is the popular product iTunes by Apple Computer, which currently
has access to a library of more than 500,000 song tracks. The user
can then directly search and download individual songs through a
website for use with a portable or stationary computer.
A few researchers have attended the specific problem of music
genre classification, whereas related areas have received more at-
tention. An example is the early work of Scheirer and Slaney [17]
which focused on speech/music discrimination. Thirteen different
features including zero-crossing rate (ZCR), spectral centroid and
spectral roll-off point were examined together using both Gaussian,
GMM and KNN classifiers. Interestingly, choosing a subset of only
three of the features resulted in just as good a classification as with
the whole range of features. In another early work Wold et al. [22]
suggested a scheme for audio retrieval and classification. Perceptu-
ally inspired features such as pitch, loudness, brightness and timbre
were used to describe the audio. This work is one of the first in
the area of content-based audio analysis, which is often a supple-
ment to the classification and retrieval of multimodal data such as
video. In [12], Li et al. approached segment classification of audio
streams from TV into seven general audio classes. They find that
mel-frequency cepstral coefficients (MFCCs) and linear prediction
coefficients (LPCs) perform better than features such as ZCR and
short-time energy (STE).
The genre is probably the most important descriptor of music
in everyday life. It is, however, not an intrinsic property of mu-
sic such as e.g. tempo and makes it somewhat more difficult to
grasp with computational methods. Aucouturier et al. [2] exam-
ined the inherent problems of music genre classification and gave
1This term refers to the decision making, i.e., early information fusion
is an operation on the features before classification (and decision making).
This is opposed to late information fusion (decision fusion) that assembles
the information on the basis of the decisions.
an overview of some previous attempts. An example of a recent
computational method is Xu et al. [23], where support vector ma-
chines were used in a multi-layer classifier with features such as
MFCCs, ZCR and LPC-derived cepstral coefficients. In [13], Li et
al. introduced DWCHs (Daubechies wavelet coefficient histograms)
as novel features and compared these to previous features using four
different classifiers. Lambrou et al. [11] examined different wavelet
transforms for classification with a minimum distance classifier and
a least-squares minimum distance classifier to classify into rock,
jazz and piano. The state-of-art percentage correct performance is
around 60% considering 10 genres, and 90% considering 3 genres.
In the MPEG-7 standard [8] audio has several descriptors and
are meant for general sound, but in particular speech and music.
Casey [5] introduced some of these descriptors, such as the audio
spectrum envelope (ASE) to successfully classify eight musical gen-
res with a hidden markov model classifier.
McKinney et al. [15] approached audio and music genre classi-
fication with emphasis on the features. Two new feature sets based
on perceptual models were introduced and compared to previously
proposed features with the use of Gaussian-based quadratic discrim-
inant analysis. It was found that the perceptually based features
performed better than the traditional features. To include temporal
behavior of the short-time features (23ms frames), four summarized
values of the power spectrum of each feature is found over a longer
time frame (743ms). In this manner, it is argued that temporal de-
scriptors such as beat is included.
Tzanetakis and Cook [20] examined several features such as
spectral centroid, MFCCs as well as a novel beat-histogram. Gaus-
sian, GMM and KNN classifiers were used to classify music on
different hierarchical levels such as e.g. classical music into choir,
orchestra, piano and string quartet.
In the last two mentioned works, some effort was put into the
examination of the time-scales of features and the decision time-
horizon for classification. However, this generally seems to be a
neglected area and has been the motivation for the current paper.
How much time is, for instance, needed to make a sufficiently ac-
curate decision about the musical genre? This might be important
in e.g. hearing aids and streaming media. Often, some kind of early
information fusion of the short-time features is achieved by e.g. tak-
ing the mean or another statistics over a larger window. Are the best
features then the same on all time-scales or does it depend on the
decision time horizon? Is there an advantage of early information
fusion as compared to late information fusion such as e.g. majority
voting among short-time classifications, see further e.g., [9]. These
are the main questions to be addressed in the following.
In section 2 the examined features will be described. Section 3
deals with the methods for extracting information about the time
scale behavior of the features, and in section 4 the results are pre-
sented. Finally, section 5 state the main conclusions.
2. FEATURE EXTRACTION
Feature extraction is the process of capturing the complex struc-
ture in a signal using as few features as possible. In the case of
timbral textual features a frame size, in which the signal statistics
are assumed stationary is analyzed and features are extracted. All
features described below are derived from short-time 30ms audio
signal frames with a hop-size of 10ms.
One of the main challenges when designing music information
retrieval systems is to find the most descriptive features of the sys-
tem. If good features are selected one can relax on the classification
methodology for fixed performance criteria.
2.1 Spectral signal features
The spectral features have all been calculated using a Hamming
window for the short time Fourier transform (STFT) to minimize
the side-lobes of the spectrum.
MFCC and LPC. The MFCC and LPC both originate from the
field of automatic speech recognition, which has been a major re-
search area through several decades. They are carefully described
in this context in the textbook by Rabiner and Juang [16]. Addi-
tionally, the usability of MFCCs in music modeling has been ex-
amined in the work of Logan [14]. The idea of MFCCs is to cap-
ture the short-time spectrum in accordance with human perception.
The coefficients are found by first taking the logarithm of the STFT
and then performing a mel-scaling which is supposed to group and
smooth the coefficients according to perception. At last, the coef-
ficients are decorrelated with the discrete cosine transform which
can be seen as a computationally cheap PCA. LPCs are a short-time
measure where the coefficients are found from modeling the sound
signal with an all-pole filter. The coefficients minimizes a least-
square measure and the LPC gain is the residual of this minimiza-
tion. In this project, the autocorrelation method was used. The delta
MFCC (DMFCC ≡ MFCCn - MFCCn−1) and delta LPC (DLPC ≡
LPCn - LPCn−1) coefficients are further included in the investiga-
tions.
MPEG-7 audio spectrum envelope (ASE). The audio spectrum
envelope is a description of the power contents in log-spaced fre-
quency bands of the audio signal. The log-spacing is done as to
resemble the human auditorial system. The ASE have been used in
e.g. audio thumbnailing and classification, see [21] and [5]. The fre-
quency bands are determined using an 1/4-octave between a lower
frequency of 125Hz, which is the “low edge” and a high frequency
of 9514Hz.
MPEG-7 audio spectrum centroid (ASC). The audio spectrum
centroid describes the center of gravity of the log-frequency power
spectrum. The descriptor indicates whether the power spectrum is
dominated by low or high frequencies. The centroid is correlated
with the perceptual dimension of timbre named sharpness.
MPEG-7 audio spectrum spread (ASS) . The audio spectrum
spread describes the second moment of the log-frequency power
spectrum. It indicates if the power is concentrated near the cen-
troid, or if it is spread out in the spectrum. It is able to differentiate
between tone-like and noise-like sounds [8].
MPEG-7 spectral flatness measure (SFM). The audio spectrum
flatness measure describes the flatness properties of the spectrum of
an audio signal within a number of frequency bands. The SFM
feature expresses the deviation of a signal’s power spectrum over
frequency from a flat shape (noise-like or impulse-like signals). A
high deviation from a flat shape might indicate the presence of tonal
components. The spectral flatness analysis is calculated for the
same number of frequency bands as for the ASE, except that the
low-edge frequency is 250Hz. The SFM seem to be very robust
towards distortions in the audio signal, such as MPEG-1/2 layer 3
compression, cropping and dynamic range compression [1]. In [4]
the centroid, spread and SFM have been evaluated in a classification
setup.
All MPEG-7 features have been extracted in accordance with
the MPEG-7 audio standard [8].
2.2 Temporal signal features
The temporal features have been calculated on the same frame basis
as the spectral features.
Zero crossing rate (ZCR). ZCR measures the number of time
domain zero-crossings in the frame. It can be seen as a descriptor
of the dominant frequency of music and to find silent frames.
Short time energy (STE). This is simply the mean square power
in the frame.
3. FEATURE RANKING - SENSITIVITY MAPS
3.1 Time stacking and dynamic PCA
To investigate the importance of the features at different time scales
a tapped-delay line of time stacking features is used. Define an
extended feature vector as
zn = [xn,xn−1,xn−2, . . . ,xn−L]T ,
where L is the lag-parameter and xn is the row feature vector at
frame n. Since the extended vector increases in size as a function
of L, the data is projected into a lower dimension using PCA. The
above procedure is also known as dynamic PCA (DPCA) [10] and
reveals if there is any linear relationship between e.g. xn and xn−1;
thus not only correlations but also cross-correlations between fea-
tures. The decorrelation performed by the PCA will also include
a decorrelation of the time information, e.g. is MFFC-1 at time n
correlated with LPC-1 at time n−5?
At L = 100 the number of features will be 10403 which makes
the PCA computational intractable due to memory and speed. A
“simple” PCA have been used where only 1500 of the total of 10403
largest eigenvectors is calculated by random selection of training
data, see e.g. [19]. To investigate the validity of the method 200
eigenvectors was used at L= 50 and the number of random selected
data points was varied between 200− 1500. The variation in clas-
sification error was less than a percent, thus indicating that this is a
robust method. Due to memory problems originating from the time
stacking, the largest used lag time is L = 100, which corresponds to
one second of the signal.
3.2 Feature ranking
One of the goals of this project is to investigate which features are
relevant to the classification of music genres at different time scales.
Selection of single best method for feature ranking is not possible,
since several methods exists each with their advantages and disad-
vantages. An introduction to feature selection can be found in [7],
which also explains some of the problems using different ranking
schemes. Due to the nature of our problem a method known as the
sensitivity map is used, see e.g. [18]. The influence of each feature
on the classification bounds is found by computing the gradient of
the posterior class probability P(Ck|x) w.r.t. all the features. Here
Ck denotes the k’th genre. One way of computing a sensitivity map
for a given system is the absolute value average sensitivities [18]
s=
1
NK
K
∑
k=1
N
∑
n=1
∣∣∣∣∂P(Ck|x˜n)∂xn
∣∣∣∣ , (1)
where xn is the n’th time frame of a test-set and x˜n is the n’th time
frame of the same test-set projected into the M largest eigenvectors
of the training-set. Both s and xn are vectors of length D - the
number of features. N is the total number of test frames and K is
the number of genres. Averaging is performed over the different
classes as to achieve an overall ranking independent of the class. It
should be noted that the sensitivity map expresses the importance
of each feature individually - correlations are thus neglected.
For the linear neural network an estimate of the posterior dis-
tribution is needed to use the sensitivity measure. This is achieved
using the softmax-function, see e.g. [18].
4. RESULTS
Two different classifiers were used in the experiments: a Gaussian
classifier with full covariance matrix and a simple single-layer neu-
ral network which was trained with sum-of-squares error function
to facilitate the training procedure. These classifiers are quite simi-
lar, but they differ in the discriminant functions which are quadratic
and linear, respectively. Furthermore the NN is inherently trained
discriminatively. They are also quite simple, but after experimenta-
tion with more advanced methods, like the Gaussian mixture mod-
els and HMMs, this became a necessity in order to carry out the vast
amount of training operations needed. Further, the purpose of this
study is not to obtain optimal performance rather to investigate the
relevance of relevant short-time features.
The data set was split into training, validation and test sets.
The validation set was used only to select the number of DPCA-
components. The best classification was found with 50 components
at both L = 50 and L = 100. The data was split with 50, 25 and
25 sound files in each set, respectively, and each of these were dis-
tributed evenly into five music genres: Pop, Classical, Rock, Jazz,
Techno. All sound files have a duration of 10s and with a hop-size
of 10ms. This resulted in 1000 30ms frames per sound file. The
used sampling frequency is 22050Hz. The size of the training set
as well as duration of the sound files was determined from learning
curves2 (results not shown). After the feature extraction, the fea-
tures were normalized to zero mean and unit variance to make them
comparable.
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Figure 1: Classification error as a function of the lag of the GC and
NN using DPCA and majority voting, respectively.
Figure 1 summarizes the examination of the decision time hori-
zon as well as the comparison between early and late information
fusion using DPCA and majority voting, respectively. It is seen
from the figure that there is not an obvious advantage of using
the DPCA transform instead of the computationally much cheaper
majority voting. However, it can be seen from table 1 and 2 that
the methods’ performance depends on the genre. The tables show
test classification error for each genre with error-bars obtained by
repeating the experiment 50 times on randomly selected training
data. The number in parenthesis shows the percentage relative to
lag L = 0 of the classifier. For instance, it is seen that the DPCA
gives remarkably better classification of jazz than majority voting.
This might be used constructively to create a better classifier.
Figure 1 also shows the results after choosing the 10 features
with the best sensitivity consensus ranks (see below). There is a
small deviation for the GC and a large deviation for the NN between
the 10 best features and the full feature set when majority voting is
used. This might be connected to the differences in the number
of variables in the two classifiers which implies that the curve for
the NN with 10 features is dominated by bias since the number of
variables is only 5 ·11 = 55. Thus, 10 features is not really enough
2Classification error or log-likelihood as a function of the size of the
training set.
for this classifier. In contrast, the GC with 103 features has more
than 25000 different variables and might be dominated by variance
which increases the test error. However, the sensitivity ranking still
seems reasonable when compared to the full feature sets and when
comparisons are made with the classification error from a set of 10
random features (illustrated in the figure).
Another examination of early information fusion was also car-
ried out by using the mean values of the short-time features over
increasing time frames (from 1 to 1000 frames). The classification
results are not illustrated, however, since approximately the same
classification rate as without the time information (lag L = 0) was
achieved at all time scales, though with a lot of fluctuations.
Full Feature Set
Pop Classic Rock Jazz Techno
NN
(L=0)
36% ±
0.8%
27% ±
2%
29% ±
1.1%
67% ±
1.1%
41% ±
0.7%
Maj.Vote
(L=100) 17%(−19) 19%(−8) 26%(−3) 63%(−4) 29%(−12)
Time Stacking
(L=100) 21%(−15) 22%(−5) 21%(−8) 45%(−22) 34%(−7)
GC
(L=0)
50% ±
0.2%
39% ±
0.5%
27% ±
0.2%
71% ±
0.5%
31% ±
0.3%
Maj.Vote
(L=100) 32%(−18) 28%(−11) 22%(−5) 68%(−3) 17%(−14)
Time Stacking
(L=100) 28%(−22) 29%(−10) 21%(−6) 39%(−32) 26%(−5)
Table 1: Test error classificstion rates of Gaussian Classifier (GC)
and Neural Network (NN) using the full feature set.
Best 10 Feat.
Pop Classic Rock Jazz Techno
NN
(L=0)
38% ±
1.4%
30% ±
2.5%
40% ±
2.1%
86% ±
1.4%
37% ±
0.96%
Maj.Vote
(L=100) 27%(−11) 23%(−7) 38%(−2) 88%(+2) 25%(−12)
Time Stacking
(L=100) 21%(−17) 23%(−7) 45%(+5) 65%(−21) 37%(0)
GC
(L=0)
34% ±
0.6%
35% ±
1.5%
38% ±
1.4%
65% ±
1.2%
47% ±
0.8%
Maj.Vote
(L=100) 22%(−12) 26%(−9) 32%(−6) 62%(−3) 39%(−8)
Time Stacking
(L=100) 36%(+2) 32%(−3) 22%(−16) 43%(−22) 12%(−35)
Table 2: Test error classification rates of Gaussian Classifier (GC)
and Neural Network (NN) using the 10 best features.
The training of the models has been repeated 50 times on differ-
ent song clips, and the sensitivies have been calculated and ranked.
It is now possible to obtain a consensus ranking from the cumulated
sensitivity histograms of the 103 features, which is shown in fig-
ure 2. Each row shows the cumulated sensitivity histogram where
dark color corresponds to large probability. For L = 0 the number
of features is D = 103, but for L = 100 the amount of features is
D = 10403 due to the time stacking. A similar plot could be gen-
erated at L = 100 but the histograms of each feature would not be
easy to see and interpret. To rank the features, at e.g. L = 100, the
mean value of the sensitivity over time of each feature is applied,
which results in only 103 time-averaged features in figure 2. The
mean value is applied since only low frequency variation in sen-
sitivity over lag-parameters are present (below 5Hz). To provide
the consensus features, the feature which has the highest cumulated
histogram frequency in each column is selected.
Experiments with ranking of the features at L = {0,50,100}
clearly indicates that delta features generally ranks lower at higher
lag time, see also area B and D in figure 2 for L = 100. The
MFCC(A) and LPC(C) generally rank better than e.g. the ASE(E)
and SFM(F) coefficients. However, the high frequency components
of both the ASE and SFM also show relevance, which is an indicator
of “noise-like” parts in the music. The 10 best consensus features
for L= {0,50,100} are shown in table 3. A sanity check of the sen-
sitivity map was performed using the Optimal Brain Damage [3] for
L = 0 and showed similar results.
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Figure 2: Consensus feature ranking of individual feature at L =
100. See text for interpretation. The features are MFCC(A), DM-
FCC(B), LPC(C), DLPC(D), ASE(E), SFM(F) and the single fea-
tures ASC, ASS, STE and ZCR. The ten best features in decreasing
order are: {1,4,6,7,70,2,28,13,101,103}.
L=0 (1 to 5) LPC2 LPC1 MFCC2 LPC3 MFCC4
L=50 (1 to 5) MFCC1 MFCC4 MFCC6 MFCC2 LPC2
L=100 (1 to 5) MFCC1 MFCC4 MFCC6 MFCC7 ASE19
L=0 (6 to 10) LPC4 LPC5 GAIN MFCC1 MFCC3
L=50 (6 to 10) MFCC7 ASE19 LPC1 ASS MFCC10
L=100 (6 to 10) MFCC2 LPC2 MFCC13 ASS ZCR
Table 3: The 10 best consensus features of the NN classifier as a
function of the time stack lag, L. The DPCA transform was em-
ployed.
5. CONCLUSION
Music genre classification has been explored with special emphasis
on the decision time horizon and ranking of tapped-delay line short-
time features. A linear neural network and a Gaussian classifier
were used for classification. Information fusion showed increasing
performance with time horizon, thus state-of-art 80% correct classi-
fication rate is obtained within 5s decision time horizon. Early and
late information fusion showed similar results, thus we recommend
the computational efficient majority decision voting. However, in-
vestigation of individual genres showed that e.g. jazz is better classi-
fied using DPCA. Consensus ranking of feature sensitivities enabled
the selection and interpretation of the most salient features. MFCC,
LPC and ZCR showed to be most relevant, whereas MPEG-7 fea-
tures showed less consistent relevance. DMFCC and DLPC showed
to be least important for the classification. With only the 10 best fea-
tures, 70% classification accuracy was obtained using a 5s decision
time horizon.
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ABSTRACT
Many different short-time features, using time windows in the
size of 10-30 ms, have been proposed for music segmentation, re-
trieval and genre classification. However, often the available time
frame of the music to make the actual decision or comparison (the
decision time horizon) is in the range of seconds instead of mil-
liseconds. The problem of making new features on the larger time
scale from the short-time features (feature integration) has only
received little attention. This paper investigates different methods
for feature integration and late information fusion1 for music genre
classification. A new feature integration technique, the AR model,
is proposed and seemingly outperforms the commonly used mean-
variance features.
1. INTRODUCTION
Classification, segmentation and retrieval of music (and audio in
general) are topics that have attracted quite some attention lately
from both academic and commercial societies. These applications
share the common need for features which effectively represent the
music. The features ideally contain the information of the orig-
inal signal, but compressed to such a degree that relatively low-
dimensional classifiers or similarity metrics can be applied. Most
efforts have been put in short-time features, which extract the in-
formation from a small sized window (often 10 − 30 ms). How-
ever, often the decision time horizon is in the range of seconds
and it is then necessary either to find features directly on this time
scale or somehow integrate the information from the time series of
short-time features over the larger time window. Additionally, it
should be noted that in classification problems, the information fu-
sion could also be placed after the actual classifications. Such late
fusion could e.g. be majority voting between the classifications of
each short-time feature.
In [1] and [2], features are calculated directly on the large
time-scale (long-time features). They try to capture the percep-
tual beats in the music, which makes them intuitive and easy to
test against a music corpora. In contrast, short-time features can
only be tested indirectly through e.g. their performance in a clas-
sification task.
Feature integration is most often performed by taking the mean
and variance of the short-time features over the decision time hori-
zon (examples are [3], [4] and [5]). Computationally, the mean
1Late information fusion assemble the probabilistic output or decisions
from a classifier over the short-time features (an example is majority vot-
ing). In early information fusion (which includes feature integration) the
information is integrated before or in the classifier.
and variance features are cheap, but the question is how much of
the relevant feature dynamics they are able to capture. As an at-
tempt to capture the dynamics of the short-time features, [6] uses
a spectral decomposition of the Mel-Frequency Cepstral Coeffi-
cients (MFCCs) into 4 different frequency bands. Another ap-
proach, by [7], takes the ratio of values above and below a constant
times the mean as the long-time feature. Their short-time features
are Zero-Crossing Rate and Short-Time Energy.
In a previous investigation [8], the authors examined feature
integration by dynamic PCA where the idea is to stack short-time
features over the decision time horizon and then use PCA to reduce
the dimensionality (finding correlations both across time and fea-
tures). Dynamic PCA was compared with late fusion in the form
of majority voting, but the results did not strongly favor any of the
methods.
Altogether, the idea of short-time feature integration seems
scarcely investigated, although several researchers (necessarily)
make use of it. This has been the main motivation for the current
work, together with methods for late information fusion.
In Section 2, the investigated features and feature integration
techniques are described. Section 3 concerns the employed classi-
fiers and late information fusion schemes. In section 4, the results
are analyzed and, finally, section 5 concludes on the results.
2. FEATURE MODEL
In this article the selected features exist either on a short, medium
or long time scale. The timescales used can be seen from table
1. Short time only consider the immediate frequencies, and do
Time scale Frame size Perceptual meaning
Short time 30ms timbre
(instant frequency)
Medium time 740ms modulation
(instrumentation)
Long time 9.62s beat, mood
vocal etc.
Table 1. The different time levels with corresponding perceptual
interpretation.
not contain long structural temporal information. Medium time
features can contain temporal information such as e.g. modulation
(instrumentation) and long time features can contain structural in-
formation such as beat. Classification at short time only provide
reasonable results using a computer, since human decision time
horizons typically are 250ms or above for a moderate error [5].
Depending on the decision time horizon, the performance at short
time might not be adequate, in which more time is needed. There
are several possibilities to increase the decision time horizon, ei-
ther using the classifier in an early/late information fusion setting,
which will be elaborated in section 3, or to use features derived at
these time horizons. Figure 1 show the investigated features for
the music genre setup and their relationships.
2.1. Short time features (1)
The short time features have been derived using a hop- and frame
size of 10 and 30ms, respectively. Typically the frame size is se-
lected such that the in-frame signal is approximately stationary.
Mel Frequency Cepstral Coefficients were originally devel-
oped for automatic speech recognition systems [9, 10], but have
lately been used with success in various audio information retrieval
tasks. Recent studies [8, 11] indicate that they outperform other
features existing at a similar time level. From the previous in-
vestigations [8], good performance was achieved, hence, these are
the only features considered at this decision time horizon. It was
found that the first 6 MFCCs were adequate for the music genre
classification task, in line with [5].
2.2. Medium time features (2)
The medium time features are based on a frame size of 740ms
similar to [6] and a hop size of 370ms.
Mean and variance (MV) of the MFCCs. Mean and vari-
ance is a simple way to perform feature integration and the most
commonly used, see e.g. [1, 3, 4].
Filterbank Coefficients (FC) is another method of feature in-
tegration. This method was proposed in [6] and suggests to calcu-
late the power spectrum for each MFCC on a frame size of 740ms.
The power is summarized in four frequency bands: 1) 0 Hz av-
erage of MFCCs, 2) 1 − 2 Hz modulation energy of the MFCCs,
3) 3-15Hz and 4) 20-50 Hz (50Hz is half the sampling rate of the
MFCCs). Experiments suggested that better performance could be
achieved using more than 4 bins, which seems reasonable since
these features was originally developed for general sound recogni-
tion.
Autoregressive model (AR) is a well-known technique for
time series regression. Due to its simplicity and good performance
in time-series modelling, see e.g. [12], this model is suggested for
feature integration of the MFCCs. The AR method and FC ap-
proach resembles each other since the integrated ratio of the signal
spectrum to the estimated spectrum is minimized in the AR method
[13]. This suggests that the power spectrum of each MFCC is
modelled. The AR parameters have been calculated using the win-
dowed autocorrelation method, using a rectangular window. To
the authors knowledge an AR-model has not previously been used
for music feature integration. In all of the AR-related features, the
mean and gain are always included along with a number of AR-
coefficients. This number is given by the model order, which is
found by minimizing validation classification error on the data set.
High Zero-Crossing Rate Ratio (HZCRR) is defined as the
ratio of the number of frames whose time zero crossing rates (No.
of times the audio signal crosses 0) are above 1.5 times the aver-
age.
Low Short-Time energy ratio (LSTER) is defined as the ratio
of the number of frames whose short time energy is less than 0.5
times the average.
Both the LSTER and HZCRR features are explained further
in [7]. They are derived directly from the audio signal, which
makes them computationally cheap. It should be mentioned that
the HZCRR and LSTER were originally meant for speech/music
segmentation. In the experiments, they were combined into the
feature LSHZ to improve their performance.
2.3. Long time features (3)
All the long time features have a hop- and frame size of 4.81 and
9.62 seconds, respectively. Many of the features at this decision
time have been derived from features at an earlier timescale (fea-
ture integration), e.g. AR23a is integrated from medium time to
long time using an AR model on each of the AR medium time fea-
tures. The different combinations applied can be seen from fig-
ure 1, where the arrows indicate which features are integrated to
a longer time scale. Additionally, all the long-time features have
been combined into the feature, All, and PCA was used for dimen-
sionality reduction.
Beat spectrum (BS) has been proposed by [2] as a method to
determine the perceptual beat. The MFCCs are used in the beat
spectrum calculation. To calculate the frame similarity matrix,
the cosine measure has been applied. The beat spectrum displays
peaks when the audio has repetitions. In the implementation the
discrete fourier transform is applied to the beat spectrum in order
to extract the main beat and sub beats. The power spectrum is then
aggregated in 6 discriminating bins wrt. music genre.
Beat histogram (BH) was proposed in [1] as a method for
calculating the main beat as well as sub-beats. The implementation
details can be found in [1]. In our implementation the discrete
wavelet transform is not utilized, but instead an octave frequency
spacing has been used. The resulting beat histogram is aggregated
in 6 discriminating bins.
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Fig. 1. Short(1), medium(2) and long(3) time features and their re-
lationships. The arrow from e.g. medium time MV to the long time
feature AR23m indicate feature integration. Thus, for each of the
12 time-series of MV coefficients, 7 AR features have been found,
resulting in a 7 · 12 = 84 dimensional feature vector AR23m. The
optimal feature dimension (shown in parenthesis) for the various
features have been determined from a validation set, hence select-
ing the dimension which minimizes the validation error.
3. CLASSIFIERS AND COMBINATION SCHEMES
For classification purposes two classifiers were considered: 1) A
simple single-layer neural network (LNN) trained with sum-of -
squares error function to facilitate the training procedure and 2)
A gaussian classifier (GC) with full covariance matrix. The two
classifiers differ in their discriminant functions which are linear
and quadratic, respectively. Furthermore the LNN is inherently
trained discriminatively. More sophisticated methods could have
been used for classification, however, the main topic of this re-
search was to investigate methods of information fusion in which
the proposed classifiers will suffice.
The two fusion schemes considered were early and late in-
formation fusion. In early information fusion the complex inter-
actions that exist between features in time is modelled in or be-
fore the statistical classification model. The feature integration
techniques previously mentioned (such as the AR, FC, AR23a and
MV13 features) can be considered as early fusion. Late informa-
tion fusion is the method of combining results provided from the
classifier. There exists several combination schemes for late infor-
mation fusion, see e.g. [14]. In the present work, the majority vote
rule, sum rule and the median rule were investigated. In the ma-
jority vote rule, the votes received from the classifier are counted
and the class with the largest amount of votes is selected, hereby
performing consensus decision. In sum-rule the posterior proba-
bilities calculated from each example are summed and a decision
is based on this result. The median rule is like the sum rule except
being the median instead of the sum. During the initial studies it
was found that the sum rule outperformed the majority voting and
median rule, consistent with [14], and therefore preferred for late
information fusion in all of the experiments.
4. RESULTS AND DISCUSSION
Experiments were carried out on two different data sets. The pur-
pose was not so much to find the actual test error on the data sets,
but to compare the relative performances of the features.
For some of the features, dimensionality reduction by PCA
was performed. Learning curves, which are plots of the test er-
ror as a function of the size of the training set, were made for all
features. From these curves, it was found necessary to use PCA
on AR23a, AR23m, MV23a and the combined long-time features
set (denoted All). It was found that approximately 20 principal
components gave optimal results.
The classification test errors are shown in figure 2 for both of
the data sets and both the medium time and long time classification
problems.
4.1. Data set 1
The data set consisted of the same 100 songs, that were also used
in [8]. The songs were distributed evenly among classical, (hard)
rock, jazz, pop and techno. The test set was fixed with 5 songs
from each genre and using 30 seconds from the middle of the
songs. The training set consisted of three pieces each of 30 sec-
onds from each song, resulting in 45 pieces. For cross-validation,
35 of these pieces were picked randomly for each of the 10 training
runs.
4.1.1. Human classification
To test the integrity of the music database, a human classification
experiment was carried out on the data set. 22 persons were asked
each to classify (by forced-choice) 100 of the 740 ms and 30 of 10
s samples from the test set. The average classification rate across
people and across samples was 98% for the 10 s test and 92%
for the 740 ms test. The lower/upper 95% confidence limits were
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Fig. 2. The figure illustrates the classification test errors for data
set 1 in the upper part and data set 2 in the lower. Each part con-
tains test errors from both the long decision time horizon (10 s)
and the medium decision time horizon (740 ms). Thus, the block
”Medium to Long Late Fusion” under ”Long Decision Time Hori-
zon” include all the medium-time features, such as AR and FC fea-
tures, where the sum rule has been used to fuse information from
the medium to long time scale. The results for the same medium-
time features without any late fusion, would then be placed in
”Medium Time Features” under ”Medium Decision Time Hori-
zon”. The results from both classifiers on the same features are
placed in the same block (GC is Gaussian Classifier, LNN is Lin-
ear Neural Network). All the abbreviations of the features are ex-
plained in section 2. The 95%- confidence intervals have been
shown for all features.
97/99% and 91/93%, respectively. This suggests that the genre
labels, that the authors used, are in good agreement with the com-
mon genre definition.
4.2. Data set 2
The data set consisted of 354 music samples each of length 30 sec-
onds from the ”Amazon.com Free-Downloads” database [15]. The
songs were classified evenly into the six genres classical, country,
jazz, rap, rock and techno and the samples were split into 49 for
training and 10 for testing. From the training samples, 45 were
randomly chosen in each of the 10 cross-validation runs. The au-
thors found it much harder to classify the samples in this data set
than in the previous, but it is also considered as a much more real-
istic representation of an individuals personal music collection.
4.3. Discussion
Notably, as seen in figure 2, the feature LSHZ, BS and BH perform
worse than the rest of the features on both data sets. This may not
be surprising since they were developed for other problems than
music classification and/or they were meant as only part of a larger
set of features. The FC did not do as well as the AR features. A
small investigation indicated that FCs have the potential to perform
better by changing the number of frequency bins, though still not
as good as ARs.
A careful analysis of the MV and AR features, and the feature
integration combinations of these, has been made. By comparing
the early fusion combinations of these, as seen in figure 2 (in the
part ”Long-time features”), it is quite unclear which of these per-
form the best. When the late fusion method is used (in the part
”Medium to long late fusion”), the results are more clear and it
seems that the AR feature performs better than the MV and FC
features. This view is supported by the results in the ”Medium-
time features” part. Using the McNemar-test, it was additionally
found that the results from the AR feature differ from the MV and
FC features on a 1% significance level.
The late fusion of the MFCC features directly did not perform
very well compared to the MV and AR features. This indicates the
necessity of feature integration up to at least a certain time scale
before applying a late fusion method.
5. CONCLUSION
The problem of music genre classification addresses many prob-
lems and one of these being the identification of useful features.
Many short-time features have been proposed in the literature, but
only few features have been proposed for longer time scales.
In the current paper, a careful analysis of feature integration
and late information fusion has been made with the purpose of
music genre classification on longer decision time horizons. Two
different data sets were used in combinations with two different
classifiers. Additionally, one of the data sets were manually classi-
fied in a listening test involving 22 test persons to test the integrity
of the data set.
A new feature integration technique, the AR model, has been
proposed as an alternative to the dominating mean-variance fea-
ture integration. Different combinations of the AR model and the
mean-variance model have been tested, both based on the MFCC
features. The AR model is slightly more computationally demand-
ing, but performs significantly better on the tested data sets. A
particularly good result was found with the three-step information
fusion of first calculating MFCC features, then integrating with
the AR model and finally using the late fusion technique sum rule.
This combination gave a classification test error of only 5% on
data set 1, as compared to the human classification error of 3%.
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ABSTRACT
Music genre classification has been investigated using
many different methods, but most of them build on proba-
bilistic models of feature vectors xr which only represent
the short time segment with index r of the song. Here, three
different co-occurrence models are proposed which instead
consider the whole song as an integrated part of the proba-
bilistic model. This was achieved by considering a song as
a set of independent co-occurrences (s, xr) (s is the song
index) instead of just a set of independent (xr)’s. The mod-
els were tested against two baseline classification methods
on a difficult 11 genre data set with a variety of modern mu-
sic. The basis was a so-called AR feature representation of
the music. Besides the benefit of having proper probabilis-
tic models of the whole song, the lowest classification test
errors were found using one of the proposed models.
1. INTRODUCTION
In these years, the growth in digital music on the Inter-
net is tremendous. Several companies now offer music for
on-line sale, such as iTunes with more than 800,000 song
tracks available. Besides, radio channels and TV broadcast-
ing companies have started offering their services and the
demand for efficient information retrieval in these streams
is obvious. An important part in this is music genre clas-
sification, which will be addressed here. The general idea
is to extract features from (most often) short frames of the
digitized sound signal. A classifier then use this time se-
quence of features to classify the song1 into genres such as
jazz, pop and blues. Several researchers have contributed to
this field, such as [1], [2], and [3].
In the current work, music genre classification will be
addressed with a co-occurrence model. In this novel view, a
song is seen as a set of co-occurrences between a song and
∗The author performed the work while at Xerox Research Centre Eu-
rope.
1The quantity to classify is often a whole song, but could be a sound
clip of varying length. In the following, the quantity will simply be called
a song.
its constituent sound elements which represent segments in
time of the song. The inspiration to use this model came
from the area of information retrieval, where the method
of Probabilistic Latent Semantic Analysis (PLSA) [4] has
shown to be very powerful in e.g. automated document in-
dexing. In PLSA, the co-occurrences are between a docu-
ment and words in the document where the words are ele-
ments of a discrete, finite vocabulary.
Analogies between music and textual language can be
found on many levels and both can be seen to contain a no-
tion of grammar, syntax and semantics [5]. [6] shows that
the frequencies of the usage of different notes in musical
compositions follow Zipf’s law, which is also known to ap-
ply to word frequencies in documents. Zipf’s law is said to
apply if f = k · r−b, where f is the frequency, k is some
constant, r is the rank (of the frequencies) and b is a constant
that should be close to 1. These previous findings support
the usage of the co-occurrence model in music genre classi-
fication, but extracting the note and instrument composition
directly and correctly from general digitized music is still
an open problem.
For this reason, experiments have been made with sev-
eral different approaches to represent the equivalents of words
in music (the sound elements). Section 2 discuss the so-
called AR features, which give the basic (30 dimensional)
feature space representation of the music. This feature space
is seen as the ground on which to build different word equiv-
alents. Section 3 first gives the formalism and theory of
the co-occurrence model and PLSA. Afterwards, discrete
and continuous vocabulary models are described. Section 4
presents the results using these models and section 5 con-
cludes and outlines future perspectives.
2. MUSIC FEATURES
Many different features have been proposed to represent
music, however, this work only use the so-called AR fea-
tures due to the good results in music genre classification
as reported in [7], where they were first proposed. Calcu-
Fig. 1. The graphical model used in Probabilistic Latent
Semantic Analysis (PLSA). This is also called the Aspect
Model. Squares represent discrete variables.
lating the AR features is a 2-step procedure. First, the mel-
frequency cepstral coefficients (MFCC) are calculated on
small sound segments (here 30 ms). The MFCC features are
very well-known in both speech and music processing, how-
ever, they represent only very short sound segments. Thus,
the next step is to model the time sequence of the MFCC
features individually as AR (auto-regressive) processes and
use the AR coefficients as features. Together with the resid-
uals from the AR models and the mean of the MFCCs, this
gives the AR features which can now represent much larger
sound segments than the MFCCs (here 760 ms).
3. CO-OCCURRENCE MODELS
Co-occurrence models regard a song as a set of co-occurrences
(s, xr) where s denotes the song label and xr is some fea-
ture x at index r in the song. This implies that the song can
be modelled directly into the probabilistic model as opposed
to previous music genre classification methods.
One advantage of this framework is that a probabilistic
measure of p(c|s) can be found, where c denotes the genre
label and s is the song index of the new song to be classi-
fied. Traditional approaches ([2], [8]) only model p(c|xr) or
p(xr|c) and combine this information to take a decision for
the entire song s. Combination techniques include Majority
Voting and the Sum-rule method. With Majority Voting the
quantity of interest would be the vote
∆r = argmax
c
p(c|xr) r = 1, . . . , Nr (1)
for each of theNr time frames in the new song and the genre
label of the whole song is chosen as the genre with the most
votes. The Sum-rule use the quantity
Cˆ = argmax
c
∑
r
p(c|xr) r = 1, . . . , Nr (2)
directly as the estimate of the genre label.
3.1. PLSA and Folding-in
The graphical model used in Probabilistic Latent Seman-
tic Analysis (PLSA) is illustrated in fig. 1 and the original
formulation will be described in the following. This model
is also called the Aspect Model. The idea is that a topic
c is first chosen with probability p(c). Then a word xr is
generated with probability p(xr|c) and the document with
index s is generated with probability p(s|c). Note that all
the variables are discrete and finite and the topic c is seen as
a hidden variable. Assuming that co-occurrences are inde-
pendent, the log-likelihood function for a given training set
then becomes :
L =
∑
r
log p(xr, sn(r)) (3)
=
∑
r
log
∑
c
p(sn(r)|c)p(c)p(xr|c) (4)
where r runs over all samples/words in all documents and
n(r) is a function that assigns the words to the document
which they belong to. In the supervised version where the
topics of the training set are known, this simply becomes :
L =
∑
r
log p(sn(r)|cn(r))p(cn(r))p(xr|cn(r)) (5)
Note that the document index s is in the range 1, . . . , Ns,
where Ns is the total number of training documents. Thus,
to predict the topic of a new document, a new index Ns + 1
is used and p(c|s˜) ≡ p(c|s = Ns + 1) is found by the
so-called Folding-in method2 as described in [4]. The idea
is to consider s˜ as a hidden variable, which results in the
following log-likelihood function :
L(s˜) =
Nr∑
r=1
log
(
Nc∑
c=1
p(s˜|c)p(c)p(xr|c)
)
(6)
where Nr is the number of words in the new document and
Nc is the number of topics. All probabilities apart from
p(s˜|c) were estimated in the training phase and are now kept
constant. Using the EM algorithm to infer p(s˜|c), as in [9],
results in the following update equations :
p(t)(c|xr, s˜) = p
(t)(s˜|c) p(c) p(xr|c)∑Nc
c=1 p
(t)(s˜|c) p(c) p(xr|c)
(7)
p(t+1)(s˜|c) =
∑Nr
r=1 p
(t)(c|xr, s˜)
Cc +
∑Nr
r=1 p
(t)(c|xr, s˜)
(8)
whereCc is the total number of words in all documents from
class c. The quantity p(c|s˜) can now be found using Bayes’
rule.
2Folding-in refers to folding in the new document into the existing col-
lection of documents
3.2. Discrete vocabulary model
In the discrete word model, a vector quantization was first
performed on the AR feature space. This is a method that
has been quite successful in e.g. speech recognition together
with (discrete) hidden Markov models. Using the training
set, a finite code book of code vectors was obtained in anal-
ogy to the vocabulary of words for a set of documents. A
standard vector quantization method was used, where the
code vectors were initially chosen randomly from the train-
ing set. Then, iteratively, each vector in the training set was
assigned to the cluster with the closest (in Euclidean dis-
tance) code vector and the new code vectors were found
as the means in each cluster. The stopping criteria was a
sufficiently small change in the total MSE distortion mea-
sure. Finally, each vector in the test set was given the label
(word) of the closest code vector in the code book. Now,
having mapped the original multi-dimensional, continuous
AR feature space into a finite, discrete vocabulary of sound
elements, the supervised version of PLSA model can be ap-
plied.
The motivation for the discretisation of the feature space
was the analogies between music and language. However,
the vocabulary of sound elements has a very different distri-
bution from the distribution of words in documents, which
usually follows Zipf’s law. This is illustrated in figure 2.
Several explanations for this could of course be hypothe-
sized, such as the tendency of vector quantization to cluster
vectors evenly, but note also that contrary to e.g. [6], the
analyzed music spans a large range of genres. The right
mapping of such multifaceted music to a finite vocabulary
is a problem that is far from being solved. Adding the fact
that the AR feature space is continuous in nature, motivated
the development of continuous vocabulary models.
3.3. Continuous vocabulary models
These models can be seen as the natural generalization of
discrete co-occurrence models like PLSA into the limit where
the words become continuous, multidimensional feature vec-
tors. Besides, they can be seen as extensions of well-known
probabilistic models to include co-occurrence. Two genera-
tive, probabilistic models with considerable success in mu-
sic genre classification, the Gaussian Classifier (GC) and the
Gaussian Mixture Model (GMM), have been augmented to
co-occurrence models, which will be named Aspect Gaus-
sian Classifier (AGC) and Aspect Gaussian Mixture Model
(AGMM), respectively3. Note that similar ideas are pro-
posed in [11], where a so-called Aspect Hidden Markov
Model was developed, and in [12] where an Aspect Bernoulli
model was proposed.
3The word aspect is used with reference to [10], although only super-
vised training is considered here.
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Fig. 2. Frequency of usage of sound elements in the mu-
sic training set vs. rank of the sound elements (sorted in
descending order). The vocabulary of sound elements was
found by vector quantization of the AR feature space using
1000 code vectors. A log-log plot is used to test whether
Zipf’s law applies to the sound elements, in which case the
graph should have resembled a straight line with slope ap-
proximately -1.
Aspect Gaussian Classifier (AGC)
In figure 3, the graphical models of both the GC and the
AGC are illustrated. The log-likelihood function of the AGC
becomes :
L =
∑
r
log p(sn(r)|cn(r))p(cn(r))p(xr|cn(r))
which seems to be identical to the PLSA equation 5. Note,
however, that xr is now a continuous variable and p(x|c)
is a gaussian probability distribution Nx(µc,Σc). xr is the
feature vector from time frame r which belongs to the song
with index n(r). Additionally, notice that the only differ-
ence to the log-likelihood function of the GC is the addi-
tional term p(sn(r)|cn(r)). Following the maximum like-
lihood paradigm of parameter inference, the log-likelihood
can be maximized directly without resorting to methods like
the EM algorithm and the parameter estimates are :
µˆc =
1
Nc
∑
r∈C
xr (9)
Σˆc =
1
Nc
∑
r∈C
(xr − µˆc)(xr − µˆc)T (10)
pˆ(c) =
1
Nc
(11)
pˆ(s|c) = Ns
Nc
(ifs ∈ C, 0 otherwise) (12)
Fig. 3. The graphical models of the Gaussian Classifier
(GC) and Aspect Gaussian Classifier (AGC). Round circles
represent continuous variables, while squares represent dis-
crete variables.
where Ns and Nc are the total number of time frames in
song s and in class c, respectively, and C is the set of time
frames from the songs in class c. These estimates are ex-
actly the same as ordinary GC, with the addition of the song
probability p(s|c). Given a new song in the testing phase,
now requires using the Folding-in method to estimate the
probability p(c|s˜), where s˜ is the index of the new song to
be folded in. This is done using the update equations in 7
and 8.
Aspect Gaussian Mixture Model (AGMM)
The graphical models of the GMM and the AGMM are shown
in figure 4. Now, the log-likelihood function of the AGMM
is again similar to the one of the GMM, but with an addi-
tional co-occurrence term :
L =
∑
r
log
(
p(sn(r)|cn(r))
K∑
k=1
p(cn(r))p(xr|k)p(k|cn(r))
)
(13)
K denotes the number of components in the model. As for
the AGC model, all the parameter estimation equations be-
come the same as in the original GMM model where now
the EM algorithm will be used due to the hidden variable
k. The probability p(sn(r)|c) again becomes a count of the
number of songs in each genre in the training set as in equa-
tion 12. The equivalent of equation 6 for the Folding-in
procedure, now becomes :
L(s˜) =
Nr∑
r=1
log
(
Nc∑
c=1
p(s˜|c)
K∑
k=1
p(c)p(xr|k)p(k|c)
)
with update equations :
p(t)(c|xr, s˜) = p
(t)(s˜|c)∑Kk=1 p(c) p(xr|k)p(k|c)∑Cc
c=1 p
(t)(s˜|c)∑Kk=1 p(c)p(xr|k)p(k|c)
Fig. 4. The graphical models of the Gaussian Mix-
ture Model (GMM) and Aspect Gaussian Mixture Model
(AGMM). Round circles represent continuous variables,
while squares represent discrete variables.
and
p(t+1)(s˜|c) =
∑Nr
r=1 p
(t)(c|xr, s˜)
Cc +
∑Nr
r=1 p
(t)(c|xr, s˜)
Note that the only necessary quantity in the E-step is
simply the estimate of p(xr, c) from the training phase for
both the AGC and AGMM models. Thus, standard software
packages can be used for training both GC and GMM and
calculating the estimates of p(xr, c) for the new song. The
Folding-in procedure then becomes a simple extension to
this.
Comparing Folding-in and Sum-rule
Looking more carefully at the Folding-in method as de-
scribed in the last part of section 3.1 reveals a relation to
the Sum-rule method in equation 2. It is assumed that the
initial guess of p(0)(s˜|c) in equation 7 is uniform over the
classes c and that p(c) is also uniform over classes. This is
obviously often not the case, however, in the current music
genre classification problem these are reasonable assump-
tions. It is now seen that the right side of equation 7 simply
reduces to the probability p(c|xr) and the sums on the right
side of equation 8 are seen to be simply equal to the sum
used in the Sum-rule. Thus, with the mentioned assump-
tions the decisions from the Sum-rule are the same as from
the first iteration of the Folding-in method. In this view, the
Sum-rule may be seen as an approximation to the full prob-
abilistic model with the Folding-in method.
4. RESULTS AND DISCUSSION
A series of experiments were made to compare the three
proposed models (the Discrete Model, the AGC and the
AGMM models) with the GC and GMM models. These
two models combined with the Sum-rule method (equation
2) can be seen as good baseline methods [7]. The choice of
using the Sum-rule instead of Majority Voting (equation 1),
is based on experimental results which show that the Sum-
rule consistently performs slightly better than Majority Vot-
ing. This is in agreement with the findings in [13].
Data set
The music data set that was used in the experiments con-
sisted of 115 ∗ 11 = 1265 songs evenly distributed among
11 genres which were “Alternative”, “Country”, “Easy Lis-
tening”, “Electronica”, “Jazz”, “Latin”, “Pop and Dance”,
“Rap and HipHop”, “R&B and Soul”, “Reggae” and “Rock”.
The songs had a sampling frequency of 22050 Hz. From
each song, 30 seconds were used from the middle part of
the song. The data set is considered difficult to classify with
overlap between genres, since a small-scale human evalua-
tion involving 10 people gave a classification error rate with
mean 48 % and standard deviation on the mean of 1.6 %.
The evaluation involved each person classifying 30 of the
sound clips (randomly chosen) on a forced-choice basis.
Feature extraction
The AR features were extracted from the data set along the
lines described in section 2. 6 MFCC features were calcu-
lated from each frame of size 30 ms and the hopsize be-
tween frames was 10 ms. For each of the MFCC features,
3 AR coefficients were found along with the residual and
the mean, thus resulting in 6 ∗ 5 = 30 dimensional AR fea-
tures. The AR framesize was 760 ms and with a hopsize of
390 ms. Thus, each 30 second song was represented by 80
30-dimensional AR features.
Classification
At first, methods for preprocessing were examined such as
whitening and dimension reduction by PCA. However, the
classification performance was not significantly affected by
the preprocessing. It was decided to normalize each feature
dimension individually to avoid numerical problems in the
covariance matrix calculations.
The results for all the examined models are shown in
figure 5, calculated as described in section 3. The results
were found by cross-validation using 80 songs in the train-
ing set and 20 in the testing set from each genre. Parameters
in the model structure, such as the number of components
in the GMM and AGMM models were also found by cross-
validation as shown in figure 6. For the continuous models,
experiments were made with both diagonal and full covari-
ance matrices in p(xr|c) and p(xr|k). Best results were ob-
tained with fairly small numbers of full covariance matrices.
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Gaussian Classifier (GC)
Aspect Gaussian Classifier (AGC)
Gaussian Mixture Model (GMM)
Aspect Gaussian Mixture Model (AGMM)
Classification Test Error
Fig. 5. Classification test error results for the Discrete
Model, the Aspect Gaussian Classifier, the Aspect Gaus-
sian Mixture Model and the two baseline methods Gaussian
Classifier and Gaussian Mixture Model. The results are the
mean values using cross-validation (5-fold for the Discrete
Model and 50-fold for the rest) and the error bars are the
standard deviations on the means. 7 components were used
for the GMM and AGMM.
Note that only similar numbers of mixtures were cho-
sen to represent each genre as seen in figure 6. Better re-
sults could possibly be obtained using different numbers of
mixtures for the different genres, however, the main focus
in the current work has been the comparisons between the
baselines and their extensions more than optimizing for per-
formance.
A practical complication was the choice of the vocab-
ulary size in the Discrete Model, since the code book gen-
eration was computationally demanding in both space and
time due to the large vocabulary size. Experiments were
made with sizes in the range of 25 to 2000 code vectors and
the test error minimum was found to be around 1000 code
vectors.
Discussion
Figure 5 shows that the Discrete Model performs within the
range of the GC/AGC models, but it has the added compu-
tational processing in the vocabulary creation and mapping
parts in the training and test phases, respectively. The test-
ing parts of the AGC and AGMM models are much less
computationally demanding which makes them more use-
ful in practical applications. Both of the proposed continu-
ous vocabulary aspect models do better than their baseline
counterparts, although it is almost negligible in the case of
the AGC as compared to the GC.
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Fig. 6. Classification test error is shown as a function of the
number of components in the Gaussian Mixture Model and
the Aspect Gaussian Mixture Model. The line illustrates the
mean value over 20-fold cross-validation and the error bars
show the standard deviation on the mean.
5. CONCLUSION
Three co-occurrence models have been proposed and tested
in this work. The first model was the Discrete Model, which
was fully based on the PLSA model and used vector quanti-
zation to transform the continuous feature space into a finite,
discrete vocabulary of sound elements. The two other mod-
els, the Aspect Gaussian Classifier and the Aspect Gaussian
Mixture Model, were modifications of well-known proba-
bilistic models into co-occurrence models.
The proposed models all have the benefit of modelling
the class-conditional probability p(s˜|c) of the whole song
s˜ instead of just modelling short time frames p(xr|c) as is
often the case. This feature of the models could be useful in
e.g. music recommendation systems, where only the songs
with the highest p(c|s˜) are recommended.
The Discrete Model gave classification test errors in a
range comparable to the GC/AGC models, but suffers from
the drawback of being demanding in computational time
and space due to the vector quantization. The AGC and
AGMM models performed slightly better than their base-
line counterparts in combination with the Sum-rule method
and with a fairly modest increase in computational time.
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1 INTRODUCTION
Music genre classification systems are normally build as
a feature extraction module followed by a classifier. The
features are often short-time features with time frames of
10-30ms, although several characteristics of music require
larger time scales. Thus, larger time frames are needed to
take informative decisions about musical genre. For the
MIREX music genre contest several authors derive long
time features based either on statistical moments and/or
temporal structure in the short time features. In our con-
tribution we model a segment (1.2 s) of short time features
(texture) using a multivariate autoregressive model. Other
authors have applied simpler statistical models such as the
mean-variance model, which also has been included in
several of this years MIREX submissions, see e.g. Tzane-
takis (2005); Burred (2005); Bergstra et al. (2005); Lidy
and Rauber (2005).
2 FEATURES & FEATURE
INTEGRATION
The system is designed to handle 22.5kHz mono signals,
but could easily be extended to arbitrary sample-rate of
the audio signal. Each song is represented by a 30s mu-
sic snippet taken from the middle of the song. From the
raw audio signal the first 6 Mel Frequency Cepstral Coef-
ficients (MFCC) are extracted (including the 0th order co-
efficient) using a hop- and framesize of 7.5ms and 15ms,
respectively. Thus, each song is now represented by a
6 dimensional multivariate time-series. The time series
typically display dependency among feature dimensions
as well as temporal correlations. Simple statistical mo-
ments can be used to characterize important information
of the short time features or more elaborate models can
be applied. Statistical models which include correlations
among feature dimensions as well as time correlations is
e.g. the multivariate autoregressive model. Assume that
xn for n = 1, . . . , N is the time series of short time fea-
tures then the multivariate AR model (MAR) can be writ-
ten as
xn =
P∑
p=1
Apxn−p + v + un, (1)
where the noise term un is assumed i.i.d. with zero
mean and finite covariance matrix C. The 6 dimensional
parameter vector v is a vector of intercept terms related to
the mean of the time series. The Ap’s are the autoregres-
sive coefficient matrices and P denotes the model order.
The parameters of the model are estimated using ordinary
least squares method and the new feature now consists of
elements of v, C (diagonal + upper triangular part) and
Ap for p = 1, . . . , P . In the actual setup a hopsize of
400ms, framesize of 1200ms and a model order of P = 3
results in 72 medium time feature vectors each of dimen-
sion 135 (v ∼ 6,C ∼ 15 and A1,2,3 ∼ 36 ∗ 3 = 108) for
each music snippet. The hopsize, framesize as well as the
model order of P = 3 have been selected from earlier ex-
periments on other data sets (a-priori information). Thus,
not tuned specifically to the unknown data sets in contest.
To avoid numerical problems in the classifier each feature
dimension of the MAR features is normalized to unit vari-
ance and zero mean. The normalization constants for each
dimension are calculated from the training set.
3 CLASSIFIER
A generalized linear model (GLM), Bishop (1995), with
softmax activation function is trained on all the MAR-
feature vectors from all the songs. This classifier is sim-
ply an extension of a logistic regression classifier to more
than two classes. It has the advantage of being discrimi-
native, which makes it more robust to non-equal classes.
Furthermore, since it is a linear model it is less prone to
overfitting (as compared to a generative model). Each
frame of size 1200ms is classified as belonging to one
of c classes, where c is the total number of music gen-
res. In the actual implementation the Netlab package
was used, see http://www.ncrg.aston.ac.uk/
netlab/ for more details.
3.1 Late information fusion
To reach a final decision for a 30s music clip the sum-
rule, Kittler et al. (1998), is used over all the frames in the
music clip. The sum-rule assigns a class as
cˆ = argmax
c
nf∑
r=1
P (c|xr) (2)
where r and nf is the frame index and number of frames
of the music clip, respectively, and P (c|xr) is the esti-
mated posterior probability of class c given the MAR fea-
ture vector xr. As mentioned earlier nf = 72 frames for
each music clip.
Figure 1 shows the full system setup of the music
genre classification task from the raw audio to a decision
on genre of each music snippet.
Audio
MFCC
Feature Integration
GLM
MAR
Feature Extraction
Normalization
Linear Classifier
Late Fusion
Sum-Rule
Decision
15ms
1.2s
1.2s
30s
Figure 1: Overview of system from audio to a genre deci-
sion at 30s. The time scale at each step is indicated to the
right.
4 CONTEST RESULTS
This years Audio Genre Classification contest consisted of
two audio databases
• USPop (single level genre),
http://www.ee.columbia.edu/˜dpwe/research/
musicsim/uspop2002.html
• Magnatune (hierarchical genre taxonomy)
www.magnatune.com
from which two independent data sets were com-
piled. Originally, a third database, Epitonic (http://www.
epitonic.com), was proposed, but due to lack of time only
the first two databases were investigated.
The first data set was generated from the USPop
database and consisted of a training set of 940 music files
distributed un-evenly among 6 genres (Country, Electron-
ica/Dance, Newage, Rap/Hiphop, Reggae and Rock) and a
test set of 474 music files. The second data set was gener-
ated from the Magnatune database with a training/test set
of 1005/510 music files distributed un-evenly among the
10 genres: Ambient, Blues, Classical, Electronic, Ethnic,
Folk, Jazz, Newage, Punk and Rock.
4.1 Parameter optimization
The various parameters of both the feature extraction and
integration step as well as nuisance parameters for the
GLM classifier were preselected, and therefore not tuned
to the specific data sets. Cross-validation or an approx-
imative approach could have been utilized in order to
optimize the values of the classifier and feature extrac-
tion/integration step.
4.2 Results & Discussion
Figure 2 shows the raw mean classification accuracy of
both data sets of the methods, which completed within
the 24 hour time limit (8th of September). A 95% bi-
nomial confidence interval was applied on each method
to illustrate the possible variation in mean value. Our al-
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Figure 2: Mean accuracy on both USPop and Magnatune
data sets illustrated with a 95% binomial confidence inter-
val. The ”Combined accuracy” is the mean accuracy on
the two data sets.
gorithm, denoted as Ahrendt&Meng, shows a mean ac-
curacy of 60.98% for uncorrected classes on the Mag-
natune data set and a mean accuracy of 78.48% on the
USpop data set. Our method showed a mean accuracy of
71.55% when averaging across data sets compared with
the best performing method of 78.8% by Mandel&Ellis.
There is several observations, which can be made from
this years contest. Our model is solely based on the first 6
MFCCs, which subsequently are modelled by a multivari-
ate autoregressive model, hence, the temporal structure is
modelled. The best performing method in this years con-
test is by Mandel and Ellis (2005) (8th of September), see
figure 2). Their approach consist of extracting the first
20 MFCCs and then model the MFCCs of the entire song
by a multivariate Gaussian distribution with mean µ and
covariance Σ. This model is then used in a modified KL-
divergence kernel, from which a support vector classifier
can be applied. Since the mean and covariance are static
components no temporal information is modelled in this
approach, however, good results were observed. Even
better results might have been achieved by using models,
which include temporal information.
In order to make a proper statistical comparison of the
different methods the raw classifications should have been
known.
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Figure 3: Upper: Confusion matrix (accuracy) of pro-
posed method on the USPop data set. Lower: The prior
probabilities of the genres.
The upper figure of figure 3 and 4 shows the confusion
matrix of our method on the USPop and Magnatune data
set, respectively. The lower figures shows the prior prob-
ability on the genres calculated from the test sets. The
true genre is shown along the horizontal axis. The con-
fusion matrix on the Magnatune data set illustrates that
our method provides reasonable predictive power of Punk,
Classical and Blues, whereas Newage is actually below a
random guessing of 2.9%.
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Figure 4: Upper: Confusion matrix (accuracy) of pro-
posed method on the Magnatune data set. Lower: The
prior probabilities of the genres.
5 CONCLUSION & DISCUSSION
A mean accuracy over the two data sets of 71.6% was
achieved using only the first 6 MFCCs as compared to
a mean accuracy of 78.8% by Mandel and Ellis (2005)
(8th of September) using the first 20 MFCCs. A further
performance increase could have been achieved by opti-
mizing nuisance parameters of the classifier and by cor-
recting for uneven classes. Furthermore, the model order
of the multivariate autoregressive model could have been
optimized using cross-validation on the training set. Fu-
ture perspectives would be to use a support vector classi-
fier, which would alleviate problems of overfitting. The
approach presented in this extended abstract could easily
have been applied in the Audio Artist Identification contest
as well.
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ABSTRACT
Cognitive component analysis (COCA) is here defined as
the process of unsupervised grouping of data such that the
ensuing group structure is well-aligned with that resulting
from human cognitive activity. We have earlier demon-
strated that independent components analysis is relevant
for representing semantics, not only in text, but also in
dynamic text (chat), images, and combinations of text and
images. Here we further expand on the relevance of the
ICA model for representing context, including two new
analyzes of abstract data: social networks and musical fea-
tures.
1. INTRODUCTION
In this paper our aim is to discuss the generality of the so-
called independent component hypothesis. It is well docu-
mented that human perceptional systems can model com-
plex multi-agent scenery. Human cognition uses a broad
spectrum of cues for analyzing perceptual input and sepa-
rate individual signal producing agents, such as speakers,
gestures, affections etc. Unsupervised signal separation
has also been achieved in computers using a variety of in-
dependent component analysis algorithms [1]. It is an in-
triguing fact that representations are found in human and
animal perceptual systems which closely resembles the in-
formation theoretically optimal representations obtained
by independent component analysis, see e.g., [2] on vi-
sual contrast detection, [3] on visual features involved in
color and stereo processing, and [4] on representations of
sound features. Here we go one step further and ask: Are
such optimal representation rooted in independence also
relevant in higher cognitive functions? Our presentation is
largely qualitative and will mainly be based on simple vi-
sualizations of data and avoid unnecessary algebraic com-
plication.
Brittanica online defines cognition as the ‘act or pro-
cess of knowing’, and continues:
Cognition includes every mental process that
may be described as an experience of know-
ing (including perceiving, recognizing, con-
ceiving, and reasoning), as distinguished from
an experience of feeling or of willing.
Wagensberg has recently argued the importance of be-
ing able to recognize independence for successful ‘life
forms’ [5]
A living individual is part of the world with
some identity that tends to become indepen-
dent of the uncertainty of the rest of the world
Thus natural selection favors innovations that increase in-
dependence of the agent in the face of environmental un-
certainty, while maximizing the gain from the predictable
aspects of the niche. This view represents a precision of
the classical Darwinian formulation that natural selection
simply favors adaptation to given conditions. Wagensberg
points out that recent biological innovations, such as ner-
vous systems and brains are means to decrease the sensi-
tivity to un-predictable fluctuations. Furthermore, by cre-
ating alliances, agents can in Wagensberg’s picture give
up independence for the benefit of a group, which in turns
may increase independence for the group as an entity. Both
in its simple one-agent form and in the more tentative
analysis of the group model, Wagensberg’s theory points
to the crucial importance of statistical independence for
evolution of perception, semantics and indeed cognition.
While cognition may be hard to quantify, its direct
consequence, human behavior, has a rich phenomenol-
ogy which is becoming increasingly accessible to mod-
eling. The digitalization of everyday life as reflected, say,
in telecommunication, commerce, and media usage allows
quantification and modeling of human patterns of activity,
often at the level of individuals.
Grouping of events or objects in categories is funda-
mental to human cognition. In machine learning, classi-
fication is a rather well-understood task when based on
labelled examples [6]. In this case classification belongs
to the class of supervised learning problems. Clustering is
a closely related unsupervised learning problem, in which
we use general statistical rules to group objects, without a
priori providing a set of labelled examples. It is a fasci-
nating finding in many real world data sets that the label
structure discovered by unsupervised learning closely co-
incides with labels obtained by letting a human or a group
of humans perform classification, labels derived from hu-
man cognition. Here we will define cognitive component
analysis (COCA) as the process of unsupervised group-
ing of data such that the ensuing group structure is well-
aligned with that resulting from human cognitive activity.
Without directly using the phrase ‘cognitive component
analysis’, the concept of cognitive components appears
frequently in the context of Factor analysis of behavioral
studies, see e.g., [7, 8].
We have pursued grouping by independent component
analysis in several abstract data types including text, dy-
namic text (chat), images, and combinations hereof, see
e.g., [9, 10, 11, 12, 13]. In this presentation we will briefly
review our analysis of text data and add visualizations of
two new types of abstract data, namely co-worker net-
works and music, that further underlines the broad rele-
vance of the independent component hypothesis.
2. COGNITIVE COMPONENT ANALYSIS
In 1999 Lee and Seung introduced the method of non-
negative matrix factorization (NMF) [14] as a scheme for
parts-based object recognition. They argued that the fac-
torization of an observation matrix in terms of a relatively
small set of cognitive components, each consisting of a
feature vector and a loading vector (both non-negative)
lead to a parts based object representation. They demon-
strated this for objects in images and in text representa-
tions. More recently, in 2002, it was shown that very sim-
ilar parts-based decompositions were obtained in a latent
variable model based on positive linear mixture of positive
independent source signals [15]. Holistic, but parts-based,
recognition of objects is frequently reported in perception
studies across multiple modalities and increasingly in ab-
stract data, where object recognition is a cognitive pro-
cess. Together these findings are often referred to as in-
stances of the more general Gestalt laws.
2.1. Latent semantic indexing (LSI)
Salton proposed the so-called vector space representation
for statistical modeling of text data, for a review see [16].
A term set is chosen and a document is represented by
the vector of term frequencies. A document database then
forms a so-called term-document matrix. The vector space
representation can be used for classification and retrieval
by noting that similar documents are somehow expected
to be ‘close’ in the vector space. A metric can be based
on the simple Euclidean distance if document vectors are
properly normalized, otherwise angular distance may be
useful. This approach is principled, fast, and language
independent. Deerwester and co-workers developed the
concept of latent semantics based on principal component
analysis of the term-document matrix [17]. The funda-
mental observation behind the latent semantic indexing
(LSI) approach is that similar documents are using sim-
ilar vocabularies, hence, the vectors of a given topic could
appear as produced by a stochastic process with highly
correlated term-entries. By projecting the term-frequency
vectors on a relatively low dimensional subspace, say de-
termined by the maximal amount of variance one would
be able to filter out the inevitable ‘noise’. Noise should
here be thought of as individual document differences in
term usage within a specific context. For well-defined
topis, one could simply hope that a given context would
have a stable core term set that would come out as a ‘direc-
tion’ in the term vector space. Below we will explain why
this is likely not to happen in general document databases,
and LSI is therefore often used as a dimensional reduction
tool, which is then post-processed to reveal cognitive com-
ponents, e.g., by interactive visualization schemes [18].
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Figure 1. Prototypical feature distributions produced by a
linear mixture, based on sparse (top), normal (middle), or
dense source signals (bottom), respectively. The charac-
teristic of the sparse signal is that it consists of relatively
few large magnitude samples on a background of small
signals.
2.2. Non-negative matrix factorization (NMF)
Noting that many basic feature sets are naturally posi-
tive and that a non-negative decomposition could lead to a
parts-based decomposition, Lee and Seung analyzed sev-
eral data sets using the NMF decomposition technique
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Figure 2. Latent semantic analysis of text, based on
Salton’s vector space representation reveals that the se-
mantic components are very sparse, as indicated in the
scatter plot of two components (top). We spot the sig-
nature of a sparse linear mixture: ‘rays’ emanating from
(0, 0). Performing a five component ICA on the subspace
spanned by the five most significant latent vectors, pro-
vide the mixing matrix with column vector as shown in
the second panel. Using a simple classification scheme
(magnitude of the source signal) yields a classifier with
less then 10% error rate using the document labels manu-
ally assigned by a human editor. Below, in the third plot,
we indicate the corresponding normal model, with axis
aligned latent vectors. Finally, we show in the bottom plot
the results of an alternative unsupervised analysis, based
on clustering, using a Gaussian mixture model. While the
mixture model do capture the density well, the ensuing
components are not related in a simple way to content.
[14]. A basic difficulty of the approach is the possible
non-uniqueness of the components. This issue has been
discussed in detail by Donoho and Stodden [19]. A pos-
sible route to more unique solutions, hence, potentially
more interpretable and relevant components is to add a
priori knowledge, e.g., in form of independence assump-
tions. An algorithm for decomposing independent posi-
tive components from a positive mixture is discussed in
[15].
2.3. Independent component analysis (ICA)
Blind signal separation is the general problem of recover-
ing source signals from an unknown mixture. This aim is
in general not feasible without additional information. If
we assume that the unknown mixture is linear, i.e., that the
mixture is a linear combination of the sources, and further-
more assume that the sources are statistically independent
processes it is often possible to recover sources and mix-
ing, using a variety of independent component analysis
techniques [1]. Here we will discuss some basic charac-
teristics of mixtures and the possible recovery of sources.
First, we note that LSI/PCA can not do the job in gen-
eral. Let the mixture be given as
X = AS, Xj,t =
K∑
k=1
Aj,kSk,t, (1)
where Xj,t is the value of j’th feature in the t’th mea-
surement, Aj,k is the mixture coefficient linking feature j
with the component k, while Sk,t is the level of activity
in the k’th source. In a text instance a feature is a term
and the measurements are documents, the components are
best thought as topical contexts. The k’th column Aj,k
holds the relative frequencies of term occurrence in doc-
uments within context k. The source matrix element Sk,t
quantifies the level of expression of context k in document
t.
As a linear mixture is invariant to an invertible linear
transformation we need define a normalization of one of
the matrices A,S. We will do this by assuming that the
sources are unit variance. As they are assumed indepen-
dent the covariance will be trivial,
ΣS = lim
T→∞
1
T
SS> = I. (2)
LSI, hence PCA, of the measurement matrix is based
on analysis of the covariance
ΣX = lim
T→∞
1
T
XX> = AA>. (3)
Clearly the information inAA> is not enough to uniquely
identify A, since if a solution A is found, any (row) ro-
tated matrix A˜ = AU,UU> = I is also a solution, be-
cause A˜ has the same outer product as A.
This is a potential problem for LSI based analysis. If
the document database can be modelled as in eq. (1) then
the original characteristic context histograms will not be
found by LSI. The field of independent component anal-
ysis has on the other hand devised many algorithms that
use more informed statistics to locate A and thus S, see
[1] for a recent review.
The histogram of a source signal can roughly be de-
scribed as sparse, normal, or dense. Scatter plots of pro-
jections of mixtures drawn from source distributions with
one of these three characteristics are shown in Figure 1.
In the upper panel of Figure 1 we show the typical appear-
ance of a sparse source mixture. The sparse signal consists
of relatively few large magnitude samples in a background
of a large number of small signals. When mixing such in-
dependent sparse signals as in Eq. (1), we obtain a set of
rays emanating from origo. The directions of the rays are
directly given by the column vectors of the A-matrix.
If the sources are truly normal distributed like in the
middle panel of Figure 1, there is no additional informa-
tion but the covariance matrix. Hence, in some sense this
is a singular worst case for separation. Because we work
from finite samples an ICA method, which assumes some
non-normality, will in fact often find good approximations
to the mixing matrix, simply because a finite normal sam-
ple will have non-normal oddities. But fortunately, many,
many interesting real world data sets are not anywhere
near normal, rather they are typically very sparse, hence,
more similar to the upper panel of Figure 1.
3. COGNITIVE COMPONENTS FROM
UNSUPERVISED DATA ANALYSIS
Having argued that tools are available for recovering, rel-
atively uniquely, the underlying components in a mixture
we now turn to some illustrative examples. In a text anal-
ysis example we show that an ICA based analysis indeed
finds a small set of semantic components that very well
aligned with human assigned labels that were not used in
the analysis.
3.1. Text analysis
In Figure 2 (top) we indicate the corresponding scatter
plots of a small text database. The database consists of
documents with overlapping vocabulary but five different
(high level cognitive) labels [20]. The ‘ray’-structure is
evident. In the second panel we show the directions iden-
tified by ICA. If we use a simple projection based classi-
fication rule, and associate a ray with a topic, the classifi-
cation error rate is less than 10% [20]. If an ICA is per-
formed with less components, the topics with close con-
tent are merged.
This rather striking alignment between human and ma-
chine classification in abstract features like those of vector
space text analysis, is a primary motivation for the present
work. In this example we also estimated an alternative
unsupervised model based on document clustering using
a gaussian mixture model. This model provides the repre-
sentation shown in bottom panel of Figure 2, in this case
the clusters are not specific enough to have a simple one-
to-one correspondence, however, with a limited amount of
supervision it will be possible to convert this cluster based
representation into a classifier with similar performance
as the ICA model.
3.2. Social networks
The ability to navigate social networks is a hallmark of
successful cognition. Is it possible that the simple un-
supervised scheme for identification of independent com-
ponents, whose relevance we have established above for
perceptual tasks, for context grouping in different media,
could play a role in this human capacity? To investigate
this issue we have initiated an analysis of a well-known
social network of some practical importance. The so-called
actor network is a quantitative representation of the co-
participation of actors in movies, for a discussion of this
network, see e.g., [21]. The observation model for the
network is not too different from that of text. Each movie
is represented by the cast, i.e., the list of actors. We have
converted the table of the about T = 128.000 movies with
a total of J = 382.000 individual actors, to a sparse J×T
matrix X. For visualization we have projected the data
onto principal components (LSI) of the actor-actor co-
variance matrix. The eigenvectors of this matrix are called
‘eigen casts’ and represent characteristic communities of
actors that tend to co-appear in movies. The sparsity and
magnitude of the network means that the components are
dominated by communities with very small intersections,
however, a closer look at such scatter plots reveals detail
suggesting that a simple linear mixture model indeed pro-
vides a reasonable representation of the (small) coupling
between these relative trivial disjunct subsets, see Figure
3.
Such insight may be used for computer assisted navi-
gation of collaborative, peer-to-peer networks, for exam-
ple in the context of search and retrieval.
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Figure 3. The so-called actor network quantifies the col-
laborative pattern of 382.000 actors participating in al-
most 128.000 movies. For visualization we have projected
the data onto principal components (LSI) of the actor-
actor co-variance matrix. The eigenvectors of this matrix
are called ‘eigencasts’ and they represent characteristic
communities of actors that tend to co-appear in movies.
The network is extremely sparse, so the most promi-
nent variance components are related to near-disjunct sub-
communities of actors with many common movies. How-
ever, a close up of the coupling between two latent se-
mantic components (the region ∼ (0, 0)) reveals the ubiq-
uitous signature of a sparse linear mixture: A pronounced
‘ray’ structure emanating from (0,0). We speculate that
the cognitive machinery developed for handling of inde-
pendent events can also be used to locate independent sub-
communities, hence, navigate complex social networks, a
hallmark of successful cognition.
3.3. Musical genre
The growing market for digital music and intelligent mu-
sic services creates an increasing interest in modeling of
music data. It is now feasible to estimate consensus musi-
cal genre by supervised from rather short music segments,
say 10-30 seconds, see e.g., [22], thus enabling comput-
erized handling of music request at a high cognitive com-
plexity level. To understand the possibilities and limita-
tions for unsupervised modeling of music data we here
visualize a small music sample using the latent seman-
tic analysis framework. The intended use is for a music
search engine function, hence, we envision that a largely
text based query has resulted in a few music entries, and
the algorithm is going to find the group structure inher-
ent in the retrieval for the user. We represent three tunes
(with human labels: heavy, jazz, classical) by
their spectral content in overlapping small time frames
(w = 30msec, with an overlap of 10msec, see [22], for
details). To make the visualization relatively independent
of ‘pitch’, we use the so-called mel-cepstral representation
(MFCC, K = 13 coefficients pr. frame). To reduce noise
in the visualization we have ‘sparsified’ the amplitudes.
This was achieved simply by retaining only coefficients
that belonged to the upper 5% magnitude fractile. The to-
tal number of frames in the analysis was F = 105. PCA
provided unsupervised latent semantic dimensions and a
scatter plot of the data on the subspace spanned ny two
such dimensions is shown in Figure 4. For interpretation
we have coded the data points with signatures of the three
genres involved. The ICA ray-structure is striking, how-
ever, we note that the situation is not one-to-one as in the
small text databases. A component quantifies a character-
istic ‘theme’ at the temporal level of a frame (30msec), it
is an issue for further research whether genre recognition
can be done from the salient themes, or we need to com-
bine more than one theme to reach the classification per-
formance obtained in [22] for 10−30 second un-structured
frame sets.
4. CONCLUSION
Cognitive component analysis (COCA) was defined as the
process of unsupervised grouping of data such that the en-
suing group structure is well-aligned with that resulting
from human cognitive activity. It is well-established that
information theoretically optimal representations, similar
to those found by ICA, are in use in several information
processing tasks in human and animal perception. By
visualization of data using latent semantic analysis-like
plots, we have shown that independent components anal-
ysis is also relevant for representing semantic structure, in
text and also in other abstract data such as social networks,
and musical features. We therefore speculate that the cog-
nitive machinery developed for analyzing complex per-
ceptual signals from multi-agent environments may also
be used in higher brain function, such as understanding
music or navigation of complex social networks, a hall-
mark of successful cognition. Hence, independent com-
ponent analysis given the right representation may be a
quite generic tool for COCA.
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Figure 4. We represent three music tunes (with la-
bels: heavy metal, jazz, classical) by their
spectral content in overlapping small time frames (w =
30msec, with an overlap of 10msec, see [22], for de-
tails). To make the visualization relatively independent
of ‘pitch’, we use the so-called mel-cepstral representa-
tion (MFCC, K = 13 coefficients pr. frame). To reduce
noise in the visualization we have ‘sparsified’ the ampli-
tudes. This was achieved simple by keeping coefficients
that belonged to the upper 5% magnitude fractile. The to-
tal number of frames in the analysis was F = 105. Latent
semantic analysis provided unsupervised subspaces with
maximal variance for a given dimension. We show the
scatter plot of the data on a 2D subspace within an original
5D PCA. For interpretation we have coded the data points
with signatures of the three genres involved: classical (∗),
heavy metal (diamond), jazz (+). The ICA ray-structure
is striking, however, note that the situation is not one-to-
one (ray to genre) as in the small text databases. A com-
ponent (ray) quantifies a characteristic musical ‘theme’ at
the temporal level of a frame (30msec), i.e., an entity sim-
ilar to the ‘phoneme’ in speech.
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Abstract. Feature integration is the process of combining all the feature vectors in
a time frame into a single feature vector in order to captures the relevant information
in the frame. The mean and variance along the temporal dimension are often used for
feature integration, but captures neither the temporal dynamics nor dependencies
among the individual feature dimensions. Here, a multivariate autoregressive feature
model is proposed to solve this problem for music genre classiﬁcation. This model
gives two diﬀerent feature sets, the DAR and MAR features, which are compared
against the baseline mean-variance as well as two other feature integration tech-
niques. Reproducibility in performance ranking of feature integration methods were
demonstrated using two data sets with ﬁve and eleven music genres, and by using
four diﬀerent classiﬁcation schemes. The methods were further compared to human
performance. The proposed MAR features perform signiﬁcantly better than the
other features without much increase in computational complexity.
Keywords: Feature integration, autoregressive model, music genre classiﬁcation
1. Introduction
In recent years, there has been an increasing interest in the research
area of Music Information Retrieval (MIR). This is spawned by the
new possibilities on the Internet such as on-line music stores like Ap-
ple’s iTunes and the enhanced capabilities of ordinary computers. The
related topic of music genre classiﬁcation can be deﬁned as computer-
assigned genre labelling of pieces of music. It has received much atten-
tion in its own right, but it is also often used as a good test-bench for
music features in related areas where the labels are harder to obtain
than the musical genres. An example of this is (Gouyon et al., 2004),
where rhythm features are assessed in a music genre classiﬁcation task.
Music genre classiﬁcation systems normally consist of feature ex-
traction from the digitized music, followed by a classiﬁer that uses
features to estimate the genre. In this work we focus on identifying
features integration methods, which give consistent good performance
over diﬀerent data sets and choices of classiﬁer.
In several feature extraction models, perceptual characteristics such
as the beat (Foote and Uchihashi, 2001) or pitch (Tzanetakis, 2002) are
modelled directly. This has the clear advantage of giving features which
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can be examined directly without the need of a classiﬁer. However, most
of the previous research has concentrated on short-time features e.g.
Audio Spectrum Envelope and the Zero-Crossing Rate (Ahrendt et al.,
2004)) which are extracted from 20 − 40ms frames of the song. Such
features are thought to represent perceptually relevant characteristics
such as e.g. music roughness or timbre. They have to be evaluated
as part of a full classiﬁcation system. A song or sound clip is thus
represented by a multivariate time series of these features and diﬀerent
methods exist to fuse this information into a single genre label for the
whole song. An example is (Soltau et al., 1998), based on a hidden
Markov model of the time series of the cepstral coeﬃcient features.
Feature integration is another approach to information fusion. It uses
a sequence of short-time feature vectors to create a single new feature
vector at a larger time scale. It assumes that the short-time features
describe all (or most) of the important information for music genre
classiﬁcation. Feature integration is a very common technique. Often
basic statistic estimates like the mean and variance of the short-time
features have been used (Srinivasan and Kankanhalli, 2004; Zhang and
Zhou, 2004; Tzanetakis, 2002). Another similar feature is the mean-
covariance feature which simply uses the upper triangular part of the
covariance matrix instead of the diagonal.
Here, a new multivariate autoregressive feature integration model is
proposed as an alternative to the mean-variance feature set. The main
advantage of the autoregressive model is its ability to model temporal
dynamics as well as dependencies among the short-time feature dimen-
sions. In fact, the model is a natural generalization of the mean-variance
feature integration model.
Figure 1 illustrates the full music genre classiﬁcation system which
was used for evaluating the feature integration methods.
MAR features
Raw
Data
FeatureFeature
Extraction Integration
Classifier
Post-
processing
Decision
MFCC features GLM Classifier Sum-rule
661500× 1 4008× 13 72× 135 72× 11 1× 1
(30 s song @ 22050Hz)
Figure 1. The full music genre classiﬁcation system. The ﬂow-chart illustrates the
diﬀerent parts of the system, whereas the names just below the chart are the speciﬁc
choices that gives the best performing system. The numbers in the bottom part of
the ﬁgure illustrates the (large) dimensionality reduction that takes place in such a
system (the number of genres are 11).
FeatureJournal.tex; 23/09/2005; 19:54; p.2
Feature Integration for Music Genre Classification 3
Section 2 describes common feature extraction and integration meth-
ods, while section 3 gives a detailed explanation of the proposed multi-
variate autoregressive feature model. Section 4 reports and discusses the
results of experiments that compare the newly proposed features with
the best of the existing feature integration methods. Finally, section 5
concludes on the results.
2. Feature extraction and integration
Several diﬀerent features have been suggested in music genre classiﬁ-
cation. The general idea is to process ﬁxed-size time windows of the
digitized audio signal with an algorithm which can extract the most
vital information in the audio segment. The size of the windows gives
the time scale of the feature. The features are often thought to represent
aspects of the music such as the pitch, instrumentation, harmonicity or
rhythm.
The following subsections explain popular feature extraction meth-
ods. They are listed on the basis of their time scale. The process of
feature integration is explained in detail in the end of the section.
2.1. Short-time features
Most of the features that have been proposed in the literature are short-
time features which usually employ window sizes of 20−40ms. They are
often based on a transformation to the spectral domain using techniques
such as the Short-Time Fourier Transform. The assumption in these
spectral representations is (short-time) stationarity of the signal which
means that the window size has to be small.
In (Ahrendt et al., 2004), we found the so-calledMel-Frequency Cep-
stral Coeﬃcient (MFCC) to be very successful. Similar ﬁndings were
observed in (H.-Gook. and Sikora, 2004) and (Herrera et al., 2002).
They were originally developed for speech processing (Rabiner and
Juang, 1993). The details of the MFCC feature extraction are shown in
ﬁgure 2. It should be mentioned, however, that other slightly diﬀerent
MFCC feature extraction schemes exist.
Raw
Data
DiscreteDiscrete
Cosine
TransformTransform
Mel-scaleLog of
amplitude
spectrum
and
smoothing
MFCC
features
Fourier
Figure 2. MFCC feature extraction as described in (Logan, 2000).
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According to (Aucouturier and Pachet, 2003), short-time represen-
tations of the full time-frequency domain, such as the MFCC features,
can be seen as models of the music timbre.
2.2. Medium-time features
Medium-time features are here deﬁned as features which are extracted
on time scales around 1000−2000ms. (Tzanetakis, 2002) uses the term
Texture window for this time scale where important aspects of the
music lives such as note changes and tremolo (Martin, 1999). Examples
of features for this time scale are the Low Short-Time Energy Ratio
(LSTER) and High Zero-Crossing Rate Ratio (HZCRR) (Lu et al.,
2002).
2.3. Long-time features
Long-time features describe important statistics of e.g. a full song or a
larger sound clip. An example is the beat histogram feature (Tzanetakis
and Cook, 2002), which summarize the beat content in a sound clip.
2.4. Feature Integration
Feature integration is the process of combining all the feature vectors in
a time frame into a single feature vector which captures the information
of this frame. The new features generated do not necessarily capture
any explicit perceptual meaning such as perceptual beat or mood, but
captures implicit perceptual information which are useful for the subse-
quent classiﬁer. In (Foote and Uchihashi, 2001) the “beat-spectrum” is
used for music retrieval by rhythmic similarity. The beat-spectrum can
be derived from short-time features such as STFT or MFCCs as noted
in (Foote and Uchihashi, 2001). This clearly indicates that short-time
features carry important perceptual information across time, which is
one of the reasons for modelling the temporal behavior of short-time
features. Figure 3 shows the ﬁrst six MFCCs of a ten second excerpt of
the music piece ”Masters of Revenge” by ”Body Count”. This example
shows a clear repetitive structure in the short-time features. Another
important property of feature integration is data reduction. Consider
a four minute piece of music represented as short-time features (using
the ﬁrst 6 MFCCs). With a hop- and framesize of 10ms and 20ms,
respectively, this results in approximately 288 kB of data using a 16 bit
representation of the features. The hopsize is deﬁned as the framesize
minus the amount of overlap between frames and speciﬁes the ”eﬀec-
tive sampling rate” of the features. This is a rather good compression
compared to the original size of the music (3.84MB, MPEG1-layer 3
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Figure 3. The ﬁrst six normalized MFCCs of a ten second snippet of ”Body Count
- Masters of Revenge”. The temporal correlations is very clear from this piece of
music as well as the cross-correlations among the feature dimensions. This suggests
that relevant information is present and could be extracted by selecting a proper
feature integration model.
@ 128 kBit). However, if the relevant information can be summarized
more eﬃciently in less space, this must be preferred.
The idea of feature integration can be expressed more rigorously by
observing a sequence of consecutive short-time features, xi ∈ RD where
i represents the i’th short time feature and D is the feature dimension.
These are integrated into a new feature zk ∈ RM
zk = f(x(k−1)Hs+1, . . . ,x(k−1)Hs+Fs), (1)
where Hs is the hopsize and Fs framesize (both deﬁned in number of
samples) and k = 1, 2, . . . is the discrete time index of the larger time
scale. There exists a lot of diﬀerent models, here denoted by f(.) which
maps a sequence of short-time features into a new feature vector.
In the following the MeanVar, MeanCov and Filterbank Coeﬃcients
will be discussed. These methods have been suggested for feature inte-
gration in the literature.
2.4.1. Gaussian model
A very simple model for feature integration is the so-called MeanVar
model, which has been used in work related to music genre classiﬁ-
cation, see e.g. (Tzanetakis and Cook, 2002; Meng et al., 2005). This
FeatureJournal.tex; 23/09/2005; 19:54; p.5
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model implicitly assumes that consecutive samples of short-time fea-
tures are independent and Gaussian distributed and, furthermore, that
each feature dimension is independent. Using maximum-likelihood the
parameters for this model are estimated as
mk =
1
Fs
Fs∑
n=1
x(k−1)Hs+n
ck,i =
1
Fs
Fs∑
n=1
(
x(k−1)Hs+n,i −mk,i
)2
for i = 1, . . . , D, which results in the following feature at the new time
scale
zk = f(x(k−1)Hs+1, . . . ,x(k−1)Hs+Fs) =
[
mk
ck
]
, (2)
where zk ∈ R2D. As seen in ﬁgure 3, the assumption that each feature
dimension is independent is not correct. A more reasonable feature
integration model is the multivariate Gaussian model, denoted in the
experimental section as MeanCov, where correlations among features
are modelled. This model of the short-time features can be formulated
as x ∼ N (m,C), where the mean and covariance are calculated over
the given feature integration window. Thus, the diagonal of C contains
the variance features from MeanVar. The mean vector and covariance
matrix are stacked into a new feature vector zk of dimension D2 (3+D).
zk =
[
mk
vech(Ck)
]
, (3)
where vech(C) refers to stacking the upper triangular part of the matrix
including the diagonal.
One of the drawbacks of the Gaussian model, whether this is the
simple (MeanVar) or the multivariate model (MeanCov), is that the
temporal dependence of the data is not modelled.
2.4.2. Filter-bank coeﬃcients (FC)
The ﬁlter-bank approach was considered in (McKinney and Breebaart,
2003) aims at capturing some of the dynamics in the sequence of short-
time features. They investigated the method in a general audio and
music genre classiﬁcation task. The idea is to extract a summarized
power of each feature dimension independently in four speciﬁed fre-
quency bands. The feature integration function f(.) for the ﬁlter bank
approach can be written compactly as
zk = vec (PkW) , (4)
FeatureJournal.tex; 23/09/2005; 19:54; p.6
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where W is a ﬁlter matrix of dimension N × 4 and Pk contains the
estimated power spectrum of each short-time feature and has dimension
D ×N , where N = Fs/2 when Fs is even and N = (Fs − 1)/2 for odd
values.
The four frequency bands in which the power is summarized are
speciﬁed in the matrix W. In (McKinney and Breebaart, 2003) the
four ﬁlters applied to handle the short-time features are: 1) a DC-ﬁlter,
2) 1− 2Hz modulation energy, 3) 3− 15Hz modulation energy and 4)
20− 43Hz modulation energy.
The advantage of this method is that the temporal structure of the
short-time features is taken into account, however, correlations among
feature dimensions are not modelled. In order to model these, cross-
correlation spectra would be required.
3. Multivariate Autoregressive Model for feature integration
The simple mean-variance model does not model temporal feature cor-
relations, however, these features have shown to perform remarkably
well in various areas of music information retrieval, see e.g. (Tzanetakis
and Cook, 2002; Ellis and Lee, 2004). The dependencies among features
could be modelled using the MeanCov model, but still do not model the
temporal correlations. The ﬁlterbank coeﬃcient (FC) approach includes
temporal information in the integrated features, but the correlations
among features are neglected.
This section will focus on the multivariate autoregressive model
(MAR) for feature integration, since it has the potential of modelling
both temporal correlations and dependencies among features.
For simplicity we will ﬁrst study the diagonal multivariate autore-
gressive model (DAR). The DAR model assumes independence among
feature dimensions similar to the MeanVar and FC feature integra-
tion approaches. The full multivariate autoregressive model (MAR) in
considered in section 3.2.
3.1. Diagonal multivariate autoregressive model (DAR)
The DAR model was investigated in (Meng et al., 2005) where dif-
ferent feature integration methods were tested and showed improved
performance compared to the MeanVar and FC approaches, however,
the theory behind the model was not fully covered. For completeness
we will present a more detailed description of the model.
Assuming independence among feature dimensions the P ’th order
causal autoregressive model for each feature dimension can be written
FeatureJournal.tex; 23/09/2005; 19:54; p.7
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as
xn =
P∑
p=1
apxn−p +Gun, (5)
where ap, for p = 1, .., P is the autoregressive coeﬃcients, un is the
noise term, assumed i.i.d. with unit variance and mean value v. Note
that the mean value of the noise process v is related to the mean m of
the time series by m = (1−∑Pp=1 ap)−1v.
Equation 5 expresses the ”output” xn as a linear function of past
outputs and present inputs un. There are several methods for estimat-
ing the parameters of the autoregressive model, either in the frequency
domain (Makhoul, 1975) or directly in time-domain (Lu¨tkepohl, 1993).
The most obvious and well-known method is the ordinary least squares
method, where the mean squared error is minimized. Other methods
suggested are the generalized (or weighted) least squares where the
noise process is allowed to be colored. In our case the noise process
is assumed white, therefore the least squares method is applied and
described in the following. The prediction of a new sample based on
estimated parameters, ap, becomes
x˜n =
P∑
p=1
apxn−p, (6)
and the error signal en measured between x˜n and xn is
en = xn − x˜n = xn −
P∑
p=1
apxn−p, (7)
where en is known as the residual. Taking the z-transformation on both
sides of equation 7, the error can now be written as
E(z) =

1−
P∑
p=1
apz
−p

X(z) = A(z)X(z). (8)
In the following we will switch to frequency representation z = ejω
and in functions use X(ω) for representing X(ejω). Assuming a ﬁnite
energy signal, xn, the total error to be minimized in the ordinary least
squares method, Etot, is then according to Parseval’s theorem given by
Etot =
Fs∑
n=0
e2n =
1
2π
∫ π
−π
|E(ω)|2dω. (9)
To understand why this model is worthwhile to consider, we will
now explain the spectral matching capabilities of the model. First, we
FeatureJournal.tex; 23/09/2005; 19:54; p.8
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look at the model from equation 5 in the z-transformed domain which
can now be described as
X(z) =
P∑
p=1
apX(z)z−p +GU(z), (10)
where v = 0 is assumed without loss of generalizability. The gain factor
G sets the scale. The system transfer function becomes
H(z) ≡ X(z)
U(z)
=
G
1−∑Pp=1 apz−p , (11)
and its corresponding model power spectrum
Pˆ (ω) = |H(ω)U(ω)|2 = |H(ω)|2 = G
2
|A(ω)|2 . (12)
Combining the information in equations 8, 9, 12 and the fact that
P (ω) = |X(ω)|2, the total error to be minimized can be written as
Etot = G
2
2π
∫ π
−π
P (ω)
Pˆ (ω)
dω. (13)
The ﬁrst observation is that trying to minimize the total error Etot is
equivalent to minimization of the integrated ratio of the signal spectrum
P (ω) and its estimated spectrum Pˆ (ω). Furthermore, at minimum error
Etot = G2 the following relation holds
1
2π
∫ π
−π
P (ω)
Pˆ (ω)
dω = 1. (14)
The two equations 13 and 14 result in two major properties, a global
and local property (Makhoul, 1975):
− The global property states that since the contribution to the total
error Etot is determined as a ratio of the two spectra, the matching
process should perform uniformly over the whole frequency range,
irrespective of the shaping of the spectrum. This means that the
spectrum match at frequencies with small energy is just as good
as frequencies with high energy.
− The local property deals with the matching of the spectrum in each
small region of the spectrum. (Makhoul, 1975) basically concludes
that a better ﬁt of Pˆ (ω) to P (ω) will be obtained at frequencies
where P (ω) is larger than Pˆ (ω), than at frequencies where P (ω)
is smaller. Thus, for harmonic signals the peaks will be better
approximated than the area in between the harmonics.
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Figure 4. Power density of a ﬁrst order MFCC of a piano note A5 played for a
duration of 1.2 s. The four ﬁgures show the periodogram as well as the AR-model
power spectrum estimates of orders 3, 5, 9 and 31, respectively.
It is now seen that there is a clear relationship between the AR-
model and the FC approach since in the latter method, the power
spectrum is summarized in four frequency bands. With the AR-model
approach selection of proper frequency bands is unnecessary since the
power spectrum is modelled directly.
Figure 4 shows the periodogram of the ﬁrst order MFCC coeﬃcient
of the piano note A5 corresponding to the frequency 880Hz recorded
over a duration of 1.2 seconds as well as the AR-model approximation
for four diﬀerent model orders, 3, 5, 9 and 31. The hopsize of the MFCCs
were 7.5ms corresponding to a samplerate of 133.33Hz. As expected,
the model power spectrum becomes more detailed as the model order
increases.
3.2. Multivariate autoregressive model (MAR)
In order to include both temporal and among feature correlations the
multivariate AR model with full matrices is applied instead of only
considering the diagonal of the matrices as in the DAR model. A
full treatment of the MAR models are given in (Lu¨tkepohl, 1993) and
(Neumaier and Schneider, 2001).
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For a stationary time series of state vectors xn the multivariate AR
model is deﬁned by
xn =
P∑
p=0
Apxn−p + un (15)
where the noise term un is assumed i.i.d. with mean v and ﬁnite co-
variance matrix C. Note that the mean value of the noise process v is
related to the mean m of the time series by m = (I−∑Pp=1Ap)−1v.
The matrices Ap for p = 1, . . . , P are the coeﬃcient matrices of the
P ’th order multivariate autoregressive model. They encode how much
of the previous information in {xn−1,xn−2, . . . ,xn−P } is present in xn.
A frequency interpretation of the vector autoregressive model can,
as for the univariate case, be established for the multivariate case. The
main diﬀerence is that all cross spectra are modelled by the MAR
model. In e.g. (Bach and Jordan, 2004), a frequency domain approach
is used for explaining the multivariate autoregressive model by intro-
ducing the autocovariance function, which contains all cross covariances
for the multivariate case. The power spectral matrix can be deﬁned
from the autocovariance function as
f(ω) =
Fs−1∑
h=−Fs+1
Γ(h)e−ihω, (16)
where the autocovariance function Γ(h) is a positive function and fulﬁlls∑∞
h=−∞ ||Γ(h)||2 <∞, under stationarity.
As with the DAR model the ordinary least squares approach has
been used in estimating the parameters of the MAR model, see e.g.
(Lu¨tkepohl, 1993) for detailed explanation of parameter estimation.
The parameters which are extracted from the least squares ap-
proach for both the DAR and MAR models are the AR-matrices:
{A1, . . . ,AP }, the intercept term v and the noise covariance C. The
feature integrated vector of frame k then becomes
zk = [vec (Bk)
T vTk vech (Ck)
T ]T , (17)
where B = [A1,A2, . . . ,AP ] ∈ RD×PD and zk ∈ R(P+1/2)D2+(3/2)D.
Note that for the DAR model, only the diagonals of the Ap matrices
are used as well as only the diagonal of C.
3.2.1. Issues on stability
Until now we have assumed that the time-series under investigation
is stationary over the given feature integration frame. The frame-size,
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however, is optimized to the given learning problem which means that
we are not guaranteed that the time-series is stationary within each
frame. This could e.g. be in transitions from silence to audio, where
the time-series might locally look non-stationary. In some applications,
this is not a problem, since reasonable parameter estimates are obtained
anyhow. In the considered music genre setup, the classiﬁer seems to
handle the non-stationary estimates reasonably. In other areas of music
information retrieval, the power-spectrum estimate provided through
the AR-model might be more critical, hence, in such cases it would be
relevant to investigate the inﬂuence of non-stationary frames.
3.2.2. Selection of optimal length
There exists multiple order selection criteria. Examples are BIC (Bayesian
Information Criterion) and AIC (Akaike Information Criterion), see
e.g. (Neumaier and Schneider, 2001). The order selection methods are
traditionally applied on a single time series, however, in the music
genre setup, we are interested in ﬁnding one single optimal model order
for a large set of time-series. Additionally, there is a tradeoﬀ between
model order and feature space dimensionality and, hence, problems
with overﬁtting of the subsequent classiﬁer, see ﬁgure 1. Therefore, the
optimal order of the time-series alone is normally not the same as the
optimal order for the vector time-series.
3.3. Complexity considerations
Table I shows the complete number of multiplications and additions for
a frame of all the examined feature integration methods. The column
”multiplications & additions” shows the number of calculated multipli-
cations / additions of the particular method. D is the dimensionality
of the feature space, P is the DAR/MAR model order, and Fs is the
framesize in number of short-time feature samples. In the calculations
the eﬀect of overlapping frames have not been exploited. Figure 5 shows
the computational complexity in our actual music genre setup.
4. Experiments
Quite a few simulations were made to compare the baseline MeanVar
features with the newly proposed DAR and MAR features. Addition-
ally, the FC features and MeanCov features were included in the com-
parisons. The FC features performed very well in (Meng et al., 2005)
and the MeanCov features were included for the sake of completeness.
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Table I. Computational complexity of algorithms of a
frame of short-time features
METHOD MULTIPLICATIONS & ADDITIONS
MeanVar 4DFs
MeanCov (D + 3)DFs
FC (4 log2(Fs) + 3)DFs
DAR D
3
(P + 1)3 + ((P + 6)(P + 1) + 3)DFs
MAR
1
3
(PD + 1)3+
(
(P + 4 + 2
D
)(PD + 1) + (D + 2)
)
DFs
3.21
MeanCov
✟✟
✟✟
✟✟
✟✟
✟✟
✟✟
✟✟✟
✟✟
✟✟
✟
✟✟✟
26.41
FC
✟✟
✟✟✟✟✟✟
✟
✟✟✟
14.88
DAR
✟✟
✟✟
✟✟
✟✟
✟✟
✟✟
✟✟
✟✟
✟✟
✟
✟✟
✟✟✟
✟✟
✟
✟✟✟
32.08
MAR
Figure 5. Computational complexity of the music genre setup using the op-
timized values from the experimental section, hence P = 3, D = 6 and
Fs = 188, 268, 322, 188, 162 for the MeanVar, MeanCov, FC, DAR and MAR, re-
spectively. Note that the complexity values are scaled such that the MeanVar has
complexity 1.
The features were tested on two diﬀerent data sets and four diﬀerent
classiﬁers to make the conclusions generalizable. In all of the exper-
iments, 10-fold cross-validation was used to estimate the mean and
standard deviation of the mean classiﬁcation test accuracy, which was
used as the performance measure. Figure 1 in section 1 illustrates the
complete classiﬁcation system. The optimization of the system follows
the data stream, which means that the MFCC features were optimized
ﬁrst (choosing number of coeﬃcients to use, whether to use normaliza-
tion etc.). Afterwards, the feature integration part was optimized and
so forth.
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4.1. Preliminary investigations
Several investigations of preprocessing both before and after the feature
integration were made. Dimensionality reduction of the high-dimensional
MAR and DAR features by PCA did not prove beneﬁcial1, and neither
did whitening (making the feature vector representation zero-mean and
unit covariance matrix) or normalization (making each feature compo-
nent zero-mean and unit variance individually) for any of the features.
To avoid numerical problems, however, they were all normalized. Pre-
processing, in terms of normalization of the short-time MFCC features
didn’t seem to have an eﬀect either.
4.2. Features
To ensure a fair comparison between the features, their optimal hop-
and framesizes were examined individually since especially framesize
seems important with respect to classiﬁcation accuracy. An example of
the importance of the framesize is illustrated in ﬁgure 6.
For the short-time MFCC features, optimal hop- and framesizes were
found to be 7.5ms and 15ms, respectively. The optimal hopsize was
400ms for the DAR, MAR, MeanVar and MeanCov features and 500ms
for the FC features. The framesizes were 1200ms for the MAR features,
2200ms for the DAR features, 1400ms for the MeanVar, 2000ms for
the MeanCov and 2400ms for the FC features.
An important parameter in the DAR and MAR feature models is
the model order parameter P . The optimal values for this parameter
were found to be 5 and 3 for the DAR and MAR features, respectively.
This optimization was based on the large data set B, see section 4.6.
Using these parameters, the resulting dimensions of the feature spaces
become : MAR - 135, DAR - 42, FC - 24, MeanCov - 27 and MeanVar
- 12.
4.3. Classification and Post-processing
Several classiﬁers have been tested such as a linear model trained by
minimizing least squares error (LM), Gaussian classiﬁer with full covari-
ance matrix (GC), Gaussian mixture model (GMM) classiﬁer with full
covariance matrices and a Generalized Linear Model (GLM) classiﬁer
(Nabney and Bishop, 1995). Due to robust behavior, the LM and GLM
classiﬁers have been used in all of the initial feature investigations.
The LM classiﬁer is simply a linear regression classiﬁer, but has the
advantage of being fast and non-iterative since the training essentially
1 This is only true for the standard GLM and LM classiﬁers, that does not have
signiﬁcant overﬁtting problems.
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Figure 6. Classiﬁcation test accuracy is plotted against framesize for the MAR fea-
tures using the LM and GLM classiﬁers. The hopsize was 200ms in these experiments
and data set B, section 4.6, was used. The importance of the framesize is clearly
seen. The baseline classiﬁcation accuracy by random guessing is ∼ 9.1%.
amounts to ﬁnding the pseudo-inverse of the feature-matrix. The GLM
classiﬁer is the extension of a logistic regression classiﬁer to more than
two classes. It can also be seen as an extension of the LM classiﬁer,
but with inclusion of a regularisation term (prior) on the weights and
a cross-entropy error measure to account for the discrete classes. They
are both discriminative, which could explain their robust behavior in
the fairly high-dimensional feature space. 10-fold cross validation was
used to set the prior of the GLM classiﬁer.
4.3.1. Post-processing
Majority voting and sum-rule were examined to integrate the c classiﬁer
outputs of all the medium-time frames into 30 s (the size of the song
clips). Whereas majority voting counts the hard decisions
argmaxc P (c|zk) for k = 1, . . . ,K of the classiﬁer outputs, the sum-rule
sums over the ”soft” probability densities P (c|zk) for k = 1, . . . ,K. The
sum-rule was found to perform slightly better than majority voting.
FeatureJournal.tex; 23/09/2005; 19:54; p.15
16 Anders Meng and Peter Ahrendt
4.4. Human evaluation
The level of performance in the music genre setups using various algo-
rithms and methods only shows their relative diﬀerences. However, by
estimating the human performance on the same data sets the quality
of automatic genre classiﬁcation systems can be assessed.
Listening tests have been conducted on both the small data set
(A) and the larger data set (B) consisting of 5 and 11 music genres,
respectively. At ﬁrst, subsets of the full databases were picked randomly
with equal amounts from each genre (25 of 100 and 220 of 1210) and
these subsets are believed to represent the full databases. A group of
people (22 specialists and non-specialists) were kindly asked to listen
to 30 diﬀerent snippets of length 10 s (randomly selected) from data
set A and classify each music piece into one of the genres on a forced-
choice basis. A similar setup was used for the larger data set B, but
now 25 persons were asked to classify 33 music snippets of length
30 s. No prior information except the genre names were given to the
test persons. The average human accuracy on data set A to lies in a
95%-conﬁdence interval [0.97; 0.99], and for data set B it is [0.54; 0.61].
Another interesting measure is the confusion between genres, which
will be compared to the automatic music classiﬁer in ﬁgure 8.
4.5. Data set A
The data set consists of 5 music genres distributed evenly among the
categories: Rock, Classical, Pop, Jazz and Techno. It consists of 100
music snippets each of length 30 s. Each of the music snippets are
recorded in mono PCM format at a sampling frequency of 22050Hz.
4.6. Data set B
The data set consists of 11 music genres distributed evenly among
the categories: Alternative, Country, Easy Listening, Electronica, Jazz,
Latin, Pop&Dance, Rap&HipHop, R&B Soul, Reggae and Rock. It con-
sists of 1210 music snippets each of length 30 s. The music snippets are
MPEG1-layer 3 encoded music with a bit-rate of 128 kBit which were
converted to mono PCM format with a sampling frequency of 22050Hz.
4.7. Results and discussion
The main classiﬁcation results are illustrated in ﬁgure 7 for both the
small and the large data set. The ﬁgure compares the classiﬁcation test
accuracies of the FC and MeanCov features and the baseline MeanVar
with the newly proposed DAR and MAR features. It is diﬃcult to see
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much diﬀerence in performance between the features for the small data
set A, but note that it was created to have only slightly overlapping
genres which could explain why all the features perform so well com-
pared to the random guess of only 20% accuracy. The accuracies are
all quite close to the average human classiﬁcation accuracy of 98%.
The results from the more diﬃcult, large data set B are shown
on the lower part of ﬁgure 7. Here, the MAR features are seen to
clearly outperform the conventional MeanVar features when the LM
or GLM classiﬁers are used. Similarly, they outperform the MeanCov
and DAR features. The DAR features only performed slightly better
than the three reference features, but in a feature space of much lower
dimensionality than the MAR features. The GMM classiﬁer is the best
for the low-dimensional MeanVar features, but gradually loses to the
discriminative classiﬁers as the feature space dimensionality rises. This
overﬁtting problem was obviously worst for the 135-dimensional MAR
features and dimensionality reduction was necessary. However, a PCA
subspace projection was not able to capture enough information to
make the GMM classiﬁer competitive for the MAR features. Improved
accuracy of the GMM classiﬁer on the MAR features was achieved by
projecting the features into a subspace spanned by the c − 1 weight
directions of the partial least squares (PLS) (Shawe-Taylor and Cris-
tianini, 2004), where c refers to the no. of genres. The classiﬁcation
accuracy, however, did not exceed the accuracy of the GLM classiﬁer
on the MAR features.
It is seen that the MAR features perform almost as well as humans
which have an average classiﬁcation test accuracy of 57%. Note that
the random classiﬁcation accuracy is only 9%.
The cross-validation paired t-test (Dietterich, 1998) was made on
both data sets to test whether the best performances of the DAR and
MAR features diﬀered signiﬁcantly from the best performances of the
other features. Comparing the MAR features against the other four
features gave t-statistics estimates all above 3.90; well above the 0.975
percentile critical value of t9,0.975 = 2.26 for 10-fold cross-validation.
Thus, the null hypothesis of similar performance can be rejected. The
comparison between the DAR features and the three reference features
gave t-statistics estimates of 2.67 and 2.83 for the FC and MeanVar
features, but only 1.56 for the MeanCov features which means that the
null hypothesis cannot be rejected for the MeanCov.
As described in section 4.2, the framesizes were carefully investigated
and the best results were found using framesizes in the range of 1200ms
to 2400ms, followed by the sum-rule on the classiﬁer decisions up to
30 s. However, in e.g. music retrieval and regarding computational speed
and storage, it would be advantageous to model the whole 30 s music
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Figure 7. The ﬁgures show the music genre classiﬁcation test accuracies for the
GC, GMM, LM and GLM classiﬁers on the ﬁve diﬀerent integrated features. The
results for the small data set A is shown in the upper panel of the ﬁgure and the
results for the larger data set B in the lower panel. The mean accuracy of 10-fold
cross-validation is shown along with error bars which are one ± standard deviation
of the mean to each side. 95% binomial conﬁdence intervals have been shown for the
human accuracy.
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snippet with a single feature vector. Hence, experiments were made
with the MAR features with a framesize of 30 s, i.e. modelling the
full song with a single MAR model. The best mean classiﬁcation test
accuracies on data set B were 44% and 40% for the LM and GLM
classiﬁers, respectively, using a MAR model order of 3. In our view, this
indicates that these MAR features could be used with success in e.g.
song similarity tasks. Additional experiments with a Support Vector
Machine (SVM) classiﬁer (Meng and Shawe-Taylor, 2005) using a RBF
kernel even improved the accuracy to 46%. The SVM classiﬁer was
used since it is less prone to overﬁtting. This is especially important
when each song is represented by only one feature vector, which means
that our training set only consists of 11 · 99 = 1089 samples in each
cross-validation run.
Besides the classiﬁcation test accuracy, an interesting measure of
performance is the confusion matrix. Figure 8 illustrates the confusion
matrix of the MAR system with highest classiﬁcation test accuracy and
shows the relation to the human genre confusion matrix on the large
data set. It is worth noting that the three genres that humans clas-
sify correctly most often, i.e., Country, Rap&HipHop and Reggae, are
also the three genres that our classiﬁcation system typically classiﬁes
correctly.
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Figure 8. The above confusion matrices were created from data set B. The upper
ﬁgure shows the confusion matrix from evaluations of the 25 people, and the lower
ﬁgure shows the average of the confusion matrices over the 10 cross-validation runs
of the best performing combination (MAR features with the GLM classiﬁer). The
”true” genres are shown as the rows which each sum to 100%. The predicted genres
are then represented in the columns. The diagonal illustrates the accuracy of each
genre separately.
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5. Conclusion
In this paper, we have investigated feature integration of short-time
features in a music genre classiﬁcation task and a novel multivariate
autoregressive feature integration scheme was proposed to incorporate
dependencies among the feature dimensions and correlations in the
temporal domain. This scheme gave rise to two new features, the DAR
and MAR, which were carefully described and compared to features
from existing feature integration schemes. They were tested on two dif-
ferent data sets with four diﬀerent classiﬁers and the successful MFCC
features were used as the short-time feature representation. The frame-
work is generalizable to other types of short-time features. Especially
the MAR features were found to perform signiﬁcantly better than ex-
isting features, but also the DAR features performed better than the
FC and baseline MeanVar features on the large data set and in a much
lower dimensional feature space than the MAR.
Human genre classiﬁcation experiments were made on both data
sets and we found that the mean human test accuracy was less than
10% above our best performing MAR features approach.
A direction for future research is to investigate the robustness of
the MAR feature integration model to various compressions such as
MPEG1-layer 3 and other perceptually inspired compression techniques.
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