One of the key performance measures for Coupled General Circulation Models (CGCMs) is their ability to realistically simulate the prominent modes of climate variability. Here, we investigate the realism of El Niño-Southern Oscillation (ENSO), the dominant mode of observed interannual climate variability, as simulated by the Australian Community Climate and Earth System Simulator (AC-CESS). We examine the key ENSO properties calculated from observations and from the pre-industrial control and historical simulations performed by versions 1.0 and 1.3 of the ACCESS coupled model (ACCESS-CM), as part of the Coupled Model Intercomparison Project phase 5 (CMIP5). The ENSO properties examined are the spatial structure and timescales, phase locking to the annual cycle, growth and decay of Niño3 SST anomalies, and the coupled ENSO evolution, as well as the ENSO induced teleconnection patterns (as diagnosed by linear regressions of the three-dimensional atmospheric circulation field, rainfall, sea-level pressure, and the upper-tropospheric geopotential heights onto the Niño3 index). The coupled evolutions of SST, zonal wind stress, and the thermocline depth during a typical ENSO event are used to illustrate the essential features of ENSO dynamics. Our results show that both versions of the ACCESS-CM perform reasonably well in simulating the ENSO properties and teleconnections. In particular, the spatial structure, timescales, phase locking, and the growth and decay rates of ENSO are well simulated. The evolution of SST, zonal wind stress, and the thermocline depth during ENSO events is also reasonably well simulated, although the SST (zonal wind stress) response is found to be stronger (weaker) than observed. The simulated ENSO teleconnection patterns are also mostly realistic, despite some adverse impact of the equatorial Pacific cold SST bias on the local precipitation response. The present study shows that the ACCESS-CMs simulate the key ENSO properties (e.g. amplitude and spatial structure, timescales, and atmospheric teleconnections) better than most of the previous generations of CGCMs.
Introduction
Over the last several decades, CGCMs have been used to a great effect for climate change projections on centennial timescales and for understanding the physical processes underlying these changes. More recently, this effort has been coordinated through various phases of the Coupled Model Intercomparison Project (CMIP) that, among other things, underpin the Inter-governmental Panel on Climate Change (IPCC) assessment reports (Taylor et al. 2012 ). These models are also increasingly being used for understanding and prediction of weather and climate variability on timescales ranging from days to decades. For example, many modelling centres now routinely use CGCMs for dynamical seasonal and decadal predictions. The success of a CGCM coupled model (ACCESS-CM) is a state-of-the-art GCM with sophisticated parameterisations for unresolved physical processes involving radiation, clouds, aerosols, greenhouse gases, convection, gravity-wave drags, and the atmospheric boundary layer (Martin et al. 2011) . The ocean and seaice components also incorporate the latest advancements in ocean−sea ice modelling ). In addition, the atmosphere model includes sophisticated treatments of the external radiative forcings arising from both natural variability (due to variations in solar output and volcanic eruption) and anthropogenic sources, e.g. changes in greenhouse gas and aerosol concentrations ). This model is, therefore, expected to perform relatively well in its simulation of mean climate and climate variability. Indeed, there have been considerable improvements in the tropical Pacific mean-state bias and other aspects of mean climate (Bi et al. 2013a . For example, the equatorial Pacific cold bias is only around 1 °C in the ACCESS models, which is considerably lower than the cold bias found in most CMIP3 models (e.g. Lin 2007, Reichler and .
In this paper, we investigate the performance of the ACCESS-CM in simulating ENSO and its associated teleconnection patterns using the pre-industrial control and historical simulations contributed to the CMIP5 archive. These multi-century simulations are well-suited for examining the possible improvements in the ENSO mode in the ACCESS-CM. We use observations and simulations from versions 1.0 and 1.3 of the ACCESS-CM to examine the realism of fundamental ENSO properties: amplitude and spatial structure, timescales, seasonality, growth and decay rates, and the evolution of ENSO. We also investigate the ENSO-induced teleconnection patterns in the ACCESS-CM simulations and compare these patterns with those derived from a reanalysis dataset and an AMIP simulation. The rest of the paper is structured as follows. First, we briefly describe the model formulation and experiment designs, followed by some background results concerning the tropical mean climate and its annual cycle. Next, the main results involving ENSO properties and teleconnection are presented. Finally, the conclusions of this work are given.
Models, experiments, and validation datasets
Here, we provide a brief description of the ACCESS-CM; a more detailed description of this coupled model may be found in Bi et al. (2013a) . The CSIRO-BOM ACCESS-CM is an atmosphere-ocean sea-ice model, based on the atmospheric component of the U.K. Met Office Unified Model (UM, version 7.3) and the ACCESS Ocean sea-ice Model (ACCESS-OM; Bi et al. 2013b ) coupled through the OASIS version 3.2.5 (Valcke 2006) software. The atmosphere model has N96 horizontal resolution, equivalent to a 1.25° by 1.875° latitude-longitude grid. There are 38 levels in the vertical, with the top level placed at a height of about 39 km. The in performing these tasks relies on, to a large extent, its ability to realistically simulate the dominant modes of climate variability (e.g. Kirtman and Schopf 1998) . Of central importance to both climate change projection and the prediction of climate variability is the realistic simulation of El Niño-Southern Oscillation (ENSO), the associated feedback processes and the atmospheric teleconnection patterns in the CGCM (e.g. Turner et al. 2005 , Shukla et al. 2006 , DelSole and Shukla 2010 . The realistic ENSO simulation, however, has remained a challenge for state-of-the-art climate models (e.g. Joseph and Nigam 2006, AchutaRao and Sperber 2006) . A main source of difficulty is the CGCMs inability to correctly simulate the time-mean (or basic) state in the tropical Pacific (e.g. Turner et al. 2005 , Magnusson et al. 2012 ), which in turn is due to the inadequacy of the parameterised physical processes and coarse spatial resolutions used in the models (e.g. Guilyardi et al. 2004) . Therefore, the most fundamental ways of improving the performance of a CGCM are through better and more complete parameterisations of physical processes of the component models (atmosphere, ocean, and sea-ice) and through increasing the model's spatial resolutions (Guilyardi et al. 2009a , Roberts et al. 2009 .
ENSO is the dominant mode of interannual climate variability, which affects the global weather patterns through atmospheric teleconnections. It can also modulate the tropical Pacific sea surface temperature (SST) response to the greenhouse gas (GHG) increases through air-sea exchange of heat (e.g. DiNezio et al. 2009 ). The ENSO mode owes its existence to the unstable ocean-atmosphere interactions in the tropical Pacific and/or through the excitation due to higher-frequency noise of an otherwise stable coupled mode (Suarez and Schopf 1988 , Battisiti and Hirst 1989 , Penland and Sardeshmukh 1995 , Jin 1997 . The ENSO-related ocean− atmosphere interactions are characterised by a number of feedback processes, including the SST-zonal wind stress or Bjerknes feedback, the SST-thermocline feedback, and the SST-heatflux or thermodynamic feedback. The first two processes constitute a positive feedback, whereas the last process provides a negative feedback to ENSO. Historical observations show that the ENSO phenomenon recurs every 3-7 years, with a significant anomalous warming (locally up to 5 °C) of the tropical central and eastern Pacific and a concomitant (smaller) cooling of the far western Pacific (e.g. Rasmusson and Carpentar 1982, Philander 1990 ). This anomalous warming temporarily shifts the atmospheric deep convection region from the western Pacific to the central Pacific. Such a shift, in turn, displaces the upper-tropospheric Rossby wave source, leading to the ENSO-induced teleconnection pattern and the associated disruptions of world weather (e.g. Trenberth et al. 1998) .
The Australian Community Climate and Earth System Simulator (ACCESS) is a state-of-the-art global coupled model, which incorporates comprehensive parameterisations of physical processes of the climate subsystems as well as a reasonably high spatial resolution (Bi et al. 2013a ). The atmospheric component of the ACCESS performing the core CMIP5 experiments (Taylor et al. 2012 , including the 500-year pre-industrial control (piControl) and the historical (hist) simulations. We use model outputs from the two experiments to assess the realism of simulated ENSO properties. Sea surface temperatures corresponding to years 1870-2005 from each experiment are used to examine the fundamental ENSO properties. The simulated atmospheric data used for the teleconnection study correspond to the 1979-2005 period, to facilitate comparison with the reanalysis and AMIP data.
Several observational and reanalysis datasets have been used for validation of the model results. For sea surface temperatures, we use the HadISST dataset from the Met Office Hadley Centre (Rayner et al. 2003) . The NOAA extended reconstructed sea surface temperature (ERSST, V3b) dataset of Smith and Reynolds (2003) is also used for a comparison. The simulated wind stress was validated against a recent air-sea flux product (TropFlux; Praveen Kumar et al. 2012) and version 2 of the Coordinated Oceanice Reference Experiment (CORE) flux product (CORE. v2; Large and Yeager 2009). Precipitation response was evaluated using the GPCP data set (Adler et al. 2003 , Huffman et al. 2009 ). The ERA-Interim reanalysis dataset (Dee et al. 2011 ) was used to assess the ENSO teleconnection in the pressure and geopotential height fields. The thermocline depth is estimated by the depth of 20 °C isotherm, which was computed from two ocean reanalyses, Simple Ocean Data Assimilation (SODA; version 2.2.4) reanalysis (Carton et al. 2000) and the Australian Bureau of Meteorology's newly developed POAMA Ensemble Ocean Data Assimilation System (PEODAS; Yin et al. 2011 ).
Mean climate and annual cycle in the tropics

Mean climate
Properties of the simulated ENSO are closely related to the representation of the tropical Pacific time-mean state and annual cycle in the coupled model (e.g. Battisti and Hirst 1989 , Gu and Philander 1995 , Fedorov and Philander 2001 . We therefore briefly describe the means and annual cycles of the variables (SST, zonal wind stress and the thermocline depth) that are directly related to ENSO properties; more information about the simulated time-mean state in ACCESS-CM may be found elsewhere (Bi et al. 2013a . Figure 1 shows the time-mean SSTs over the tropics from two observational datasets (top row) and the CMIP5 historical (middle row) and pre-industrial control (bottom row) simulations. The first panel shows the time-mean SSTs from the HadSST dataset; all other panels show the mean values (contours) and the difference (shades) of the mean values from those in the first panel ( Fig. 1(a) ). The values plotted in the top-right panel ( Fig. 1(b) ) give us an indication of observational uncertainties. As we can see, the biases (with respect to HadSST) in the simulated mean SST are larger than the estimated observational errors. An atmospheric component has a non-hydrostatic dynamical core, and includes a comprehensive set of parameterisation schemes for physical processes. Among the parameterised physical processes are radiation, interactive aerosols, land surface processes and hydrology, boundary layer turbulent mixing, convection, cloud and precipitation microphysics, and gravity wave drag. A more complete description of the UM is given in Collins et al. (2008) , Martin et al. (2011 ), Hewitt et al. (2011 and Walters et al. (2011) ; the particular versions of the UM used in the ACCESS-CM are described in Bi et al. (2013a) . ACCESS-OM is based on the U.S. NOAA/GFDL Modular Ocean Model (MOM4p1) coupled to the U.S. Los Alamos National Laboratory sea-ice model (CICE4.1). ACCESS-OM has 50 vertical levels, with finer vertical resolution in the upper ocean layers (the resolution increasing to 10 m throughout the top 200 m). The nominal horizontal resolution is 1° in the zonal direction, apart from a tripolar grid in the Arctic (Murray 1996) . The meridional resolution is 1/3° in a band extending 10° either side of the equator, and nominally 1° elsewhere (apart from the tripolar grid region in the Arctic, and a cosine varying Mercator region in the southern hemisphere). The CICE model has the same horizontal resolution as the ocean model and has five sea-ice categories. More detailed information about the ACCESS-OM may be found in Bi et al. (2013b) , and Uotila et al. (2013) .
Two versions of the ACCESS-CM have been used in this study, with differing atmosphere model configurations. In the first version (hereafter, ACCESS1.0) the atmospheric model has the HadGEM2 configuration (Collins et al. 2008 , Martin et al. 2011 , whereas in the second version (ACCESS1.3) the atmospheric configuration is closely related to the Global Atmosphere version 1.0 (GA1.0) configuration (Hewitt et al. 2011 , Walters et al. 2011 . Thus, ACCESS1.3 uses a prognostic cloud scheme (Wilson et al. 2008 ) and ACCESS1.0 uses the diagnostic cloud scheme of Smith (1990) . The other major difference is that ACCESS1.3 uses the CABLE land surface scheme (Kowalczyk et al. 2006 , whereas ACCESS1.0 uses the MOSES 2 land surface scheme (Essery et al. 2003) . In addition, the ACCESS1.3 version includes some further changes in the cloud, radiation, and boundary layer schemes, as detailed in Bi et al. (2013a) .
The ocean models used in ACCESS1.0 and ACCESS1.3 are identical, except for one difference: the two models have different values for the critical Richardson number, used for determining the occurrence of enhanced mixing. In ACCESS1.3, this value is 0.3; however, a smaller value (0.15) is used in ACCESS1.0, which reduces the mixed-layer depth (Large et al. 1994, their Table 2 ) and enhances stratification in the upper equatorial thermocline. The effect on ENSO was to moderately increase its strength. This is demonstrated by a seven per cent increase in the standard deviation of the Niño3 index (from 0.71 to 0.76) with respect to that in a parallel simulation of ACCESS1.0 with the critical Richardson number set to 0.30 (same as that used in ACCESS1.3).
The ACCESS-CM versions have been used for TropFlux and the differences of the COREv2 and simulated τ x are shown in Fig. 2 . The time-mean τ x is easterly almost everywhere in the tropics, except in a few regions including the equatorial and northern Indian Ocean, where the wind stress is associated with the southwest monsoon flows ( Fig.  2(a) ). The wind stresses are part of the trade wind system and have a maximum magnitude on both sides of the equator. The uncertainties associated with the two observational estimates are displayed in Fig. 2 (b). In general, the τ x from COREv2 is stronger than that from the TropFlux dataset.
Also, both versions of the ACCESS-CM shows stronger τ x almost everywhere in the tropics, with the largest easterly biases in the north equatorial Pacific. The τ x bias is also easterly along the equator in the Pacific and Indian Ocean sectors, implying stronger than observed easterly winds there. The occurrence of stronger than observed easterly wind stresses is a common problem in CGCMs (e.g. Lin
2007
, Guilyardi et al. 2009a) . While the equatorial τ x bias is weaker than the off-equatorial bias in ACCESS-CMs, this overall cold bias is evident in both simulations, and this cold bias is stronger and more wide-spread in ACCESS1.0 than in ACCESS1.3. However, the spatial pattern of the full SST values (contours) in ACCESS1.0 has a slightly better correspondence with the observation. In particular, the east Pacific cold tongue in ACCESS1.3 appears to extend too far into the West Pacific; also, the South Pacific Convergence Zone looks a bit worse. The regions with large warm bias are confined to the eastern parts of the ocean basins in both models. While substantial cold and warm biases still exist in the ACCESS models, the equatorial Pacific cold biases are only 1 °C in ACCESS1.0 and 1.3 °C in ACCESS1.3, which are lower than the multi-model mean cold bias of around 2 °C in CMIP3 models (e.g. Lin 2007, Reichler and . A reduced cold bias implies a mean state more representative of the nature, which is conducive to a realistic simulation of ENSO (Magnusson et al. 2012 ). The zonal wind stress (τ x ) also plays a central role in determining ENSO characteristics. The time-mean τ x from downward) Ekman pumping velocity on the poleward sides of the maximum easterly τ x biases in both hemispheres. The Z20 biases in both ACCESS models are small throughout the equatorial Pacific. Indeed, the spatial patterns of the bias are quite similar in all the simulations, with some minor differences only. The vertical temperature profile in the equatorial Pacific is also of interest. Among other things, this reveals the sharpness or otherwise of the equatorial thermocline that affects ENSO dynamics. Figure 4 presents the depth profiles of equatorial Pacific potential temperatures (averaged over 5°S-5°N latitudes) as a function of longitudes. The temperatures from the coupled simulations (Fig. 4 (c-f)) are compared with those from SODA ( Fig. 4(a) ) and PEODAS ( Fig. 4(b) ). The 20 °C isotherm, used as a proxy for the thermocline depth, is shown by the thick contour. The temperature biases in both models (shades) show a consistent pattern, with cold biases in the upper ocean and large warm subsurface biases in the eastern Pacific. The latter cause the thermocline to be deeper and more diffused than observed in the eastern Pacific (cf. Fig. 3 ), a common bias in some CGCMs (Yeh et al. 2010) . Presumably, these biases result from a weaker upwelling velocity in the far eastern equatorial Pacific (Yeh et al. 2010) can still significantly distort the simulated ENSO properties by contributing to the equatorial SST cold bias through enhanced upwelling and zonal advection. The SST cold bias, in turn, contributes to the double-ITCZ problem commonly seen in CGCMs (Lin 2007) .
The thermocline depth is another key variable that participates in the dynamics of ENSO through interactions with SST and τ x . Figure 3 shows the time-mean thermocline depth (contours), approximated by the depth of 20 °C isotherm (Z20), from the SODA and PEODAS ocean reanalyses ( Fig. 3(a, b) ) and the coupled simulations (Fig.  3(c-f) ). The shades in Fig. 3(b-f) show deviations of the time-mean Z20 fields from those in SODA. In general, Z20 in PEODAS tends to be shallower than in SODA. The simulated Z20 is deeper than the observed Z20 over most of the equatorial zone (Fig. 3(c-f)) ; however, these model biases are comparable to the reanalysis uncertainty ( Fig. 3(b) ). The regions with large Z20 biases are located away from the equator in both hemispheres, as for τ x . Indeed, the spatial pattern of Z20 biases corresponds very well with that of τ x .
The deeper-than-observed (i.e. positive) Z20 biases tend to occur on the poleward side of maximum easterly τ x biases (cf. Fig. 2 ). This is consistent with the occurrence of negative (i.e. annual cycle in COREv2 (Fig. 5(b) ) has smaller amplitude than that in TropFlux (Fig. 5(a) ) in the eastern Pacific. The broadscale pattern of the simulated SST annual cycle is consistent with the observed annual cycle. For example, the largest annual variations of SST occur in the eastern Pacific, with the minimum and maximum SSTs occurring during the (southern) spring and autumn seasons, respectively. The annual range (i.e. maximum-minimum) of simulated SSTs is somewhat smaller than in observations, and is more so for ACCESS1.3. The simulated SSTs are too cold during early autumn in the Niño4 region in both models. In particular, the east Pacific SST maximum is too weak in ACCESS1.3, which may affect the correct simulation of the observed ENSO phase locking to the annual cycle. Ham et al. (2012) suggest that a weak east Pacific SST maximum can affect the ENSO phase locking by enhancing the equatorial SST gradient, and shoaling the thermocline and reducing the thermal damping in the east Pacific.
As for SSTs, large annual variations for τ x (contours) also occur in the eastern Pacific. Indeed, the two annual cycles closely correspond to each other, with the strongest easterly (westerly) τ x located to the west of the SST minimum (maximum). Also, the strongest easterly τ x precedes the and are associated with the warm SST bias there (Fig. 1) . The cold temperature bias in the upper ocean is associated with stronger equatorial upwelling (caused by the stronger wind stress) that contributes to the cold tongue bias at the surface (e.g. Guilyardi et al. 2009a ).
Annual cycle
In addition to the mean state, the annual cycle in the tropical Pacific also has a close connection to the characteristics of ENSO. Figure 5 shows the climatological annual cycles of SST (shading) and τ x (contours) in the equatorial Indian and Pacific Oceans. The variables were averaged over the 5°S-5°N latitude band and the respective annual means were removed. As before, the top two panels show the annual cycles from two observational SST datasets and the middle and bottom panels show the annual cycles, respectively, from the historical and pre-industrial control simulations. Note that all the panels now display the full values, except the annual means were removed. Also, unlike the previous figures, the observed annual cycle was not subtracted from the simulated annual cycles shown in Fig. 5(c-f) . The SST annual cycles in the two observational datasets are similar, but with some differences in detail. For example, the τ x existence of significant biases in the modelled mean-state and annual cycle (e.g. Guilyardi et al. 2009a ). These biases have been reduced considerably in the ACCESS-CM (see the previous section and Bi et al. 2013a ) and, as a result, the ENSO characteristics in this model are expected to improve. Figure  6 shows the spatial structures of ENSO in observations and coupled simulations, as represented by regression patterns. The patterns were obtained by regressing the monthly SST anomalies upon the standardised Niño3 index, so the values represent the SST anomalies associated with a typical El Niño event. The Niño3 index was calculated by areaaveraging the monthly SST anomalies in the Niño3 region (90°W−150°W and 5°N−5°S). In general, both the coupled models show realistic spatial patterns (Fig. 6(c-e) ), with the highest SST anomalies confined in the eastern equatorial occurrence of the SST minimum, as in observations. There are, however, some discrepancies with observations as well. For example, the modelled peak easterly τ x tends to be somewhat stronger than the observational estimates.
Moreover, in ACCESS1.3, the peak westerly τ x during the austral autumn does not strengthen enough, which is likely to be associated with the weaker than observed SST maximum at that time.
El Niño-Southern Oscillation
The properties of simulated ENSO The spatial structure and timescales of variability are among the most important features of ENSO. Historically, CGCMs had difficulties in simulating these features, partly due to the Niño3 region in both models. Also, the meridional extent of the primary SST anomalies is still somewhat too narrow, a common bias exhibited by most CGCMs. A realistic simulation of ENSO strength and its timescales of 3-7 years has also been a challenge for CGCMs: about 25 per cent of the CMIP3 models failed to show a spectral peak in this time range for their simulated ENSO (AchutaRao and Sperber 2006). Figure 7 presents power spectra of the Niño3 indices derived from observations and the ACCESS-CM simulations. The maximum power is in the 3-7 year range, closely matching the observations (Fig. 7 (a, b) ). However, the ENSO variance in this range is somewhat weaker (stronger) than observed in ACCESS1.0 (ACCESS1.3). Nevertheless, for both models the observed spectra fall within the 95 per cent Pacific. While the magnitudes tend to be somewhat larger than observed in the eastern part of the Niño3 region, the bias involving an excessive westward extension of the primary SST anomalies into the western equatorial Pacific has been reduced, especially in ACCESS1.0. The primary SST anomalies in ACCESS1.0 appear restricted slightly more than observed to the eastern equatorial Pacific, in contrast to the excessive westward extension of these anomalies into the western equatorial Pacific seen in many CGCMs (e.g. van Oldenborgh et al. 2005) , and to some extent in ACCESS1.3. Another improvement is the better simulation of SST anomalies along the South American coast seen in both the models. Despite these improvements, the ENSOinduced SST variability is still too weak to the north of the century-long simulations can still be useful, provided caution is exercised as to their possible variations.
The temporal evolution of spectral power may be studied using the wavelet spectrum analysis (e.g. Torrence and Compo 1998) . The wavelet spectra of the observed and simulated Niño3 indices are shown in Fig. 8 . The spectra were adjusted following the suggestion of Liu et al. (2007) to facilitate comparison of spectral peaks at different frequencies. Statistically significant spectral peaks occur with realistic magnitudes. The statistical significance was assessed with respect to the background red-noise process (or the first-order autoregressive process). Also, the familiar decadal modulations of ENSO activity are evident throughout the simulation period. Even some hints of centennial modulations can be seen in the longer pre-industrial simulations (Fig. 8  (e, f) ). Given such natural variations of ENSO power over decades and centuries, it is hard to detect the changes in ENSO power, if any, due to the increasing anthropogenic forcings over the historical period. An examination of ENSO wavelet spectra in simulations with stronger anthropogenic confidence intervals for the simulated spectra, indicating consistency between the observed and simulated spectra. Wittenberg (2009) demonstrates that the strength and periodicity of ENSO simulated in the GFDL-CM2.1 model varies significantly on centennial timescales. This may call into question the robustness of the detail of such results based on a single century of simulated ENSO. To test for such variability for ACCESS-CM, power spectra of Niño3 indices from the preindustrial control simulation are calculated for the full 500 years and separately for the successive 100-year segments. The results for ACCESS1.0 and ACCESS1.3 are shown in Fig. 7(c, d) , respectively. As in Wittenberg's (2009) analysis, the power spectra for individual 100-year segments show considerable variations (consistent with random sampling fluctuations); for example the lowest and highest spectral peaks among the five segments vary by a factor of two. However, most of the individual spectra approximate well the spectrum computed from the 500-year simulation; also, they are within the range of uncertainty shown in Fig. 7(a, b) . This implies that power spectra estimated from being weaker than observed and the minimum activity occurring in July. This deficiency in the seasonal phase locking of ENSO in ACCESS1.3 will be addressed during future model development. We next show the growth and decay of typical ENSO events in observations and the coupled simulations (Fig.  10 ). These are illustrated by regressing the Niño3 SST time series for the preceding and following months upon the standardised Niño3 index for December only. Therefore, the numerical values have a unit of °C and express the magnitudes of Niño3 SST anomaly during the growth and decay phases of a typical ENSO event. The growth-decay curves for the two ACCESS1.0 simulations (blue and purple) have a similar shape as those for the observations (solid and dashed black curves). However, the ENSO growth and decay is slightly delayed compared to the observations. The deviations from observations are larger for ACCESS1.3 (red forcings may be needed to determine the possible effect of anthropogenic forcings on future ENSO behaviour.
An outstanding characteristic of ENSO is that the SST anomaly in the central equatorial Pacific typically peaks around December (e.g. Rasmusson and Carpenter 1982) . Many CMIP3 models did not represent this seasonal phaselocking of ENSO realistically (Joseph and Nigam 2006) . The seasonal phase locking in ACCESS simulations is depicted by the annual variations of the monthly standard deviation of the Niño3 indices (Fig. 9) . In general, the annual variation of ENSO activity is simulated in both versions of the ACCESS-CM with a varying degree of accuracy. As in observations, the ENSO activity in ACCESS1.0 peaks in December, with a comparable variation over the calendar year. However, the minimum activity occurs two months later than in observations. On the other hand, ACCESS1.3 shows the maximum ENSO activity in March, with the annual variation (b) represent the observed spectra computed from HadSST and ER-SST, and the data for 1870-2005 were used for both the observed and simulated spectra. The two blue dashed curves in each of these plots show the 95 per cent lower and upper confidence limits for the simulated spectra, estimated from the chi-squared distribution. The black solid curve in (c) and (d) represents the power spectrum from each 500-yr long pre-industrial control simulation. The coloured dashed curves are the power spectra computed from the five successive 100-year segments of the pre-industrial control simulation. Unit is °C 2 / (cycles/mon). observationally derived regression patterns for SST and τ x ( Fig. 11(a, b) ; see also Guilyardi et al. 2009b) show that the SST anomalies (shading) develop contemporaneously along all longitudes, with the strongest anomalies in the eastern Pacific. There is no clear sign of a zonal propagation of the SST anomalies. The SST anomalies in ACCESS1.0 develop in the same fashion as observed, while those in ACCESS1.3 show westward propagations during the ENSO decay phase. In both models, however, strong SST anomalies are induced over a wider region than in observations. This is mainly due to a higher correlation between the Niño3 index and the SST anomalies in and surrounding the Niño3 region in the models than in the observations.
The regressed τ x field (contours) from observations shows the familiar pattern of westerly wind stress appearing to the west of the Niño3 region ( Fig. 11(a, b) ). In contrast to the and green curves), especially during the growth phase and the early part of the decay phase. These deviations may be attributed to the error in ENSO phase locking in this model, for which the highest SST anomaly occurs in March instead of December. According to simple theoretical models of ENSO (Suarez and Schopf 1988 , Battisiti and Hirst 1989 , Jin 1997 , the zonal wind stress (τ x ) and the thermocline depth (Z20) in the tropical Pacific play a key role in determining the ENSO-related SST evolution. It is of interest to see how these coupled variables evolve through the ENSO developing and decay phases in the model simulations. Figures 11 and 12 show the lag-regressions of latitudinally-averaged (5°S-5°N) SST, zonal wind stress and thermocline depth anomalies at each longitude and the standardised Niño3 index. Unlike in Fig.  10 , all months were included in the calculations here. The (shading). The Z20 regressions in observations ( Fig. 12(a, b) ) are characterised by a predominantly dipole pattern, with positive Z20 anomalies (i.e. a deeper thermocline) collocated with the strongest positive SST anomalies in the eastern Pacific. Negative Z20 anomalies coincide with weak negative SST anomalies in the western Pacific. While the SST and Z20 anomalies evolve contemporaneously in the eastern Pacific, the negative Z20 anomalies in the western Pacific lag the Niño3 SST anomalies by up to four months. Consistent with this is the occurrence of the weak negative SST anomalies there; as the mean thermocline is deeper in the western Pacific, the thermocline anomaly only weakly affects the SSTs there. The Z20 regression pattern in the coupled simulations is broadly similar to that found in observations, although there are differences in details. For example, the positive anomaly pole in the eastern Pacific is of smaller size than in the observations and the negative anomaly pole is somewhat shifted east into the Niño3 region. Also, the weak negative SST anomalies in the western Pacific are not as well defined SST anomalies, the τ x anomalies show zonal propagations:
the anomalies first appear in the western-central Pacific and then propagate eastward to the central-eastern Pacific as the SST anomalies strengthen. This eastward propagation is also seen in ACCESS1.0 (Fig. 11(c, e) ); however, the regressed τ x anomalies in ACCESS1.3 show a westward propagation, as for the SST anomalies in this model. In addition, the regressed τ x anomalies in both the models are much weaker than in observations. The occurrence of such a weak τ x response to ENSO (or dynamic feedback) in the models is surprising, given that the simulated ENSO amplitudes are comparable to the observed amplitude. One possibility is that the ENSO thermodynamic feedback, associated with the surface heatflux response to ENSO, is also weak in the models, thereby compensating for the weaker than observed dynamic feedback. Figure 12 shows the similar regression patterns as above, but for the Z20 field (contours). For ease of comparison, the SST regressions from Fig. 11 are reproduced in Fig. 12 Fig. 12. As in Fig. 11 , but for SST (°C; shades) and the thermocline depth (m; contours). The thermocline depth data used in (a) and (b) are from SODA and PEODAS, respectively.
presents the atmospheric circulation response to ENSO, in the form of regression patterns of the surface horizontal (vectors) and zonal (contours) winds and the pressure velocity at the 500 hPa level (shading) regressed upon the standardised monthly Niño3 index. As evident from the observations ( Fig. 13(a) ), the deep convection region of the western Pacific is shifted towards the central Pacific during the ENSO warm phase, creating anomalous ascending motions (and surface wind convergence) around the dateline and anomalous descending motions (and surface wind divergence) in the far western Pacific. This eastwest dipole pattern of vertical motion is accompanied by anomalous westerlies in the western Pacific, to the west of ascending motions, and anomalous easterlies in the Indian Ocean, to the west of descending motions. The convective region extends to the eastern Pacific along the north of the equator and along the South Pacific Convergence Zone (SPCZ). Elsewhere in the tropics, there are weak descending motions over the southwest and northwest Pacific and over the tropical Atlantic Ocean. The ENSO-induced atmospheric circulation anomalies in the ACCESS1.0 AMIP simulation are presented in Fig. 13(b) .
in the model simulations as in the observations, which could result from a combination of model errors in the thermocline depth, wind stress, and the heatflux in that region.
In summary, we have compared with observations the salient properties of the simulated ENSO, including its spatial structure, amplitude, timescales of variability, seasonal phase locking, growth and decay, and the evolution of the coupled variables during ENSO. Overall, these prominent properties of ENSO seem to be reasonably well simulated in the two versions of ACCESS-CM, although version 1.0 tends to perform better than version 1.3 on the measures examined here. However, there is still much scope for improving the simulated ENSO, and the remaining challenges include a better simulation of the wind stress and thermocline depth and their interactions with tropical Pacific SST anomalies.
ENSO teleconnections
It is well known that ENSO has a significant climatic impact on remote regions through atmospheric teleconnections (e.g. Trenberth et al. 1998 ). Here, we look at the ENSO impact on some of the important climate variables in model simulations and compare that with observations. Figure 13 and is seen in all the coupled simulations. Another significant difference is the area of dry rainfall anomaly in the western Pacific, which is a prominent feature of the observed rainfall anomalies, but is weak in the coupled simulations, especially in ACCESS1.0. To some extent, this deficiency is also seen in the AMIP simulation, indicating that the bias may have originated from deficiencies in the atmospheric model physics. Finally, the positive rainfall anomalies in the central equatorial region in the coupled simulations are significantly weaker than observed, a consequence of the cold bias of simulated SSTs in that region. The analysis presented above emphasises the tropical region. However, there is also significant ENSO teleconnections in the extratropics, which may be suitably illustrated by the sea-level pressure field (Fig. 15) . As before, regression results from an AMIP simulation (Fig. 15(b) ) and four coupled simulations (Fig. 15(c-f) ) are compared with the result from reanalysis. In the tropics, the warm phase of ENSO is associated with higher (lower) than normal pressure in the western Pacific and the Indian Ocean (central and eastern Pacific). In the extratropics, the notable features include a strong anomalous low pressure system in the north Pacific and a pronounced anomalous high pressure system in the far southeastern Pacific (Fig. 15(a) ). These anomalous features are well captured by the AMIP simulation ( Fig.  15(b) ), which is forced by the observed SST and sea-ice
The large-scale patterns of vertical velocity and surface winds are similar to those for observations. However, the response for the vertical velocity (zonal wind) is somewhat stronger (weaker) than observed. In the coupled models ( Fig. 13(c-f) ) the large-scale patterns are also reasonably well simulated, although the magnitude of response in this case is weaker than observed for both the vertical velocity and horizontal winds. Also note that the weak zonal wind response in the Indian Ocean is seen in both the AMIP and coupled simulations, indicating that the atmospheric model could be the source of this bias.
The ENSO impact on rainfalls is important, as this is related to the occurrence of droughts and floods in many regions, including Australia. Figure 14 shows the El Niño-related rainfall anomalies as the regression coefficients of rainfall on the standardised Niño3 index for the observation (Fig. 14(a) ), an AMIP simulation (Fig. 14(b) ), and the coupled simulations (Fig. 14(c-f) ). The rainfall anomaly pattern in the AMIP simulation is similar to that observed, with several differences, the most striking of which is an east-west oriented dry anomaly region to the north of the equator. For the coupled simulations, the large-scale rainfall anomaly pattern agrees reasonably with the observed pattern. However, the magnitude of rainfall response is weaker overall for all the coupled model simulations. Also, the dry anomaly region to the north of the equator is now more pronounced westward shift of the negative height anomalies in the north Pacific (Fig. 16(c-f) ).
ENSO teleconnection with Australian rainfall ENSO is a major driver of interannual rainfall variability in Australia (e.g. McBride and Nicholls 1983 , Wang and Hendon 2007 , Risbey et al. 2009 ). It is therefore of interest to examine the representation of this important aspect of Australian climate in ACCESS models. In Fig. 17 , we present the correlation between the Niño3.4 index and rainfall anomalies in the Australian region. Note that we use the Niño3.4 index for Australian teleconnections, as the Niño3.4 index tends to show a higher correlation with Australian climate variability than for the Niño3 index (e.g. Hendon 2007, Risbey et al. 2009 ). The analysis was performed separately for four standard seasons (DecemberJanuary-February, March-April-May, June-July-August, and September-October-November (SON)) and the annual means. Here, we show only the results for the spring season (SON), as the ENSO impact on Australian climate is largest during this season. The rainfall teleconnection in the ACCESS1.0 and ACCESS1.3 historical experiments (Fig.  17(b, c) ) is compared with that in the Bureau of Meteorology rainfall dataset (Fig. 17(a) ); the rainfall teleconnection in the AMIP simulation with an earlier version of the ACCESS atmosphere model was investigated by Risbey et al. (2011). distributions. The coupled models also do a reasonable job in simulating the ENSO-induced pressure patterns, with some exceptions. The latter include a somewhat stronger extratropical response in the northern hemisphere (NH), with a large high-pressure response over the Arctic in the ACCESS1.3 simulation (Fig. 15(f) ). The large Arctic response in ACCESS1.3 appears to be part of a generally stronger extratropical response to ENSO shown by this model. Figure 16 shows the ENSO teleconnection in the upper troposphere using the regressed 200 hPa height field. In the tropics, the height anomalies take the form of a pair of anticyclones (cyclones) over the central-eastern Pacific (the western Pacific and eastern Indian Ocean), on both sides of the equator. These upper tropospheric anomalies are broadly of opposite signs to the surface anomalies, consistent with a baroclinic response to the ENSO-induced heat sources in the tropics (Gill 1980) . In the extratropics, the upper tropospheric height anomalies have the same sign as for the surface anomalies, consistent with an equivalent barotropic response there. For the observation (Fig. 16(a) ), the familiar Pacific-North American (PNA) pattern and the Pacific-South American (PSA) pattern are apparent. These prominent ENSO teleconnection patterns are also captured well by the models. In the AMIP simulation (Fig. 16(b) ), the tropical (extratropical) response is somewhat weaker (stronger) than observed. A notable difference for the coupled models is a simulated ENSO timescale is also realistic in both models, with the maximum ENSO power being in the 3-7 year band as observed. The ENSO phase locking to the annual cycle is a robust observed feature of ENSO; this is simulated very well by one of the ACCESS models (ACCESS1.0). The ENSO growth and decay tend to be somewhat delayed in the ACCESS models; however, overall these features are also well simulated. The success of simulating the time-lagged evolutions of SST and zonal wind stress anomalies during ENSO is mixed: the spatial patterns are realistic, but the response of SST (zonal wind stress) to ENSO is too strong (weak) in the simulations. Moreover, the SST anomalies in ACCESS1.3 show a tendency of westward propagations. While no such propagation is seen in the regression pattern derived from observations for 1870-2005, westward (eastward) propagating ENSO signals were observed before (after) the 1977 climate shift (Guan and Nigam 2008) . The simulated response of the thermocline depth is somewhat more realistic in ACCESS1.0 than in ACCESS1.3. The simulated ENSO teleconnection patterns show a close correspondence with observed patterns, especially in the extratropics. In the tropics, while the teleconnections are realistic, the impact of the equatorial cold bias is seen in precipitation and vertical velocity responses, contributing to the weaker than observed responses there. Despite these deficiencies, the ACCESS models perform better in simulating key ENSO properties and teleconnections than most CMIP3 models (cf. AchutaRao and Sperber 2006, Joseph and Nigam 2006) . For example, Joseph and Nigam (2006) examined the ENSO evolution and teleconnections in six CGCM simulations from the CMIP3 archive: GFDL CM2.1, GISS-EH, CCSM3, PCM, HadCM3, and MIROC3.2 (hires). Most of these models showed strong biases in some of the ENSO properties examined above; e.g. only two of these six CMIP3 models simulated a realistic spatial structure and ENSO phase locking (HadCM3 and CCSM3), although the ENSO temporal evolution in CCSM3 was too quick and periodic. Likewise, the simulated teleconnections are also better in the ACCESS models than in many CMIP3 models.
While these improvements in ENSO simulations indicate a clear progress from the previous generation models, there are still significant deficiencies in the ACCESS-CM that need to be addressed as part of the overall model development effort. One obvious deficiency that has to be understood is the weaker than observed zonal wind stress response to ENSO in both versions of ACCESS-CM. Also, imperfections in the seasonal ENSO phase locking, especially in ACCESS1.3, need to be investigated. We plan further data analysis and atmosphere and coupled model experiments to address these issues in future.
Acknowledgments
We thank two anonymous reviewers for providing insightful comments on this paper. This work has been undertaken as part of the Australian Climate Change Science Program, All results shown below are for a recent one hundred year period, 1906-2005. The observed ENSO teleconnection with spring rainfall shows the familiar pattern, with the largest dry anomalies located in the northern and eastern parts of Australia (Fig.  17(a) ). There are small dry anomalies over the central part of Western Australia and larger anomalies elsewhere, including the southwestern tip. The rainfall teleconnection simulated in the historical experiments shows many of the prominent teleconnection features in the observed dataset, including the larger dry anomalies in the northern, eastern and southeastern Australia. However, there are also significant deviations from the observed pattern. For ACCESS1.0, these include the overall weakness of the teleconnection strength, and the positive correlations over much of Western Australia and some coastal regions of northern Australia (Fig. 17(b) ). The main bias in ACCESS1.3 appears to be the weakness of the teleconnection signal over eastern Australia (Fig. 17(c) ).
The weaker than observed teleconnection between ENSO and Australian rainfall in ACCESS1.0 is perhaps expected, given the presence of the equatorial Pacific cold bias and also that the simulated SSTs in this model tend to be colder (by 0.12 °C in the Niño3.4 region) than those in ACCESS1.3. While the spurious positive correlations in Western Australia are not straightforward to explain, it appears that the continentwide teleconnection pattern is somewhat biased towards positive correlations in ACCESS1.0. The coupled simulations represent only a single ensemble member from each model; inclusion of additional ensemble members (which are not yet available) in future analyses is expected to improve the statistical significance of the overall rainfall teleconnection pattern over Australia. Given that a realistic simulation of regional rainfall variability has remained among the most significant challenges for the state-of-the-art CGCMs (Randall et al. 2007 ), the ACCESS model performance in capturing the ENSO-Australian rainfall teleconnection may be judged as reasonably good.
Conclusions
In this work, we have investigated the realism of simulated ENSO in ACCESS simulations performed for participating in the CMIP5. Using the pre-industrial control and historical simulations of ACCESS-CM versions 1.0 and 1.3, we compared with observations the fundamental ENSO properties, such as the spatial structure and timescales, seasonal phase locking, growth and decay, and coupled ENSO evolutions, as well as the ENSO induced teleconnection patterns. Our analysis shows that both versions of the ACCESS-CM perform reasonably well in simulating the ENSO properties and teleconnections when compared with observations. The simulated ENSO spatial pattern is found to be realistic in both ACCESS1.0 and ACCESS1.3. In particular, a commonly seen bias of high ENSO related SST variance in the western Pacific is absent in ACCESS1.0 simulations. The
