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Abstract
We show that the correlation functions of any single-field cosmological model with constant growing-
modes are constrained by an infinite number of novel consistency relations, which relate N + 1-point
correlation functions with a soft-momentum scalar or tensor mode to a symmetry transformation on N -
point correlation functions of hard-momentum modes. We derive these consistency relations from Ward
identities for an infinite tower of non-linearly realized global symmetries governing scalar and tensor
perturbations. These symmetries can be labeled by an integer n. At each order n, the consistency
relations constrain — completely for n = 0, 1, and partially for n ≥ 2 — the qn behavior of the soft
limits. The identities at n = 0 recover Maldacena’s original consistency relations for a soft scalar and
tensor mode, n = 1 gives the recently-discovered conformal consistency relations, and the identities for
n ≥ 2 are new. As a check, we verify directly that the n = 2 identity is satisfied by known correlation
functions in slow-roll inflation.
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1 Introduction
The consistency relation is one of the most powerful probes of early universe physics. It states that the
3-point function of the curvature perturbation ζ [1, 2], in the squeezed or local limit where one of the
modes becomes soft, is determined by the scale transformation of the 2-point function1 [3–5]:
lim
~q→0
1
Pζ(q)
〈ζ~qζ~k1ζ~k2〉
′ = −~k1 · ∂
∂~k1
〈ζ~k1ζ~k2〉
′ . (1.1)
The consistency relation holds under very general conditions [5]: any early universe scenario involving a
single scalar degree of freedom (or single ‘clock’) whose perturbations grow to a constant at late times,
must satisfy (1.1). This encompasses all single-field inflationary models [6–10], including hybrid mod-
els [11], as well as some non-inflationary scenarios [12–22]. Conversely, to observe a significant 3-point
function in this limit requires violating one of the assumptions above, for instance through additional
scalar fields [23–28] or an unstable background [29, 30, 33, 34]2. The consistency relation (1.1) has been
established through explicit calculations [3, 5] and can be understood using “background-wave” argu-
ments3 [3, 4]. It holds whether the short-wavelength modes are inside or outside the horizon [38]. Recent
papers [39, 40] show that the consistency relation can be rewritten as the vanishing of a certain repackaged
3-point function in the squeezed limit. Nonetheless, whether this repackaged 3-point function vanishes or
not — as in the case of muliple fields — has observational consequences and is in principle testable.
In this paper we will show that inflationary correlation functions — and more generally those of any
single-field cosmology with constant growing mode solutions for scalars and tensors — are constrained
by an infinite number of consistency relations. Similarly to (1.1), they relate the soft limit ~q → 0 of a
scalar or tensor mode in an N+1-point correlation function to a symmetry transformation on an N -point
function. We will show how these arise as Ward identities for an infinite number of non-linearly realized
symmetries, akin to the soft-pion theorems of chiral perturbation theory [41, 42]. At each order n, the
consistency relations constrain — completely for n = 0, 1, and partially for n ≥ 2 — the qn behavior of
the soft limits of correlation functions.
As the simplest example, we will recover the original consistency relation (1.1) from the Ward
identity for spontaneously broken spatial dilations. This was already pointed out in [3] and recently shown
in [43]. The operator approach followed here in translating the Ward identity to a consistency relation has
some overlap with [43]. The approach establishes the non-perturbative nature of the consistency relations.
In a parallel investigation, Goldberger, Hui and Nicolis [44] have used the path integral approach to
derive (1.1) from a Ward identity. See [45, 46] for recent derivations of (1.1) using holographic arguments.
As another example, we will recover the tensor consistency relation [3]
lim
~q→0
1
Pγ(q)
〈γs(~q)ζ~k1ζ~k2〉
′ = −1
2
si`0(q)k
i
1
∂
∂k`01
〈ζ~k1ζ~k2〉
′ , (1.2)
1Here Pζ denotes the power spectrum, and 〈. . .〉′ are correlators without the momentum-conserving δ-function.
2One exception, for instance, is the Solid Inflation model proposed recently [35].
3The background-wave argument basically goes as follows. The long (~q → 0) mode freezes out much earlier than the short
(~k1,2) modes, and hence acts as a classical background for the generation of these modes. Since the growing mode solution
for ζ is a constant, the background 3-metric (ignoring tensors) experienced by the short modes is hij = e
2ζLa2(t)δij , where
ζL is approximately constant. This constant background is an adiabatic mode [36, 37], which can be removed by a local
rescaling of the short modes.
1
where si`0 is the polarization tensor, from the Ward identity for spontaneously broken anisotropic spatial
rescaling.
Recently, it has been pointed out [47, 48] that scalar perturbations in spatially flat single-field
cosmology are governed by the symmetry breaking pattern
SO(4, 1)→ spatial rotations + translations , (1.3)
with ζ playing the role of the Goldstone boson (or dilaton) for the SO(4, 1) conformal symmetries on
R3. The origin of conformal symmetry is most easily seen in comoving gauge, where the scalar field
is unperturbed, and the spatial metric (ignoring tensors) is hij = a
2(t)e2ζ(~x,t)δij . Since this 3-metric is
conformally flat, the 10 conformal transformations on R3 preserve this form and hence are symmetries of
the scalar sector.4 The dilation and special conformal transformations (SCTs) are non-linearly realized on
ζ, whereas spatial translations and rotations are linearly realized. The conformal symmetries are restored
(and linearly realized on the fields) in the limit that the background becomes exact de Sitter space [49–56].
As another special case of our general Ward identities, we will show that the conformal consistency
relation, recently derived using background-wave arguments [47], is a consequence of the Ward identity for
non-linearly realized SCTs. The conformal consistency relation relates the order q behavior of correlation
functions with a soft-ζ mode to an SCT acting on the correlation functions of the hard modes. Since
SCTs result in a departure from the transverse, traceless conditions for tensor modes, they are strictly
speaking a good symmetry of the scalar sector only [47, 48]. However, we will show how the SCTs can
be corrected, order by order in the tensors, to become full-fledged symmetries of the theory of scalar
and tensor perturbations. These result in corrections to the conformal consistency relation to all orders
in tensors. (In contrast, the spatial dilation symmetry is exact, including tensors, and (1.1) receives no
correction.) There is also a tensor consistency relation constraining the order q behavior of the correlation
functions with a soft tensor mode [47], which we will also recover from our Ward identities.
More generally, we will show in Sec. 2 that the theory of scalar and tensor perturbations in comoving
gauge,
hij = a
2(t)e2ζ(~x,t)
(
eγ(~x,t)
)
ij
, (1.4)
where5 γii = 0, ∂iγ
i
j = 0, is constrained by infinitely-many non-linearly realized symmetries. These are
residual diffeomorphisms, which do not fall off at infinity and which leave the form of the 3-metric (1.4)
intact. The symmetries are defined perturbatively in the tensors, and the corresponding field transfor-
mations include terms to all orders in γ. No quasi-de Sitter or slow-roll approximation will be assumed
— the symmetries uncovered here hold on any spatially-flat cosmological background.
Since the residual diffeomorphisms diverge at infinity, they map field configurations which fall off
at infinity into those which do not. Nevertheless, in Sec. 2.3 we will generalize Weinberg’s argument [37]
to show that certain linear combinations of these transformations can be smoothly extended to physical
4This does not contradict the usual notion that “comoving gauge completely fixes the gauge,” since this statement assumes
that gauge transformations fall off at infinity — conformal transformations clearly do not. As such, conformal transformations
are residual diffeomorphisms mapping field configurations which fall off at infinity into those which do not. Nevertheless, as
shown in [47, 48] and reviewed in Sec. 2.3, they can be extended to transformations which do fall off at infinity, and hence
generate new physical solutions or adiabatic modes [36, 37].
5Unless otherwise stated, spatial indices are everywhere raised/lowered using δij .
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configurations which fall off at infinity. In other words, they correspond to adiabatic modes. Such
transformations can be thought of as the q → 0 limit of transformations which do fall off at infinity, and
therefore generate new physical solutions.
In Sec. 3 we will show how the Ward identities associated with the non-linearly symmetries lead to
consistency relations for the soft limits of correlation functions. The derivation, while somewhat technical,
is very general and allows us to derive at once all consistency relations. (In contrast, the background-
wave method, while straightforward for the dilation consistency relation [4], is already considerably more
intricate for the conformal consistency relation [47].) Another upshot of the operator approach is that
the regime of applicability of the consistency relations is sharply defined — Ward identities are non-
perturbative statements, and in particular do not rely on semi-classical approximations.
The consistency relations we obtain are of the following schematic form (with n ≥ 0)
lim
~q→0
∂n
∂qn
(
1
Pζ(q)
〈ζ(~q)O〉′c +
1
Pγ(q)
〈γ(~q)O〉′c
)
∼ − ∂
n
∂kn
(
〈O〉′c + 〈O˜〉′c
)
, (1.5)
where O represents a product of N scalar ζ and tensor γ perturbations with momenta labeled by ~k1, ...,~kN ;
O˜ represents the same set of fields with one of the fields (ζ or γ) replaced by another γ; 〈 〉′c represents
the connected momentum space correlation functions with the overall delta function removed. On the
left hand side, we have N + 1-point functions with a soft (small q) ζ or γ leg (some relations have only
soft ζ, some only soft γ, and some have both); on the right hand side, we have N -point functions with
the soft leg removed. As such, these consistency relations resemble the well-known soft-pion theorems,
and indeed they follow from Ward identities applied to nonlinearly realized symmetries just like the soft-
pion theorems do. There is an infinite set of consistency relations, labeled by the integer n ≥ 0, each
controlling the qn behavior of the relevant N + 1-point function. The other momenta ~k1, ...,~kN are hard
compared to ~q, but there is no assumption on whether they are inside or outside the horizon [38]. There
are 3 independent relations for n = 0 (one involving a soft scalar and two involving a soft tensor), 7
relations for n = 1 (three involving a soft scalar and four involving a soft tensor), and 6 for each n ≥ 2
(four involving a soft tensor and two involving mixtures of soft scalar and tensor). The n = 0 and n = 1
relations are known. The n ≥ 2 relations are new.
In Sec. 4 we will show that the n = 0 identities reproduce the dilation and anisotropic scaling
consistency relations, of which (1.1) and (1.2) are the simplest renditions. Moreover, we will recover from
the n = 1 identity the conformal consistency relation and the linear-gradient tensor analogue relation.
While the n = 0, 1 consistency relations completely fix the q0 and q behavior of the soft limits, the
n ≥ 2 identities only partially fix the qn behavior of the correlation functions. Of the 6 algebraically-
independent consistency relations at n ≥ 2, 4 involve soft-γ correlation functions only, while the remaining
2 involve a linear combination of soft-ζ and soft-γ correlators. (This is a key difference compared to the
lower-order identities — there are no “pure scalar” consistency relations for n ≥ 2.) As an example of
a novel consistency relation, we study in Sec. 5 the n = 2 tensor Ward identity relating the q2 behavior
of 〈γij(~q)ζ~k1ζ~k2〉 in the limit ~q → 0 to derivatives of the scalar 2-point function 〈ζ~k1ζ~k2〉. As a check of
our result, we verify that this new consistency relation is satisfied by the 3-point function computed by
Maldacena in slow-roll inflation [3]. As another non-trivial check on our identities, in Sec. 6 we verify
that the contribution to 〈ζζζ〉 from a particular operator is annihilated by our derivative operators to
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all orders in n. We conclude in Sec. 7 with a discussion of possible future investigations. Many of the
technical details of our derivation are described in a series of Appendices.
The general Ward identities derived here constitute the complete list of consistency relations that
any single-field cosmological scenario with constant growing modes must satisfy. The Planck data, which
has found no evidence of non-Gaussianity in the squeezed limit [57], is so far consistent with the lowest-
order consistency relation (1.1). The higher-order relations involving scalars and tensors, while unlikely
to be tested in the near future, offer the complete checklist with which current and future-generation
observations will put single-field inflation to test.
2 Symmetries of Cosmological Perturbations
Consider perturbations on a spatially-flat, Friedmann-Robertson-Walker (FRW) background driven by a
scalar field φ = φ(t). Following [3], we work in comoving (or uniform-density) gauge6, where the scalar
field is unperturbed,
φ = φ(t) , hij = a
2(t)e2ζ(~x,t)
(
eγ(~x,t)
)
ij
, γii = 0 , ∂iγ
i
j = 0 . (2.1)
In this gauge, scalar inhomogeneities are captured by ζ, while tensor modes are encoded in γij .
If all the fields and gauge parameters are assumed to die off sufficiently fast at spatial infinity, then
this gauge choice completely fixes the gauge, leaving no residual symmetries. Nevertheless, there is still
room for diffeomorphisms whose gauge parameters do not die off at infinity. In the absence of tensors,
for instance, it has been argued recently that conformal transformations on spatial slices are residual
symmetries of the scalar sector [47, 48]. Our goal in this Section is to generalize these results to include
tensor perturbations to all orders. Although we will eventually be interested in deriving Ward identities for
inflationary correlation functions, we should stress that no slow-roll or quasi-de Sitter approximations will
be necessary to identify these residual symmetries. They hold on any (spatially-flat) FRW background.
Consider a (possibly time-dependent) spatial diffeomorphism, ξi(~x, t). Since this diffeomorphism is
purely spatial, it does not disturb the gauge choice φ = φ(t). If we can identify field transformations δζ
and δγij such that
δ
(
e2ζ (eγ)ij
)
= Lξ
(
e2ζ (eγ)ij
)
, (2.2)
then these transformations will act like diffeomorphisms which leave the gauge fixed action invariant, and
hence constitute a symmetry. The Lie derivative Lξ(gij) is defined as ξk∂kgij +∂iξkgkj +∂jξkgik. We will
solve (2.2) order by order in powers of γ, expanding the field variations and diffeomorphism parameter
as follows:
δγij = δγ
(γ0)
ij + δγ
(γ1)
ij + . . .
δζ = δζ(γ
0) + δζ(γ
1) + . . .
ξi = ξ
(γ0)
i + ξ
(γ1)
i + . . . (2.3)
At each order we will impose that δγij be transverse and traceless.
6The form of hij in this gauge is closely related to the conformal decomposition introduced by York [58] and Lichnerow-
icz [59].
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2.1 Zeroth-order in tensors
We first focus on the zeroth-order diffeomorphisms, ξ
(γ0)
i , leaving the derivation of the first-order correction
ξ
(γ1)
i to Sec. 2.2 below.
At zeroth-order in γ, expanding (2.2) gives
2δζ(γ
0)δij + δγ
(γ0)
ij = 2ξ
(γ0)
k ∂
kζδij + ∂iξ
(γ0)
j + ∂jξ
(γ0)
i . (2.4)
Since δγij must be traceless, taking the trace allows us to solve for δζ
(γ0),
δζ(γ
0) =
1
3
∂iξ
(γ0)
i + ξ
(γ0)
i ∂
iζ . (2.5)
Plugging back into (2.4), we can solve for δγ
(γ0)
ij ,
δγ
(γ0)
ij = ∂iξ
(γ0)
j + ∂jξ
(γ0)
i −
2
3
∂kξ
(γ0)
k δij . (2.6)
Taking the divergence of this expression yields an equation for ξ
(γ0)
i ,
~∇2ξ(γ0)i +
1
3
∂i∂
jξ
(γ0)
j = 0 . (2.7)
Note that (2.7) admits no non-trivial solutions which vanish at infinity. We see this by taking its diver-
gence, ~∇2(∂iξ(γ0)i ) = 0, which for fields that vanish at infinity implies ∂iξ(γ
0)
i = 0. Plugging this back
into (2.7) gives ~∇2ξ(γ0)i = 0, which then implies ξ(γ
0)
i = 0. Hence ξ
(γ0)
i cannot vanish at infinity. As a
corollary, even though we allow for ξ
(γ0)
i to depend on ζ, the argument above implies that it is in fact
independent of ζ. To see this, imagine expanding ξ
(γ0)
i in powers of ζ, where each term in this expansion
must separately satisfy (2.7). Since higher-order terms are proportional to powers of ζ, and thus vanish
at infinity (since ζ does), they must be trivial.
Any (possibly time-dependent) ξ
(γ0)
i satisfying (2.7) preserves comoving gauge, to zeroth order in
tensors, with field transformations (2.5) and (2.6). The condition (2.7) is the divergence of the conformal
Killing equation on R3, ∂iξj + ∂jξi = 23∂kξ
kδij , so any of the transformations of the conformal group
on R3 (with possibly time dependent parameters) will satisfy it. These include, in addition to (time-
dependent) spatial rotations and translations, the spatial dilation and 3 special conformal transformations
(SCTs) [47, 48]
ξdilationi = λ(t)xi
ξSCTi = 2b
j(t)xjxi − ~x2bi(t) . (2.8)
2.2 Higher order in tensors
It is worth emphasizing that while SCTs were initially believed to be good symmetries of the scalar
sector only [47, 48], since they result in a departure from the transverse, traceless conditions for tensor
modes, here we show that ξSCTi can be corrected order by order in γ to preserve the transverse, traceless
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conditions, and thus is promoted to a full-fledged gauge-preserving transformation. In contrast, we also
show that spatial dilation is exact to all orders in tensors.
At first order in γ, (2.2) gives7
2δζ(γ
1)δij + 2δζ
(γ0)γij + δγ
(γ1)
ij +
1
2
(
δγ
(γ0)
ik γ
k
j + γ
k
i δγ
(γ0)
kj
)
= 2ξ
(γ1)
k ∂
kζδij + 2ξ
(γ0)
k ∂
kζγij + ∂iξ
(γ1)
j + ∂jξ
(γ1)
i + Lξ(γ0)γij . (2.9)
The tensor variation δγ
(γ1)
ij must be transverse and traceless, so as before, taking the trace allows us to
solve for the scalar variation,
δζ(γ
1) = ξ
(γ1)
i ∂
iζ +
1
3
∂iξ
(γ1)
i . (2.10)
Plugging back into (2.9), we can solve for the tensor variation,
δγ
(γ1)
ij = ∂iξ
(γ1)
j + ∂jξ
(γ1)
i −
2
3
∂kξ
(γ1)
k δij
+
1
2
(
2ξ
(γ0)
k ∂
kγij + ∂iξ
(γ0)
k γ
k
j + ∂jξ
(γ0)
k γ
k
i − ∂kξ(γ
0)
i γ
k
j − ∂kξ(γ
0)
j γ
k
i
)
. (2.11)
Taking a divergence, we find the following equation for ξ
(1)
i ,
∇2ξ(γ1)i +
1
3
∂i
(
∂jξ
(γ1)
j
)
= −∂
j
2
(
2ξ
(γ0)
k ∂
kγij + ∂iξ
(γ0)
k γ
k
j + ∂jξ
(γ0)
k γ
k
i − ∂kξ(γ
0)
i γ
k
j − ∂kξ(γ
0)
j γ
k
i
)
. (2.12)
The right-hand side contains known zeroth-order quantities only and thus sources ξ
(γ1)
i . We are instructed
to solve this equation subject to the boundary condition that ξ
(γ1)
i vanish at infinity. (Since ξ
(γ1)
i is first-
order in γ, which itself goes to zero at infinity, there is no room for a homogeneous solution that would
not be proportional to γ.) By taking a divergence of (2.12) it is easy to see that the solution is unique,
albeit spatially non-local. Explicitly, the solution for ξ
(γ1)
i with these boundary conditions is
ξ
(γ1)
i =
1
2
∂k
∇2
(
δ `i −
1
4
∂i∂
`
∇2
)(
−L
ξ(γ
0)γk` + ∂
mξ
(γ0)
` γmk + ∂
mξ(γ
0)
m γk`
)
. (2.13)
There is no obstruction to extending this to any order in γ. At m-th order in the tensors, (2.2)
reads
2δζ(γ
m)δij + δγ
(γm)
ij = 2ξ
(γm)
k ∂
kζδij + ∂iξ
(γm)
j + ∂jξ
(γm)
i + (known lower order pieces) . (2.14)
As before, taking the trace allows us to solve for δζ(γ
m), and then plugging back we can solve for δγ
(γm)
ij .
Taking the divergence then yields an equation for ξ
(γm)
i which reads
∇2ξ(γm)i +
1
3
∂i
(
∂jξ
j(γm)
)
= (known lower order pieces) . (2.15)
The same line of argument as before leads us to conclude that (2.15) has a unique solution.
7We thank Lasha Berezhiani and Junpu Wang for correcting important typos in the original O(γ1) expressions.
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Note that the dilation transformation, corresponding to ξ
(γ0), dil.
i = λxi, is exceptional in that it
does not get corrected at any order in the tensors. Indeed, from (2.13) it is straightforward to show that
ξ
(γ1), dil.
i = 0 in this case. This is true to all orders: ξ
dil.
i = λxi is an exact symmetry, with
δdilationζ(~x) = λ
(
1 + xi∂iζ(~x)
)
,
δdilationγij(~x) = λx
k∂kγij(~x) . (2.16)
2.3 Adiabatic modes
By the argument above, the residual transformations ξi have a field-independent part which does not fall
off at spatial infinity, and therefore map field configurations which fall off at infinity into those which
do not. Nevertheless, by generalizing Weinberg’s adiabatic mode argument [37], we will see — at least
to linear order in perturbations — that a subset of these transformations can be extended to physical
configurations with suitable fall-off behavior at infinity. In other words, this subset of transformations
can be thought of as the q → 0 limit of transformations which do fall off at infinity, and therefore generate
new physical solutions. The results are adiabatic modes: physical solutions which locally approximate
pure-gauge profiles.
To be extendible to a physical mode, a configuration must satisfy the equations of motion away
from zero momenta, that is, it cannot “accidentally” solve the equations simply because it is being hit by
spatial derivatives. The only equations for which this may happen are the constraint equations of General
Relativity, since the evolution equations have terms with second time derivatives and hence no spatial
derivatives (since all the equations are second order). At linear order, the momentum and Hamiltonian
constraints are
2∂i
(
HN1 − ζ˙
)
− 1
2
~∇2Ni + 1
2
∂i
(
∂jN
j
)
= 0 ;
∂i
(
∂iζ +HN i
)
+
a2H˙
c2s
N1 + 3a
2H
(
HN1 − ζ˙
)
= 0 . (2.17)
Here, N and Ni represent the lapse and shift of the metric, N1 is the perturbation of N , H is the Hubble
parameter, and cs is the sound speed. We focus on physical configurations, with suitable fall-off behavior
at spatial infinity. In this case, we can solve these equations for N1 and N
i by inverting ~∇2 in the usual
way [3]:
N1 =
ζ˙
H
; Ni = −∂iζ
H
− a
2H˙
H c2s
∂i
~∇2N1 . (2.18)
Next we consider a profile which locally looks pure gauge. To linear order we only need the non-
linear part of the transformation laws,
δζ ' 1
3
∂iξ
i, δN i ' ξ˙i, δN1 ' 0 , (2.19)
where “'” indicates that this is only true locally. Since this represents a diffeomorphism from the
unperturbed solution, and the equations of General Relativity are diffeomorphism invariant, these trans-
formations automatically preserve the constraints (2.17). To be extendible to a physical field configuration
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with suitable fall-off behavior, however, it must also be consistent with the solution (2.18). To start with,
since δN1 = 0, the first of (2.18) implies
∂iξ˙
i = 0 . (2.20)
Note that this criterion is local, and can be understood as a constraint on a locally-pure-gauge profile to
be extendible to a physical solution. Substituting N1 = 0 into the second of (2.18), the solution for Ni
also becomes local: Ni = −∂iζ/H. Consistency with (2.19) then requires
ξ˙i = − 1
3H
∂i∂jξ
j . (2.21)
Any solution to (2.20), (2.21) and the gauge-preserving condition (2.7) represents a gauge transformation
of the unperturbed solution which can be extended to a physical field configuration, i.e., an adiabatic
mode.
Let us decompose the diffeomorphism as
ξi = ξ¯i + ξiT , (2.22)
where ∂iξTi = 0. While not unique (since ξ
i does not fall off at infinity), such decomposition can always
be done. From (2.20), we conclude that
∂i
˙¯ξi = 0 . (2.23)
Any time-dependent contribution to ξ¯i must be divergence-free, and hence can be absorbed into a redef-
inition of ξiT. We can therefore assume ξ¯
i is time-independent without loss of generality. Equation (2.21)
then reduces to
ξ˙iT = −
1
3H
∂i∂j ξ¯
j , (2.24)
with solution
ξiT = −
1
3
∫ t dt′
H(t′)
∂i∂j ξ¯
j . (2.25)
Finally, to satisfy (2.7) at all times, ξ¯i must itself be a solution, i.e.,
~∇2ξ¯i + 1
3
∂i∂
j ξ¯j = 0 . (2.26)
The physically allowed diffeomorphisms are therefore given by
ξi =
(
1 +
∫ t dt′
H(t′)
~∇2
)
ξ¯i . (2.27)
where ξ¯i is any time-independent, gauge-preserving transformation, that is, any time-independent trans-
formation satisfying (2.26). For example, the physical extension of a time-independent SCT ξ¯SCTi =
2bjxjxi − ~x2bi, which as mentioned earlier satisfies (2.26), is
ξi = 2b
jxjxi − ~x2bi − 2bi
∫ t dt′
H(t′)
, (2.28)
where the correction is recognized as a time-dependent translation, in agreement with [47, 48]. A time-
independent spatial dilation, ξ¯dilationi = λx
i, on the other hand, does not get corrected and therefore
corresponds to an adiabatic mode [37].
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More generally, note that ζ always transforms linearly under the time-dependent correction ξiT,
since ∂iξ
i
T = 0 by definition. Specifically, the field transformations (to zeroth order in tensors) are
δζ =
1
3
∂iξ¯
i + ξi∂
iζ ; δγij = δ¯γij + ~∇2
(
∂iξ¯j + ∂j ξ¯i
) ∫ t dt′
H(t′)
, (2.29)
where, according to (2.6), δ¯γij = ∂iξ¯j + ∂j ξ¯i − 2∂kξ¯kδij/3.
If ξ¯i is itself transverse such that the two terms of (2.26) vanish separately, then the physical
symmetry receives no time-dependent correction:
ξi = ξ¯iT , (2.30)
with ∂iξ¯
i
T =
~∇2ξ¯iT = 0. We will refer to such symmetries as “tensor symmetries”, in the sense that they
effect nonlinear shifts in the tensor but not the scalar perturbations.
The constraints that we derive in this Section, that our residual diffeomorphism in fact solves the
constraints at finite momenta, are necessary only for the O(γ0) part of the diffeomorphism (we adopt the
implicit notation that ξi without superscript “γ
0” is the O(γ0) part). For the O(γ1) and higher parts of
the diffeomorphism, since γ falls off at infinity, there is no need to check that the constraints are satisfied,
and we simply extend the O(γ1) part of the physical transformation to higher order in the tensors using
the procedure of Sec. 2.2.
2.4 Taylor expansion
As shown in (2.27), the physical symmetries are expressed in terms of time-independent diffeomorphisms
ξ¯i satisfying the gauge preserving condition (2.26). In general, this can be solved in a power series:
ξ¯i ≡
∞∑
n=0
ξ¯
(n)
i =
∞∑
n=0
1
(n+ 1)!
Mi`0...`nx
`0 · · ·x`n , (2.31)
where the array Mi`0···`n is constant and symmetric in its last n + 1 indices.8 Equation (2.7) translates
to the condition:
Mi```2...`n = −
1
3
M`i``2...`n (n ≥ 1) . (2.32)
Each diffeomorphism ξ¯
(n)
i in the series generates its own field transformations (2.5) and (2.6). To derive
the Ward identities consistently at lowest non-trivial orders in the tensors, we will need to work to linear
order in γ for the field transformations. Using (2.13), the transformations in momentum space for each
8We will ignore the constant term in the Taylor series expansion, ξ¯i = Mi, since this represents an unbroken (time-
independent) spatial translation.
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n are given by9
δζ(n)(~k) =
(−i)n
3n!
Mii`1...`n
∂n
∂k`1 · · · ∂k`n
(
(2pi)3δ3(~k)
)
− (−i)
n
n!
Mi`0...`n
(
δi`0
∂n
∂k`1 · · · ∂k`n
+
ki
n+ 1
∂n+1
∂k`0 · · · ∂k`n
)
ζ(~k)
+
(−i)n
n!
M``0...`nΥ
``0ij(kˆ)
∂n
∂k`1 · · · ∂k`n
γij(~k) + . . .
δγ
(n)
ij (
~k) =
(−i)n
n!
(
Mij`1...`n +Mji`1...`n −
2
3
δijM```1...`n
)
∂n
∂k`1 · · · ∂k`n
(
(2pi)3δ3(~k)
)
− (−i)
n
n!
M``0...`n
(
δ``0
∂n
∂k`1 · · · ∂k`n
+
k`
n+ 1
∂n+1
∂k`0 · · · ∂k`n
)
γij(~k)
+
(−i)n
n!
Mab`1...`nΓ
ab
ijk`(kˆ)
∂n
∂k`1 · · · ∂k`n
γk`(~k) + . . . (2.33)
where10
Υabcd(kˆ) ≡ 1
4
δabkˆckˆd − 1
8
δackˆbkˆd − 1
8
δadkˆbkˆc ;
Γabijk`(kˆ) = −1
2
(
δij + kˆikˆj
)(
δabkˆkkˆ` − 1
2
δakkˆ`kˆb − 1
2
δa`kˆkkˆb
)
+ δb(iδj)(kδ`)a − δa(iδj)(kδ`)b
− δb(ikˆj)δa(kkˆ`) + δa(ikˆj)δb(kkˆ`) − δa(kδ`)(ikˆj)kˆb − δb(kδ`)(ikˆj)kˆa + 2δabkˆ(iδj)(kkˆ`) , (2.34)
with kˆi ≡ ki/k. The ellipses in (2.33) indicate higher-order corrections in the fields. Specifically, in δζ
the ellipses include terms of order ζγ, γ2, etc., while in δγ they include terms ∼ γ2 and higher-order in γ.
One further “adiabatic” condition must be imposed for these transformations to correspond to
physically-realized symmetries. As before, we want to consider only those configurations which can be
smoothly extended to (i.e., thought of as the long-wavelength limit of) a physical mode with suitable
fall-off behavior at spatial infinity. The additional condition arises by demanding that the non-linear shift
in γi`0 in (2.33) remains transverse when extended to a physical mode. To see the constraint, we imagine
smoothing out the momentum profile around ~q = 0. To ensure that transversality is preserved in Fourier
space at finite momentum, qˆiδγi`0(~q) = 0, we let the Mi`0···`n coefficients become qˆ-dependent such that11
qˆi
(
Mi`0`1...`n(qˆ) +M`0i`1...`n(qˆ)−
2
3
δi`0M```1...`n(qˆ)
)
= 0 . (2.35)
To determine the space of possible M ’s, we proceed as follows: we first determine the M ’s for some
reference direction in momentum space, say qˆ = zˆ = (0, 0, 1). These are all arrays which satisfy (2.35) for
9See Appendix A for Fourier transform conventions. Our symmetrization convention is T(ab) ≡ 12 (Tab + Tba). Note that
the transformations on ζ and γ expressed here are affected by the time-independent diffeomorphism ξ¯i, not its time-dependent
deformation (into an adiabatic mode).
10We are most grateful to Lasha Berezhiani and Junpu Wang for correcting some typos in the original expressions for Υ
and Γ.
11Here, we need only check that the nonlinear (field-independent) part of δγi`0(~q) is transverse. The field-dependent parts
are guaranteed to be transverse by construction i.e. ∂iδγ
(γ1)
i`0 = 0 (Section 2.2).
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qˆ = zˆ as well as (2.32), and which are symmetric in the last n+ 1 indices. We then get the remaining q
dependence by applying to all the indices of M some standard rotation which takes zˆ into qˆ.
To illustrate the construction, we discuss the lowest-order transformations in some detail:
• n = 0: In this simplest case, the symmetry transformation is linear, ξ¯(n=0)i = Mi`0x`0 . There are no
constraints coming from symmetry in the last indices or from (2.32). A general array Mi`0 can be
decomposed into a trace part, a symmetric traceless part and an anti-symmetric part:
Mi`0 = λδi`0 + Si`0 + ωi`0 , (2.36)
where Si`0 = S`0i, ωi`0 = −ω`0i, and Sii = 0. The anti-symmetric part, parametrized by ωi`0 ,
corresponds to spatial rotations, which are linearly realized and hence will not concern us. The trace
part, parametrized by λ, corresponds to a dilation, Mdilationi`0 = λδi`0 . Finally, the symmetric traceless
part, parametrized by Si`0 , describes a volume-preserving, anisotropic rescaling of coordinates,
Manisei`0 = Si`0 , under which ζ transforms linearly and γi`0 shifts by a constant. The constraint (2.35)
tells us that Si`0(~q) is transverse:
qˆiSi`0(~q) = 0 . (2.37)
The array Si`0(~q) is therefore symmetric, transverse and traceless, and thus describes 2 physical
tensor symmetries. Therefore, for n = 0 we have in total 3 physical symmetries (1 dilation and 2
anisotropic rescalings).
• n = 1: In this next simplest case, (2.32) requires
Mi`` = −1
3
M`i` . (2.38)
This gives 3 conditions on the 18 algebraically independent components of Mi`0`1 . These include
the 3 SCTs (2.8) of the scalar sector, with constant bi:
MSCTi`0`1 = b`1δi`0 + b`0δi`1 − biδ`0`1 . (2.39)
Under the SCTs, ζ transforms non-linearly while γi`0 transforms linearly. In particular, (2.35) is
automatically satisfied, for MSCTi`0`1 +M
SCT
`0i`1
− 23δi`0MSCT```1 = 0. The non-linear shift in ζ describes in
real space the generation of a linear-gradient profile for the curvature perturbation.
The remaining symmetries are “tensor” symmetries,
Mi`` = M`i` = 0 (n = 1 tensor symmetries) , (2.40)
under which ζ transforms linearly while γ transforms non-linearly. The shift in γ describes the
generation of a linear-gradient tensor mode. The transversality condition (2.35) requires
qˆi (Mi`0`1(~q) +M`0i`1(~q)) = 0 . (2.41)
This imposes 8 conditions on the 12 algebraically independent components satisfying (2.40), leaving
us with 4 tensor symmetries. Therefore, for n = 1 we have in total 7 physical symmetries (3 SCTs
and 4 tensor linear-gradient transformations).
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For n ≥ 2, the counting of symmetries works as follows. The array Mi`0···`n , being symmetric in
its last n + 1 indices, starts out with 32(n + 3)(n + 2) algebraically independent components. The trace
constraint (2.32) gives 32(n+ 1)n conditions, while the transversality condition (2.35) imposes 3(2n+ 1)
relations on the coefficients. In total, we therefore have
3
2
(n+ 3)(n+ 2)− 3
2
(n+ 1)n− 3(2n+ 1) = 6 symmetries (2.42)
at each order n ≥ 2. These include 4 tensor symmetries, under which only γ transforms non-linearly, plus
2 “mixed” symmetries, under which both ζ and γ transform non-linearly.
2.5 Physical interpretation
To shed light on the physical origin of these symmetries, consider expanding the metric about the origin
hij =
∞∑
n=0
1
n!
Hij`1···`nx
`1 · · ·x`n , (2.43)
where the array Hij`1···`n is constant, and is symmetric both in its first 2 indices and its last n indices. At
linear order, the metric is given by hij = (1 + 2ζ)δij + γij . In particular, γij = hij − 13δijh`` is transverse,
which implies the comoving gauge condition
∂jhij =
1
3
∂ih
`
` . (2.44)
This translates into a trace condition on the coefficients
Hi```2···`n =
1
3
H``i`2···`n . (2.45)
(As a check, for the pure gauge configuration hij = ∂iξ¯j +∂j ξ¯i =
∑∞
n=0
1
n!(Mij`1···`n +Mji`1···`n)x
`1 · · ·x`n ,
this trace condition reproduces (2.32).)
As before, we restrict our attention to metric configurations which can be smoothly extended to a
physical profile with suitable fall-off behavior at spatial infinity. In momentum space, the tensor profile is
γij(~q) =
∞∑
n=0
(−i)n
n!
(
Hij`1···`n −
1
3
δijH```1···`n
)
∂n
∂q`1 · · · ∂q`n
(
(2pi)3δ3(~q)
)
. (2.46)
To enforce the finite-momentum transversality condition qˆiγij(~q) = 0, the Hij`1···`n must become qˆ-
dependent such that
qˆi
(
Hij`1···`n(qˆ)−
1
3
δijH```1···`n(qˆ)
)
= 0 . (2.47)
This is the generalization of (2.35).
The counting works as follows. The array Hij`1···`n , being symmetric in its first 2 and last n
indices, starts out with 3(n+ 1)(n+ 2) algebraically independent components. The trace condition (2.45)
gives 32(n + 1)n conditions, while the transversality condition (2.47) imposes additional relations on the
coefficients. At n = 0 and n = 1, we find that the number of H coefficients matches the number of M ’s,
12
respectively 3 and 7. This reflects the fact that hij and its first-derivatives can be made trivial at a point,
which defines Riemann normal coordinates. At n = 2, H has 12 components, while recall that M only
has 6. This leaves us with 6 physical components, which matches the number of algebraically independent
components of the Riemann tensor Rikj` in 3 dimensions.
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2.6 Noether charges
The Noether charge associated with the symmetry transformation (δζ, δγij) is:
Q =
1
2
∫
d3x
(
{Πζ(x), δζ(x)}+ {Πijγ (x), δγij(x)}
)
, (2.48)
where Πζ ≡ δL/δζ˙, Πijγ ≡ δL/δγ˙ij are the canonical momenta, and where the anti-commutator, denoted by
{ , }, makes Q Hermitian in the quantum theory. The integration over an infinite volume may be divergent
and the charge undefined, just as in theories with massless Goldstone bosons, but the commutator of Q
with local fields is well-defined. In particular, it is straightforward to check with the above definition that
the charge generates the symmetry transformation, [Q, ζ] = −iδζ and [Q, γij ] = −iδγij , as it should. In
practice, we will regularize the charge by turning the integral over volume into a Fourier space quantity
with the associated momentum understood to be taken to zero eventually.
For the symmetry (2.27), the Noether charge Q takes the form
Q = Q¯+ ∆Q¯
∫ t dt′
H(t′)
, (2.49)
where Q¯ and ∆Q¯ have no explicit time dependence. Q has explicit time dependence, but since it is
a symmetry its total time derivative vanishes. We will be particularly interested in the part of these
operators that generate the non-linear field transformations
Q¯0 =
∫
d3x ∂iξ¯j(~x)
(
1
3
δijΠζ(~x) + 2Π
ij
γ (~x)
)
= i
∫
d3q
(2pi)3
qiξ¯j(−~q)
(
1
3
δijΠζ(~q) + 2Π
ij
γ (~q)
)
;
∆Q¯0 =
∫
d3x
(
~∇2∂iξ¯j(~x)
)
2Πijγ (~x) = −i
∫
d3q
(2pi)3
q2qiξ¯j(−~q)2Πijγ (~q) . (2.50)
For the diffeomorphisms ξ¯
(n)
i in the Taylor expansion (2.31), the generators Q¯
(n)
0 are explicitly given by:
Q¯
(n)
0 = lim
~q→0
(−i)n
n!
Mi`0...`n
∂n
∂q`1 · · · ∂q`n
(
1
3
δi`0Πζ(~q) + 2Π
i`0
γ (~q)
)
, (2.51)
where we have used Π iγ i = 0.
12For n ≥ 3, we find fewer components than the most general coefficients in the Riemann normal expansion, which are
given by derivatives of Riemann. For instance, at n = 3, H has 18 components, while M again has 6, leaving us with 12
physical components. This is 3 fewer than the number of independent ∂mRikj` coefficients in the Riemann normal expansion.
Although we have not checked this in detail, this must be because the metric profile we are considering is not the most general,
but is restricted by the adiabatic transversality condition (2.47). This must translate in Riemann normal coordinates as
adiabatic transversality constraints on derivatives of the Riemann tensor.
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It is worth emphasizing that ∆Q¯ is associated with the diffeomorphism ξi = ~∇2ξ¯i, with ξ¯ satisfying
~∇2ξ¯i + ∂i∂j ξ¯j/3 = 0 (see (2.26) & (2.27)), implying the diffeomorphism ξi = ~∇2ξ¯i is divergence free and
is thus a tensor symmetry. As such, by the argument at the end of Sec. 2.3, the diffeomorphism receives
no time-dependent correction and ∆Q¯ by itself is a good conserved charge.
3 Inflationary Consistency Relations as Ward Identities
In this Section we derive the Ward identities associated with the non-linearly realized symmetries identified
above. Analogously to the low-energy theorems for pions [41, 42], the Ward identities constrain the soft
limit of various inflationary correlation functions. As particular cases of these, we will recover in Sec. 4
the standard consistency relations [3–5], which determine the q0 and q behavior of the soft limits in terms
of lower-order correlation functions. Beyond these, the Ward identities yield an infinite network of further
consistency relations, which at each order partially constrain the qn behavior of correlation functions.
The Ward identities are obtained by taking the in-in vacuum expectation value of the action of the
charges
〈Ω|[Q,O]|Ω〉 = −i〈Ω|δO|Ω〉 , (3.1)
where |Ω〉 is the (Heisenberg picture) in-vacuum of the interacting theory, and O(~k1, . . . ,~kN ) denotes an
equal-time product of N scalar and tensor fields:13
O(~k1, . . . ,~kN ) = Oζ(~k1, . . . ,~kM ) · OγiM+1jM+1,...,iN jN (~kM+1, . . . ,~kN ) , (3.2)
where 0 ≤ M ≤ N , with Oζ ≡ ∏Ma=1 ζ(~ka, t) and OγiM+1jM+1,...,iN jN ≡ ∏Nb=M+1 γibjb(~kb, t). Note that the
tensor indices are arbitrary — a subset of these can be contracted among themselves or not. To avoid
cluttering the notation, we will refrain from explicitly writing these indices unless necessary. We work
within the Heisenberg picture unless stated otherwise.
3.1 Time-independent identity
Substituting the general expression (2.49) for Q, the Ward identity becomes
〈Ω|[Q¯,O]|Ω〉+ 〈Ω|[∆Q¯,O]|Ω〉
∫ t dt′
H(t′)
= −i〈Ω|δ¯O|Ω〉 − i〈Ω|δ¯∆O|Ω〉
∫ t dt′
H(t′)
, (3.3)
Although this explicitly depends on time, we now argue that the identity holds for the time-independent
components Q¯ and ∆Q¯ separately. The argument is straightforward. First, consider a time-independent
tensor symmetry ξ¯T, i.e., one under which γij shifts non-linearly while ζ transforms linearly. By definition,
this satisfies ∂iξ
i
T =
~∇2ξiT = 0. As discussed at the end of Sec. 2.3, such a diffeomorphism receives no
time-dependent correction and represents an honest-to-goodness symmetry. The corresponding charge
Q = Q¯T therefore satisfies
〈Ω|[Q¯T,O]|Ω〉 = −i〈Ω|δ¯TO|Ω〉 . (3.4)
13Since this is an equal-time product, the fields all commute with each other, hence their ordering is irrelevant.
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In particular, since the generator ∆Q¯ appearing in (3.3) is itself a tensor symmetry, as argued in Sec. 2.3,
we have
〈Ω|[∆Q¯,O]|Ω〉 = −i〈Ω|δ¯∆O|Ω〉 . (3.5)
The time-dependent pieces in (3.3) therefore cancel out, leaving us with
〈Ω|[Q¯,O]|Ω〉 = −i〈Ω|δ¯O|Ω〉 . (3.6)
Thus the Ward identity holds for any time-independent spatial diffeomorphism ξ¯i, subject to the gauge-
preserving condition (2.7). In particular, it holds for each ξ¯(n) in the Taylor expansion (2.31).
3.2 The left-hand side
We begin with the left-hand side of (3.6):
〈Ω|[Q¯,O]|Ω〉 = −2i Im〈Ω|OQ¯|Ω〉 , (3.7)
where we have used the fact that Q¯ and O are hermitian. The operators are assumed to be evaluated at
some (late) time t. For the most part, we suppress this t dependence, but its presence will be important
in some of our arguments below.
The in-vacuum |Ω〉 of the full interacting theory (i.e., the Bunch-Davies vacuum) is related to the
free vacuum |0〉 by:
|Ω〉 = Ω(−∞)|0〉 , (3.8)
where
Ω(ti) ≡ U †(ti, 0)U0(ti, 0) , (3.9)
with U and U0 denoting respectively the full and free time evolution operators. This kind of statement
should strictly speaking be understood in the context of a wave-packet (see [60]). In a similar way:
Ω†(−∞) Q¯Ω(−∞) = Q¯0 , (3.10)
where Q¯0 is the free part of Q¯, and it generates transformations in ζ and γ that are independent of
the fields i.e. only the nonlinear transformations (2.50), since these are the symmetries of the action of
quadratic fluctuations. This statement, that a Heisenberg operator sandwiched between Ω(−∞) and its
inverse equals its free part, is strictly true for a general operator only if it is evaluated in the far past,
for appropriate asymptotic states [60]. However, if the operator happens to be independent of time, the
time of evaluation becomes inconsequential. For our argument here, we treat Q¯ as time independent, and
apply (3.10) with Q¯ evaluated at some time t. In reality this is not quite correct, and a full justification
for our procedure is provided in Appendix B.
Thus, we have
Q¯|Ω〉 = Ω(−∞)Q¯0|0〉 . (3.11)
15
The action of Q¯0 on the free vacuum |0〉 can be worked out by using wave-functionals [61, 62]. Let us use
|ζ0, γ0〉 to denote eigenstates of the free Heisenberg operators ζ0 and γ0 (suppressing the indices on γ0 to
avoid clutter). Inserting a complete set of eigenstates, and using (2.50), we find:14
Q¯0|0〉 =
∫
Dζ0Dγ0 Q¯0|ζ0, γ0〉〈ζ0, γ0|0〉
= i
∫
d3q
(2pi)3
qiξ¯j(−~q)
∫
Dζ0Dγ0
(
1
3
δijΠζ0(~q) + 2Π
ij
γ0(~q)
)
|ζ0, γ0〉〈ζ0, γ0|0〉
= i
∫
d3q
(2pi)3
qiξ¯j(−~q)
∫
Dζ0Dγ0 |ζ0, γ0〉
(
−1
3
δiji
δ
δζ0(−~q) − 2i
δ
δγ0ij(−~q)
)
〈ζ0, γ0|0〉 . (3.12)
The free vacuum wavefunctional 〈ζ0, γ0|0〉 takes the Gaussian form:
〈ζ0, γ0|0〉 = N exp
[
−
∫
d3k
(2pi)3
(
1
2
ζ0(~k)Dζ(k)ζ0(−~k) + 1
4
γ0ij(~k)Dγ(k)γ0
ij(−~k)
)]
, (3.13)
where N is an irrelevant normalization. The real part of the kernels D is fixed by the power spectra15
ReDζ(k) =
1
2Pζ(k)
; ReDγ(k) =
1
2Pγ(k)
. (3.14)
Meanwhile, the imaginary part is related to the real part by the Schro¨dinger’s equation on the wavefunc-
tional [62], though we do not need its explicit form. Taking functional derivatives of the free vacuum
wavefunctional we have
Q¯0|0〉 = −
∫
d3q
(2pi)3
qiξ¯j(−~q)
(
1
3
Dζ(q)δ
ijζ0(~q) +Dγ(q)γ0
ij(~q)
)
|0〉 . (3.15)
At this point we would like to repeat (in reverse) the same argument as in (3.11), so that we can
pull the free ζ0(~q) and γ0(~q) through Ω(−∞) to obtain the full ζ(~q) and γ(~q). Recall that this argument
strictly works only for (Heisenberg) operators in the far past and between appropriate asymptotic states,
i.e., focusing on ζ for the moment:
lim
ti→−∞
Ω†(ti)ζ(~q, ti)Ω(ti) = lim
ti→−∞
ζ0(~q, ti) , (3.16)
whereas what interests us are ζ and ζ0 in the far future (which we denote by ζ(~q) and ζ0(~q) without any
time argument). What saves us is that, ultimately, we are interested in the small-q limit, because the
diffeomorphism in momentum space ξ¯j (in 3.15) contains derivatives of the delta function δ
3(~q). For any
given ti, the following holds:
ζ(~q, ti) = ζ(~q) [1 + ∆] , ζ0(~q, ti) = ζ0(~q) [1 + ∆0] where lim
q|τi|→0
∆,∆0 = 0 , (3.17)
i.e., ζ and ζ0 approach a constant in the long-wavelength/super-horizon limit. Here, τi is the conformal
time, to be distinguished from the proper time ti; the combination q|τi| serves to compare the wavelength
14 Focusing on scalar perturbations for simplicity, the general relation in real space for the momentum acting on an
arbitrary state |s〉 is Πζ(~x)|s〉 =
∫
Dζ|ζ〉[−iδ/δζ(~x)]〈ζ|s〉. Fourier transforming into Πζ(~q) =
∫
d3xΠζ(~x)e
i~q·~x thus gives
Πζ(~q) =
∫
Dζ|ζ〉[−iδ/δζ(−~q)]〈ζ|s〉. Similarly, 〈s|Πζ(~x) =
∫
Dζ[iδ/δζ(~x)]〈s|ζ〉〈ζ| implies 〈s|Πζ(~q) =
∫
Dζ[iδ/δζ(−~q)]〈s|ζ〉〈ζ|.
15See Appendix A for details on our conventions for the power spectra.
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with the horizon.16 The constancy of ζ in the low momentum limit has been shown quantum-mechanically
in [31, 32]. Plugging (3.17) into (3.16), we conclude that
lim
ti→−∞, q|τi|→0
Ω†(ti)ζ(~q)Ω(ti) = ζ0(~q) . (3.18)
An analogous expression holds for the tensor mode γ as well.17 Thus, combining (3.11) and (3.15), we
find
Q¯|Ω〉 = −
∫
d3q
(2pi)3
qiξ¯j(−~q)
(
1
3
Dζ(q)δ
ijζ(~q) +Dγ(q)γ
ij(~q)
)
|Ω〉 , (3.19)
where we have used Ω(−∞)ζ0(~q) = ζ(~q)Ω(−∞), whose precise meaning should be understood as (3.18)
(likewise for γ).18 One issue deserves more discussion: is (3.18) really adequate, given that we ultimately
will be taking derivatives of ζ(~q) (hidden in ξj(−~q)) before sending q to zero? Let us postpone the
discussion to the end of this subsection.
Substituting (3.19) into (3.7), and recognizing that ξ¯∗j (~q) = ξ¯j(−~q), ζ†(~q) = ζ(−~q), γ†(~q) = γ(−~q),
and Dζ , Dγ depend on only the magnitude of ~q, we arrive at
〈Ω|[Q¯,O]|Ω〉 =
∫
d3q
(2pi)3
qiξ¯j(−~q)
(
δij
3Pζ(q)
〈Ω|ζ(~q)O|Ω〉+ 1
Pγ(q)
〈Ω|γij(~q)O|Ω〉
)
. (3.20)
We have used the fact that O consists of a bunch of ζ’s and γ’s at the same time as ζ(~q) and γ(~q), and
thus they commute. For each term in the Taylor expansion (2.31), this gives
〈Ω|[Q¯(n),O]|Ω〉 = lim
~q→0
(−i)n+1
n!
Mi`0...`n
∂n
∂q`1 · · · ∂q`n
(
1
Pγ(q)
〈γi`0(~q)O〉+ δ
i`0
3Pζ(q)
〈ζ(~q)O〉
)
. (3.21)
Hence each Ward identity will constrain the qn behavior of correlation functions in the soft limit. This is
the main result of this subsection. Let us close by returning to an issue raised earlier. From (3.21), it is
evident that what we need is something stronger than (3.18) i.e., we need instead:
lim
ti→−∞, q|τi|→0
Ω†(ti)∂qn [f(q)ζ(~q)] Ω(ti) = ∂qn [f(q)ζ0(~q)] , (3.22)
where f(q) is some function of q, and ∂q
n represents some general n derivatives with respect to q (and
likewise for γ). To justify this, we start from what we know to be true:
lim
ti→−∞
Ω†(ti)∂qn[f(q)ζ(~q, ti)]Ω(ti) = lim
ti→−∞
∂q
n[f(q)ζ0(~q, ti)] , (3.23)
which follows from (3.16). Substituting (3.17) into ∂q
n[f(q)ζ(~q, ti)], we have
∂q
n[f(q)ζ(~q, ti)] ∼ ∂qn[f(q)ζ(~q)] + ∂qn[f(q)ζ(~q)]∆ + ∂qn−1[f(q)ζ(~q)]∂q∆
+∂q
n−2[f(q)ζ(~q)]∂q2∆ + ... , (3.24)
16Note that t→ −∞ corresponds to τ → −∞, while t→∞ corresponds to τ → 0 in de Sitter space.
17Note the somewhat intrincate limit implicit in (3.18): q should be sent to zero before ti is sent to −∞.
18Recall that ξj(~q), being the Fourier transform of (2.31), is given by q-derivatives of δ
3(~q), hence the integrand in (3.19)
only has support at ~q = 0.
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where we have been cavalier about numerical coefficients. The important point is that ∂q
n−m[f(q)ζ(~q)] ∼
q−m∂qn[f(q)ζ(~q)], and thus as long as
lim
q|τi|→0
qm∂q
m∆ = 0 for m ≥ 0 (3.25)
(and likewise for ∆0), all the corrections from ∆,∆0 and their derivatives drop out in the long-wavelength
limit, and (3.22) is established. Therefore, the precise long-wavelength-constancy requirement on ζ is
(3.17) supplemented by (3.25). It is worth noting that (3.25) is obeyed by many different possible ∆’s.
For instance, 1+∆ = (1+iqτi)e
−iqτi (i.e., Hankel function) gives ∆ ∼ (qτi)2/2+ ... in the long-wavelength
limit, while 1 + ∆ = eiqτi gives ∆ ∼ iqτi + .... Both satisfy (3.25). The former describes the behavior
in standard inflationary models, while the latter arise in more unusual scenarios including ones with no
expansion [44]. It is important to emphasize that whether ∆ goes like q or q2 in the soft limit has no
bearing on which of the consistency relations (i.e., which n in (3.21)) is satisfied. As long as (3.25) holds,
the consistency relations are expected to hold for all n.
3.3 The right-hand side
At each order in n, the variation of O can be split into a part that includes the non-linear shifts in the
fields and a part that includes the linear transformations:
δ¯(n)O = δ¯(n)non−lin.O + δ¯(n)lin.O . (3.26)
As shown in Appendix C, the non-linear part contributes to disconnected diagrams in the Ward identities
and therefore drops out when considering connected correlation functions. For instance, from (2.33) the
non-linear variation of ζ schematically gives contributions of the form
〈δ¯(n)non−lin.O〉 ∼ lim
~q→0
∂n
∂kna
δ3(~q + ~ka)〈ζ(~k1) · · · ζ(~ka−1)ζ(~ka+1) · · · ζ(~kM )Oγ(~kM+1, . . . ,~kN )〉
describing a 2-point function (or more precisely, 〈ζ(~q)ζ(~ka)〉/Pζ(q)) disconnected from an N − 1 point
function, which is precisely canceled by a disconnected term from the left-hand side of the Ward identities.
Focusing on connected correlators, substitution of the field transformations (2.33) therefore gives
〈δ¯(n)O〉c=− (−i)
n
n!
Mi`0...`n
{
N∑
a=1
(
δi`0
∂n−1
∂ka`1 · · · ∂ka`n
+
kia
n+ 1
∂n+1
∂ka`0 · · · ∂ka`n
)
〈O(~k1, . . . ,~kN )〉c
−
M∑
a=1
Υi`0iaja(kˆa)
∂n
∂ka`1 · · · ∂ka`n
〈Oζ(~k1, . . . ,~ka−1,~ka+1, . . .~kM )γiaja(~ka)Oγ(~kM+1, . . . ,~kN )〉c
−
N∑
b=M+1
Γi`0 kb`bibjb (kˆb)
∂n
∂kb`1 · · · ∂kb`n
〈Oζ(~k1, . . . ,~kM )OγiM+1jM+1,...,kb`b,...iN jN (~kM+1, . . . ,~kN )〉c
}
+ . . .
(3.27)
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Combining with (3.21), we obtain the connected version of the Ward identities:
lim
~q→0
Mi`0...`n
∂n
∂q`1 · · · ∂q`n
(
1
Pγ(q)
〈γi`0(~q)O(~k1, . . . ,~kN )〉c + δ
i`0
3Pζ(q)
〈ζ(~q)O(~k1, . . . ,~kN )〉c
)
= −Mi`0...`n
{
N∑
a=1
(
δi`0
∂n
∂ka`1 · · · ∂ka`n
+
kia
n+ 1
∂n+1
∂ka`0 · · · ∂ka`n
)
〈O(~k1, . . . ,~kN )〉c
−
M∑
a=1
Υi`0iaja(kˆa)
∂n
∂ka`1 · · · ∂ka`n
〈Oζ(~k1, . . . ,~ka−1,~ka+1, . . .~kM )γiaja(~ka)Oγ(~kM+1, . . . ,~kN )〉c
−
N∑
b=M+1
Γi`0 kb`bibjb (kˆb)
∂n
∂kb`1 · · · ∂kb`n
〈Oζ(~k1, . . . ,~kM )OγiM+1jM+1,...,kb`b,...iN jN (~kM+1, . . . ,~kN )〉c
}
+ . . .
(3.28)
The ellipses indicate terms on the right-hand side that are higher-order in the fields. One further simpli-
fication is possible. As shown in Appendix D, the momentum-conserving delta functions implicit on both
sides of (3.28) can be canceled, leaving us with an identity for “primed” correlation functions, defined by
removing the delta function [51]
〈O(~q,~k1, . . . ,~kN )〉 = (2pi)3δ3(~P )〈O(~q,~k1, . . . ,~kN )〉′ , (3.29)
where ~P ≡ ~q + ~k1 + . . . + ~kN . The primed correlator is thus defined on shell. It is a function of only N
momenta, which can be chosen to be ~k1, . . . ,~kN . As shown in Appendix D, the Ward identities in terms
of primed correlators are given by
lim
~q→0
Mi`0...`n
∂n
∂q`1 · · · ∂q`n
(
1
Pγ(q)
〈γi`0(~q)O(~k1, . . . ,~kN )〉′c +
δi`0
3Pζ(q)
〈ζ(~q)O(~k1, . . . ,~kN )〉′c
)
= −Mi`0...`n
{
N∑
a=1
(
δi`0
∂n
∂ka`1 · · · ∂ka`n
− δn0
N
δi`0 +
kia
n+ 1
∂n+1
∂ka`0 · · · ∂ka`n
)
〈O(~k1, . . . ,~kN )〉′c
−
M∑
a=1
Υi`0iaja(kˆa)
∂n
∂ka`1 · · · ∂ka`n
〈Oζ(~k1, . . . ,~ka−1,~ka+1, . . .~kM )γiaja(~ka)Oγ(~kM+1, . . . ,~kN )〉′c
−
N∑
b=M+1
Γi`0 kb`bibjb (kˆb)
∂n
∂kb`1 · · · ∂kb`n
〈Oζ(~k1, . . . ,~kM )OγiM+1jM+1,...,kb`b,...iN jN (~kM+1, . . . ,~kN )〉′c
}
+ . . . (3.30)
Apart from the δn0 term on the second line, this takes the same form as the unprimed identity (3.28).
The general Ward identities (3.30) relate N + 1-point correlation functions with a ~q = 0 scalar or tensor
insertion to the symmetry transformations of N -point correlation functions.
3.4 Component Ward identities
The Ward identities (3.30) involve the coefficient arrays Mi`0...`n(qˆ). In order for these to arise as the ~q → 0
limit of correlation functions involving physical modes, the Mi`0...`n parameters of the transformations
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must acquire ~q-dependence, as discussed in Sec. 2.4. Specifically, the regulated array Mi`0...`n(qˆ) must
satisfy the transversality condition (2.35). For each choice of M ’s satisfying these conditions as well as
the symmetry property (2.32), we can plug into (3.30) and obtain a Ward identity.
Alternatively, we can remove the Mi`0...`n(qˆ) coefficients from (3.30) by projecting the indices con-
tracted with the M ’s onto an appropriate subspace. We must not only ensure that the resulting identities
are symmetric in (`0, . . . , `n) and consistent with the trace condition (2.32), but that they are also trans-
verse in the sense of (2.35). This can be achieved by introducing operators Pi`0...`njm0...mn(qˆ) with the
following properties:
1. Pi`0...`njm0...mn is symmetric in the (`0, . . . , `n) indices and in the (m0 . . .mn) indices.
2. Pi`0...`njm0...mn is symmetric under the interchange of sets of indices: Pi`0...`njm0...mn = Pjm0...mni`0...`n .
3. For n ≥ 1, Pi`0...`njm0...mn obeys the trace condition (2.32):
Pi```2...`njm0...mn = −
1
3
P`i``2...`njm0...mn (n ≥ 1) . (3.31)
4. Pi`0...`njm0...mn satisfies the transverse condition (2.35):
qˆi
(
Pi`0`1...`njm0...mn(qˆ) + P`0i`1...`njm0...mn(qˆ)−
2
3
δi`0P```1...`njm0...mn(qˆ)
)
= 0 . (3.32)
In other words, P has the same properties as M under either sets of indices and is symmetric under
the interchange of sets of indices. In Appendix E, we will explain how to systematically construct these
physical operators and give explicit expressions for the first few values of n. (As noted in the Appendix,
the various projectors obtained using this method will in general form an over-complete set. This means
the identities below will not all be independent, though none will be missing.)
In terms of these operators, the Ward identities (3.30) become
lim
~q→0
Pi`0...`njm0...mn(qˆ)
∂n
∂qm1 · · · ∂qmn
(
1
Pγ(q)
〈γjm0(~q)O(~k1, . . . ,~kN )〉′c +
δjm0
3Pζ(q)
〈ζ(~q)O(~k1, . . . ,~kN )〉′c
)
= −Pi`0...`njm0...mn(qˆ)
{
N∑
a=1
(
δjm0
∂n
∂kam1 · · · ∂kamn
− δn0
N
δjm0 +
kja
n+ 1
∂n+1
∂kam0 · · · ∂kamn
)
〈O(~k1, . . . ,~kN )〉′c
−
M∑
a=1
Υjm0iaja(kˆa)
∂n
∂kam1 · · · ∂kamn
〈Oζ(~k1, . . . ,~ka−1,~ka+1, . . .~kM )γiaja(~ka)Oγ(~kM+1, . . . ,~kN )〉′c
−
N∑
b=M+1
Γjm0 kb`bibjb (kˆb)
∂n
∂kbm1 · · · ∂kbmn
〈Oζ(~k1, . . . ,~kM )OγiM+1jM+1,...,kb`b,...iN jN (~kM+1, . . . ,~kN )〉′c
}
+ . . .
(3.33)
These component Ward identities are the main result of this paper. A few remarks are in order:
• At each n, the identities (3.33) constrains the qn behavior of the soft limits. At lowest order, n = 0, 1,
the q0 and q behavior is completely fixed [3, 47]. At higher order, n ≥ 2, the Ward identities only
constrain part of the N + 1 correlator in the soft limit.
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• The primed correlation functions are defined in (3.29) as on-shell correlators. Correlators on the
left-hand side, such as 〈ζ(~q)O(~k1, . . . ,~kN )〉′, are functions of N momenta. Without loss of generality,
these can be chosen to be ~q,~k1, . . . ,~kN−1, in which case one should make the replacement ~kN =
−~q − ~k1 − . . . − ~kN−1 before differentiating with respect to q. Similarly, the primed correlator
〈O(~k1, . . . ,~kN )〉′ on the right-hand side is a function of N − 1 momenta. Choosing these to be
~k1, . . . ,~kN−1, one should make the replacement ~kN = −~k1 − . . . − ~kN−1 before differentiating with
respect to ka, where a = 1, . . . , N − 1.
• The ellipses denote corrections that are higher-order in the fields, as discussed below (2.33). (As ar-
gued in Sec. 2.2, however, the dilation symmetry is exceptional, and the field transformations (2.16)
are exact in this case.)
• The Ward identities (3.33) hold independently of whether the hard modes with momenta ~k1, . . . ,~kN
are inside or outside the horizon. In particular, following [38] it would be interesting to generalize
the analysis to include correlation functions with time or spatial derivatives acting on the short
modes, as this can be useful for loop calculations [63–67].
• Note that even if the operator O contains no γ, the right hand side does involve γ through the third
line of (3.33), which replaces successively each ζ by γ. However, the fourth line would vanish in
such a case.
• The Ward identities also have implications for correlation functions with a soft internal line, where
the sum ~q ≡ −(~k1 + . . .~kM ) of M of external momenta approaches zero. In this limit, the correlation
function is dominated by the exchange of a soft scalar or tensor mode, and the answer factorizes
into the product of N −M + 1- and M + 1-point correlators in the soft limit [68, 69]. For instance,
for a product of scalar modes [47],
lim
~q→0
〈Oζ(~k1, . . . ,~kN )〉′c = lim
~q→0
(
〈ζ(~q)Oζ(~k1, . . .~kM )〉′c
1
Pζ(q)
〈ζ(−~q)Oζ(~kM+1, . . .~kN )〉′c
+
∑
s
〈γs(~q)Oζ(~k1, . . .~kM )〉′c
1
Pγ(q)
〈γs(−~q)Oζ(~kM+1, . . .~kN )〉′c
)
.(3.34)
The identities (3.33) can be applied to the soft limits of the individual correlators in the products,
and thus constrain the form of correlation functions with soft internal lines.
In the following Sections, we will study special cases of these identities. Specifically, we will show in Sec. 4
that the n = 0 identities reproduce Maldacena’s original consistency relations for scalars and tensors [3].
We will also show that the n = 1 identities reproduce the conformal consistency relation and the linear-
gradient tensor consistency relation derived recently in [47]. In Sec. 5, we will show in detail that the
n = 2 identities lead to novel consistency relations, and check their validity with the 3-point graviton
correlation function in slow-roll inflation.
4 Recovering Known Consistency Relations
In this Section we will recover, as particular cases of our general Ward identities (3.33), the known
consistency relations for single-field inflation. Specifically, for n = 0 we will recover Maldacena’s original
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dilation consistency relation and anisotropic scaling relation [3]. For n = 1, we will reproduce the linear-
gradient consistency relations derived recently in [47].
4.1 Dilation consistency relation
For a dilation, the transverse condition (2.35) is trivially satisfied since tensors transform linearly. We
can simply go back to (3.30) and substitute Mi`0 = λδi`0 to obtain
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lim
~q→0
1
Pζ(q)
〈ζ(~q)O(~k1, . . . ,~kN )〉′c = −
(
3(N − 1) +
N∑
a=1
~ka · ∂
∂~ka
)
〈O(~k1, . . . ,~kN )〉′c , (4.1)
which is the well-known consistency relation of inflation [3–5]. Note that this identity receives no higher-
order corrections in the fields, since the dilation field transformations (2.16) are exact.
4.2 Anisotropic scaling consistency relation
For the anisotropic scaling, we substitute in (3.33) Mi`0 = Si`0 with Sii = 0 and qˆ
iSi`0(qˆ) = 0. For
concreteness, let us specialize to the case where the hard modes are scalars: O = Oζ = ∏Na=1 ζ(~ka). In
this case, the Ward identity reduces to
lim
~q→0
PTi`0jm0(qˆ)
1
Pγ(q)
〈γjm0(~q)Oζ(~k1, . . . ,~kN )〉′c = − PTi`0jm0(qˆ)
N∑
a=1
{
kja
∂
∂kam0
〈Oζ(~k1, . . . ,~kN )〉′c
− 1
2
〈Oζ(~k1, . . . ,~ka−1,~ka+1, . . . ,~kN )γjm0(~ka)〉′c
}
+ . . . (4.2)
where we have used Υjm0iaja(kˆa)γiaja(
~ka) =
1
2γjm0(
~ka). The required operator P
T
i`0jm0
has the same
permutation properties as M for each pair of indices, that is, it is symmetric and traceless in (i, `0) and
(j,m0). Moreover, it is symmetric under the exchange of pairs of indices (i, `0) ↔ (j,m0), as well as
transverse qˆiPTi`0jm0 = 0. The operator with these properties and suitably normalized can be readily
inferred:
PTi`0jm0 = PijP`0m0 + Pim0Pj`0 − Pi`0Pjm0 , (4.3)
where Pi`0 = δi`0 − qˆiqˆ`0 is the transverse projector. (The operator PTi`0jm0 appears in the completeness
relation for the polarization tensors — see (A.7).) Since γjm0 is itself transverse and traceless, we have
PTi`0jm0(qˆ)γ
jm0(~q) = 2γi`0(~q), and (4.2) simplifies to
lim
~q→0
1
Pγ(q)
〈γi`0(~q)Oζ(~k1, . . . ,~kN )〉′c = −
1
2
PTi`0jm0(qˆ)
N∑
a=1
{
kja
∂
∂kam0
〈Oζ(~k1, . . . ,~kN )〉′c
− 1
2
〈Oζ(~k1, . . . ,~ka−1,~ka+1, . . . ,~kN )γjm0(~ka)〉′c
}
+ . . . (4.4)
19Alternatively, one can work directly with (3.33) by substituting P dil.i`0jm0 =
1
3
δi`0δjm0 , which has all the desired properties.
Tracing the resulting identity over (i, `0) yields (4.1).
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Since this relation is usually expressed in the helicity basis, reviewed in Appendix A, we can project both
sides with the polarization tensor si`0(q). Using the orthonormality condition (A.6), we obtain
lim
~q→0
1
Pγ(q)
〈γs(~q)Oζ(~k1, . . . ,~kN )〉′c = −
1
2
si`0(qˆ)
N∑
a=1
{
kia
∂
∂k`0a
〈Oζ(~k1, . . . ,~kN )〉′c
− 1
2
〈Oζ(~k1, . . . ,~ka−1,~ka+1, . . . ,~kN )γi`0(~ka)〉′c
}
+ . . . (4.5)
For N = 2, the last line vanishes (since 〈ζγ〉 = 0), and the result agrees with [3]. For general N , the
above agrees with [47] to lowest order in the tensors, that is, as long as the last line is neglected.
4.3 Linear-gradient consistency relations
It has been argued recently that the order q behavior of soft correlators is also fixed by consistency
relations [47, 70]. We will show that these relations follow from the n = 1 Ward identities. To make
contact with [47], we again specialize to a product of scalars for the hard modes: O = Oζ .
Recall that at n = 1 we have a total of 7 symmetries, consisting of 3 SCTs and 4 tensor symmetries.
Starting with the SCTs, we substitute MSCTi`0`1 = b`1δi`0 + b`0δi`1 − biδ`0`1 in (3.30) to obtain
lim
~q→0
∂
∂qi
(
1
Pζ(q)
〈ζ(~q)Oζ(~k1, . . . ,~kN )〉′c
)
= −1
2
N∑
a=1
(
6
∂
∂kia
− kia
∂2
∂kja∂k
j
a
+ 2kja
∂2
∂kja∂kia
)
〈Oζ(~k1, . . . ,~kN )〉′c
+ . . . . (4.6)
(Note that the Υ terms in (3.30) vanish identically in this case.) This agrees with the conformal consistency
relation — see Eq. (54) of [47]. Although it was originally believed that the SCTs were restricted to the
scalar sector only [47, 48], we have now generalized these transformations to include tensors. In particular,
the tensor corrections encoded in the ellipses in (4.6) can be computed explicitly using the expressions
given in Sec. 2.2.
For the tensor symmetries, described by fully traceless Mi`0`1 , the Ward identity (3.33) gives
lim
~q→0
PTi`0`1jm0m1(qˆ)
∂
∂qm1
(
1
Pγ(q)
〈γjm0(~q)Oζ(~k1, . . . ,~kN )〉′c
)
= −PTi`0`1jm0m1(qˆ)
N∑
a=1
{
1
2
kja
∂2
∂kam0∂k
a
m1
〈Oζ(~k1, . . . ,~kN )〉′c
−Υjm0iaja(kˆa) ∂
∂kam1
〈Oζ(~k1, . . . ,~ka−1,~ka+1, . . . ,~kN )γi`0(~ka)〉′c
}
+ . . . , (4.7)
where PTi`0`1jm0m1 is symmetric in (`0, `1) and (m0,m1), fully traceless in (i, `0, `1) and (j,m0,m1), sym-
metric under the interchange (i, `0, `1)↔ (j,m0,m1), and transverse:
qˆi
(
PTi`0`1jm0m1(qˆ) + P
T
`0i`1jm0m1(qˆ)
)
= 0 . (4.8)
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As described in Appendix E, we may construct three linearly independent operators satisfying these
conditions:
P
T (1)
i`0`1jm0m1
(qˆ) = PTikm0m1P
T
jk`0`1
P
T (2)
i`0`1jm0m1
(qˆ) = PTikjm1P
T
`0`1m0k + P
T
ikm0jP
T
`0`1m1k −
2
3
(
PT`0km0m1P
T
i`1jk + P
T
`1km0m1P
T
`0ijk
)
P
T (3)
i`0`1jm0m1
(qˆ) = −qˆj
(
qˆ`1PTi`0m0m1 + qˆ
`0PTi`1m0m1 − qˆiPT`0`1m0m1
)
+ qˆm0
(
qˆ`1PTi`0jm1 + qˆ
`0PTi`1jm1 − qˆiPT`0`1jm1
)
+ qˆm1
(
qˆ`1PTi`0jm0 + qˆ
`0PTi`1jm0 − qˆiPT`0`1jm0
)
, (4.9)
where PTi`0jm0 is defined in (4.3). To cast (4.7) in the helicity basis, we focus on P
T (3)
i`0`1jm0m1
and con-
tract both sides with q`1
s
i`0
(~q). Using the orthonormality (A.6) and completeness (A.7) relations of the
polarization tensors, the result is
lim
~q→0
q`1
∂
∂q`1
(
1
Pγ(q)
〈γs(~q)Oζ(~k1, . . . ,~kN )〉′c
)
= − 1
2
q`1si`0(~q)
N∑
a=1
{(
kia
∂
∂k`1a
− k
`1
a
2
∂
∂kai
)
∂
∂ka`0
〈Oζ(~k1, . . . ,~kN )〉′c
−
(
2Υi`0iaja(kˆa)
∂
∂ka`1
−Υ`1iiaja(kˆa) ∂
∂ka`0
)
× 〈Oζ(~k1, . . . ,~ka−1,~ka+1, . . . ,~kN )γi`0(~ka)〉′c
}
+ . . . (4.10)
This is consistent with [47] to leading order in the tensors.
5 Example of Novel Consistency Relation
The first novel consistency relation arises for n = 2, which constrains the q2 behavior of correlation
functions in the soft limit. Unlike the n = 0 and n = 1 consistency relations of Sec. 4, which fully
constrain the q0 and q1 behavior of the correlators, the n = 2 Ward identities only partially constrain the
q2 behavior of the correlators in the soft limit.
To illustrate this, let us focus on the n = 2 “tensor” symmetries, for which Mi`0`1`2 is fully traceless.
The corresponding PTi`0`1`2jm0m1m2 is symmetric in the (`0, `1, `2) indices and in the (m0,m1,m2) indices,
traceless in the (i, `0, `1, `2) indices and in the (j,m0,m1,m2) indices, and symmetric under the exchange
(i, `0, `1, `2) ↔ (j,m0,m1,m2), and transverse in the sense of (3.32). See Appendix E for a description
of how to arrive at operators with these properties. Furthermore, to allow comparison with existing
computations, we specialize to the case of N = 2 hard scalar modes, O(~k1,~k2) = ζ~k1ζ~k2 . In this case, the
Υ terms are absent since 〈ζγ〉 = 0.
With these assumptions, the Ward identity becomes
lim
~q→0
PTi`0`1`2jm0m1m2(qˆ)
∂2
∂qm1∂qm2
(
1
Pγ(q)
〈γjm0(~q)ζ~k1ζ~k2〉
′
)
= −PTi`0`1`2jm0m1m2(qˆ)
2∑
a=1
kja
3
∂3〈ζ~k1ζ~k2〉′
∂kam0∂k
a
m1∂k
a
m2
.
(5.1)
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Note that we have neglected the “...” corrections which are higher-order in the fields. In slow-roll inflation,
these corrections are higher-order in the slow-roll parameters and hence can be consistently neglected
to leading-order in slow-roll. We will check this identity using the three-point function computed by
Maldacena [3]20
1
Pγ(q)
〈γi`0(~q)ζ~k1ζ~k2〉
′ = PTi`0jm0(qˆ)
H2
4k31k
3
2
kj1k
m0
2
(
−K + (k1 + k2)q + k1k2
K
+
qk1k2
K2
)
, (5.2)
where K ≡ q + k1 + k2, and PTi`0jm0(qˆ) is defined in (4.3). Meanwhile, the scalar two-point function is
〈ζ~k1ζ~k2〉
′ =
H2
4k31
. (5.3)
Both (5.2) and (5.3) are valid to leading order in slow-roll parameters. Before verifying (5.1), we quickly
check that the lowest-order consistency relations are satisfied.
• Anisotropic scaling consistency relation (n = 0): In the limit ~q → 0, we have ~k2 → −~k1, and the
left-hand side of (4.4) gives
lim
~q→0
1
Pγ(q)
〈γi`0(~q)ζ~k1ζ~k2〉
′ = PTi`0jm0(qˆ)
H2
4k31
3
2
kˆj1kˆ
m0
1 . (5.4)
Differentiating (5.3), the right-hand side of (4.4) becomes
− 1
2
PTi`0jm0(qˆ)
2∑
a=1
kja
∂
∂kam0
〈ζ~k1ζ~k2〉
′ = PTi`0jm0(qˆ)
H2
4k31
3
2
kˆj1kˆ
m0
1 , (5.5)
which agrees with (5.4). Thus the n = 0 Ward identity (4.4) is satisfied.
• Linear-gradient consistency relation (n = 1): To compute the q-derivative of the three-point func-
tion, we must let ~k2 = −~k1 − ~q and work consistently to linear order in q:
∂
∂qm1
(
1
Pγ(q)
〈γjm0(~q)ζ~k1ζ~k2〉
′
)
=
H2
4k31
(
∂
∂qm1
PTjm0k`(qˆ)
)
3
2
kˆk1 kˆ
`
1
+
H2
4k41
PTjm0k`(qˆ)3kˆ
`
1
(
δkm1 −
5
2
kˆk1 kˆ
1
m1
)
+ (higher− order in q) . (5.6)
Next we contract this with PTi`0`1jm0m1 . In doing so, we will use the following identities, which
straightforwardly follow from the properties of PTi`0`1jm0m1 and the explicit form (4.3) for P
T
jm0k`
:
PT jm0m1i`0`1
∂
∂qm1
PTjm0k` = 0 ; P
T jm0
i`0`1 m1
PTjm0k` = P
T
i`0`1k`m1 + P
T
i`0`1`km1 . (5.7)
Applying this operator, the left-hand side of (4.7) becomes
lim
~q→0
PTi`0`1jm0m1(qˆ)
∂
∂qm1
(
1
Pγ(q)
〈γjm0(~q)ζ~k1 · · · ζ~kN )〉
′
c
)
= −15
2
· H
2
4k41
· kˆj1kˆm01 kˆm11 PTi`0`1jm0m1(qˆ) .
(5.8)
20To translate from Maldacena’s expression in the helicity basis, we multiplied both sides by sjm0(~q), summed over helicities
and used the completeness relation (A.7).
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Meanwhile, on the right-hand side of the identity (4.7), we have
− 1
2
PTi`0`1jm0m1(qˆ)
2∑
a=1
kja
∂2
∂kam0∂k
a
m1
〈ζ~k1ζ~k2〉
′ = −15
2
· H
2
4k41
· kˆj1kˆm01 kˆm11 PTi`0`1jm0m1(qˆ) , (5.9)
where we have used the fact that PTi`0`1jm0m1 is traceless. This agrees with (5.8), which verifies the
n = 1 tensor Ward identity (4.7).
• Novel tensor consistency relation (n = 2): We now verify that Maldecena’s 3-point function (5.2)
satisfies the n = 2 Ward identity (5.1). On the left-hand side, we find
∂2
∂qm1∂qm2
(
1
Pγ(q)
〈γjm0(~q)ζ~k1ζ~k2〉
′
c
)
=
H2
4k31
{
3
2
kˆk1 kˆ
`
1
∂2PTjm0k`(qˆ)
∂qm1∂qm2
+
3kˆ`1
2k1
(
∂PTjm0`m2(qˆ)
∂qm1
+
∂PTjm0`m1(qˆ)
∂qm2
)
+
15
4
kˆk1 kˆ
`
1
k1
(
kˆm21
∂PTjm0k`(qˆ)
∂qm1
+ kˆm11
∂PTjm0k`(qˆ)
∂qm2
)
− 15
4
kˆ`1
k21
(
kˆm21 P
T
jm0`m1(qˆ) + kˆ
m1
1 P
T
jm0`m2(qˆ)
)
− 5
2
kˆk1 kˆ
`
1
k21
PTjm0k`(qˆ)δm1m2 +
35
2k21
kˆk1 kˆ
`
1kˆ
m1
1 kˆ
m2
1 P
T
jm0k`(qˆ)
}
+ (higher− order in q) . (5.10)
When contracting this with PTi`0`1`2jm0m1m2 , we will use the identities
PT jm0i`0`1`2 m1m2
∂2PTjm0k`
∂qm1∂qm2
= 0 ; PT jm0i`0`1`2 m1m2
∂PTjm0k`
∂qm1
= 0 ;
PT jm0i`0`1`2 m1m2P
T
jm0k` = P
T
i`0`1`2k`m1m2 + P
T
i`0`1`2`km1m2 , (5.11)
which follow from the properties of PTi`0`1`2jm0m1m2 and the explicit expression (4.3) for P
T
jm0k`
. It
turns out that only the last term in (5.10) gives a non-vanishing contribution:
lim
~q→0
PTi`0`1`2jm0m1m2(qˆ)
∂2
∂qm1∂qm2
(
1
Pγ(q)
〈γjm0(~q)ζ~k1ζ~k2〉
′
c
)
=
H2
4k31
35
k21
kˆj1kˆ
m0
1 kˆ
m1
1 kˆ
m2
1 P
T
i`0`1`2jm0m1m2(qˆ) .
(5.12)
Meanwhile, the right-hand side of the Ward identity (5.1) becomes
−
2∑
a=1
kja
3
∂3〈ζ~k1ζ~k2〉′c
∂kam0∂k
a
m1∂k
a
m2
=
H2
4k31
kˆj1
k21
[
35kˆm01 kˆ
m1
1 kˆ
m2
1 − 5
(
kˆm01 δm1m2 + kˆ
m1
1 δm0m2 + kˆ
m2δm0m1
)]
.
(5.13)
Contracting with PTi`0`1`2km0m1m2 , and using the fact that this operator is traceless, we obtain
− PTi`0`1`2jm0m1m2(qˆ)
2∑
a=1
kja
3
∂3〈ζ~k1ζ~k2〉′c
∂km0a ∂k
m1
a ∂k
m2
a
=
H2
4k31
35
k21
kˆj1kˆ
m0
1 kˆ
m1
1 kˆ
m2
1 P
T
i`0`1`2jm0m1m2(qˆ) . (5.14)
This matches (5.12), which verifies the n = 2 tensor Ward identity.
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Although we have focused for concreteness on the tensor symmetries in this check, there are of
course 2 additional “mixed” symmetries at n = 2, under which both scalar and tensor modes shift non-
linearly. It will be very interesting to study this identity in detail, particularly in models with reduced
sound speed.
6 Another Non-Trivial Check
As another check on our identities, consider the contribution to the 3-point amplitude 〈ζζζ〉 coming from
the ζ˙3 vertex in the cubic action.21 This operator is invariant under our symmetries, hence its contribution
to the 3-point function should by itself satisfy all of the consistency relations:
lim
~q→0
Pi`0...`njjm1...mn(qˆ)
∂n
∂qm1 · · · ∂qmn
(
1
Pζ(q)
〈ζ~qζ~k1ζ~k2〉
′
ζ˙3
)
= 0 . (6.1)
Another way to see this is that in general P (X,φ) theories (where X ≡ −12(∂φ)2) the coefficient of
ζ˙3 depends on P,XXX , while all γζζ vertices depend at most on P,XX but are independent of P,XXX .
Therefore the validity of the consistency relations cannot possibly rely on a cancellation between 〈γζζ〉 and
〈ζζζ〉 in this case — the scalar 3-point contribution must by itself be annihilated by all of our derivative
operators.
The 3-point amplitude from ζ˙3 takes the simple form [71]
1
Pζ(q)
〈ζ~qζ~k1ζ~k2〉
′
ζ˙3
= A
q2
k1k2K3
, (6.2)
where A is a constant, and K ≡ q+ k1 + k2 as before. Being proportional to q2, this clearly satisfies (6.1)
for n = 0 and n = 1. The first non-trivial check arises at n = 2.
• n = 2 check: As before, to compute q-derivatives we work on-shell by setting ~k2 = −~k1 − ~q and
expand to the appropriate order in q. For n = 2, this gives
∂2
∂qm1∂qm2
(
1
Pζ(q)
〈ζ~qζ~k1ζ~k2〉
′
ζ˙3
)
=
A
4k51
δm1m2 + (higher− order in q) . (6.3)
Now, the operator Pi`0...`njm0m1...mn has vanishing double-trace,
Pi`0...`njjmmm3...mn = 0 , (6.4)
which can easily be seen by tracing (3.31) over (i, `2) and using the symmetry under interchange of
(i, `0, . . . , `n) and (j,m0, . . . ,mn) sets of indices. It follows that
lim
~q→0
Pi`0`1`2jjm1m2(qˆ)
∂2
∂qm1∂qm2
(
1
Pζ(q)
〈ζ~qζ~k1ζ~k2〉
′
ζ˙3
)
= 0 , (6.5)
which verifies (6.1) for n = 2.
21We thank Daniel Green for suggesting this check.
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• n = 3 check: At the next order in q, we find
∂2
∂qm1∂qm2∂qm3
(
1
Pζ(q)
〈ζ~qζ~k1ζ~k2〉
′
ζ˙3
)
= − A
k61
(
5
8
kˆm11 +
9
16
qˆm1
)
δm2m3 + cyclic perms.
+
9
16
A
k61
qˆm1 qˆm2 qˆm3 . (6.6)
When contracted with Pi`0`1`2jjm1m2 , the first line on the right-hand side clearly gives vanishing
contribution because of (6.4). Meanwhile, combining the trace condition (3.31) and transversality
condition (3.32), it is straightforward to show that
qˆm1 qˆm2Pi`0...`njjm1...mn = −Pi`0...`njjmmm3...mn = 0 . (6.7)
Therefore the second line of (6.6) also gives a vanishing contribution, and thus we obtain
lim
~q→0
Pi`0`1`2jjm1m2(qˆ)
∂2
∂qm1∂qm2∂qm3
(
1
Pζ(q)
〈ζ~qζ~k1ζ~k2〉
′
ζ˙3
)
= 0 , (6.8)
which verifies (6.1) for n = 3.
The argument generalizes to all n. Additional q-derivatives either generate terms proportional to qˆmi qˆmj
or δmimj , either of which gives zero when contracted with the P operator.
7 Conclusion
In this paper we derived an infinite number of consistency relations constraining at each n ≥ 0 the qn
behavior of cosmological correlation functions in the soft limit ~q → 0. We showed how they arise as the
Ward identities for an infinite set of global symmetries, which are non-linearly realized on the perturba-
tions. As the lowest-order identities (n = 0, 1), we recovered Maldacena’s original consistency relations for
scalars and tensors [3], as well as the recently-discovered linear-gradient consistency relations [47]. The
higher-order (n ≥ 2) identities are new, and we checked as a particular example that the n = 2 “tensor”
identity is satisfied by known correlation functions in slow-roll inflation. Our general Ward identities
hold whether the hard modes are inside or outside the horizon, and also have implications for correlation
functions with soft internal lines.
There are many directions that would be interesting to pursue:
• To offer further insights on the higher-order consistency relations, it would be interesting to red-
erive these new identities using standard background-wave arguments. This may be technically
challenging already for the n = 2 identities, but would give an independent check of the Ward
identities.
• It would be enlightening to apply the methods developed here to study correlation functions with
multiple soft external lines. In the case of pions, it is well-known that the double-soft limit probes
the non-abelian nature of the broken algebra [42]. (See Sec. 4.1 of [72] for a recent discussion of
double-soft pion theorems.) In the present context, focusing on the scalar sector with symmetry
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breaking pattern (1.3), correlation functions with two ζ’s taken to be soft should similarly instruct
us about the underlying broken de Sitter isometries. To zeroth-order in the soft momenta, this has
recently been discussed in [38]. However, the non-abelian nature of the conformal algebra should
show up at linear order in the soft momenta. This is currently in progress [73].
• Our derivation of the consistency relations from Ward identities crucially relied on the standard
Bunch-Davies vacuum. Specifically, this assumption was made in Sec. 3.2 in choosing the vacuum
wavefunctional. However, the derivation straightforwardly generalizes to arbitrary initial conditions,
by substituting a modified wavefunctional, such as those of interest recently [74–80], in lieu of (3.13).
The resulting identities would yield modified consistency relations with which to test non-standard
initial conditions [81, 82].
Our derivation of consistency relations from Ward identities is very general and can be readily
applied to other symmetry breaking patterns, including non-inflationary ones. The conformal mecha-
nism [83–89], in particular, relies the spontaneous breaking of conformal invariance on approximate flat
space, with symmetry breaking pattern SO(4, 2)→ SO(4, 1). The non-linear realization of SO(4, 2) im-
plies novel consistency relations, which have been derived recently using the background-wave method [90].
It should be straightforward to reproduce these relations from Ward identities.
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A Conventions
In this Appendix we briefly summarize our conventions.
A.1 Power Spectra
The curvature perturbation is expanded in terms of Fourier modes as
ζ(~x, t) =
∫
d3k
(2pi)3
ζ(~k, t)e−i~k·~x . (A.1)
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The scalar power spectrum Pζ(k, t) is defined as
〈Ω|ζ(~k)ζ(~k′)|Ω〉 = (2pi)3δ3(~k + ~k′)Pζ(k, t) . (A.2)
We also define the free-theory power spectrum, P 0ζ (k, t), in terms of the 2-point function of interaction-
picture fields with respect to the free-theory vacuum state:
〈0|ζ0(~k)ζ0(~k′)|0〉 = (2pi)3δ3(~k + ~k′)P 0ζ (k, t) . (A.3)
In slow-roll inflation, for instance, P 0ζ = H
2/4M2Plk
3.
Similarly, we expand tensor modes as
γij(~x, t) =
∫
d3k
(2pi)3
γij(~k, t)e
−i~k·~x . (A.4)
In the helicity basis, we follow [3] and write
γij(~k, t) =
∑
s=±
sij(kˆ)γ
s(~k, t) , (A.5)
where the polarization tensors sij are transverse and traceless, kˆ
isij = 
s
ii = 0. These satisfy the orthonor-
mality condition,
sij(kˆ)
s′
ij(kˆ) = 2δss′ , (A.6)
and the completeness relation, ∑
s
sij(kˆ)
s
k`(kˆ) = P
T
ijk`(kˆ) , (A.7)
where the projector PTijk` is defined in (4.3).
The tensor power spectrum is defined as
〈Ω|γs(~k)γs′(~k′)|Ω〉 = (2pi)3δ3(~k + ~k′)Pγ(k, t)δss′ , (A.8)
or, equivalently in terms of γij ,
〈Ω|γij(~k)γij(~k′)|Ω〉 = (2pi)3δ3(~k + ~k′)4Pγ(k, t) . (A.9)
The free-theory tensor power spectrum is similarly given by〈
Ω
∣∣∣γ0ij(~k)γ0ij(~k′)∣∣∣Ω〉 = (2pi)3δ3(~k + ~k′)4P 0γ (k, t) . (A.10)
In slow-roll inflation, for instance, P 0γ = H
2/M2Plk
3.
A.2 In-in formalism
We briefly review the in-in formalism. Our goal is to calculate the correlator 〈Ω|O(t)|Ω〉 for some operator
O, where so far all quantities are in the Heisenberg picture. The operator O satisfies the Heisenberg
equations of motion, O˙ = i[H(t)O(t)], where H(t) is the full time-dependent Hamiltonian. The state |Ω〉
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is the state of the system, and does not depend on time in the Heisenberg picture. (This means that it
is not an eigenstate of H(t) at all times, since these eigenstates would in general depend on time).
As usual we split the Schro¨dinger-picture Hamiltonian into a free part and an interaction part,
H(t) = H0(t) + V (t), and move to the interaction picture with respect to this split. We have
|Ω(t)〉I ≡ U †0(t, 0)U(t, 0)|Ω〉 ;
OI(t) ≡ U †0(t, 0)U(t, 0)O(t)U0(t, 0)U †(t, 0) . (A.11)
where U and U0 are the time evolution operators for the full and free Hamiltonian, respectively. Interaction-
picture operators evolve according to the free Hamiltonian: O˙I = i[(H0)I(t),OI(t)]. Interaction-picture
states evolve according to a Schro¨dinger equation with VI(t) playing the role of a Hamiltonian,
i
d
dt
|Ω(t)〉I = VI(t)|Ω(t)〉I , (A.12)
with general solution
|Ω(t)〉I = UI(t, ti)|Ω(ti)〉I ;
UI(t, ti) ≡ U †0(t, 0)U(t, ti)U0(ti, 0) =
T exp
{
−i ∫ tti dt′ VI(t′)} t > ti ,
T¯ exp
{
i
∫ ti
t dt
′ VI(t′)
}
t < ti .
(A.13)
The expectation value is the same in any picture: 〈Ω|O(t)|Ω〉 = I〈Ω(t)|OI(t)|Ω(t)〉I . Using the
above expressions for the time evolution, we can write our correlator in terms of the state at the initial
time ti,
〈Ω|O(t)|Ω〉 = I〈Ω(t)|OI(t)|Ω(t)〉I = I〈Ω(ti)|U †I (t, ti)OI(t)UI(t, ti)|Ω(ti)〉I . (A.14)
The statement that |Ω〉 is the in-state is the statement that in the far past it was the Fock vacuum |0〉 of
the free field creation/annihilation operators, that is,
lim
ti→−∞
|Ω(ti)〉I = |0〉 . (A.15)
To see that this coincides with the usual definition of the in-state, we can write the same expression as
|Ω〉 = lim
ti→−∞
U †(ti, 0)U0(ti, 0)|0〉 ≡ Ω(−∞)|0〉 , (A.16)
which matches the usual definition. With this, we obtain the in-in form of the correlator (A.14):
〈Ω|O(t)|Ω〉 = lim
ti→−∞
〈0|U †I (t, ti)OI(t)UI(t, ti)|0〉 . (A.17)
B Charges and Power Spectrum
Here we justify a number of steps made in Sec. 3.2. Recall from Sec. 2.6 that the true conserved charges
are ∆Q¯, and Q = Q¯ + f(t)∆Q¯ where f(t) ≡ ∫ t dt′/H(t′). As such, the arguments made in Sec. 3.2,
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especially (3.11), can be rigorously applied to them to obtain the analogs of (3.19):
∆Q¯|Ω〉 =
∫
d3q
(2pi)3
qiq
2ξ¯j(−~q)Dγ(q)γij(~q)|Ω〉
Q|Ω〉 = −
∫
d3q
(2pi)3
qiξ¯j(−~q)
(
1
3
Dζ(q)δ
ijζ(~q) +Dγ(q)γ
ij(~q)
)
|Ω〉
+f(t)
∫
d3q
(2pi)3
qiq
2ξ¯j(−~q)Dγ(q)γij(~q)|Ω〉 . (B.1)
On the other hand, Q|Ω〉 = Q¯|Ω〉+ f(t)∆Q¯|Ω〉. Thus, we are led to the conclusion that
Q¯|Ω〉 = −
∫
d3q
(2pi)3
qiξ¯j(−~q)
(
1
3
Dζ(q)δ
ijζ(~q) +Dγ(q)γ
ij(~q)
)
|Ω〉 , (B.2)
justifying (3.19). No assumption has been made about Q¯’s time-dependence (or lack thereof) .
Another subtlety glossed over in Sec. 3.2 is that we did not distinguish the ζ or γ power spectrum
of the full theory from that of the free theory. The reason has to do with the soft limit. In the ~q → 0
limit, ζ(~q) and γij(~q) are time-independent. This once again allows us to apply the analog of (3.11) at
any time t we wish:
ζ(~q)|Ω〉 = Ω(−∞)ζ0(~q)|0〉 , γij(~q)|Ω〉 = Ω(−∞)γ0ij(~q)|0〉 . (B.3)
We thus have
〈Ω|ζ(−~q)ζ(~q)|Ω〉 = 〈0|ζ0(−~q)ζ0(~q)|0〉 , 〈Ω|γij(−~q)γij(~q)|Ω〉 = 〈0|γ0ij(−~q)γ0ij(~q)|0〉 (B.4)
in the soft limit.
C Connected Ward Identities
The connected correlators 〈k1k2 · · · kN 〉c are defined as
〈k1k2 · · · kN 〉c =
∑
pi
(|pi| − 1)! (−1)|pi|−1
∏
B∈pi
〈∏
a∈B
ka
〉
, (C.1)
where pi is a partition of 1, · · · , N , |pi| is the number of blocks in the partition, and B represents a block
of the partition. Here we abuse the notation a bit, and use k1, ..., kN as stand-in for scalar or tensor fields
at the corresponding momenta. The full correlators 〈k1k2 · · · kN 〉 can then be written in terms of the
connected correlators 〈k1k2 · · · kN 〉c as
〈k1k2 · · · kN 〉 =
∑
pi
∏
B∈pi
〈∏
a∈B
ka
〉c
. (C.2)
In our case we have 〈k〉 = 〈k〉c = 0. Thus we can write
〈k1k2 · · · kN 〉 =
∑
pi′
∏
B∈pi′
〈∏
a∈B
ka
〉c
. (C.3)
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where the sum is only over partitions pi′ where each block has at least two elements. The first few instances
are
〈k1k2〉 = 〈k1k2〉c , (C.4)
〈k1k2k3〉 = 〈k1k2k3〉c ,
〈k1k2k3k4〉 = 〈k1k2k3k4〉c + 〈k1k2〉c〈k3k4〉c + 〈k1k3〉c〈k2k4〉c + 〈k1k4〉c〈k2k3〉c ,
〈k1k2k3k4k5〉 = 〈k1k2k3k4k5〉c + [〈k1k2〉c〈k3k4k5〉c + 9 more permutations] ,
〈k1k2k3k4k5k6〉 = 〈k1k2k3k4k5k6〉c + [〈k1k2〉c〈k3k4k5k6〉c + 14 more permutations]
+ [〈k1k2k3〉c〈k4k5k6〉c + 19 more permutations] ,
...
Each connected correlator comes with an overall delta function,
〈k1k2 · · · kN 〉c = (2pi)3δ3(k1 + k2 + · · ·+ kN )〈k1k2 · · · kN 〉 ′. (C.5)
The 〈k1k2 · · · kN 〉′ are defined on shell. The power spectrum is P (k) = 〈k,−k〉′.
Our general Ward identity relation for N ≥ 1 is in terms of the full correlators,
lim
q→0
Dq
(
1
P (q)
〈q k1 · · · kN 〉
)
= (2pi)3
N∑
a=1
(Daδ3(ka)) 〈k1 · · · ka−1ka+1 · · · kN 〉
−
N∑
a=1
Da〈k1 · · · kN 〉 , (C.6)
where Da and Da are differential operators that depend on and act only on the ath momentum. (For
example, for the dilations we have Da = 3 + ka · ∂∂ka .) For N = 1, the second line of the RHS does not
contribute, the first line of the RHS gives (2pi)3D1δ3(k1) and the relation is satisfied.
What we would like to prove is the following relation for connected correlators, for N ≥ 2.
lim
q→0
Dq
(
1
P (q)
〈q k1 · · · kN 〉c
)
= −
N∑
a=1
Da〈k1 · · · kN 〉c . (C.7)
For N = 2, the first line of the RHS of the relation (C.6) vanishes, and there is no distinction in the
remaining correlators between connected and full, and so (C.7) is true for N = 2. This is the first step in
a proof by induction that (C.7) is true for N ≥ 2.
For the induction step, assume that (C.7) is true for N − 1. We start by breaking up the correlator
〈q k1 · · · kN 〉 on the left-hand side of (C.6) as follows
〈q k1 · · · kN 〉 = 〈q k1 · · · kN 〉c +
N∑
a=1
〈q ka〉〈k1 · · · ka−1ka+1 · · · kN 〉.
+
∑
p¯i′
〈
q
∏
a∈B¯
ka
〉c ∏
B∈(p¯i′\B¯)
〈∏
a∈B
ka
〉c
. (C.8)
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Some explanation is in order: we have broken 〈q k1 · · · kN 〉 into its connected pieces. The first term is
the fully connected piece 〈q k1 · · · kN 〉c. The sum in the first line of the right-hand side is over all the
partitions in which the soft momentum q appears in a two point factor. The rest of the partitions are in
the second line of the right-hand side: here p¯i′ is the set of all non-trivial22 marked partitions of 1, 2, · · · , N
where each block has at least two elements. A marked partition is a partition in which one of the blocks
of the partition, the one denoted by B¯, is distinguished. In this case, the special block is the one whose
connected factor contains the soft momentum q. We denote by p¯i′\B¯ the set of blocks of the marked
partition which are not marked. For example, with N = 3 there are no terms in the sum over marked
partitions (since in this case there are no partitions where all the blocks have at least two elements), and
for N = 4, the sum reads
〈k1k2〉〈q k3k4〉c + 〈k1k3〉〈q k2k4〉c + 〈k1k4〉〈q k2k3〉c
+ 〈k3k4〉〈q k1k2〉c + 〈k2k4〉〈q k1k3〉c + 〈k2k3〉〈q k1k4〉c . (C.9)
Looking at the summation term in the first line of the right-hand side of (C.8), using 〈q ka〉 = (2pi)3δ3(q+
ka)P (q), and inserting into the left-hand side of (C.6), we precisely reproduce the first line of the right-
hand side of (C.6).
Thus, to complete the induction step, we need only show, under the assumption that (C.7) is true
for ≤ N − 1, that the second line of the right-hand side of (C.8), inserted into the left-hand side of (C.6),
precisely reproduces the second line of the right-hand side of (C.6) (minus the connected part). The
second line of the right-hand side of (C.8), inserted into the left-hand side of (C.6) and using (C.7) yields
∑
p¯i′
lim
q→0
Dq
 1
P (q)
〈
q
∏
a∈B¯
ka
〉c ∏
B∈(p¯i′/B¯)
〈∏
a∈B
ka
〉c
= −
∑
p¯i′
∑
a∈B¯
Da
〈∏
a∈B¯
ka
〉c ∏
B∈(p¯i′/B¯)
〈∏
a∈B
ka
〉c
.
(C.10)
Next we break up the correlator in the second line of the right-hand side of (C.6) into its connected pieces,
where the sum is only over non-trivial partitions pi′ where each block has at least two elements,
〈k1k2 · · · kN 〉 = 〈k1k2 · · · kN 〉c +
∑
pi′
∏
B∈pi′
〈∏
a∈B
ka
〉c
. (C.11)
The operator
∑N
a=1Da can be broken up over a given partition pi
′ as
∑
B∈pi′
∑
a∈BDa, and when applied
to
∑
pi′
∏
B∈pi′〈
∏
a∈B ka〉c, we generate the sum over marked partitions,
∑
p¯i′
∑
a∈B¯
Da
〈∏
a∈B¯
ka
〉c ∏
B∈(p¯i′/B¯)
〈∏
a∈B
ka
〉c
, (C.12)
where the Da operator serves as the marker. This completes the proof.
22A partition is non-trivial if it does not contain the trivial partition consisting of all the elements, which is captured
already by the connected part 〈q k1 · · · kN 〉c.
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D Removing Delta Functions
In this Appendix, we show how to cancel the delta function factors in (3.28) to obtain the primed Ward
identities (3.30). To begin with, it is convenient to rewrite the right-hand side of (3.28) as
lim
~q→0
Mi`0...`n
∂n
∂q`1 · · · ∂q`n
(
1
Pγ(q)
〈γi`0(~q)O(~k1, . . . ,~kN )〉c + δ
i`0
3Pζ(q)
〈ζ(~q)O(~k1, . . . ,~kN )〉c
)
= − lim
~q→0
Mi`0...`n
{
N∑
a=1
(
δi`0
∂n
∂ka`1 · · · ∂ka`n
+
kia
n+ 1
∂n+1
∂ka`0 · · · ∂ka`n
)
〈O(~k1, . . . ,~ka + ~q, . . . ,~kN )〉c
−
M∑
a=1
Υi`0iaja(kˆa)
∂n
∂ka`1 · · · ∂ka`n
〈Oζ(~k1, . . . ,~ka−1,~ka+1, . . .~kM )γiaja(~ka + ~q)Oγ(~kM+1, . . . ,~kN )〉c
−
N∑
b=M+1
Γi`0 kb`bibjb (kˆb)
∂n
∂kb`1 · · · ∂kb`n
〈Oζ(~k1, . . . ,~kM )OγiM+1jM+1,...,kb`b,...iN jN (~kM+1, . . . ,~kb + ~q, . . . ,~kN )〉c
}
+ . . . , (D.1)
where as before the ellipses stand for higher-order tensor terms. In this form, the correlators on both
sides of the identity involve the same delta function δ3(~P ), where ~P ≡ ~q + ~k1 + . . .~kN .
First, consider the case n = 0. Expressing (D.1) in terms of primed correlators in this case gives
lim
~q→0
Mi`0
(
1
Pγ(q)
〈γi`0(~q)O(~k1, . . . ,~kN )〉′c +
δi`0
3Pζ(q)
〈ζ(~q)O(~k1, . . . ,~kN )〉′c
)
δ3(~P )
= − lim
~q→0
Mi`0
{(
Nδi`0 +
N∑
a=1
kia
∂
∂ka`0
)
〈O(~k1, . . . ,~kN )〉′c
−
M∑
a=1
Υi`0iaja(kˆa)〈Oζ(~k1, . . . ,~ka−1,~ka+1, . . .~kM )γiaja(~ka)Oγ(~kM+1, . . . ,~kN )〉c
−
N∑
b=M+1
Γi`0 kb`bibjb (kˆb)〈Oζ(~k1, . . . ,~kM )O
γ
iM+1jM+1,...,kb`b,...iN jN
(~kM+1, . . . ,~kN )〉′c
}
δ3(~P )
− lim
~q→0
Mi`0〈O(~k1, . . . ,~kN )〉′cP i
∂
∂P `0
δ3(~P ) + . . . (D.2)
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Integrating the last term by parts, and using the fact that P iδ3(~P ) ≡ 0, we obtain
lim
~q→0
Mi`0
(
1
Pγ(q)
〈γi`0(~q)O(~k1, . . . ,~kN )〉′c +
δi`0
3Pζ(q)
〈ζ(~q)O(~k1, . . . ,~kN )〉′c
)
= −Mi`0
{(
(N − 1)δi`0 +
N∑
a=1
kia
∂
∂k`0a
)
〈O(~k1, . . . ,~kN )〉′c
−
M∑
a=1
Υi`0iaja(kˆa)〈Oζ(~k1, . . . ,~ka−1,~ka+1, . . .~kM )γiaja(~ka)Oγ(~kM+1, . . . ,~kN )〉c
−
N∑
b=M+1
Γi`0 kb`bibjb (kˆb)〈Oζ(~k1, . . . ,~kM )O
γ
iM+1jM+1,...,kb`b,...iN jN
(~kM+1, . . . ,~kN )〉′c
}
+ . . .
(n = 0 identity) , (D.3)
where we have canceled the delta functions from both sides. Note that the limit ~q → 0 has been explicitly
taken on the right-hand side, hence the right-hand side is now independent of ~q. This is the desired
“primed” Ward identity for n = 0, in agreement with (3.30).
Next we prove that (D.1) holds in the same form for the primed correlation functions for all n ≥ 1:
lim
~q→0
Mi`0...`n
∂n
∂q`1 · · · ∂q`n
(
1
Pγ(q)
〈γi`0(~q)O(~k1, . . . ,~kN )〉′c +
δi`0
3Pζ(q)
〈ζ(~q)O(~k1, . . . ,~kN )〉′c
)
= −Mi`0...`n
{
N∑
a=1
(
δi`0
∂n
∂ka`1 · · · ∂ka`n
+
kia
n+ 1
∂n+1
∂ka`0 · · · ∂ka`n
)
〈O(~k1, . . . ,~kN )〉′c
−
M∑
a=1
Υi`0iaja(kˆa)
∂n
∂ka`1 · · · ∂ka`n
〈Oζ(~k1, . . . ,~ka−1,~ka+1, . . .~kM )γiaja(~ka)Oγ(~kM+1, . . . ,~kN )〉′c
−
N∑
b=M+1
Γi`0 kb`bibjb (kˆb)
∂n
∂kb`1 · · · ∂kb`n
〈Oζ(~k1, . . . ,~kM )OγiM+1jM+1,...,kb`b,...iN jN (~kM+1, . . . ,~kN )〉′c
}
+ . . .
(n ≥ 1 identities) . (D.4)
We prove this by strong induction. (To simplify the notation, we will omit the momentum dependence
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except where necessary, and the ~q → 0 limit will be understood everywhere.) Starting with n = 1,
Mi`0`1
∂
∂q`1
(
1
Pγ
〈γi`0O〉′c +
δi`0
3Pζ
〈ζO〉′c
)
δ3(~P ) +Mi`0`1
(
1
Pγ
〈γi`0O〉′c +
δi`0
3Pζ
〈ζO〉′c
)
∂
∂P`1
δ3(~P )
= −Mi`0`1
{∑
a
(
δi`0
∂
∂ka`1
+
1
2
kia
∂2
∂ka`0∂k
a
`1
)
〈O〉′c −
M∑
a=1
Υi`0iaja
∂
∂ka`1
〈Oζ(~k1, . . . ,~ka−1,~ka+1, . . .~kM )γiajaOγ〉′c
−
N∑
b=M+1
Γi`0 kb`bibjb
∂
∂kb`1
〈OζOγiM+1jM+1,...,kb`b,...iN jN 〉′c
}
δ3(~P )
−Mi`0`1
{(
Nδi`0 +
∑
a
kia
∂
∂ka`0
)
〈O〉′c −
M∑
a=1
Υi`0iaja〈Oζ(~k1, . . . ,~ka−1,~ka+1, . . .~kM )γiajaOγ〉′c
−
N∑
b=M+1
Γi`0 kb`bibjb 〈OζO
γ
iM+1jM+1,...,kb`b,...iN jN
〉′c
}
∂
∂P`1
δ3(~P )
− 1
2
Mi`0`1〈O〉′cP i
∂2
∂P`0∂P`1
δ3(~P ) + . . .
= −Mi`0`1
{∑
a
(
δi`0
∂
∂ka`1
+
1
2
kia
∂2
∂ka`0∂k
a
`1
)
〈O〉′c −
M∑
a=1
Υi`0iaja
∂
∂ka`1
〈Oζ(~k1, . . . ,~ka−1,~ka+1, . . .~kM )γiajaOγ〉′c
−
N∑
b=M+1
Γi`0 kb`bibjb
∂
∂kb`1
〈OζOγiM+1jM+1,...,kb`b,...iN jN 〉′c
}
δ3(~P )
−Mi`0`1
{(
(N − 1)δi`0 +
∑
a
kia
∂
∂ka`0
)
〈O〉′c −
M∑
a=1
Υi`0iaja〈Oζ(~k1, . . . ,~ka−1,~ka+1, . . .~kM )γiajaOγ〉′c
−
N∑
b=M+1
Γi`0 kb`bibjb 〈OζO
γ
iM+1jM+1,...,kb`b,...iN jN
〉′c
}
∂
∂P`1
δ3(~P ) + . . . (D.5)
where in the last step we have integrated the ∂2/∂P`0∂P`1 once by parts using the fact that Mi`0`1
is symmetric in its last two indices. Collecting all ∂∂P`1
δ3(~P ) terms, we see that their coefficient is
proportional to the n = 0 primed identity (D.3) and thus vanishes. Hence we are left with
lim
~q→0
Mi`0`1
∂
∂q`1
(
1
Pγ(q)
〈γi`0(~q)O(~k1, . . . ,~kN )〉′c +
δi`0
3Pζ(q)
〈ζ(~q)O(~k1, . . . ,~kN )〉′c
)
= −Mi`0`1
{
N∑
a=1
(
δi`0
∂
∂ka`1
+
1
2
kia
∂2
∂ka`0∂k
a
`1
)
〈O(~k1, . . . ,~kN )〉′c
−
M∑
a=1
Υi`0iaja(kˆa)
∂
∂ka`1
〈Oζ(~k1, . . . ,~ka−1,~ka+1, . . .~kM )γiaja(~ka)Oγ(~kM+1, . . . ,~kN )〉′c
−
N∑
b=M+1
Γi`0 kb`bibjb (kˆb)
∂
∂kb`1
〈Oζ(~k1, . . . ,~kM )OγiM+1jM+1,...,kb`b,...iN jN (~kM+1, . . . ,~kN )〉′c
}
+ . . .
(n = 1 identity) , (D.6)
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which is the desired result for n = 1.
By strong induction, we next assume that (3.30) holds for all m ≤ n − 1 for some n ≥ 2, and
show that it must therefore hold for m = n. Expressing (3.28) in terms of primed correlators, clearly the
desired result corresponds to no derivatives acting on the delta functions. The proof therefore boils down
to showing that all terms with at least one derivative on a delta function cancel out. Let us first collect
all ∂
j
∂P j
δ3(~P ) terms, where 1 ≤ j ≤ n− 1. Since Mi`0...`n is symmetric in its last n+ 1 indices, we get
Mi`0...`n
∂jδ3(~P )
∂P`n−j+1 · · · ∂P`n
{(
n
j
)
∂n−j
∂q`1 · · · ∂q`n−j
(
1
Pγ
〈γi`0O〉′c +
δi`0
3Pζ
〈ζO〉′c
)
+
∑
a
[
δi`0
(
n
j
)
∂n−j
∂ka`1 · · · ∂ka`n−j
+
kia
n+ 1
(
n+ 1
j
)
∂n−j+1
∂ka`0 · · · ∂ka`n−j
]
〈O〉′c
−
M∑
a=1
Υi`0iaja
(
n
j
)
∂n−j
∂ka`1 · · · ∂ka`n−j
〈Oζ(~k1, . . . ,~ka−1,~ka+1, . . .~kM )γiajaOγ〉′c
−
N∑
b=M+1
Γi`0 kb`bibjb
(
n
j
)
∂n−j
∂kb`1 · · · ∂kb`n−j
〈OζOγiM+1jM+1,...,kb`b,...iN jN 〉′c
}
. (D.7)
Using the fact that (
n+ 1
j
)
=
(
n
j
)
· n+ 1
n− j + 1 , (D.8)
this reduces to(
n
j
)
Mi`0...`n
∂jδ3(~P )
∂P`n−j+1 · · · ∂P`n
{
∂n−j
∂q`1 · · · ∂q`n−j
(
1
Pγ
〈γi`0O〉′c +
δi`0
3Pζ
〈ζO〉′c
)
+
∑
a
[
δi`0
∂n−j
∂ka`1 · · · ∂ka`n−j
+
kia
n− j + 1
∂n−j+1
∂ka`0 · · · ∂ka`n−j+1
]
〈O〉′c
−
M∑
a=1
Υi`0iaja
(
n
j
)
∂n−j
∂ka`1 · · · ∂ka`n−j
〈Oζ(~k1, . . . ,~ka−1,~ka+1, . . .~kM )γiajaOγ〉′c
−
N∑
b=M+1
Γi`0 kb`bibjb
∂n−j
∂kb`1 · · · ∂kb`n−j
〈OζOγiM+1jM+1,...,kb`b,...iN jN 〉′c
}
. (D.9)
Thus the terms with j derivatives on the delta function, with 1 ≤ j ≤ n − 1, are proportional to the
n − j primed Ward identity, which holds by assumption. It remains to show that terms with at least n
derivatives on δ3(~P ) also cancel out. We will see that these are in fact proportional to n = 0 primed
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identity. Collecting such terms, we obtain
Mi`0...`n
{
∂nδ3(~P )
∂P`1 · · · ∂P`n
[
1
Pγ
〈γi`0O〉′c +
δi`0
3Pζ
〈ζO〉′c +
(
Nδi`0 +
∑
a
kia
∂
∂ka`0
)
〈O〉′c
−
M∑
a=1
Υi`0iaja〈Oζ(~k1, . . . ,~ka−1,~ka+1, . . .~kM )γiajaOγ〉′c
−
N∑
b=M+1
Γi`0 kb`bibjb 〈OζO
γ
iM+1jM+1,...,kb`b,...iN jN
〉′c
]
+
1
n+ 1
P i
∂n+1δ3(~P )
∂P`0 · · · ∂P`n
〈O〉′c
}
(D.10)
Integrating the last term once by parts, using the symmetry properties of M , we obtain
Mi`0...`n
∂nδ3(~P )
∂P`1 · · · ∂P`n
[
1
Pγ
〈γi`0O〉′c +
δi`0
3Pζ
〈ζO〉′c +
(
(N − 1)δi`0 +
∑
a
kia
∂
∂ka`0
)
〈O〉′c
−
M∑
a=1
Υi`0iaja〈Oζ(~k1, . . . ,~ka−1,~ka+1, . . .~kM )γiajaOγ〉′c
−
N∑
b=M+1
Γi`0 kb`bibjb 〈OζO
γ
iM+1jM+1,...,kb`b,...iN jN
〉′c
]
(D.11)
As advocated, we recognize the n = 0 identity in square brackets, hence terms with at least n derivatives
on the delta function cancel out. This completes the proof of (D.4).
E Component Operators
In this Appendix, we describe a brute force method for constructing the operators used in Sec. 3.4. We
are looking for operators Pi`0...`njm0...mn(qˆ), composed from qˆi and δij , which satisfy the four conditions
listed in Sec. 3.4.
We start by writing down by writing down all possible terms constructed from qˆi and δij which
have 2n+ 2 indices. First there is a one term which is just a product of 2n+ 2 q’s, then there are terms
where two of the indices are on a δ and the rest are q’s (there are
(
2n+ 2
2
)
of these since we may
choose any of the 2 indices for the δ), then there are the terms with two δ’s, and so on, until we get to
the terms which are products of n+ 1 δ’s.
Now we take all these terms and write them down with an arbitrary coefficient in front of each.
Then we impose the conditions listed in Sec. 3.4. Since the conditions are linear, this will generate a set
of linear equations which the coefficients must satisfy. There will be some subspace of solutions to this
linear system. Choosing a linearly independent basis of this subspace will yield our component operators.
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For example, in the simplest case n = 0, we obtain the following 3 operators,
2Pim0P`0j − Pi`0Pjm0 ,
qˆ`0 qˆm0Pij − qˆ`0 qˆjPim0 − qˆiqˆm0P`0j + qˆiqˆjP`0m0 ,
qˆ`0 qˆm0Pij − qˆ`0 qˆjPim0 − qˆiqˆm0P`0j − Pim0P`0j + qˆiqˆjP`0m0 + PijP`0m0 , (E.1)
where Pij ≡ δij − qˆiqˆj .
For n = 1 we obtain the follow 3 operators:
1
2
qˆl1 qˆm1Pim0Pl0j +
1
2
qˆl1 qˆm0Pim1Pl0j +
1
2
qˆl1 qˆm1PijPl0m0 −
1
2
qˆl1 qˆjPim1Pl0m0 +
1
2
qˆl1 qˆm0PijPl0m1
−1
2
qˆl1 qˆjPim0Pl0m1 +
1
2
qˆl0 qˆm1Pim0Pl1j +
1
2
qˆl0 qˆm0Pim1Pl1j −
1
2
qˆiqˆm1Pl0m0Pl1j −
1
4
Pim1Pl0m0Pl1j
−1
2
qˆiqˆm0Pl0m1Pl1j −
1
4
Pim0Pl0m1Pl1j +
1
2
qˆl0 qˆm1PijPl1m0 −
1
2
qˆl0 qˆjPim1Pl1m0 −
1
2
qˆiqˆm1Pl0jPl1m0
−1
4
Pim1Pl0jPl1m0 +
1
2
qˆiqˆjPl0m1Pl1m0 −
1
2
PijPl0m1Pl1m0 +
1
2
qˆl0 qˆm0PijPl1m1 −
1
2
qˆl0 qˆjPim0Pl1m1
−1
2
qˆiqˆm0Pl0jPl1m1 −
1
4
Pim0Pl0jPl1m1 +
1
2
qˆiqˆjPl0m0Pl1m1 −
1
2
PijPl0m0Pl1m1 −
1
2
qˆl1 qˆm1Pil0Pjm0
−1
2
qˆl0 qˆm1Pil1Pjm0 +
1
2
qˆiqˆm1Pl0l1Pjm0 +
1
4
Pil1Pl0m1Pjm0 +
1
4
Pil0Pl1m1Pjm0 −
1
2
qˆl1 qˆm0Pil0Pjm1
−1
2
qˆl0 qˆm0Pil1Pjm1 +
1
2
qˆiqˆm0Pl0l1Pjm1 +
1
4
Pil1Pl0m0Pjm1 +
1
4
Pil0Pl1m0Pjm1 +
1
2
qˆl1 qˆjPil0Pm0m1
+
1
2
qˆl0 qˆjPil1Pm0m1 −
1
2
qˆiqˆjPl0l1Pm0m1 +
1
2
PijPl0l1Pm0m1 , (E.2)
−1
2
qˆl1 qˆm1Pim0Pl0j −
1
2
qˆl1 qˆm0Pim1Pl0j −
1
2
qˆl1 qˆm1PijPl0m0 +
1
2
qˆl1 qˆjPim1Pl0m0 −
1
2
qˆl1 qˆm0PijPl0m1
+
1
2
qˆl1 qˆjPim0Pl0m1 −
1
2
qˆl0 qˆm1Pim0Pl1j −
1
2
qˆl0 qˆm0Pim1Pl1j +
1
2
qˆiqˆm1Pl0m0Pl1j −
1
4
Pim1Pl0m0Pl1j
+
1
2
qˆiqˆm0Pl0m1Pl1j −
1
4
Pim0Pl0m1Pl1j −
1
2
qˆl0 qˆm1PijPl1m0 +
1
2
qˆl0 qˆjPim1Pl1m0 +
1
2
qˆiqˆm1Pl0jPl1m0
−1
4
Pim1Pl0jPl1m0 −
1
2
qˆiqˆjPl0m1Pl1m0 −
1
2
PijPl0m1Pl1m0 −
1
2
qˆl0 qˆm0PijPl1m1 +
1
2
qˆl0 qˆjPim0Pl1m1
+
1
2
qˆiqˆm0Pl0jPl1m1 −
1
4
Pim0Pl0jPl1m1 −
1
2
qˆiqˆjPl0m0Pl1m1 −
1
2
PijPl0m0Pl1m1 +
1
2
qˆl1 qˆm1Pil0Pjm0
+
1
2
qˆl0 qˆm1Pil1Pjm0 −
1
2
qˆiqˆm1Pl0l1Pjm0 +
1
4
Pil1Pl0m1Pjm0 +
1
4
Pil0Pl1m1Pjm0 +
1
2
qˆl1 qˆm0Pil0Pjm1
+
1
2
qˆl0 qˆm0Pil1Pjm1 −
1
2
qˆiqˆm0Pl0l1Pjm1 +
1
4
Pil1Pl0m0Pjm1 +
1
4
Pil0Pl1m0Pjm1 −
1
2
qˆl1 qˆjPil0Pm0m1
−1
2
qˆl0 qˆjPil1Pm0m1 +
1
2
qˆiqˆjPl0l1Pm0m1 +
1
2
PijPl0l1Pm0m1 , (E.3)
40
12
Pim1Pl0m0Pl1j +
1
2
Pim0Pl0m1Pl1j +
1
2
Pim1Pl0jPl1m0 − PijPl0m1Pl1m0 +
1
2
Pim0Pl0jPl1m1
−PijPl0m0Pl1m1 − Pim1Pl0l1Pjm0 +
1
2
Pil1Pl0m1Pjm0 +
1
2
Pil0Pl1m1Pjm0 − Pim0Pl0l1Pjm1
+
1
2
Pil1Pl0m0Pjm1 +
1
2
Pil0Pl1m0Pjm1 + 2PijPl0l1Pm0m1 − Pil1Pl0jPm0m1 − Pil0Pl1jPm0m1 . (E.4)
At each n, we will find 3 operators, though their form becomes increasingly complicated as n goes up.
The operators we find in this manner will not in general be projection operators, because they do
not satisfy the conditions PAPA = PAδAB that a set of projectors PA should satisfy. The subspace of M ’s
satisfying the required symmetry conditions has some dimension, d. If the P ’s were projectors, the sum
of the dimensions of the images of the P ’s would equal d, but in our case this sum can be > d, so we have
an overcomplete set of operators. We can in principle enforce the conditions PAPA = PAδAB to pare this
down to a complete set, but since this condition is not linear in the projectors, in practice it is simpler to
work with the overcomplete set, and we will not be missing anything by doing so.
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