INTRODUCTION
In this paper we consider the existence of solutions for the problem -x"(t) = g(x(t)) -p(t) -c, tE co, 11
(1.1) x(0)=x(1)=0, (1.2) where p(t) is a continuous function and c is a constant. We assume that g is of class C ', and that g is positive and strictly increasing on (0, co). In addition, we assume that there exist real numbers M and p > 0 such that lim (g(u)/u)=M, ( Our proofs are based on the analysis of the phase-plane. Most of our arguments resemble those of [2] , where under the hypothesis lim (UJ -CCMUYU) = cc the existence of infinitely many solutions for (l.l)-( 1.2) was proved. We do not make use of the maximum principle. This is why, unlike in previous work (see [ 1, 51 and references therein), we are not restricted to M < 3,, = rc'.
The outline of the proof of Theorem 1.1 is as follows. In the first place show that there exist constants ME (0, 1) and c* such that if c > c* and Ial > 1 then the solution to Eq. (1.1) satisfying x(0) = 0, x'(0) = ac' exists on [0,2] (see Lemma 2.1) and that its zeroes on [0,2] are non-degenerate (see Lemma 2.2) . That is, the orbit starting at (0, ac') does not go through the origin in the (x, x')-plane for t E [IO, 21. Thus for such (t, a, c) a continuous argument function O(t, a, c) is well defined (see [4] ). Next we show that if Ja(~[l, 31 then lim,.,, 0(1, a, c) = cc (see Lemmas 2.3 and 2.4) and for c > c*, lim,,, _ m 13( 1, a, c) d n + 2(max(O, M})'12 (see Lemmas 2.5 and 2.6). Using these two limits and the intermediate value theorem we conclude that given suitably large n (see Theorem 1.1) there exists c(n) such that if c> c(n) then for some a, 0(1, a, c)= (n+ 1) rc, which by the definition of l3 implies that the corresponding orbit is a solution to (l.lk(1.2) with n interior zeroes. Theorem 1.1 extends the work of [3] , where the case p=O was studied using the so-called quadrature method. Our motivation to study problem (l.l)-( 1.2) is due to the results of [5] , where M< x2 and lim .+,(g(u)/u)~(N~rr~, (N+ l)'rr*). In turn, A. C. Lazer and P. J. McKenna in [S] were motivated by developments that go back to the classical Ambrosetti-Prodi result [ 11.
PHASE-PLANE ANALYSIS
In what follows we extend p to [0, cc) as p(x) = p(1) for x> 1. Also, without loss of generality, we can assume that max( Ip(x)l; x 2 0) < 1 and g(0) = 0. 
where we have used that G, > 0 (see (2.2)). Also from (2.2) we have G,(U) L U* for all u E R. This, (2.3), and the fact that E, Z 0 yield
Hence if we let k = -( jc + 11 + $ M,), then multiplying (2.4) by 8' we have (2.5) Thus we have
i.e., E,(t) < eCkr ;+G,(a)- (2.6) Therefore E, is bounded on bounded intervals. Hence, since G,(u) > uz (see (2.2)), (x, x') is bounded on bounded intervals. This proves that (x, x') does not blow up in finite time, which proves that (x, x') is defined for all time and the lemma is proven. Now let CL be defined by a=(p+3)/(2p+3). x( t, a) = r( t, a) sin( Q( t, a)), (2.8) x'(t, a) = r(t, a) cos(8(t, a)), (2.9) qo, a) = 0. (2.10)
A simple computation shows that
Since the dependence of the various functions on a is clear from the context we will eventually drop this variable. Prooj Let M,, G,, and E, be as before. Suppose E,(t', a) = 0 for some t' E (0,2] and E, > 0 for t E [O, t'). By the continuity of E, we can assume that there exists t" <t' such that El(t", a) = c2"/2 and 0 < E,(t, a) < c2*/2 for all t E (t", t'). Then, since G, Z 0, we have Jx'( < ca on (t", t'). Also from (1.4) we obtain x( f') < Kc240 + P), (2.13) with K > 0 a constant independent of c and a. Now since dE,/dt = (c + p(t) + M, x(t)) x'(t), integrating in (t", t') we obtain o = E,(t') = E,(P) + 5" (c + p(s) + M,x(s)) x'(s) ds 1" Integrating (1.1) on (T, t) we have
since x(r) < g-'(c-1 + cm+') and g(x) is increasing in (0, co). But t -T< c -"/2. Hence we have
Thus by the definition of r(t, a) we have r(s, a,) >ac"/2 for all SE [T, t). Now since 0(s, a,) = arc tan(x/x') we get Step 2. Let t, and di be as in Step 1. We claim that there exists d, > d, such that if c > d2 then for some t, E (t i, t, + [2uca/(c'+' -2)]) we have ~(f~)=g-~(c-l+c"+~),
x'(tZ)<O, and x(s)>g-'(c-l+c"+") for sE(t,, a.
By
Step 1 (in particular see (2.24))
x'(t,) 2 (uc"/2) > 0. (2.30) Therefore there exists t > t i such that x(s) > g-'(c -1 + ca + ") for s E (t, , t). Integrating (1.1) on [r, , t] we have
Since, by hypothesis, g is an increasing function on [0, co) and x is also an increasing function on [T, t L) (see (2.24)), we have c + p(s) -g(x(s)) < 0 whenever x(s)>g-'(c+l) and SECT, tl). Therefore by (1.1) we have x'(t,) G XYSI), (2.32) where s, E [T, t,) is such that
The existence of such an s, follows for c larger than 2"" and by the continuity of x. Now replacing (2.37) in the last term of (2.39) and using (2.32) we arrive at since a> 1.
x'( t 1 ) d ma + P/a Q 2ucr (2.40)
Suppose now that t > t, and x(s) > g-'(c-1 + cm+&) for all SE (t,, t). From (2.31) and (2.40) we have such that x(t2) = x(t,) = gg'(c -1 + P+') and x(s) > g-'(c-1 + C"+&) f or all s E (t,, t2). Clearly x'( t2) 6 0. We will now show that, in fact, x'(t,)<O. Since x(s)>g-'(c-1 +c~+~) for s~(t,, t2), by (1.1) we have
for all s E (tl, t2), since c > dz 2 2"". This and the fact that x(t,) = x(tZ) = g-'(c -1 + c'+&) imply that there exists a unique s1 E (t,, t2) with x(tZ) = Max{x(s); t, 6 s < t2} and ~'(3~) = 0. Thus, using again that x"(s) < 0 on ( tl , t2), we have
x'( t*) < x'(s,) = 0. Since also x(t,)= gg'(c-1 +c'+'), and X(S)> g-'(c-1 +P+&), for all SE (tl, t2) Step 2 is proven. By the definition of 0 it follows then that x(t, a,) is a solution of (1.1~( 1.2). In addition by (3.1) it follows that x(f, a,) has exactly n interior zeroes, and the (A) part is proven. Next we let n > [2( Max { 0, M} "*)/XI be an integer and obtain a second solution to (l.l)-( 1.2), x,(t), having n interior zeroes. Unlike our first solution, x,(t) satisfies xi(O) < 0. and so Remark. While studying the case p(t) r0 in [3] , we established two theorems related to our work here, one if M< ,,,6 x2 and the other if M&h 71'. However, we recently noticed (our thanks to Mr. Terry McCabe) that the above inequalities in [3] should be corrected to M-c x2 and M Z z2, respectively, for the two theorems to hold. This can be easily seen, since for M 2 0, lim, _ ..oo [-J(q)] is equal to z/m and not x*/M as stated in Eq. (3.2) in [3 J.
