Abstract. Light emerging from the sea surface carries information about the water constituents, which also includes contributions from inelastic processes, such as Raman scattering, chlorophyll fluorescence, and colored dissolved organic matter (CDOM) fluorescence. The inclusion of inelastic processes, however, has not been fully considered in most of the existing ocean color algorithms. This research presents an approach to substantially decrease the computation time of the nonlinear optimization approach using a look-up table (LUT) to correct for the effects of inelastic scattering. A series of sensitivity tests was conducted to determine the factors required to accurately simulate remote sensing reflectance. Our results show that the inherent optical properties (IOPs) and inelastic scattering play a significant role, whereas the role played by variations of the ambient optical environment and surface wind speed is negligible. An LUT was derived from 22 575 forward simulations using the Hydrolight radiative transfer model. A flexible parameterization of IOPs was formulated by considering all processes of inelastic scattering and a set of three-variable (chlorophyll-a concentration, CDOM ratio, and backscattering fraction) biooptical models. The set of models can be applied to case 1 waters and case 2 waters that happen to be gelbstoff rich, and the volume-scattering phase function can be generated dynamically based on the backscatter fraction. This research may provide a new approach of inversion for including inelastic processes in developing ocean color algorithms.
Introduction
The light propagating upwards from beneath the ocean surface contains information about the material dissolved and suspended in the water. Based on this principle, the technology of remote sensing has provided an avenue by which the synoptic observation of ocean color can be made from space. Currently, there are over nine spaceborne ocean color sensors orbiting the Earth, and another six satellites with ocean color sensors onboard are scheduled to be launched in the next 5 years. Retrieving information from the radiative signals of water color plays a key role in the success of these missions. In principle, this is an inverse problem (IP) of hydrologic optics: given radiometric measurements from space, determine the concentration and characteristics of the water constituents.
Many efforts to date have focused on relating the radiative signals to the pigment concentration based on an empirical relationship between select spectral ratios and the measured pigment concentration. Various researchers have proposed several forms or compositions of spectral ratios to obtain an optimal fit of the data (Carder et al., 1999; Gordon and Morel, 1983; Gordon et al., 1988; Kahru and Mitchell, 1999; Kishino et al., 1998; O'Reilly et al., 1998; Tassan, 1994) . Although good performance was reported for the in-water biooptical algorithm in each case, the results relied heavily on the dataset used; for example, problems have been reported when one specific algorithm was applied to another dataset (Kahru and Mitchell, 1999) .
Various techniques for solving the IP were reviewed by Neumann et al. (2000) , who suggest that algorithm development should move towards model-based techniques that rely on the first principles of ocean optics, rather than on purely empirical approaches. Neumann et al. compared the potential and limitations of four model-based techniques: an algebraic solution, a nonlinear optimization, a neural network, and a principal component approach. Among these techniques, the nonlinear optimization approach (NOA) offered the highest accuracy of parameter retrievals without a dependency on the simulated or training dataset. However, a major disadvantage of the NOA is that the method requires substantial computation time to process large satellite datasets. To evaluate and compare the performance of various retrieval algorithms, the International Ocean Color Coordinate Group (IOCCG) formed a working group dedicated to ocean color algorithms (Lee, 2006) . The IOCCG compiled a synthetic dataset and an in situ dataset containing inherent optical properties (IOPs) and corresponding apparent optical properties (AOPs). Utilizing these two datasets, Lee (2006) was able to assess and compare the performance of nine retrieval algorithms.
Over the past two decades, major advances in radiative transfer theory have enabled a realistic numerical solution of the radiative transfer equation (RTE). Comprehensive comparisons of various numerical optical models were made by Mobley et al. (1993) to identify errors in coding or weaknesses in the mathematical representation of physical phenomena. Among these numerical optical models, the Hydrolight radiative transfer model (Mobley and Sundman, 2001 ) is widely used because it provides a fast and accurate solution (compared to other numerical models) of the detailed radiance field for various waters under different ambient optical environments. Hydrolight can also consider inelastic scattering processes such as Raman scattering and fluorescence. The forward problem of hydrologic optics (that is, given the characteristics of water constituents, determine specific radiometric values) is therefore considered solved (Mobley, 1994) . Furthermore, advances in solving the forward problem should help derive and validate more advanced methods for solving the IP.
This research attempts to accelerate the NOA for solving the IP by employing a look-up table (LUT) to correct for the effects of inelastic scattering. A series of sensitivity tests was conducted to determine the critical factors required to accurately simulate the remote sensing reflectance. Results show that the IOPs and inelastic scattering play a significant role, whereas variations of the ambient optical environment and surface wind speed are negligible. An LUT was then derived from 22 575 forward simulations using the Hydrolight radiative transfer model. Processes of inelastic scattering were considered, and a set of three-variable (chlorophyll concentration, colored dissolved organic matter (CDOM) ratio (chlorophyll to CDOM absorption), and backscattering fraction) biooptical models was used to yield a flexible parameterization of IOPs. This research attempts to evaluate this new approach using two sampled optical profiles and generating maps of selected IOPs from Sea-viewing Wide Field-of-view Sensor (SeaWiFS) images. Results show that this research may provide a new approach of inversion for including inelastic processes in developing ocean color algorithms.
Unknowns and given conditions
The number of unknowns (N u ) and the number of given conditions (N g ) of the IP must be determined prior to developing a solution. Water color is mainly determined by the IOPs of its constituents. The IOPs are derived from two principle IOPs: the absorption coefficient a and the volume scattering function (VSF) β (Haltrin, 1999) . The function β cannot be treated as a fixed function, however. It describes the probability of a scattering angle, which varies from a symmetric distribution (molecular scale) to a primarily peak distribution in the forward direction (large particle). Recent research by Mobley el al. (2002) suggested that the physically based Fournier-Forand (FF) phase function (Fournier and Forand, 1994) can be used to generate a realistic β having any desired backscatter fraction (BF), where BF is defined as the ratio of the backscatter coefficient b b to the scattering coefficient b. This suggests that there are three unknowns (N u = 3) at each waveband, namely a, b, and b b . However, the only radiometric measurement made from space is the spectral remote sensing reflectance, R rs . The IP is therefore under-determinate at a single waveband (three unknowns, one condition).
To solve the under-determinate problem, we must employ the spectral information of R rs and rely on additional conditions that describe the spectral relationship between the IOPs and each water constituent. These additional conditions are usually given in the form of a biooptical model and are significant because all model-based techniques of inversion require inputs from biooptical models (Neumann et al., 2000) . Many users of ocean color derived products also require concentrations of the constituents rather than their optical properties (e.g., chlorophyll-a concentration) for biological, ecological, and oceanographic applications (Neumann et al., 2000) . Utilizing the relationship between IOPs and each constituent enables us to reduce N u to the number of parameters used in a biooptical model (N b ).
Selecting an appropriate biooptical model is critical because the IP can only be solved under the condition that N b is less than N g . Although increasing N b gives a better description of the spectral variation of IOPs, there is a limitation of N g determined by the spectral bands of R rs . In this research, we started with a three-variable biooptical model that employs a small N b (three) to give a flexible parameterization of IOPs for a large variety of water types. This also implies that only three bands of R rs are required to solve the IP.
Three-variable biooptical model
Most reported biooptical models were developed for case 1 waters in which phytoplankton dominates the IOPs (Gordon and Morel, 1983) . The contribution from other substances such as colored dissolved organic matter is relatively small in case 1 waters and can be modeled as a function of phytoplankton concentration (Sathyendranath, 2000) . Case 1 waters encompass over 90% of the world oceans and some inland water bodies. Based on the simple definition of case 1 waters, several biooptical models were successfully developed using chlorophyll-a concentration as the main variable. The spectral absorption coefficient a(λ) is obtained using the models of Morel (1991) and Prieur and Sathyendranath (1981) : 
where a w (λ) is the absorption coefficient of pure water, Chl is the chlorophyll-a concentration (in mg·m -3 ), F specifies the proportion of CDOM absorption to Chl absorption at a reference wavelength of 400 nm, a c * ( ) λ is the normalized chlorophyll-specific absorption coefficient, and λ is the wavelength under consideration. The coefficient a w (λ) is taken from Pope and Fry (1997) ; and a c * ( ) λ is given by Morel (1988) and is equal to one at a reference wavelength of 440 nm (i.e., a c * ( ) 440 1 = ). Although F is usually set at a fixed value of 0.2 for case 1 waters (Morel, 1991; Prieur and Sathyendranath, 1981) , it may vary within a range around 0.2 (Liu et al., 1999) . To extend the applicability of our model, F is specified as a free variable rather than a constant.
The scattering coefficient b(λ) is derived from the model of and Morel (1991) :
.
where b w (λ) is the spectral scattering coefficient of pure water as taken from Smith and Baker (1981) . The normalized volume scattering functionβ is the sum of the contributions by pure water and particles (Mobley, 1994) :
where ψ is the scattering angle; b p (λ) is the spectral scattering coefficient of particles; and~( ) β ψ w and~( ; ) β ψ λ p are calculated from the analytic Fournier-Forand phase function (Fournier and Forand, 1994) by specifying the backscatter fraction of water BF w and particle BF p , respectively. Note that BF w is the ratio of b bw to b w , and BF p is the ratio of b bp to b p . The value of BF w is set to be 0.5 (Mobley and Sundman, 2001 ).
This set of three-variable (Chl, F, BF p ) biooptical models gives a flexible parameterization of the IOPs that is able to represent a large variety of water types (Liu et al., 2006) . Hydrolight has selected this set of models as one of the standard methods to specify IOPs. Liu et al. (2002) applied the same set of models to develop a fast and accurate model to simulate the distribution of underwater irradiance. The recent work by Maritorena et al. (2002) also provides similar formulations of a biooptical model. Therefore, it is reasonable to start with a three-variable biooptical model to parameterize the IOPs.
Sensitivity tests
A series of sensitivity tests using Hydrolight was first conducted to determine the factors that must be considered to accurately simulate R rs . In general, a Hydrolight run is comprised of three parts. First, the incident sky radiance L(0 + ) is calculated by incorporating a clear-sky spectral irradiance model (Gregg and Carder, 1990 ), a cloud cover correction (Kasten and Czeplak, 1980) , and a sky radiance distribution model (Harrison and Coombes, 1988) . Second, the sea surface is defined by a capillary wave (Cox and Munk, 1954 ) that can be parameterized as a function of the surface wind speed, V wind . Third, an invariant imbedding technique is employed to solve the radiative transfer process throughout the entire water column by considering the actual optical properties of the water. The trans-spectral processes of inelastic scattering, such as Raman scattering (due to pure water), and solar-stimulated chlorophyll-CDOM fluorescence are all included in the model. Variability in fluorescence yield is widely observed in nature. The treatment of inelastic scattering in this work uses the default Hydrolight value for the quantum yield of fluorescence. A set of computational conditions that represent typical case 1 waters is listed in Table 1 . Note that several atmospheric parameters, such as the sea surface pressure and relative humidity, are required for the clear-sky spectral irradiance model (Gregg and Carder, 1990) . We used visibility, Vi, to test the sensitivity of Hydrolight to these atmospheric parameters. Other parameters are set to the default values in Hydrolight.
To perform a sensitivity test, the values of variables in each group are varied in sequence as denoted in Figure 1 , and the other variables are held constant at the values listed in Table 1 . Each set of computational conditions was used in a Hydrolight simulation to derive the spectrum of R rs . Results show that the variations of the ambient optical environment (Figure 1a) and V wind (Figure 1b) play a negligible role in simulating R rs in clear waters. By contrast, R rs is very sensitive to IOPs (Figure 1c) and is also sensitive to the processes of inelastic scattering caused by chlorophyll fluorescence (Figure 1d ) and CDOM fluorescence (Figure 1e) . Note that the sea state is parameterized as a function of wind speed, and no other surface effect is treated in Hydrolight.
Three conclusions can be drawn from this sensitivity test. First, the parameters used by the biooptical models of IOP are the most important factors in simulating R rs and as such were selected as the main variables to construct the LUT. Second, the process of inelastic scattering must be considered carefully, especially in clear water. It is therefore necessary to devise an efficient way to include the complex effects of inelastic scattering in an LUT. Third, all other computational conditions, such as the ambient optical environment and V wind , are not as important, as revealed from the Hydrolight simulations. Note that when scaled up to satellite remote sensing, the accuracy of the atmospheric correction is still very critical. When constructing an LUT, these parameters can be set to the fixed values listed in Table 1 .
Look-up table for correcting the effects of inelastic scattering
After identifying the critical factors required to simulate R rs , Chl, F, and BF p were selected as the main variables to construct an efficient LUT. The variables are varied within a range at specific increments or steps as follows: Chl (0-15 mg·m -3 , 43 steps), F (0-3.0, 35 steps), and BF p (0.005-0.050, 15 steps). The latest version of Hydrolight (version 4.2) was used to simulate the spectrum of R rs . All processes of inelastic scattering are considered. Although only three wavebands of R rs are required, 20 bands are calculated over the range of photosynthetically available radiation to account for the transspectral processes of inelastic scattering.
Various studies that solved the IP for deep waters have yielded a robust and consistent model for the below-surface remote sensing reflectance, r rs , such that (Gordon et al., 1988) r u u rs = + 0 0949 0 0794 2 .
where u is the Gordon number and is given by
and r rs can be obtained from R rs using r R R rs rs rs = + 0 52 17 . .
Equations (4)- (6) provide a solution for the IP by relating u (IOP) to R rs (AOP). However, such a relationship is only valid in the absence of inelastic processes . If we denote u inelastic as the value of u calculated from Equation (5) and u elastic as the value of u calculated from Equations (4) and (6), a correction factor f can be defined as
Hence, with an LUT of f, we can compute u inelastic from R rs and rapidly correct the effect of inelastic scattering. A section of the LUT is given in Table 2 .
Nonlinear optimization approach
The basic concept of the NOA is to minimize the difference between modeled and measured quantities by varying the values of model input variables (Neumann et al., 2000) . A good initial estimate of the solution reduces the computational time required for optimization (Neumann et al., 2000) . Hence, as a first step we derived initial estimates of Chl from the SeaWiFS OC2-v4 algorithm (O'Reilly et al., 2000) . The values of F and BF p were set to 0.2 (case 1 waters) and 0.0183 (Petzold particle type) (Petzold, 1977) 
The third step is to calculate u elastic (λ) from R rs (λ) using Equations (4) and (6). Using the values of Chl, F, and BF p specified in the second step, the LUT provides a fast interpolation of f that corrects for inelastic scattering and yields u inelastic (λ) from u elastic (λ) (Equation (7)). The last step is to vary the values of Chl, F, and BF p and repeat the second and third steps until a minimum value of χ 2 is reached, where
The corresponding values of Chl, F, and BF p are the final solution. This process used to retrieve Chl, F, and BF p from R rs (λ i ) is illustrated in Figure 2 .
Results and discussion

Model-to-data comparison
To validate our model, we first attempt to use the IOCCG in situ dataset (Lee, 2006) . After examining the dataset, however, we realized that only five spectral bands of remote sensing reflectance (412, 443, 490, 510 , and 555 nm) and the absorption coefficients (that due to non-algal detrital and dissolved material, a dg , and that due exclusively to phytoplankton, a ph ) at these five spectral bands are given in this dataset. There is neither the spectral information of longer wavelength bands, especially the fluorescence bands, nor the backscatter fraction BF given in this dataset. A rigorous validation of this new approach requires a comprehensive set of in situ measurements that simultaneously covers the entire range of IOPs and various parameters related to the inelastic processes found in nature. Such comprehensive datasets, however, do not exist to date. Therefore we evaluate our new approach using field data collected from a clear-water region (west Florida shelf) and a high-chlorophyll region (Mississippi River plume). In situ measurements including vertical profiles of hydrographic and biooptical variables were obtained during the 2001 EcoHAB cruises on the west Florida shelf. Details of the instruments and data processing are described in Ivey et al. (2002) . Following the steps illustrated in Figure 2 , abovewater measurements of R rs (λ i ) were substituted into our model to retrieve Chl, F, and BF p . An R rs (λ i ) spectrum derived from a Hydrolight simulation using the retrieved values is shown in Figure 3a for comparison. The two spectra of R rs (λ i ) agree best at the three bands selected for optimization (shaded vertical lines). Small differences (average 4.4%) are observed at the other bands used. The overall agreement in these two spectra demonstrates that our approach provides a reasonable solution to the IP and that a three-variable biooptical model is sufficient to describe the spectral variations in IOPs. Figure 3b shows the vertical structure of the measured Chl and the retrievals of Chl from the SeaWiFS operational algorithm OC2-v4 and our model. Since R rs (λ i ) is a weighted average signal over different depths, the in situ measurements are compared with the retrievals of Chl from the OC2-v4 algorithm and our approach, respectively (Figure 4) , where the e-folding depth is defined as the depth where E 0,PAR (z) has decreased to 1/e of its surface value. The same dataset was used to validate the quasianalytical algorithm (Liu et al., 2006) . In addition to Chl, we examine the total absorption coefficient at 440 nm, a 440 (Figure 3c) , because this factor can be significantly influenced by CDOM absorption and therefore includes F (Equation (2)) in our model. Note that the spectrum-matching process attributes most of the absorption effect to CDOM, which results in a higher value of F (1.29). Nevertheless, the total contributions from Chl and F give a sound estimation of a 440 . Figure 3d indicates that reasonably good retrievals of BF p at 488 nm are obtained (Liu et al., 2006) . This band was selected because it is a common waveband measured by the field absorption and backscatter sensors used.
In situ measurements from high-chlorophyll waters were obtained during a cruise in the northern Gulf of Mexico in 2001. Details of the instruments and data processing are described in D' Sa and Miller (2003) . A representative spectrum of high-chlorophyll, high-sediment waters is shown in Figure 4a . Again, there is good agreement (average 8.6%) between the measured and modeled results. The vertical structure of the water column shows sharper gradients caused by the buoyant plume of the Mississippi River (Figures 4b-4d) . A chlorophyll maximum was observed at about 8 m (Figure 4b) . There is no practical way to resolve the vertical structure simply using only surface observations of R rs . The spectrum of R rs results from the average signal over the first optical depth and depends on the spectral properties of the water (Platt and Sathyendranath, 1988) . However, both the OC2-v4 algorithm and our model yield good retrievals that represent the bulk chlorophyll value (Figure 4b) . In addition, Note: Additional atmospheric parameters and fluorescence efficiencies were set to the Hydrolight default values. Chl, F, and BF p were varied over the range of 0-15 mg·m -3 , 0-3, and 0.005-0.050, respectively. Table 2 . Section of the look-up table (LUT) used to correct for inelastic scattering derived from a simulation specified by solar zenith angle θ sun = 30°, cloud cover = 0.0%, V wind = 5.0 m/s, and visibility Vi = 15 km.
our approach gives a good estimate (average 10.6%) of the bulk of a 440 values (Figure 4c) . The scattering coefficient measured at 488 nm (b 488 ) is compared with the model results in Figure 4d rather than b b because backscattering measurements were not made during the cruise. The retrieval of b 488 is lower than the in situ value averaged over the surface 10 m. This may be due to the assumption in our biooptical model that the spectral variation in b p is inversely proportional to wavelength (i.e., the exponent is one). Different values of the exponent have been proposed for various water types. Recent work by Maritorena et al. (2002) suggested an optimized exponent of 1.0337, close to our value of 1, through an analysis of global ocean color data. Assigning this parameter as a free variable would be a formal method to determine its value but would require the estimation of R rs at another wavelength. Moreover, our model without this extension yields good retrievals of Chl, F, and BF p , based on the assumption of three-variable biooptical model (Equations (1)-(3) ).
Model-to-model comparison
A frequent limitation of comparing model results with in situ measurements is the limited range of IOPs represented by the field data. Hence, a synthetic dataset was created to further verify our approach for a large variety of water types. Most works to solve the IP use a synthetic dataset to test model performance. Examples are given in Lee et al. (2002) and Maritorena et al. (2002) . We attempt to validate our model with two IOCCG synthetic datasets (Lee, 2006) . Generation of these two IOCCG synthetic datasets, however, does not consider any inelastic scattering processes. Therefore, we have to rely on our own synthetic dataset. In this work, a total of 200 cases are compared by randomly specifying values of θ sun (0°-45°), cloud cover (0%-50%), V wind (0-15 m/s), Chl (0-15 mgqm -3 ), Vi (5-50 km), F (0-3.0), and BF p (0.01-0.04). All processes of inelastic scattering are included, and the fluorescence efficiencies are set to the default values in Hydrolight. For each case, Hydrolight is run to generate R rs at 31 wavebands over the photosynthetically available radiation region of the spectrum. This is the default case for Hydrolight simulations of SeaWiFS data. Figure 5 shows the 200 simulated R rs spectra. The simulations were run with a constraint that the IOPs were described by the three-variable biooptical models (Equations (1)- (3)), and the seven free variables were varied as described previously. Therefore, this automatically added certain levels of noise to the simulated R rs .
A regression analysis of Chl and the spectral ratio ofR rs490 and R rs555 was made to derive an empirical algorithm that is similar to the SeaWiFS OC2-v4 a;gorithm. The reasonably large variability in the retrieved values of Chl using an empirical model (Figure 6a ) is due to an attempt to describe variation in R rs using values of chlorophyll concentration alone. In contrast, our approach gives more accurate retrievals of Chl, F, and BF p (Figures 6b-6d) .
The results of this analysis yield three important implications of our approach. First, a unique solution of the IP exists in our case by giving three conditions to solve three unknowns. Mobley et al. (2002) arrived at a similar conclusion by employing hyperspectral information (61 wavebands) to retrieve three unknowns. Second, the dimensions of the LUT (43 × 35 × 15) are sufficient to yield an accurate interpolation of inelastic processes. The model yielded good retrievals for the synthetic dataset independent of the random conditions. Third, in addition to the good accuracy of the model, our approach is computationally efficient and yields fast retrievals. For example, 200 retrievals were obtained in 0.75 s on a standard computer using a 450 MHz Pentium III processor. Using this time as a benchmark (note that multi-gigahertz machines are now standard), five personal computers could process the entire SeaWiFS collection each day.
Processing of SeaWiFS imagery
Our model was then used to process the SeaWiFS image of the west Florida shelf acquired during the EcoHAB 2001 cruise. Figure 7a shows the distribution of chlorophyll-a concentration derived from the standard SeaWiFS OC2-v4 algorithm. The retrieved values of chlorophyll a concentration from our model are shown in Figure 7b . The gray areas represent pixels for which an optimum solution could not be determined throughout the range of the LUT. Neglecting the masked pixels in both images, the two methods yield similar values (as in Figure 3) . The added utility of our model is that estimates of CDOM absorption and the backscattered fraction can also be obtained. CDOM absorption at 440 nm (a g440 ) is shown in Figure 7c . As expected, the higher values of a g440 are associated with river discharge near the coast. The distribution of b b555 is given in Figure 7d , and is an index of particle loading from the river. This index reveals the amount and extension of sediment transportation. Therefore, with the information about b b555 derived from our model, the technology of ocean color remote sensing can be applied to evaluate the river management.
There are two primary reasons for pixels masked by our model. First, the radiative signals at bands 412 and 443 nm obtained by the SeaWiFS calibration and atmospheric correction are inaccurate. Our model is very sensitive to these bands, whereas the OC2-v4 algorithm will use bands 490 and 550 when the algorithm fails at bands 412 and 443. The dynamic range of R rs412 is comparatively larger than that of R rs490 due to pigment and CDOM absorption. Atmospheric correction techniques, particularly the clear water pixel method, yield negative values of R rs412 in coastal high waters. Second, the assumption of three-variable biooptical models (Equations (1)-(3)) may not be valid for these pixels. However, three-variable biooptical models have been rigorously analyzed and applied successfully in various studies. With the latest supplement of the analytic Fournier-Forand phase function (Fournier and Forand, 1994) to address the effects of various VSFs, these models offer a more flexible parameterization of IOPs. However, there is a wide variability in the datasets used to derive Equations (1)-(3) (Gordon and Morel, 1983) . Some coefficients (e.g., -0.014 in Equation (1) and 0.62 in Equation (2)) may not be representative of a wide variety of water types. To validate the applicability of Equations (1) 
Conclusions
Retrieving information on water constituents is one of the most important applications of ocean color remote sensing. The major advances in numerical optical models have enabled a realistic simulation of radiative transfer in water with various inelastic scattering processes, such as Raman scattering and fluorescence. However, most of the existing ocean color algorithms do not consider the inelastic processes. This research conducts a series of sensitivity tests to determine the factors required to accurately simulate remote sensing reflectance. A look-up table (LUT) was derived from 22 575 forward simulations using the Hydrolight radiative transfer model. A flexible parameterization of inherent optical properties (IOPs) was formulated by considering all processes of inelastic scattering and a set of three-variable (chlorophyll-a concentration, CDOM ratio, and backscattering fraction) biooptical models. Since the inelastic processes are not considered in the most widely used International Ocean Color Coordinate Group (IOCCG) synthetic dataset, we synthetically generate another dataset and make an extensive model-tomodel comparison for a wide range of combinations of IOPs to examine the application of our approach to different water types. A rigorous validation of this new approach requires a comprehensive set of in situ measurements that simultaneously cover the entire range of IOPs and various parameters related to the inelastic processes found in nature. Such comprehensive datasets, however, do not exist to date. Nevertheless, we attempt to evaluate this new approach using two sampled optical profiles and generating maps of selected IOPs from SeaWiFS images. The results show that this research may provide a new approach of inversion for including inelastic processes in developing ocean color algorithms.
The sensitivity test conducted in this research clearly shows the deviation between the result of inelastic scattering and that of elastic scattering, especially for the cases of higher chlorophyll concentrations at 685 nm. It also shows that the differences in reflectance (see Figure 1d) are mainly due to chlorophyll fluorescence, since the difference decreases as the chlorophyll concentration decreases. The f/Q ratio (Morel and Gentili, 1996; Morel et al., 2002) might account for the Raman emission with the lower chlorophyll concentration. However, as the chlorophyll concentration increases, the chlorophyll fluorescence would dominate the inelastic scattering. Note that comparing Figure 1a with Figure 1d shows that the scale of variation due to the ambient optical environment appears as large as that of inelastic scattering. Therefore, the accuracy of retrievals would be increased if both the inelastic scattering and the f/Q ratio are taken into account. This is an area for further investigation.
The next generation of ocean color sensors will provide more spectral information from space. The number of wavebands in the visible range of the spectrum has increased from three (coastal zone color scanner) to six (SeaWiFS) to seven (moderate-resolution imaging spectroradiometer) and to fourteen (global imager). However, the enhanced spectral information has not yet been fully utilized. For example, the operational SeaWiFS OC2-v4 algorithm uses only two spectral bands to retrieve chlorophyll concentration. This research proposes a practical approach to solve the inverse problem (IP) on the foundation of the forward solution of the radiative transfer equation (RTE). Future research will follow this approach to expand the LUT by introducing a set of biooptical models with more variables to fully utilize the spectral information available.
