It was first observed in (F. Brenti, Mere. Amer. Math. Soc. 413, 1989) that Pdlya frequency sequences arise often in combinatorics. In this work we point out that the same is true, more generally, for totally positive matrices and that there is an intimate connection between them and some generalizations of the classical symmetric functions.
l. INTRODUCTION
Total positivity is an important and powerful concept that arises often in various branches of mathematics, statistics, probability, mechanics, economics, and computer science (see, e.g., [24] and the references cited there). It was first observed in [5, 6] that Pdlya frequency sequences (see Section 2 for definitions) also arise often in combinatorics. The purpose of the present work is to point out that the same is true, more generally for totally positive matrices, and that there is an intimate connection between them and some generalizations of the classical symmetric functions.
More precisely, in this paper we show that many of the familiar matrices arising in combinatorics, as well as in the theory of symmetric functions and many of their generalizations, have remarkable total positivity properties and that, conversely, any totally positive matrix can be realized as a matrix of generalized complete homogeneous symmetric functions evaluated at nonnegative real numbers. The method that we use to prove these results is completely combinatorial and has its origin in a technique for counting nonintersecting paths in directed graphs first used by Lindstr6m in [26] (although he used it for completely different purposes). This technique was then used by Gessel, Viennot, and others to solve various enumerative problems (see, e.g. [18, 19] ). In this paper we use some variations and generalizations of it.
The organization of the paper is as follows. In the next section we collect some definitions, notation, and results that will be used throughout the rest of this work. In Section 3 we give a characterization of totally positive matrices in terms of planar digraphs (Theorem 3.1). We then show that any totally positive matrix is a matrix of (suitably defined) generalized complete homogeneous symmetric functions evaluated at nonnegative real numbers (Theorem 3.3) and that any minor of such a matrix is a "generalized flagged Schur function" evaluated at nonnegative real numbers (Theorem 3.5). As consequences of these results we obtain a combinatorial interpretation for any minor of any totally positive matrix as a generating function for certain sets of appropriately weighted column strict tableaux (thus solving a problem originally posed in [6, Section 2.2, p. 10]), and we obtain a simple proof of a generalization of a result of Stembridge concerning immanants of totally positive matrices. In Section 4 we study the total positivity properties of some infinite matrices which depend on three infinite sets of independent variables and on an integer parameter and which include the matrix of super-Schur functions studied in [10] . In Section 5 we apply the results obtained in Section 4 to matrices of combinatorial interest. We obtain total positivity properties for matrices of q-binomial coefficients, several types of (p, q)-Stirling numbers of both kinds, generalizations of complete homogeneous and elementary symmetric functions, r-associated q-Stirling numbers of the first kind, Delannoy numbers, q-Lab numbers, q-Stirling numbers of type Bn, and others. Finally, in Section 6 we obtain combinatorial interpretations for the minors of the matrices studied in Section 4 and thus, in particular, for most of the combinatorial matrices considered in Section 5 and for any skew superSchur function (see Corollary 6.4 and the remarks following Corollary 6.5). These combinatorial interpretations are expressed in terms of "dotted t-tableaux," a notion which is equivalent, when t = 0 to those of a dotted plane partition, P'-tableau, and circled tableau, which were studied in [4, 10, 30 , and 37].
NOTATION AND PRELIMINARIES
In this section we collect some definitions, notation, and results that will be used in the rest of the paper. We let P def {1, 2, 3 .... }, N d----efPw {0}, Q be the set of rational numbers, and R be the set of real numbers; for a E N we let [a] de__f { 1, 2, ..., a} (where [0] clef ~). The cardinality of a set A will be denoted by [AI, for reN we let (~) aef {Tc_A :lrl =r}, For .., r-1. We then call the intervals [a2~_1, a2i], i = 1, ..., r, the connected components of T. Given a (finite) set T we denote by H(T) the set of all (set) partitions of T (see, e.g., [35, p. 33] for further information about partitions of a set), and by S(T), the set of all bijections from T to itself. For neP, we let Sn~rS ([n] ). Throughout this work, def p and q will denote two independent variables. For n ~ P we let [n]e ' q = pn-l+qpn-2+q2p~-3+... +q~-l, [n]qdef[n]l,q, and [k] p, qdefo if k~<O.
We follow [27, Chap. I] for notation and terminology related to partitions and symmetric functions. In particular, given a partition 2, we denote by 2' its conjugate, by mi(2) the number of parts of 2 that are equal to i, for i e P, and by s~ (respectively e~, ha) the Schur (respectively elementary, complete homogeneous) symmetric function associated to 2. We will usually identify a partition 2 = (21 ..... 2r) with its diagram {(i,j) eP x P" 1 ~< i~ r,
~<j-G< 2~}.
We follow [ 33 ] for notation and terminology regarding plane partitions. However, we will often need to work with more general objects than skew reverse plane partitions, which we now define. Let 2=(21,..., 2r) and # = (#1, ---, #r) be two partitions such that/~ __q 2. A shifted skew tabloid of shape 2x~u is an array T= (Tf.i)~,<r,~,+i_<s<x,+~ 1 of positive integers (we will sometimes use the notation sh(T)= 2~). We denote by T i the ith row of T, for i = 1 ..... r and let s(T) de f ( rl ' 41'"" rr, 2r +r--1 )\( rl, It 
Given a matrix M we will denote by M' the transpose of M. We will often work with matrices and sequences whose elements are real polynomials over some (usually infinite) set of independent variables x. In this case we will say that such a matrix M=(Mn.k)n,k~N (respectively, sequence {ai} i~N) is x-TP (respectively, x-PF) if(l) (respectively, (2) 
and, for u, v ~ V, we let
P,,(u, v) ~f y~ w(~), zc
where the sum is over all paths n in D going from u to v. We adopt the convention that PD(u, u) de__r 1 for all u e V (i.e., there is only one path, the empty path, from u to u and its weight is 1). We will usually omit the def subscript D when there is no danger of confusion. Given u = (Ux, ..., u~), clef v --(v~, ..., v~) ~ V ~, we let
where w(~l, ..., ZCr) ~f I~=1 W(rCi) and where the sum is over all r-tuples of paths (~z~, ..., ~) from u to v (i.e., 7ci is a path from u~ to v~, for i= 1 ..... r) that are non-intersecting (i.e., rc~ and ~j have no vertices in common if i #j). We say that u and v are compatible if, for every aeS~\{Id}, there are no r-tuples of paths from (u, ..... u~) to (v~(~) .... , YoUr) ) that are non-intersecting. The following fundamental result was first proved by Lindstr6m in [26] and has later found numerous applications in enumerative combinatorics (see, e.g., [18, 19, 31, 38] 
TOTAL POSITIVITY AND LATTICE PATHS
Lemma 2.1 shows, in particular, that if D = (V, A, w) is a finite, nonnegative digraph and (Ul .... , u,,), (vl .... , v,,)e V" are compatible, then the matrix
has a nonnegative determinant. It is natural to conjecture that under these assumptions this matrix is actually totally positive. This, however, is false. For example, in the digraph D depicted in Fig. 1 Proof One direction of the theorem follows immediately from our definitions and Lemma 2.1, as remarked above. So assume that U is totally positive. Then there follows from Theorem 3.5 of [2] and Theorem 4.1 of [ 14] that there exist t, m e N and matrices W1, ..., W,+m such that Wi is an n x n upper (respectively, lower) triangular, totally positive, Jacobi matrix for i = 1, ..., t (respectively, i = t + 1, ..., t + m) and and a directed edge from (i,j) to (i+l,j+l) (respectively, (i+ 1,j-1)) with weight by ) for 
. For example, if n = 4, m = 2, and t = 3, then we obtain the digraph depicted in Fig. 2 
as desired. II
The simplicity of the geometry of the digraphs D(U) (cf. Fig. 2 ) allows us to explicitly describe the generating functions PD(ui((1, i), (t + m + 1,j)), :1 ~< i, j ~< n and thus the entries of U. For this we wilt find it convenient to embed the digraphs D(U) in a larger digraph an 0 to put independent variables as weights on the edges. .
• def def Let X = (xi, j)i,j~ N and Y = (Yi, j);,j~N be two infinite matrices of independent variables (or of real numbers). We defin e a weighted digraph D(X, Y) on vertex set N xN by putting a directed edge from (i,j) to (i + 1,j) (respectively, (i,j + 1)) with weight xi+ 1,j (respectively, yi, j+ 1) for all (i,j) e N x N. A portion of D(X, Y) is shown in Fig. 3 for all n, k e N. The reason for introducing the polynomial hn, k(X, Y) is that they give a simple way to express the path generating function between any two points of the digraph D(X, Y). Given n, k e N we let S(n ~)(X) ~ef~
Proof We may divide the monomials appearing in the RHS of (8) 
for all (i,j),(n,k)eNxN.
Comparing (10) and (11) yields (9), as desired. |
We can now interpret the entries of any totally positive matrix as evaluations of generalized complete homogeneous symmetric functions. 
U=(PD(A,m((n+ 1 --i, i), (t+n+ 1 --j, m+j)))l~i,:~n.
But it is easy to see that D(A, B) and the n-tuples ((n, 1) .... , (1, n)) and ((t + n, m + 1 ) ..... (t + 1, m + n)) satisfy all the hypotheses of Theorem 3.1 and, hence, U is totally positive, as claimed. Conversely, suppose that U is totally positive. It then follows from the proof of Theorem 3.1 that there exist m, ten and nxn nonnegative matrices W1--. Wm+t such that (5), (6) , and (7) hold. It is then easy to see that we can use the entries of W1 .... , W,,+t to define two nonnegative matrices A=(ai, j)i,j~N and B=(bi, j)i,j~N, with finitely many nonzero entries, such that
PD(A,e)((n+ l--i, i), (t+n+ 1--~ m+j))
= PD(u)((1, i), (t + m + 1,j)) (14) for all 1 <~i, j4n, where D(U) has the same meaning as in the proof of Theorem 3.1. The thesis then follows from (7), (14), and (9). Finally, it follows from Theorem 4.1 of [ 14] that if U is upper (respectively, lower) triangular then we can take m =0 (respectively, t=0) in (7), and this completes the proof. ]
Note that the preceding theorem explicitly characterizes totally positive matrices. Even though other characterizations of totally positive matrices have appeared before in the literature (see, e.g., [41 ] , where a characterization is given in terms of alternating polytopes), none of these is as simple as the one given above which, in effect, gives an explicit parametrization of the set of all totally positive matrices.
Further evidence of the fact that Theorem 3. Besides giving an explicit representation of any totally positive matrix Theorem 3.3 enables us to give a simple combinatorial interpretation of the determinant of any minor of any such matrix. This can be accomplished by analyzing r-tuples of nonintersecting paths in the digraph D(X, Y).
Given a weakly increasing sequence io ~< il ~< ---~< i,+1 of natural numbers we define its (X, Y)-weight to be
For example, W(x, y)(0 , 0, 0, 2, 4, 5) =Xl, oX2,0X3,2X4,4f2, lY2,2Y3,3Y3,4Y4,5.
Given two partitions 2 = (21 .... ,2r) and/~ = (/~a ..... ¢t,), such that # _ 2 and a shifted skew tabloid ~z d~f (~i,j)l <~i<r,~i+i<~j<<.¢.i+i-1 of shape 2\#, we define its (X, Y)-weight to be
For example, if zr is (21)
Since ~r is column strict, this implies that (20) holds for all iE[r-1], a, ~< k ~< ci+l + 1, and this, as remarked above, implies that r~ and z~+ 1 are nonintersecting, for i = 1, ..., r-1. Finally, if rc and (~1 ..... rr) correspond under the above bijection then, from (21) and our definitions, we conclude that
for i = 1, ..., r and the thesis follows. I
We illustrate the above proposition with an example. Let = be the shifted skew column strict tableau of shape (10, 9, 6)\(3, 1, 0) given in (16) . Then the corresponding triple of nonintersecting paths (rl, 2'2, 2'3) in D(X, Y) from ((4, 1), (2, 2), (1, 3)) to ((9, 2), (8, 3) , (5, 5) ) is depicted in Fig. 4 . Their weight is WD(X, ¥)(2-1, Z'2, 2"3)= (Y4,2X [5, 9] ,2)(X3,2Y3,3X [4, 8] ,3)(Yl,4X [2, 4] ,4Y4,5X5,5), which is in accordance with (17).
• ,
tl, /l i " "'" We can now interpret any minor of any totally positive matrix as a "generalized flagged Schur function." In particular, this gives a combinatorial interpretation to any such minor, thus also providing an answer to a general question first raised in [6; 
U=(PD(A, 8)((n + 1 --i, i), ( t + n + 1 --j, m +j)))l<~i,j~,.
hypotheses of Lemma 2.1, and u = ((n, 1) ..... Since D(A, B) satisfies the d~f ( 1, n)), and v ~f ((t + n, m + 1 ), ..., (t + 1, m + n)) are fully compatible we conclude that Another application is to the c.omputation of immanants of totally positive matrices. Recall (see, e.g., [21, Definition 1.1 ]) that, given an n x n matrix U ~f (Ui, j) 1 <~ i,j<~n and a partition ~. of n the immanant of U corresponding to 2 is defined by
cY ~ Sn where Z x is the irreducible character of S,, corresponding to the partition 2. Recently there has been a revived interest on immanants (especially of totally positive matrices) and several conjectures have been made and proved about them (see, e.g., [21, 22, 39, 40, 23] for further information). Proposition 3.2 enables us to use a combinatorial construction first introduced in [21] to prove the following result.
THEOREM 3.7. Let n, m, t ~ N and
for all partitions/t of n.
Proof By Proposition 3.2 we have that
where
For a e S, let cg~ be the set of all n-tuples of paths (ra, ..., z,) such that z~ is a directed path from u; to you ) for i= 1, ..., n. Then from (22) and (23) we have that
= E E
where cg de=f U o ~ s, ~o and, for v e % a~ is the unique element of S, such that r e %3. Therefore, Note that _(o) = Id, (t+m) _(y) _--(a) o~ a~ =a~, and~ -~,~ for alla-l<y,f<a, and a~ [t+m] . Furthermore, it is clear from the geometry of/3~(X, Y) that if (27) where b,-d°r ~ ~ (O~i,a+n+l_i-~-~i,a+n+l_i) for i=0, a+n, and this, by 
THE METHOD OF INVARIANT DIGRAPHS
Even though Theorems 3.1 and 3.3 completely characterize the class of totally positive matrices and have, as we have seen, several interesting and nontrivial consequences, their interest is mainly theoretical and they are difficult to apply in practice. In fact, given a totally positive matrix U it is usually hard to determine the parameters and the weights of the corresponding digraph D(U) constructed in the proof of Theorem 3.1 (or, equivalently, the integers t, m and matrices A, B appearing in the statement of Theorem 3.3). Conversely, given some parameters t, m, A and B, the matrix U defined by (12) will usually lack any simple combinatorial meaning, except that given by (13) . So the usefulness of Theorems 3.1 and 3.3 as tools for proving the total positivity property of particular matrices is limited.
However, there are other total positivity results that can be deduced from Lemma 2.1 and which, although less powerful than Theorems 3.1 and 3.3, are easier to apply and still powerful enough to yield the total positivity of many interesting matrices arising from algebraic and enumerative combinatorics.
Let D = (N x N, A, w) be a, locally finite, weighted digraph. Recall (see [10, Section 2 
for all m,n, keN with k>~m and that D is y-invariant if the map Sy: D ~ D defined by
for all (n, k) 6 N x N is an isomorphism between D and @(D) (as weighted digraphs).
The following theorem appears in [ 10] (see Theorem 2.1) and its proof is an easy consequence of (28) and of Lemma 2.1. We restate it here for completeness and because we will use it repeatedly. ((O, 0), (n, k)) ).,k~i kl .... , k~ j / =N(u~, ¥1) , nl) , ..., (0, nr)), and v2 = ((n, kl) .... , (n, kr)).
From this we immediately deduce the following total positivity result. (ii) every row of M is a PF sequence.
We can now define and study a class of infinite matrices which possesses many remarkable total positivity properties and which includes many familiar matrices arising in enumerative and algebraic combinatorics as well as in the theory of symmetric functions. Let X d~J{Xn}n~N, def Y= {Y,},~N, and z~f{z,}n~N be three sequences of independent variables. We will adopt the convention that xn aej Yn ~f zn def 0 if n < 0. (ii) every row of M is an (x, y, z)-PF sequence.
Proof We construct a weighted digraph D(t) on N × N as follows. We put an edge from (n-t, k-1) (respectively, (n -1 -t, k -1), (n -1, k)) to (n,k) with weight z, (respectively, y,,x,) for all (n,k) for which AND TOTAL POSITIVITY
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(n -t, k -1 ) (respectively, (n -1 -t, k -1 ), (n -l, k)) is in N x N. Clearly,
D(t) is planar and y-invariant, and
so the thesis follows from Theorem 4.1. I
In what follows we will always denote by Mr(x, y, z) the matrix defined in the preceding theorem. Note that the columns of Mr(x, y, z) are not, in general (x, y, z)-PF, as simple examples show. Also note that the matrices Mr(x, y, z) include the matrix of super-Schur functions studied in [ 10] , as is shown by the next result, whose proof follows immediately from (32) and Proposition 2.2 of [10] . Given a partition 2, we denote by s~(x/y) the super-Schur function corresponding to 2 in the variables x and y (we refer the reader to [3, 4, 10, or 15] , for the definition and further information about super-Schur functions). The matrix M0(x, y, z) has an additional total positivity property. Given is (x, y, z)-totally positive.
Proof Construct a weighted digraph D'(t) on N x N as follows. Put an edge from (n, k -1) (respectively, (n -1, k-t-1), (n -1, k -t)) to (n, k) with weight zn (respectively, Yn,Xn) for all (n,k) for which (n,k-1)
(respectively, (n -1, k -t -1), (n -1, k -t)) is in N x N. A portion of the digraph D'(1) is shown in Fig. 5 .
Clearly, D'(t) is planar and y-invariant, and it follows from (31) and (33) that L,(Mo(x, y, z)')' = (PD'(,)((0, 0), (n, k)))n,~N,
so the thesis follows from Theorem 4. 
for n + k e P (where Ln, k aef o if either n<0 or k<0), with the initial condition Lo, o def 1.
There are some simple relations that hold among the matrices Mr(x, y, z) which deserve to be mentioned. Their verification is left to the reader. PROPOSITION 
For t ~ N we have that:
We close this section by remarking that other interesting classes of x-totally positive matrices can be obtained by "manipulating" the matrices Mr(x, y, z) suitably. We give one such example below. ' . By Theorem 4.3 we know that L and M are x-TP. We claim that R = ML (note that M and L are both lower triangular, so that ML is well defined). We will prove this by showing that the entries of ML satisfy the recursion (36) , with the same initial condition. In fact, using (31) and ( 
= 2 mn-l,j(anLj, k+bnLj+l,k) j--O =a.(mL)._l,k+b.(~k(mL)._l,k+flk, (ML). i,k 1),
and, since (ML)o.o=Mo, oLo, o = 1, the claim follows. But it follows immediately from the Cauchy-Binet formula (see, e.g. [24, p. 1 ]) that the product of two x -TP matrices is again x --TP and the thesis follows. I
APPLICATIONS TO COMBINATORICS
The results obtained in the preceding section have numerous applications to combinatorics and to the theory of symmetric functions. In this section we look in detail at these applications. In many cases we obtain new results; in others we obtain simple an unified proofs of known results.
Our first application is to a natural common generalization of the elementary and complete homogeneous symmetric functions. Let t e N and def x = (xo, xl,... ) be a sequence of independent variables. For keP and n e N we let 
THEOREM 5.
Let teN, and Et(x ) def fe(t)Ex
= ~ # ~ 0, "", X,))n,k~N" Then
(i) E,(x) is x --TP;
(ii) every row of E,(x) is x-PF.
Proof
It follows immediately from our definitions that There is another generalization of the elementary symmetric functions which also possesses interesting total positivity properties. For t, k ~ P and n~N let a(')tx ..., x,) clef (41)
where the sum is over all 1 ~< i 1 < -'-< i k ~ n, such that ij-=j (mod t) for j= 1, ..., k. We also let a(o')(x~, ..., x~)dej 1, for all n ~ N. So, for example, a(z2)(x,, ..., x6) = Xl x2 -~ Xl x4 2i-xl x6 -}-x3x4 -~ x3x6 ~-XsX6, a(t)(Xl , ---, Xn) = 0, unless n)k, and a(t)~x x~)=a~) ( 
Let t E P, and At(x ) a,j (a(~)tk(xl, ..., x,))k, ~ ~ N. Then (i) A,(x) is x-TP;
(ii) every row of At(x) is x-PF.
Proof Note that it follows from our definitions that if n =k (rood t) and x~<.. x~ is a monomial appearing on the RHS of (41) with ik < n, then i k ~< n-t (since n-t + 1 .... , n-1 ~ k (mod t)). Therefore,
. , x~_ l) + a~')(xl, ..., xn_,), if n -k (mod t). Hence, (t)
for all n, k E N with n + k > 0. This shows that
At(x) =M,(x, 0,1),
and the thesis follows from Theorem 4.3. |
We now concentrate on more concrete combinatorial applications. For n, k e N we denote by Sin, k]p, q and c[n, k]p, q the (p, q)-Stirling numbers of the second and first kind, respectively. These are defined inductively by letting [42, 29] for combinatorial interpretations and further information about these polynomials). It then follows immediately from these definitions and from the definition of Mr(x, y, z) (see (31) 
i) Lt(S( p, q)) and Lt(C(p, q)') are (p, q) -TP; (ii) every column of S(p, q) is (p, q)-PF; (iii) every row of C(p, q) is (p, q) -PF.
We can also obtain easily the main total positivity properties of various matrices of q-binomial coeffÉcients. For n, k e N we let
The following result first appeared in [31; see Corollary 5.5 and Section 6].
COROLLARY 5.4. Let F(q) a~f= ([.+kk ]).,k~Y and teN. Then (i) Lt(F(q)) is q -TP;
(ii) every column of F(q) is q-PF.
Proof It follows easily from (43) that

En+k r +k-lq+qn[ +k 11
n jq [_ n--I n q for n + k e P. Hence,
and the thesis follows from Theorems 4.3 and 4.5. |
Note that LI(F(q))
is the usual matrix of q-binomial coefficients ([~]q),,k~N. The fact that, for a fixed q>~O, Ll(F(q)) and L2(F(q)) are totally positive matrices was first proved by Karlin in [24] .
There are countless generalizations and analogs of Stirling, q-Stirling, and (p, q)-Stifling numbers of both kinds existing in the literature, and many of them can be obtained by suitably specializing and combining the matrices Mr(x, y, z). We give below some of the most interesting such examples. 
i) L,(S(p, q)), L~(~(p, q)), and L,(S(p, q)) are (p, q) -TP; (ii) every column of ~(p, q), S(p, q), and S(p, q) is (p, q)-PF.
Proof Theorems 6.1 and 6.2 of [ 32] imply that
S(P, q)~-Mo(O, {qk}kzN, {qk+p[k]qp}k~N)',
SO the thesis follows from Theorems 4.3 and 4.5. | For n, keN let Sz(n, k; q) be the q-Stifling number of the second kind of type Bn defined in Section 3 of [ 11 ] . These may also be defined by i=k and have the property that SB(n, k; O) = S(n, .k), while k! SB(n, k; 1) equals the number of k-dimensional faces of the Coxeter complex of type B, (see [ 11, Section 3, and [ 16 ] ], for further details). We then have the following result.
THEOREM 5.6. Let S~(q) ~f (SB(n, k; q)),~.k~N and teN. Then (i) L,(SB(q)) is q-TP; (ii) every column of S~(q) is q-PF.
Proof It follows from (44) (see also Eq. (47) of [11] ) that
for all n, k e N with n + k > 0. Hence,
S~(q)=Mo(O, (1 +q)l, {k(1 +q) +q}k~N)'
and the thesis follows from Theorems 4.3 and 4.5. | We now consider q-analogues of the r-associated Stirling numbers. These, to the best of our knowledge, have never been considered before in the literature.
For n, k, r ~ P let Dr(n, k) be the set of all ~ ~ Sn that have exactly k cycles, each of size ~>r, and Dr(n) d¢j ~)k>~l Dr(n, k). Note that ]Dl(n , k)] is just the signless Stifling number of the first kind c(n, k), while [D2 (n, k) [ is the number of derangements of S, having k cycles (these numbers are sometimes called the Jordan numbers; see, e.g., [12] ). The numbers [Dr(n, k) [ are usually called the signless r-associated Stifling numbers of the first kind (see, e.g., [ 13, p. 257, Ex.7] for further information about these numbers).
Let o-e Dr(n, k). We say that o-is written in r-normal form if:
(i) each cycle is written with its rth smallest element first;
(ii) the cycles are written in increasing order of their first elements. If n is in a cycle of size r, call it cg, then since a is in r-normal form, cg must be the right most cycle of a. Therefore the r-normal representation of a] E-]\~ (respectively, a]~.) is obtained from that of a by deleting the last r (respectively, the first n-r) elements in the r-normal representation of a. Hence, 
Dr(n -r, k -1 ) x S(d, (r))
. Therefore,
"r e S([r], (r)) of [35] . I
The following result is new even for q = 1.
COROLLARY 5.8. Let r~P and Dr(q) ae=_f (c~[n, k]q)n, keN. Then (i) D~(q) is q--TP;
(ii) every row of D~(q) is q-PF.
Proof Theorem 5.7 shows that
so the thesis follows from Theorem 4.3. |
We should mention that other total positivity properties of the matrix D2(1 ) appear in [6] (see Theorem 6.7.2).
Part (ii) of Corollary 5.8 has a nice application to unimodality. Recall that a sequence {a0, am ..... aa} (of real numbers) is called log-concave if a~ >~ ai_ lai+a for i = 1, ..., d-1, and it is said to be unimodal if there exists an index O<~j<<,d such that ai<~ai+ 1 for i=0,...,j-1 and ag>~ai+l for i =j, .... d-1. We say that a polynomial Z/~=0 aix ~ is log-concave (respectively, unimodal) if the sequence {a0, al, ..., aa} has the corresponding property. It is well known that if 52~=0 a~t i is a polynomial with nonnegative coefficients and with only real zeros, then the sequence {a0, al .... , aa} is log-concave and unimodal (see, e.g., [13, Theorem B, p. 270]). Unimodal sequences arise often in combinatorics, algebra, and geometry and we refer the reader to [36] for an excellent survey.
The following result is an immediate consequence of part (ii) of Corollary 5.8 and of Theorem 2.2.4 of [6] (see also [24, Chap. 8, Section 3, Corollary 3.l]). For a~Sn we denote by c(~) the number of cycles of a. COROLLARY 5.9. For n, r ~ P, the polynomial Zo~D/n) xC(~) has only real zeros. In particular, it is log-concave and unimodal.
For r= 1 the preceding result is well known (see, e.g., [35, Proposition 1.3.4]) while for r=2 it was first proved by R. Canfield (private communication). Corollary 5.9 is by no means an isolated result; similar results relating unimodality and permutation enumeration appear, e.g., in [7, Section 4; 8, Section 6; 9] .
It is natural to expect that the analogues of Theorem 5.7 and Corollary 5.8 will hold for suitable q-analogues of the r-associated Stirling numbers of the second kind. While this may be true, we have only been able to obtain the analogue of Theorem 5.7. Since the definition and the result are new and they may very well have applications to total positivity, we present them here. for n, keP The next result shows that (45) . ar 1, n}, k-1) . Therefore,
and the result follows from Proposition 1.3.19 of [351. |
We now consider some generalizations of the q-Stirling numbers which, to the best of our knowledge, have never been considered before in the literature, even for q=l. For n,k~P, let Cg(n,k)~fD~(n,k). Given creCg(n,k) we let S(cr)%f {min(cgl) .... , min(%)}, where cg 1, ...,% are the cycles of o-. For n, k, t e P we let (g(n(n, k) be the set of all a ~ Cg(n, k) such that all the connected components of S(cr) which do not contain n have size which is a multiple of t. We then let
~ ~ cg(t)(n, k)
(where inv(a) ~f invl(tr)) and c(°[n, 0]q = cU)[0, nJq = go, n for all n e N. 
for n, k~P.
Proof. Note first that if cr~cd(')(n,k) and n~S((r) then a)tn_l]~ c#(°(n-1, k-1) and the map (r ~--~ ~rl[,_l ] is a bijecion. Therefore,
for all n, k e P. On the other hand, if a e cg(°(n, k) and n (~ S(a) (and this, by our definitions, can only happen if k--0 (rood t)) then removing n from cr yields a permutation 5 e cg(')(n -1, k). Conversely, given # e cg(°(n -1, k) we can insert n in one of the cycles of # in n -1 ways to obtain permutations (71, ...,a n l eC~(t)(n,k) such that n d~S(ai), 5i=5, and inv(ai)= inv(a) + i-1 for i = 1, ..., n -1. Therefore,
if k-0 (mod t), and n eP. Summing (48) and (49) we obtain the first equality in (47). Now if k~0 (mod t) and ae~(°(n,k) then [S(cr)l 7~0 (mod t) and, hence, n ~ S(a). Therefore (48) 
if n e P, and k = 0 (mod t). Therefore,
for all n, k e P. This shows that
In the case t = 1, part (ii) of the preceding theorem was first explicitly noted in [31; see Section 6] ; part (i) is new even for t = 1.
An analogous construction can be made for set partitions. For n, k e P def{Bi, ..
.,Bk} eH([n],k), we let let g([n],k) defHl([n],k ).
Given ~ = S(g) def {min(Bm), ..., min(Bk)}. We will always assume that rc is written in 1-normal form (so that min(Bi)< ..-<min(Bk)). For n,k, teP, we let H(t) ([n] ,k) be the set of all 7reH ([n] ,k) such that all the connected components of S(z) which do not contain n have size which is a multiple of t. We then let
~ H (O([nJ, k) where inv(zc) ~finvl(zc 
for n, keP.
We can now prove the analogue of Theorem 5.12 for the polynomials defined by (51).
THEOREM 5.14. Let teP and St(q)~f(s(O[n+l,(k+l)t]q)n,k~N
. Then
(i) S,(q) is q-TP;
(ii) every column of S,(q) is q-PF.
Proof It follows immediately from Proposition 5.13 that
if n ~ P, and k = 0 (mod t). Therefore,
S( °[ n, kt ] q = S( °[ n --t, ( k -1)t ] q + [ kt ] q S( t)[ n -1, kt ] q
for all n, k e P. This shows that Besides matrices arising from the enumeration of set partitions and permutations subject to various restrictions and according to various statistics, there are many other matrices of combinatorial interest which can be obtained by specializing and combining the matrices Mr(x, y, z) and that possess interesting total positivity properties. We shall just mention a few examples.
St(q)
For n, k e N let D(n, k) be the Delannoy number. This can be defined by
(see, e.g., [13, p. 81] Proof It is well know, (see, e.g., [13, p. 81] ) and it is also easy to see
for n + k e P (where D(n, k) dej 0 if either k < 0 or n < 0). Hence,
Note that Eq. (53) and (54) can be used to define several q-analogues of the Delannoy numbers for which the q-analogue of Corollary 5.15 holds. We do not know if any of these q-analogues have been previously considered in the literature, but we will not pursue this line of investigation here.
For our next application we assume some familiarity with the basic terminology of the theory of hyperplane arrangements as presented, e.g., in [43] . We define the signless q-Lah numbers by .j)l ~i_<~,,~+g~<j~+~ 1 of positive integers such that ni, j ~< zoo, j+ i + and zc~,j~< ~+l,j+fl whenever both sides of these inequalities are defined. Note that a (0, 0)-tableau is just a reverse plane partition, while a (0, -1 )-tableau is a column-strict reverse plane partition.
We will often need to distinguish (i.e., to root) some of the entries of an (0q fl)-tableau zr. We will do this by "dotting" (i.e., by putting a dot on top of) these entries. We will then call these entries the dotted entries of ~z, and we will call the resulting array a rooted (oc, fl)-tableau. The next definition is fundamental for this section. Let t e N and 2, # be two partitions as above, a shifted skew dotted t-tableau of shape 2\# is a rooted shifted skew ( -t, t)-tableau ~ = (T~i.j) 1 ~< i<~r, lzi+i<~j<~2i+i_ 1 of shape 2\# such that:
(i) lr~,j < zc~,j+ 1 -t if zoo, j+ ~ is dotted, (ii) zc,,j<zc~+,,j+t if=~, i is not dotted, whenever both sides of these inequalities are defined. For example, i7912 146813 )681"11~ (56) is a shifted skew dotted 2-tableau of shape (8, 7, 7)\(4, 2, 2).
Given two (possibly) dotted integers we well write a-b to indicate that they are equal as dotted integers and a = b if they are only equal as integers (so that, for example, 2 = 2, 2 -2, 2 -2). We will also write (a + b)' instead of the more cumbersome a+~. Proof Let (rl, ..., z~) be a set of nonintersecting paths in D(t) from ((al , bl) , ..., (at, b,) ) to ((c 1, dl) Let n = tn~, j) 1 < ~ < r, ~,, + ~ ~j < x~ + ~ -~ be a shifted skew dotted t-tableau of shape (21, 
We can now state and prove the analogue of ((al,bl) , ..., (ar, br) ) to ((el , d1) ..... (c,.,dr) ) and shifted skew dotted
Note that the preceding theorem shows that the transpose weight of ~z is also the weight, defined by (57), of a suitably defined "conjugate" of re. However, we have no need for this fact here and we wanted to have an explicit description of this transpose weight; for this reason we have chosen to define it directly.
We are now ready to prove the three main results of this section. Their proofs follow immediately from Theorems 4.1, 6.1, and 6.2, and from Eq. (32) and (34) . (where m>~max{ml,kl} ). This combinatorial interpretation is different from (and simpler than) the one given in Theorem 3.4 of [10] and reduces, when {kl .... ,kr}> = {r .... ,2, 1}, to the one given in [34] (see Eq. (11)). Also note that in this case Corollary 6.5 reduces to Theorem 3.3 of [ 10] .
= 2 xd(~)-d(~)Y d(~)zS(T(~)-d(~) td(ff))--T(~)
Using the preceding three results it is easy to give combinatorial interpretations to the minors of almost all of the matrices considered in the preceding section. For example, consider the minors associated to the matrix Et(x) defined in Theorem 5. It is easy to see that, when t = 0, 1, the preceding corollaries reduce to Corollaries 5.1, 5.2, 5.3, and 5.4 of [10] . In particular, Corollary 6.7 reduces to the Jacobi-Trudi identity (see, e.g., [27, Chap. I, Section 5, Eqs. (5.4) and (5.5)).
In a similar way, combining Corollaries 6.3, 6.4, and 6.5 with the various specializations of the matrices Mr(x, y, z) and Lt(M0(x, y, z)') considered in Section 5, it is not hard to obtain explicit combinatorial interpretations for the minors of all these specializations. It is then possible to use appropriate bijections to get "natural" combinatorial interpretations (in the sense of [10, Section 5]) analogous to those appearing in Sections 5-8 of [ 10] . We leave this task to the interested reader.
