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Abstract 
SiNW sensors, due to their ultrasensitivity, selectivity, and label-free and real-time 
detection capabilities, are emerging as a promising tool in quantification and analysis of 
biochemical processes. In the past several decades, SiNW sensors have been widely 
applied in detecting DNA, proteins, virus, gas molecules and many other biomolecules. 
Despite these advancements, the molecular-level understanding of bio-nano interface and 
interaction of SiNW sensing system is still very limited, especially at ultralow 
concentration (~ fM), which has hindered the understanding of experimental results as 
well as biosensor design. One example is the large discrepancy in detection time (three 
orders of magnitude difference) between experimental demonstration of silicon nanowire 
(SiNW) sensors and the theoretical diffusion-reaction model. Another example is that the 
understanding of biomolecular dynamics under applied field conditions such as electric 
field or magnetic field is lacking and has never been applied to emerging biosensors such 
as nanowire bio-FETs. The goal of this thesis is to reveal the puzzling detection process 
of biomolecules at ultralow concentration and explore possible contribution of 
electrokinetic effects on detection speed. 
The basic principle of biomolecular detection using SiNW sensors is to convert the 
information of biological interactions on SiNW surfaces into an observable electronic 
signal. Biological receptors on nanowire surfaces could recognize the target biomolecules 
in the buffer solution due to their high specificity and strong binding affinity. This target-
receptor interaction changes the surface potential of SiNW, and thus modulates the 
conductance of devices and triggers an electrical signal. To detect this electric field 
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variance, a solution gate is usually used to set the nanowire in a range that is sensitive to 
changes of surface potential. The applied voltage on solution gate would induce electric 
field and biomolecules in the SiNW sensors would be subject to electrokinetic effects, 
which are proposed to account for the discrepancy of detection time at ultralow 
concentration. 
Here, a novel multiphysics computational model is developed to study the physical 
mechanism of biomolecular detection process at ultralow concentration for SiNW 
biosensors. The electrokinetic effects, including electrophoretic force and electroosmotic 
flow, have been studied under various conditions systematically. Considering 
electrokinetic effects in a typical SiNW sensor with a single nanowire, the detection time 
decreases over ninety times for charged biomolecules and over forty times for uncharged 
biomolecules. The design considerations of SiNW sensor, including nanowire design, 
solution gate design and biomolecular charge, are also studied using the developed 
computational approach. The size and number of nanowires, gate voltage and 
biomolecular charge can lead to significant reduction of detection time, while the position 
of solution gate doesn’t have any effect on biomolecular detection process. Appropriate 
combinations of the SiNW design and electrokinetic effects could provide a satisfactory 
explanation to detection time discrepancy between experiments and diffusion-reaction 
theory at ultralow concentration. This work provides deep insights to the mechanism of 
biomolecular detection process and could be used to guide the design optimization of 
SiNW sensing devices. 
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Chapter 1 
Introduction 
This thesis reports a novel multiphysics computational model for SiNW biosensors 
(also called silicon nanowire field-effect transistors or SiNW-FETs), which are used to 
analyze biological interaction processes by converting biological events into electronic 
signal. Recently, SiNW biosensors attract tremendous attentions as a promising tool in 
biosensor design because of their ultrasensitivity, selectivity, and label-free and real-time 
detection capabilities [1-2]. In this chapter, a brief introduction to biomolecular detection 
is provided, followed by the descriptions of electrochemical biosensing and a summary of 
some currently-used electrochemical biosensors. Field-effect transistor-based biosensors 
are then discussed along with some current techniques. Particularly, SiNW sensors, 
which are attracting huge amount of efforts nowadays, are described in detail in separated 
sections. The chapter ends with a generic scope of this thesis, including chapter 
summaries.  
1.1 Biomolecular detection 
The ability to quantify and analyze biologically significant molecules in biological 
systems has tremendous impacts for biomedical applications and cellular programming 
investigation. Early disease detection, glucose monitoring, DNA sequencing and many 
other areas all depend on accurate quantification and analysis of biological solutions. 
During the last two decades, biosensor-related research has experienced explosive 
growth. Various biosensing techniques are developed to detect biomolecules such as 
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DNA, RNA, and especially proteins with high sensitivity and selectivity, both for 
laboratory use and lab-on-a-chip applications. The ultimate goal of biomolecular 
detection is to perform fast, sensitive and quantitative detection of target biomolecules in 
a biological sample. In addition, the ability to detect multiple biomolecules 
simultaneously in a single, versatile detection platform is also desirable, which is referred 
to as high-throughout biosensing. At present, many efforts have been devoted into 
developing biomolecular detection techniques and significant advancements have been 
achieved, which brings the state-of-the-art closer to the goal. 
 
A generic biosensor contains two parts, a chemical (molecular) recognition system 
and a physicochemical transducer [3]. The biological recognition system translates 
information from the biochemical domain, usually the concentration of certain specific 
analyte, such as ligands, enzyme and complementary part of DNA, into a chemical or 
physical output signal with a defined sensitivity. The transducer part of the sensor serves 
Figure 1.1: The construction of a typical biosensor with elements and selected 
components [4]. 
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to transfer the signal from the output domain of the recognition system into an 
analytically useful signal. Figure 1.1 shows schematically the parts comprising a typical 
biosensor: a) conjugate receptors that are used to capture target biomolecules; b) an 
interface architecture for biological interactions and signal generation picked up by c) the 
transducer element, which could convert the transducer signal, such as the in-coupling 
angle of a laser beam, current produced at an electrode, to an electronic signal, which 
would be sent for processing by d) computer software to be converted to a meaningful 
physical parameter; finally, the resulting quantity has to be presented through e) an 
interface to the human operator [4]. 
The biosensing approaches could be classified into two major categories, one is the 
optical sensing techniques, and the other is the electrochemical techniques, both of which 
allow for real-time, in situ, non-destructive and label-free analysis of biological solutions. 
Some commonly used optical biosensing methods include fluorescence microscopy, 
ellipsometry, surface plasmon resonance and the quartz crystal microbalance, as 
described below. 
 
Figure 1.2: (A) Diagram illustrating the basic principle of fluorescence microscopy; 
(B) Comparison of excitation and emission spectra of a hypothetical fluorescent 
molecule. [5] 
 (A)   (B)  
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A fluorescence microscopy is an optical microscope used to study the properties of 
organic or inorganic substances using the phenomena of fluorescence instead of 
reflection and absorption [5-6]. Figure 1.2(A) shows the basic principle of a fluorescence 
microscopy. The light source emits light that is reflected by the dichromatic mirror 
through the objective into the sample. The fluorochromes present in the sample following 
excitation emit light of longer wavelength (fluorescence) that goes back through the 
objective and dichromatic mirror and form the final image on a detector [5]. The 
difference between excitation and emission spectra is illustrated in Figure 1.2(B). 
Fluorescence microscopy can perform extremely sensitive measurements, the detection 
limits of which could reach analyte concentration zeptomole (10
-21
 moles) [7] and 
yoctomole (10
-23
 moles) [8]. However, this technique requires label target biomolecules 
with other enzymes [9], DNA [10] or inorganic compounds [11-12], to reveal a detection 
signal under fluorescence microcopy. Labeling biomolecules is a trivial work, and the 
original behaviors of biomolecules would possibly be changed, which consequently 
makes accurate quantification detection difficult. 
Ellipsometry uses optical technique to measure the change of ellipsometric angles in 
polarization state of light reflected from the surface of a sample and then the optical 
properties, thickness, morphology or roughness [13-14] of layers for films and amount of 
adsorbed protein [15-16] on the surface can be calculated. Surface plasmon resonance 
(SPR) is based on refractive index changes due to the effect of the interface between 
metal and the external medium on the propagation of electromagnetic waves [17-18]. The 
changes in the refractive index can be induced by the presence of biomolecules and the 
surface concentration or mass coverage can then be calculated using the de Feijter 
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formula [19]. Quartz crystal microbalance (QCM) is a mass detector whose operation is 
based on measuring changes in the resonance frequency and dissipation factor of an 
oscillating quartz crystal upon adsorption of a viscoelastic layer [20-21]. The oscillation 
is based on the piezoelectric effect and the crystals typically have a fundamental 
resonance frequency of 5 MHZ, which decreases upon mass adsorption.  
One disadvantage of the above optical sensing techniques is the difficulty to 
miniaturize these sensing devices, both down in size and up in number, which makes 
them cost-expensive and, most importantly, not suitable for multiplex detection for a 
single biological sample. Electrochemical biosensors, which convert biological 
information directly into electronic signals, have the potential to overcome this drawback, 
as described in section 1.2. 
1.2 Electrochemical biosensors 
An electrochemical biosensor, as defined by the International Union of Pure and 
Applied Chemistry (IUPAC), is a self-contained integrated device, which allows 
biomolecular detection through a biological recognition element (or biochemical 
receptor) in direct spatial contact with an electrochemical transduction element [4]. 
Different from optical sensors that require numerous time and efforts to use microscopes 
or other devices to process the biological binding events, an electrochemical biosensor 
provides an attractive platform to quantify and analyze the biological samples through 
direct conversion of biological information to electronic signals, thus allowing more rapid 
and convenient sensing detection. Some inherent advantages of electrochemical 
biosensors include low-cost production, friendly interface, easy miniaturization, excellent 
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detection limits, also with small analyte volumes and ability to combine with other 
sensing approaches [22]. 
 
According to the mode of signal transduction, electrochemical sensors could be 
classified as amperometric, potentiometric, field-effect or conductivity sensors. 
Amperometry is based on the measurement of the current resulting from the 
electrochemical oxidation or reduction of an electroactive species [14]. During the 
experiments, a constant potential is often maintained at a Pt-, Au- or C-based working 
electrode or an array of electrodes with respect to a reference electrode. Therefore, the 
measured current is directly correlated to the bulk concentration of the electroactive 
species or its production or consumption rate within the adjacent biocatalytic layer. As 
biocatalytic reaction rates are often chosen to be first-order dependent on the bulk analyte 
concentration, such steady-state currents are usually proportional to the bulk analyte 
concentration. The simplest forms of amperometric biosensors are the Clark oxygen 
electrodes, which detect the reduction of oxygen at a working electrode at a constant 
 (A)   (B)  
Figure 1.3: (A) Schematic illustration of the mechanism of the amperometric 
detection of H2O2 using HRP [24]; (B) Hydrodynamic response of a biosensor after 
continuing adding ATP to consume the glucose [25].  
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potential and generate a current proportional to oxygen concentration [23]. Another 
application of amperometry is to use an amperometric immunosensor based on a rigid 
immunocomposite to measure human chorionic gonadotropin β-subunit (β-HCG), as 
shown in Figure 1.3(A). β-HCG is determined with a sandwich assay using anti-b-HCG 
conjugate labeled with horseradish peroxidase (HRP). The extent of the immunological 
interaction is quantified by the activity of the labeling enzyme: peroxidaseis regenerated 
after the enzymatic reduction of H2O2 by hydroquinone which is used as a mediator in the 
solution. The reduction of hydroquinone is amperometrically monitored using a potential 
of −0.1V [24]. In addition, Kueng et al. applied amperometric biosensing technique to 
detect adenosine-5’-triphosphate (ATP) by co-immobilization of the enzyme glucose 
oxidase (GOD) and hexokinase (HEX). The electrochemical signal, generated by the 
oxidation of H2O2 at the electrode surface in the presence of glucose, would decrease 
after adding ATP, which, together with HEX, would catalyze the enzymatic reaction [25]. 
A typical hydrodynamic response curve from amperometric measurements is shown in 
Figure 1.3(B) and the change in current response is proportional to the ATP 
concentration. 
Another electrochemical biosensing technique is potentiometry. Potentiometric 
devices measures the potential difference between either an indicator and a reference 
electrode or two reference electrodes separated by a permselective membrane, when zero 
or no significant current flows between them [22, 26]. In other words, potentiometry 
provides information about ion activity in electrochemical reactions. The potential 
differences between these ions and the reference electrode are proportional to the 
logarithm of the ion concentration, as described by the Nernst-Donnan equation [27]: 
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                                                      0 lncell cell
RT
E E Q
nF
                                                 (1.1) 
where 
cellE is the cell potential at zero current, 
0
cellE  is a constant potential contribution to 
the cell, R  is the universal gas constant, T  is the absolute temperature in degrees Kelvin, 
n  is the charge number of the electrode reaction, F  is the Faraday constant and Q  is the 
ratio of ion concentration at the anode to ion concentration at the cathode. The most 
common potentiometric devices are PH electrodes and this technique could also be 
applied to detect other ions, such as F ,  I ,  CN ,  Na ,  K      and 
2Ca  . Vigassy et al. 
constructed Ca
2+
, Ag
+
 and Na
+
 selective electrodes using poly(styrene-co-
divinylbenzene)-based monolithic capillaries of an inner diameter of 200 µm and a length 
of 2-5 mm and potentiometric responses down to 10
-8
 – 10-9 M solutions were achieved 
[28]. Guo et al. fabricated a ligand-free tridodecylmethylammonium chloride (TDMAC)-
based polymeric membrane ion selective electrode to measure ascorbate by the activity of 
permanganate ions released at the sample-membrane phase boundary [29]. Currently, 
Smirnova et al. developed a micro-potentiometric sensor for detecting alkali ions (Na+, 
K+ and NH4+) based on external microelectrodes introduced into a microchip [30], the 
setup of which is shown in Figure 1.4(A). It contains three ISEs for three different types 
of alkali ions, and an Ag/AgCl electrode as the reference potential. The valve capillary is 
connected to a pump to provide constant flow rate. Figure 1.4(B) shows a calibration 
curve for the Na+ ISE, the potential of which increases proportionally to the 
concentration of Na+. 
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An important variation of the potentiometry systems used to determine ion 
concentrations in biological sample is the field-effect transistor (FET). Combined with 
the advantages of nanomaterials, FET-based devices would have the potential to reach 
the ultimate goal: ultrasensitive, selective, label-free and real time detection multiple 
biomolecules simultaneously, as described below. 
1.3 Field-effect transistor-based biosensors 
The FET is a type of transistor that uses an electric field to control the conductivity 
of a channel (a region depleted of charge carriers) between two electrodes (the source and 
drain) in a semiconducting material [4]. Usually, a FET is a three-electrode system, 
including source, drain and gate electrodes, as shown in Figure 1.5(A). The variance of 
the conductivity due to biological interactions would be transmitted to electric signals by 
the circuit composed of the source and drain electrodes. The gate electrode is used to 
modulate the electric field potential of the channel, which is made of semiconducting 
materials. Depending on the configuration and doping of the semiconducting materials, 
  
Figure 1.4: (A) Schematic of microchip setup of a potentiometric device; (B) 
Calibration curve of primary and interfering ions for Na
+
-selective monolithic 
micro-ISEs. [30] 
 (A)   (B)  
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the semiconductor would either attract charge carriers or repel charge carriers, resulting 
the change of the conductance between the source and drain electrodes. In the case of a p-
type semiconductor, applying a negative gate voltage, which leads to negative charges at 
the interface between the gate electrode and dielectric, leads to an accumulation of 
carriers (positive holes) and a corresponding increase in conductance. On the other hand, 
applying a positive gate voltage to a p-type device, which leads to positive charges at the 
interface between the gate electrode and dielectric, depletes carriers in the device and 
lead to a decrease in the conductance [2]. 
The binding of a charged or chemical species to the semiconductor surface is 
analogous to applying a voltage on a gate. For example, when binding of a protein with 
net negative charge, such as DNA or RNA, to the surface of a p-Si FET, happens, an 
accumulation of positive hole carriers occurs, causing an increase in device conductance, 
as shown in Figure 1.5(B)(C) [2]. On the contrary, a decrease in the device conductivity 
would result from the depletion of charge carriers when positively charged biomolecules 
bind the p-Si FETs. 
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To date, a variety of FET-based biosensors has been employed for biological 
applications and they could be classified into three categories: enzyme-modified FETs 
(EnFETs), cell-based FETs, and immunologically functionalized FETs [1]. Enzyme-
modified FETs are based on the immobilization of enzymes at the gate surface of pH-
sensitive ion-selective-field-effect transistor (ISFET) and thus the immobilization process 
is critical to the devices’ performance and sensitivity. In addition, in order to reduce 
Figure 1.5: (A) Schematic of a field-effect transistor (FET) device consisting three 
electrodes, where source, drain and gate metal electrodes are represented by S, D and 
G, respectively; (B) Mechanism of the binding of a 'charged or polar' biological or 
chemical species to the chemically modified gate dielectric; (C) The conductance 
change of FET devices due to the binding events between receptors and target 
biomolecules. [2] 
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disturbing factors, such as temperature variance, light sensitivity and sensor drift, a pH 
ISFET/EnFET differential arrangement is employed, where the additional pH ISFET 
contains a blank enzyme-free membrane as a reference system [31-32]. The major 
applications of enzyme-modified FETs include urea, glucose and acetylcholine [26, 33-
34]. Some typical problems about EnFET include the dependence of the sensor response 
on buffer capacity and ionic strength, the restricted dynamic measurement range and the 
non-linearity and the relatively slow response and recovery times. Cell-based FETs are 
based on the electrophysiological measurements of cells’ metabolic products or 
extracellular potential and have been widely used for monitoring of electrical 
communication within neuronal networks and transmission paths of ionic channels [35-
36], and detecting pharmaceutical agents, toxic substances and pollutants [37-38]. 
Immunologically functionalized FETs are highly related with immunological system. The 
electrodes are either immobilized with antibodies reacting with antigens in a biological 
sample, or immobilized antigens reacting with free antibodies. Currently, a variety of 
immunological biomolecules could be detected using immunologically functionalized 
FETs, such as β-bungarotoxin [39], proxidas [40], and herbicide simazine [41]. 
Due to the significant advancements in nanomaterials in the past two decades, FET 
nanostructure sensors have generated an enormous amount of interest for their potentials 
as a tool for highly sensitive detection. Traditional planar sensors (also called ISFETs), as 
shown in Figure 1.6(A), could only detect biomolecules down to concentration ~1 µM, 
because of the micro-scale size of sensing electrodes. Large number of binding events 
need occur to induce an observable conductance change. However, in FET nanostructure 
sensors, the source and drain electrodes are bridged by a nano-object instead of the planar 
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electrodes, as shown in Figure 1.6(B~D). These nanostructures, such as nanoparticles 
[42], nanowires [43], nanotubes [44], nanogaps and nanoscale films [45], have a high 
surface-to-volume ratio, which makes few biomolecular binding events enough to affect 
their bulk physical, chemical, or even electronic properties. In addition, some 
nanomaterials, such as silicon nanowire, could easily be modified with chemical 
biomolecules, which makes them perfect candidates for FET nanoscale sensing 
applications. 
 
Among these FET nanostructure sensors, CNTs, especially single-walled CNTs, are 
widely used in characterization of the antigen-antibody interactions [46-49], DNA 
hybridization [50-51] and enzymatic glucose detection [52]. Despite these advances of 
CNT-FETs in biosensing applications, there exist several shortcomings in the fabrication 
and applications of CNT-FETs. During the process of fabricating CNT-FETs, the 
(A) 
 
(B) 
 
(C) 
 
Figure 1.6: Schematic of different FETs: (A) Planar sensor, (B) FET-based nanowire 
sensor, (C) FET-based nanosphere sensor and (D) FET-based nanotip sensor. 
(D) 
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mixtures of semiconducting and metallic CNTs still hinder the future developments in 
nanoelectronics, and the detection mechanisms of CNT-FETs are somewhat complex and 
factors like field-effects, electron transfer, Schottky barriers  should be considered [49, 
51, 53-54]. On other hand, the sensing mechanism of SiNW-FETs is relatively 
straightforward and is determined by the variation of electric potential due to the 
biological interaction between target biomolecules and receptors on the nanowire surface. 
1.4 Silicon nanowire field-effect transistors 
Due to well-developed silicon industry, SiNW-FETs are emerging as a powerful and 
general platform for ultrasensitive, direct electrical detection of biological and chemical 
species. SiNWs, with different sizes [55-56], shapes [57], and dopants [58], could be 
precisely fabricated using the existing and mature silicon industry processing techniques. 
The structure of one of the best characterized examples of semiconducting nanowires can 
be prepared as single-crystal structures with diameter as small as 2-3 nm [55-56]. The 
attractive performances, such as high reproducibility [59], well-controlled electronic 
characteristics, make SiNW-FETs more appealing to use compared with CNT-FETs. In 
addition, due to nanoscale size of SiNWs, a few binding events could lead to obvious 
variations of the conductance of SiNWs. Therefore, the detection of single virus or 
biomolecule could become possible using SiNW-FETs. 
Furthermore, due to the native oxide coatings on the silicon nanowire surface, the 
linkage of receptors is a straightforward and non-trivial thing. Previous data based on the 
research on planar chemical and biological arrays have already demonstrated the success 
of chemical modification of silicon oxide [60]. Another important point is the ability to 
17 
 
monitor the detection process in real-time, which could be used to characterize the 
dynamical process of biomolecular detection. SiNW-FETs are growing to be an 
ultrasensitive, real-time and multiplexed detection platform for medical and biological 
applications. 
 
A schematic sketch of a typical SiNW sensor is shown in Figure 1.7(A). A solution 
gate is used to modulate the conductance of the nanowire between two electrodes, which 
are used to transmit electronic signal. Biological interactions on the SiNW surface would 
vary the electric field potential, induce the conductance change of the device and an 
Figure 1.7: (A) Schematic of a typical SiNW sensor; (B) SEM image for SiNW 
sensor devices; (C) An integrated microchip for SiNW sensor; (D) Current change of 
SiNW devices at different concentrations of bovine serum albumin. [61-62] 
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electric signal would be observed. Figure 1.7(B) shows a SEM image of SiNW sensor on 
single crystalline Si on insulator (SOI) substrate. Figure 1.7(C) shows the finished sensor 
chip with sealed SU8 microchannels and connection with syringe pumps. As described 
before, SiNW sensor is characterized with high sensitivity and can detect target 
biomolecules at ultralow concentration, such as 2 fM, as illustrated in Figure 1.7(D) [61-
62]. 
Among biosensors of various types, SiNW sensors are becoming the most sensitive 
and powerful devices for biological applications. Many efforts have been devoted to 
apply SiNW sensors to study biological interactions, such as protein-protein interactions, 
or protein-small molecule interactions. For example, Cui et al. functionalized SiNWs 
with biotin and studied the well-characterized ligand-receptor binding of biotin-
streptavidin, and demonstrated the ability of SiNW sensor to detect streptavidin binding 
down to a concentration at least 10 pM [63].  Lin et al. studied the association of 
glutathione S-transferase-tagged calmodulin with a glutathione modified SiNW sensor 
and selective electric responses to Ca
2+
 (>= 1 mµM) and purified cardiac troponin I 
(approximately 7 nM) were achieved [64]. Another important application of SiNWs is to 
study DNA hybridization process. A commonly used receptor in DNA or RNA 
hybridization is the peptide nucleic acid (PNA), an artificially synthesized polymer 
similar to DNA. PNA doesn’t have phosphate groups and thus electrostatic repulsion is 
weakened, which leads stronger binding of PNA/DNA or PNA/RNA strands than that of 
DNA/DNA or DNA/RNA duplexes. One representative example is that Hahm et al. 
modified the surfaces of SiNW devices with PNA to study wild type versus the ∆F508 
mutation site in the cystic fibrosis transmembrane receptor gene and the concentration-
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dependent measurements showed the detection could be carried out to at least the tens of 
femtomolar range [65].  
 
Furthermore, in the diagnosis of complex diseases, like cancer, would make the 
single-biomolecule test, such as analysis of prostate-specific antigen, inadequate. 
Therefore, it is especially important to detect multiple disease marker proteins 
simultaneously in a single versatile detection platform, and nanowire sensor arrays have 
the potential to address this challenge. Nanoscale size enables tens to hundreds of 
individually nanowire devices to be defined within a single microfluidic delivery channel 
and defining distinct surface receptors on different nanowire elements opens up the 
potential for multiplexed, real-time assays of multi-component solutions, as shown in 
Figure 1.8(A). Figure 1.8(B) shows the optical image of a nanowire sensor array 
containing more than 100 nanowire elements. Robust diagnosis of different biomolecules 
(A)
 
  
(B)
 
  
(C)
 
  
Figure 1.8: (A) Schematic of a nanowire device array for multiplexed, real-time 
sensing of multiple biological species; (B) Optical image of a portion of a nanowire 
array; (C) Simultaneous detection of PSA, carcinoembryonic antigen (CEA), and 
mucin-1 using NW1, NW2 and NW3 functionalized with corresponding antibodies. 
[66] 
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with high selectivity is shown in Figure 1.8(C). Three nanowires are functionalized with 
monoclonal antibody receptors for PSA, CEA and mucin-1, respectively. As different 
protein solutions are sequentially delivered to the device array, clear signals are observed, 
which demonstrates the excellent capability of multiplexed real-time detection of 
biomolecules using nanowire array devices [66]. 
1.5 Fabrication of SiNW sensors 
There are two major techniques for fabricating silicon nanowires: “top-down” and 
“bottom-up”. The “top-down” method is to physically etch a single-crystalline silicon 
wafer using lithographic processes and electro-beam techniques [67]. On the other hand, 
the “bottom-up” method needs to grow SiNWs in a chemical vapor depositions (CVD) 
reaction and then assemble SiNW and fabricate electrodes through the photolithographic 
or electron-beam lithographic processes [68]. 
1.5.1 “Top-down” fabrication technique 
The “top-down” fabrication technique is based on etching a single-crystalline silicon 
wafer through lithographic processes. Normally, silicon-on-insulator (SOI) wafer 
contains three layers, substrate Si wafer, buried silicon dioxide (thickness: 200 ~ 400 nm) 
and top Si layer (thickness 50 ~ 100 nm), as shown in Figure 1.9(A, i).  SiNWs and 
corresponding electrodes can be fabricated through the standard procedures of 
photolithography, reactive ion etching (RIE), ion implantation, electron-beam lithography 
and thermal evaporation. The width of the SiNWs in SiNW sensors could reach the size 
of 100 nm. 
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Figure 1.9(A) illustrates a typical “top-down” process to fabricate SiNW biosensors. 
Firstly, the Si layer is doped with low-density boron or phosphorous of ~10
15
 cm
-3
, which 
determines the semiconducting property and doping ratio of SiNWs. Secondly, the source 
and drain electrodes are defined by heavy doped area using a photomask design. Thirdly, 
RIE is used to etch the source and drain electrodes. Then nanoscale nanowire is 
fabricated with an electric-resist pattern and RIE etching. Subsequently, a thermal 
evaporation is used to make the contact leads and back-gate, and finally an insulator 
layer, such as Al2O3, SiO2 and Si3N4, is coated on the SiNW biosensing devices [1]. 
The “top-down” procedure strongly relies on the high-resolution lithography (most 
of time it is electron-beam lithography), and thus it is more complex than the “bottom-
up” method. In addition, the minimum width of the SiNWs using the “top-down” method 
could only reach ~100 nm. However, the “top-down” approach is totally based on 
standard semiconductor techniques and thus the device-array pattern could be precisely 
controlled and problems in positioning SiNWs could be avoided. Moreover, SiNWs of 
triangular section could be fabricated to reach the transverse dimension of less than 20 
nm with the length of several micrometers [69]. 
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1.5.2  “Bottom-up” fabrication technique 
The “bottom-up” approach starts with the growth of SiNWs in a chemical vapor 
deposition (CVD) reaction via the vapor-liquid-solid (VLS) growing mechanism (Figure 
1.9(B, i)) [70]. Usually, nanoparticles are added to catalyze the SiNW formation and 
control the size of SiNWs. Then synthesized SiNWs are randomly distributed on the 
substrate (Figure 1.9(B, ii)). The second step is to assemble these SiNWs deliberately 
(Figure 1.9(B, iii)), otherwise, the device fabrication would suffer from inefficient 
Figure 1.9: (A) Schematic illustration of a typical "top-down" process to fabricate 
SiNW sensors; (B) An illustration of a "bottom-up" method to fabricate SiNW 
sensors. [1] 
(A)
 
  
(B)
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fabrication yields, which could limit their development in the industrial applications. 
Several common used nanowire assembly techniques include flow-assisted alignment 
[71], Langmuir-Blodgett technique [59, 72-74], bubble-blown technique [75], electric-
field-directed assembly [76-79], and smearing-transfer method [80]. To fabricate the 
source and drain electrodes, spin coating is used to deposit a two-layer photoresist 
consisting of LOR3A and S1805 on the silicon substrate (Figure 1.9(B, iii)). Then metal 
is deposited for the source and drain electrodes by thermal evaporation (Figure 1.9(B, 
iv)). After removing the remaining photoresist layer by Remover PG, the “bottom-up” 
processes are finished, as shown in Figure 1.9(B, v). 
Compared with the “top-down” method, the “bottom-up” approach has the 
advantages of synthesizing SiNWs of high crystallinity, designated dopant density, thin 
silicon oxide sheaths and easily controlled diameters in a cost-effective preparation. 
1.6 SiNW sensor design concern – Debye-Hückel screening 
In order to keep biomolecules or proteins active in the sensing devices, similar 
physiological environment as human serum or urine should be created. One common 
method is to add phosphate buffered saline or phosphate solution in sample solutions 
during the measurements. However, due to the high-salt concentration in the solution, the 
variance of electric potential  V r  because of the binding events of receptors on the 
nanowire surface and biomolecules in the solution would be screened, and thus weakens 
the detection single obtained from the electrical measurements. If the distance bsr  
between the binding site and the nanowire surface increases, the screening of electric 
potential  V r  would be enhanced exponentially, given as 
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where 
D  is the Debye-Hückel length [81-82] and is given by 
                                                           0
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where 
0 is the permittivity of vacuum, r  is the relative permittivity, Bk  is the 
Boltzmann constant, T  is the absolute temperature, AN  is Avogadro’s number, e  is the 
elementary charge and I  is the ionic strength of the electrolytic buffer solution. 
Calculations from Eq. (1.3) give 0.74 nmD  for 1 × PBS solution, 2.4 nmD  for 0.1 
× PBS solution and 0.74 nmD  for 0.01 × PBS solution, which makes sense because 
the higher ionic strength would lead a shorter Debye-Hückel length. 
Figure 1.10 shows the effect of the Debye-Hückel length on the SiNW detection 
sensitivity. Different ionic concentrations would lead to different Debye-Hückel lengths, 
and ionic lengths should be carefully controlled to minimize the negative effects of 
electric screening on the strength of detection signal, as shown in Figure 1.10(A). Lin et 
al. developed a SiNW sensor by functionalizing glutathione (GSH) on the nanowire 
surface to study the glutahiione and glutathione S-transferase (GST) interactions [83]. 
Conductance change after introducing 15 nM GST in either 0.1×PBS (black curve) or 
1×PS are observed, as shown in Figure 1.10(B). However, after diluting the buffer 
solution by 10 times, which is either 0.01×PBS or 0.1×PS, the conductance change was 
enhanced by fourfold, due to the weaker screening effect in diluted solutions, as shown in 
Figure 1.10(C). 
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One method to minimize the screening effects is to judiciously select the 
subthreshold regime, where the gating effect from target molecules is more effective due 
to the reduced screening of carriers inside the SiNW [84]. The role of gating effect is 
strongly affected by the relative magnitude between carrier screening length Si  and 
SiNW radius R . In the case with high carrier concentration regime where Si R  , the 
SiNW biosensor works in a linear regime and the conductance varies with gate voltage 
linearly. In the low carrier concentration regime Si R  , the SiNW-FET works in the 
depletion regime and the conductance varies with gate voltage exponentially. Therefore, 
the most sensitive SiNW biosensor should have long screening length in the subthreshold 
regime and the field effect of surface charges can gate the whole SiNW, fully utilizing the 
Figure 1.10: (A) Schematic of the height of 
D  from the sensor surface for an 
electrolytic buffer solution [1]; (B) Real-time electrical measurements in buffer 
solution 0.1×PBS (black) and 0.1×PS (red) [83]; (C) Real-time electrical measurements 
in buffer solution 0.01×PBS (black) and 0.01×PS (red) [83]. 
(C)
 
  
(B)
 
  
(A)
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high surface-to-volume ratio of SiNW and effectively reaching the optimal detection 
sensitivity of the SiNW sensor [1]. 
Thesis contents 
This thesis presents a multiphysics computational model to study the biomolecular 
detection process with electrokinetic effects. Significant advancements have been 
achieved in using SiNW sensor to understand biological systems. Specifically, some 
groups have demonstrated the high sensitivity of SiNW to detect biomolecules in ~10 fM 
concentration solution within minutes [85-86], which is a great step toward realizing the 
ultimate goal of biomolecular detection. On the other hand, analytical studies of the 
diffusive transport of biomolecules toward nanosensor surface suggest that femtomolar 
concentration detection would require response time as long as a few days [87-88]. In this 
thesis, various factors that would accelerate the biomolecular detection process are 
discussed, with a focus on the electrokinetic effects, which are further explored by our 
multiphysics computational model. 
Chapter 2 covers several traditional computational models to predict the 
performance of SiNW sensors. The most popular model, the “diffusion-reaction theory”, 
which studies the ensemble average of the stochastic behavior of biomolecules, is 
introduced first, as well as its advantages and limitations. Then, the effect of fluid flow in 
the microfluidic devices is discussed, in terms of “convection-diffusion-reaction theory”. 
Statistical variance theory based on Monte Carlo method is also presented as a potential 
reason for the detection time discrepancy. Finally, a computational model based on 
Brownian dynamics is developed to verify the existence of such time discrepancy and a 
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discussion about possible factors that account for the three orders’ detection time 
difference at fM concentration is given. 
Chapter 3 explores the contributions of electrokinetic effects to the speed 
acceleration of biomolecular detection process. In the beginning of the chapter, 
electrokinetic phenomena, including electrophoresis, dielectrophoresis and 
electroosmosis, are presented in detail, as well as their applications in microfluidic 
devices. Then, a rigorous mathematical model considering these electrokinetic effects is 
derived. Multiphysics numerical simulations are conducted to solve this mathematical 
model, and the trajectories of biomolecules under electrokinetic forces are plotted. 
Finally, detection time for a typical SiNW sensor with electrokinetic effects is calculated 
and compared with that based on pure Brownian dynamics. 
Chapter 4 provides a deep insight in the various design considerations of SiNW 
devices with the electrokinetic effects based on the developed computational method. 
First, an introduction to the previous studies of the design in SiNW sensing devices is 
presented. Then, the influences of several important factors, including nanowire design, 
solution gate design and biomolecular charge, on the performance of SiNW sensors, are 
investigated and discussed in detail. The chapter ends with a discussion about the 
explanation for the three orders’ detection time discrepancy and optimal design for 
improving the performance of SiNW sensors. 
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Chapter 2 
Computational models for biomolecular detection process 
In recent years, the capability of SiNW sensor for detecting biomolecules at ultralow 
concentration (~ fM) has been demonstrated by various research groups [63, 65, 89]. 
However, the subsequent theoretical analysis could only partially explain the 
experimental results, which makes it difficult to establish a framework to guide the 
further optimization of biosensing devices. These theoretical studies can successfully 
explain the biomolecular detection process at high concentration (larger than 1 µM), yet 
do not provide physical insights for the three orders’ detection time difference between 
theoretical predictions and experimental results at ultralow concentration (~ 1 fM). In this 
chapter, we first briefly review the existing diffusion-reaction theory and its limitations. 
Secondly, the effect of fluid flow is considered in the diffusion-reaction theory, which is 
also referred to as “convection-diffusion-reaction theory”. Thirdly, the statistical variance 
theory, which is proposed for explaining the detection time discrepancy, is presented. At 
the end, a Brownian dynamics model is developed to verify this discrepancy and the 
potential contributions of other factors to lead the detection time discrepancy at ultralow 
concentration are discussed. 
2.1 Diffusion-reaction theory and its limitations 
The simplest sensing system is that the biomolecules diffuse toward the sensor 
surface in the biological solution and firm binding happens when biomolecules are in 
contact with conjugate receptors coated in sensing region. Biomolecular diffusion is 
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characterized by random and stochastic steps without any inter-correlations. The 
displacement of biomolecules increases as the square root of time, given as [90]: 
                                                               D s
L Dt                                                       (2.1) 
where D  is diffusion constant and st is the detection or response time. It is obvious that 
the time for a biomolecule to reach the biosensor surface would scale as the square of the 
diffusion distance, given as: 
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                                                         (2.2) 
Based on the above two equations, one can track each biomolecule, and thus obtain 
the response time of biosensors to collect enough biomolecules to trigger a signal. 
However, this is a challenging work, especially for the case with high analyte 
concentration. For example, if the concentration of biomolecules is 1 nM, then there 
would be 10
6
 biomolecules in a volume of 1000 µm
3
. Tracking the movements of all 
these biomolecules would be computationally expensive. 
In order to reduce the computational cost, the diffusion-reaction theory is proposed 
to describe the movement of biomolecules in solution. In this theory, an ensemble 
average of the stochastic behavior of individual biomolecules is introduced in terms of 
concentration field c . This ensemble average could be obtained by averaging many 
single-molecule experiments or simulations and is naturally reproduced by concentrated 
solutions, where a great number of biomolecules act simultaneously within the relevant 
experimental window. In the extremely diluted solution, where the concentration would 
be as low as 1 fM (1 biomolecule in 1000 µm
3
), the concentration profile would appear 
granular in the solution. However, averaging the results of many such experiments or 
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simulations would lead to a smoothly varying concentration profile [91],  as described 
below. 
Table 2.1: Expressions for the dimension dependent parameters used in Eqs. (2.3) ~ 
(2.10) [88].  
 
Consider an isolated sensor immersed in a static analytic solution, the conservation 
equation for analyte concentration can be described as: 
                                                               
2c D c
t

 

                                                      (2.3) 
The sensor surface is functionalized with specific receptors, and once target biomolecules 
move close to these receptors, the binding process would begin to take effect, given as: 
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                                           (2.4) 
where onk and offk are the binding and disassociation constants, N is the surface 
concentration of bound analyte, Sc is the analyte concentration at the surface boundary, 
and 0N is the density of binding sites on the sensor. The particle flux at the sensor surface 
is given by 
                                                          
D
n
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where I  is the integrated incident flux to the sensor and DA  is the dimension-dependent 
areas of the sensor surface, as shown in Table 2.1. By solving Eqs. (2.3) (2.4) and (2.5) 
simultaneously, the relationship among various sensor parameters, such as the response 
time of biosensors, could be obtained. By assuming a large 
on offk k  (~ 10
5
 for specific 
target receptor combinations [92]), and 0N  (~10
4
 µm
-2
 [93]), Eq. (2.4) could be 
simplified as 
                                                             
0~ on S
dN
k N c
dt
                                                    (2.6) 
Then an excellent approximation to exact solution of Eq. (2.3) can be derived by 
generalizing the approach by Berg [90], and the solution in any dimension at steady state 
is given as 
                                                     
 , 0D D SS SI JA C c c                                              (2.7) 
where ,D SSC  is the diffusion equivalent capacitance, as shown in Table 2.1, and 0c  is the 
equilibrium analyte concentration at a distance W  from the sensor surface. Due to the 
balance between the incident flux and the conjugation flux that J dN dt , the steady 
state flux to the sensor surface could be calculated by solving Eq. (2.6) and (2.7), given as 
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                                            (2.8) 
Instead of fixing the depletion distance W , we set 2W nDt , where n  is the 
dimensionality of the sensor and n  is 1, 2, 3 for planar sensor (1D), nanowire sensor 
(2D) and nanosphere sensor (3D), respectively. Therefore, the transient response of the 
sensor could be obtained as 
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where  DC t  is a newly defined diffusion equivalent capacitance as a function of  W t . 
Assume the response time st  to be the time required to capture sN  biomolecules and 
onk  , Eq. (2.9) together with the relations given in Table 2.1 leads to the following 
scaling relationship [88], given as 
                                                               0
~D
M
s Dc t k                                                      (2.10) 
where DM  and Dk  are sensor-dimensionality dependent constants, as shown in Table 2.1. 
 
 
Based on the Eq. (2.10), a number of conclusions could be made. Figure 2.1 shows 
the response time at different concentrations for a typical DNA detection problem using 
three different types of biosensors: planar sensor (1D), cylindrical nanowire sensor (2D), 
and spherical sensor (3D). Firstly, the response time for nanowire sensor is far more less 
than planar sensor at the same analyte concentration, but the difference between response 
Figure 2.1: Response time of various nanosensors over different concentrations [88]. 
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time of nanowire sensor and spherical sensor is negligible, which indicates the 
importance of development of nanowire sensor and nanosphere sensor. Secondly, 
femtomolar detection using nanowire sensor would take several hours to days, which 
means it is challenging for nanowire sensor to achieve ultrafast detection at ultralow 
concentration. Nair et al. claimed that reducing the diameter of the sensor, decreasing the 
minimum number of analytes required for detectable signals and increasing the effective 
diffusion coefficient by increasing the ambient solution temperature would lead to a 
reduction of response time [88]. At high analyte concentration, these conclusions work 
well and could provide some physical sense about biosensing detection process.  
However, experiments with SiNW sensors show a clear signal within seconds to minutes, 
instead of several hours or days, after 10 fM target concentration is introduced [85-86], 
which indicates some other factors may play an important role in enhancing the transport 
of biomolecules toward SiNW surfaces. 
2.2 Convection-diffusion-reaction theory and its limitations 
The diffusion-reaction theory is based on purely diffusion of biomolecules. 
However, in a typical microfluidic device, the solution is not always static but moves 
across the sensor surface with a certain velocity. Therefore, some researchers proposed 
that the convective transport of biomolecules due to fluid flow would account for the gap 
of detection time between theoretical calculations and experimental measurements [87, 
91]. In the following part, the effect of fluid flow on the biomolecular detection process is 
explored. 
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After considering the effect of fluid flow on the transport of biomolecules, the 
conservation equation for analyte concentration would be changed to: 
                                                        
2c D c c
t

   

u                                                (2.11) 
where u  is the velocity of surrounding flow. Solving Eqs. (2.4) (2.5) and (2.11) 
simultaneously, then exact solutions of parameters in the biosensing process could be 
obtained. However, the simple addition of the velocity complicates the mathematical 
solution tremendously, and thus numerical simulations are performed to solve the 
phenomenon about biomolecular transport with fluid flow. 
Before going to the details of numerical simulation results, one important parameter 
“Peclet number” should be introduced. The Peclet number is a dimensionless number 
relevant in the study of transport phenomena in fluid flow and is defined as the ratio of 
the rate of advection of a physical quantity by the flow to the rate of diffusion of the same 
quantity driven by an appropriate gradient [94-95], given as 
                                        
2diffusion time
convection time
L D vL
Pe
L v D
                                        (2.12) 
where L  is the travelling distance and v  is the velocity of fluid flow. When 1Pe  , the 
transport of biomolecules is mainly due to Brownian diffusion. On the other hand, when 
1Pe  , the fluid flow helps the transport of biomolecules significantly. 
Figure 2.2 illustrates the effect of fluid flow on biomolecular detection process 
numerically. The model considered here is a two-dimensional channel, and the sensing 
region is a narrow planar area in the middle of the channel. The fluid flow in the channel 
is filled with target biomolecules and it is assumed that biomolecules bind with the sensor 
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surface firmly ( onk  ) when they are in contact with each other. In the case of purely 
diffusive transport, a depletion zone forms due to the collection of target biomolecules on 
the sensor surface. This depletion zone starts relative flat, until its thickness becomes 
comparable to the sensor size. Then it goes radically until it spans the channel, after 
which it extends into the channels and grows indefinitely, as shown in Figure 2.2(A, i). 
One thing that should be mentioned here is that the steady state is never reached in this 
system. In addition, the depletion zone grows ever larger, diffusive flux gets even 
smaller, and collection even slower [91]. 
 
Consider an extremely slow flow rate is introduced into the channel, in this case 
1Pe  . The convection flow halts the indefinite growth of depletion zone in the purely 
diffusion simulation and gives a steady depletion zone with just the right length for the 
target flux delivered by convection to balance the diffusive flux, as shown in Figure 
2.2(A, ii). If the diffusive flux is larger than the convective flux at the interface, then the 
depletion zone would grow and expand. In contrast, in the case that the diffusive flux is 
Figure 2.2: (A) Steady concentration profiles under different values of Pe . (B) Steady-
state flux to the sensor surface under both convection and diffusion. [91] 
(B) (A) 
i 
ii 
iii 
v 
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smaller than the convective flux, the depletion zone would be compressed. For slow 
enough flow rates, the sensor could collect every injected target biomolecule [91]. 
As we increase the flow rate, the steady concentration profiles change substantially, 
as illustrated in Figure 2.2(A). In the case of extremely fast flows ( 1Pe  ), many 
biomolecules would be flowed downstream before they can diffuse very far and the 
biomolecules in a thin layer have chance to be collected by the sensor (Figure 2.2(A, v)). 
The flux through the depletion zone can be estimated as [96] 
                                
  1 3 1 6 1 31 ~ 0.81 0.71 0.2J Pe Pe Pe Pe                             (2.13) 
Based on Eq. (2.13), even though the flow rate is increased by 1000 times, the flux on the 
sensor surface would only be enhanced by 10 times. This weak relationship between flow 
and flux is insufficient to explain the three orders of magnitude of detection time 
discrepancy between measured values and the mass-transport limits for nanosensors. 
There must exist some other factors that accelerate the speed of biomolecular detection 
process. 
2.3 Statistical variance theory and its limitations 
There are large stochastic variances associated with biomolecular detection, but the 
influence of such statistical variance on biomolecular sensing process is not captured by 
the diffusion-reaction theory or convection-diffusion-reaction theory. Go et al. claimed 
that the persistent gap between reports of analyte detection at approximately femtomolar 
concentration and theoretical predictions is due to the statistical variations. The predicted 
theoretical detection time based on diffusion-reaction theory is actually relevant for 
practical nanosensors only in the sense of an ensemble average time when 50% of the 
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sensors in a large sensor array register the existence of target biomolecules. However, in 
reality, the biosensor would present a signal if 5 ~ 10% of the sensors could detect the 
presence of target biomolecules. The discrepancy of detection time maybe would be 
explained by the time difference of the mean response time and the minimum response 
time [97]. 
 
Figure 2.3(A, i) shows a schematic of an ensemble of a biosensing system, which is 
assembled by N  nanowire-based sensors. Each nanosensor needs to have enough 
binding events happening on the sensor surface to trigger a signal. For example, a 
detection signal could be generated once a minimum of k  biomolecules are captured. If 
the number of binding events is less than k , then the signal would be suppressed by the 
surrounding electrical noise, as shown in Figure 2.3(A, ii). The detection time differences 
between average detection time and minimum detection time at different concentrations 
Figure 2.3: (A) Schematic of an ensemble of NW-based biosensors and detection 
mechanism considering statistical variances; (B) The minimum and average detection 
time of the thk biomolecule. [97] 
(B) 
  
i 
ii iii 
(A) 
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are plotted in Figure 2.3(A, iii). At high concentration, the difference between average 
and minimum detection time is small, whereas the gap becomes larger as the 
concentration decreases, which indicates that the statistical variance may be the reason 
that leads to many orders’ detection time difference at ultralow concentration. 
In order to explore the effect of statistical variances on the biomolecular detection 
time, Go conducted numerical simulations using a variant of the Monte Carlo (MC) 
method – the so-called “table-based MC (TMC) approach” [98]. The basic idea of TMC 
is to use the MC method to numerically calculate and tabulate the capture time 
distributions for biomolecules injected at various starting positions to numerically 
precalculate and store the Green’s function [99] from any random starting point to the 
sensor surface. For example, the  ,
th
i j  element of the table,  , ,i j i jG G r t  describes 
the probability that a biomolecule injected at location ir  at time 0t   is captured by the 
sensor at time jt j t  . For calculation proper, a sample S  is first created by specifying 
the initial position of the biomolecules  ; 1,...,Skr k M  consistent with a specific density 
of analyte Mc . For each particle from 
S
kr , its capture time by the sensor is stochastically 
chosen to be consistent with the precalculated arrival-time distribution from that point, 
   , . ...iiG G r . The process is repeated for all M analyte biomolecules of the sample S  
to obtain a sorted list of arrival times, , ; 1...s mt m M . If k  is the number of particles 
required for an observable sensor response, then ,s m kt   is the initial response time for this 
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sensor. The process is repeated for large number of samples  ~1000 N s  to establish an 
thk  arrival-time distribution at a particular density of analytes  1... ;s N kt   [97]. 
As an illustrative example, an ensemble of 2000 NW-based biosensors 2000N   is 
studied. The average detection time is assumed to be the time when ~50% of sensors 
indicate the presence of target biomolecules, and the minimum detection time is set to be 
the time when 1% of the sensors trigger a detection signal [97]. Figure 2.3(B) shows the 
minimum detection time and average detection time as a function of concentration. In the 
case that one biomolecule is enough to trigger the detection signal for each sensor, the 
average detection time is three orders of magnitude larger than the minimum detection 
time, which provides a simple resolution of the gap between previous theoretical results 
and experimental demonstrations. In addition, the detection time difference becomes 
smaller and vanishes at high concentration, which could explain why such an issue is not 
obvious for biosensing at high concentration. However, experiments on a single 
nanosensor have consistently observed fM detection within a few minutes, thus indicates 
that factors, other than flow rate and statistical variance, should be taken into account for 
resolving the puzzle about the biosensing process at femtomolar concentration. 
Electrokinetic effects, which are mainly due to the applied voltage on the solution 
gate, are considered and investigated for their contributions to the acceleration of 
biomolecular detection process through a multiphysics computational model. In order to 
demonstrate of the accuracy of our computational model for describing the biomolecular 
sensing problem, a benchmark based on Brownian dynamics is studied, as described 
below.  
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2.4 Brownian dynamics modeling of biomolecular detection process 
Using Brownian dynamics to model detection process has two advantages over 
traditional diffusion-reaction models: First, at ultralow concentration such as fM, there is 
only one molecule in a volume of 1000 μm3, thus assumptions for diffusion-reaction 
theory are not valid anymore and a Brownian dynamics model is more appropriate. 
Second, due to its stochastic nature, a Brownian dynamics model is very similar to the 
real detection process, which is dominated by random initial positions of the molecules as 
well as the random diffusion/binding process. Therefore, a benchmark based on 
Brownian dynamics is used to evaluate the accuracy of the developed computational 
model in analyzing biomolecular detection process. 
 
Figure 2.4: A Brownian dynamics model for SiNW sensors, with randomly distributed 
biomolecules (red dots) in the fluid domain.  
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The Brownian dynamics model developed for a typical SiNW sensor is created using 
COMSOL Multiphysics®, as shown in Figure 2.4. Randomly distributed biomolecules 
move with the fluid flow through a channel of height 200 µm and width 370 µm. A finite 
length of channel 200 µm is adapted to simplify the simulation. The SiNW is treated as a 
semi-cylinder of diameter 100 nm and length 20 µm on the bottom surface of the model 
and the solution gate is modeled as a cylinder of length 100 µm and radius 10 µm 
attached to the top wall. The electrokinetic effects due to the gate voltage are studied by 
solving Navier-Stokes equations and Gauss’s law simultaneously, and results of 
multiphysics modeling of SiNW sensors are presented in detail in Chapter 3. 
 
 
In the above Brownian dynamics model, biomolecules of different concentrations 
are injected into the fluid domain as the initial configuration. For example, 90 
biomolecules are randomly distributed in the fluid domain at an analyte concentration 10 
fM. The diameter of biomolecules is assumed to be 10 nm with a diffusion coefficient 
Figure 2.5: Response time of various nanosensors at different concentrations. Error 
bars are plotted to show the statistical variances of numerical calculations. 
Experimental reported values are also shown as black crosses. 
slope ~ -1
slope ~ -1.5
slope ~ -2
[85] [100] [65] 
[46] 
[86] 
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4.3654 × 10
-11
 m
2
/s. The movement of biomolecules is dominated by Brownian motion 
and interactions among biomolecules are ignored. The nanowire is surrounded by a static 
analyte solution, and firm binding happens as biomolecules are in contact with the 
nanowire surface, which means the biosensing process considered here is a diffusion-
limited problem with binding constant onk  . Furthermore, three binding events are 
assumed to be enough to trigger a detectable signal, and the arrival time for the third 
biomolecule is treated as the response time for the SiNW sensor. All the simulations are 
repeated 10 times, and the average of response time for these 10 trails is treated as the 
detection time of SiNW sensor at that concentration. 
Figure 2.5 shows the results obtained from Brownian dynamics simulations of 
biomolecular detection process. The detection time for biomolecular concentration from 
1 fM to 1 pM is calculated. Four different types of sensors, a nanosphere sensor of 
diameter 1 µm, a SiNW sensor of diameter 100 nm and length 20 µm, a planar sensor of 
width 20 µm and length 200 µm, a planar sensor of width 370 µm and length 200 µm, are 
investigated. The response time decreases dramatically with the increase of biomolecular 
concentration, with a slope of around -1, -1, -1.5, -2 in logarithm for nanosphere, 
nanowire, and planar sensors, respectively. This is consistent with theoretical prediction 
from diffusion-reaction theory [88]. Specifically, at analyte concentration 1 fM, the 
response time for planar sensor is two hundred times as large as that of SiNW sensor, 
which indicates the huge advantage of SiNW sensor in biomolecular detection at ultralow 
concentration. In addition, as illustrated in Figure 2.5, it would need more than one day 
for a typical SiNW sensor to detect target biomolecules at concentration 1 fM, which is 
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far beyond the time limits in clinical diagnosis and lab experiments. However, 
experimental results [46, 65, 85-86, 100], plotted as black crosses in Figure 2.5, imply 
that nanosensors could always present a clear signal of detection process at fM 
concentration in several minutes, which means a three-order magnitude of detection time 
gap between theoretical predictions and experimental results. 
As described at the beginning of this section, Brownian dynamics simulations have 
the advantage of capturing the statistical variances, compared with the diffusion-reaction 
modeling. The statistical variances are plotted as error bars in Figure 2.5. The length of 
error bars is proportional to the magnitude of the variances in logarithm. As the analyte 
concentration increases, the statistical variance reduces. In other words, the more 
sensitive the biosensor is, the larger the response time variance. This is because while the 
binding of individual biomolecule is random, the collective binding results of a large 
number of biomolecules are determinant. However, the variance in response time for a 
single SiNW sensor is limited (STD < 0.25). Such small statistical variances can’t give 
satisfactory descriptions of the biosensing process at ultralow concentration. 
So far, two factors, flow rate and statistical variance, have been investigated in the 
biomolecular detection process, but couldn’t give a reasonable explanation for detection 
time discrepancy at ultralow concentration. Other factors that may enhance the transport 
of biomolecules toward the SiNW surfaces include electric field, magnetic field and so 
on. Particularly, electric forces, with tunable amplitude and easy experimental setup, have 
been successfully applied to manipulate different biomolecules and cells. However, there 
has not been a study about how electric forces change the biomolecular binding process 
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in SiNW sensors. In the next chapter, we would apply the developed multiphysics model 
to characterize the effects of electric field on biomolecular detection speed.  
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Chapter 3 
Electrokinetic effects on biomolecular detection process 
Due to the existence of solution gate voltage, biomolecules in the SiNW devices 
would be subject to electrokinetic effects, such as electrophoretic force, dielectrophoretic 
force, electroosmotic flow, and electrothermal effect. These electrokinetic effects would 
change the behaviors of biomolecules, and thus could possibly enhance the transport of 
biomolecules toward SiNW surfaces and lead to a significant reduction of response time. 
In this chapter, some major electrokinetic phenomena, including electrophoresis, 
dielectrophoresis and electroosmosis, are presented in detail. Then a rigorous 
mathematical model for biomolecular detection process with electrokinetic effects is 
developed. The corresponding governing equations are solved by our developed 
multiphysics computational model. The trajectories of biomolecules under electrokinetic 
effects are plotted and detection time at different concentrations is recorded and discussed 
at the end of the chapter. 
3.1 Electrokinetic phenomena in microfluidics 
The controlled manipulation of biomolecules and cells is drawing more and more 
attention in transport, alignment, and assembly of nano- and bio-materials in 
microsystems, such as fuel cells, medical devices and biological or chemical sensors 
[101-102]. The major challenge for the manipulation lies in the small length scale of nano 
and bio-materials, which limits the effective observation. Various mechanisms, such as 
fluid flow, electrokinetic effects, magnetic field and acoustic field, have been proposed in 
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recent years to control the movement of biomolecules and cells. Among them, electric 
forces, with tunable amplitude and easy experimental setup, have been successfully 
applied to manipulate different biomolecules and cells [103]. An applied electric field 
would introduce several major effects such as electrophoresis, dielectrophoresis, and 
electroosmosis, as described below. 
3.1.1. Electrophoresis and its applications 
Generally, most surfaces would acquire electric charge due to ionization, ion 
adsorption or ion dissolution, when they are in contact with an aqueous medium [104]. 
The surface charge, in turn, would influence the distribution of nearby ions in the solution 
by attracting ions of opposite charge toward the surface. Ions of like charge would be 
repelled away from the surface. This electrostatic interaction together with the mixing 
tendency resulted from the random thermal motion of ions, leads to formation of an 
electric double layer (EDL), as shown in Figure 3.1(A). The electric double layer consists 
of two parts, a compact layer and a diffuse layer. The electric double layer is a region 
close to the charged surface in which there is an excessive of counter-ions over co-ions to 
neutralize the surface charge. Evidently, there is no charge neutrality within the double 
layer because the number of counter-ions is greater than the number of co-ions. Upon 
application of a tangential external electric field, the interaction between the net charge in 
the EDL and the electric field would cause the relative motion of either the liquid or the 
solid phase [102]. 
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For a system including a particle and a continuous suspending polar medium, an 
EDL is formed near the surface of the particle, as shown in Figure 3.1(B). A negatively 
charged particle is surrounded by a diffusive layer which contains excessive number of 
positive mobile ions. The charged particle moves toward the electrode of opposite 
electrical polarity under the uniform or homogeneous external electric field. This 
movement is due to the Coulombic force, generated by the interaction between the net 
charge on the particle and the applied electric field. The electrophoretic force acting on a 
particle with a net charge q  under electric field strength E  is given by 
                                                                EP qF E                                                         (3.1) 
The electrophoretic velocity with which the particle moves with respect to its suspending 
medium is proportional to the applied electric field strength by a factor called 
electrophoretic mobility. The electrophoretic mobility EP  is proportional to the 
magnitude of the net charge on the particle, and is inversely proportional to the size of the 
particle [104] 
Figure 3.1: (A) Schematic of the electric double layer (EDL) structure; (B) Schematic 
of the electrophoretic motion of a spherical particle. The thickness of the double layer 
to the size of the particle is not drawn to scale. [102] 
(A) (B) 
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  
U
E
                                                     (3.2) 
where EPU  is the electrophoretic velocity, 6f a  is the Stokes frictional factor for a 
spherical particle in a creeping flow,   is the viscosity of the suspending medium and a  
is the radius of the spherical particle. 
Most studies using on-chip electrophoretic force focus on separation or 
characterization of biomolecules, such as viruses, proteins and DNA. For instance, 
Reichmuth et al. developed novel microchip-based electrophoretic immunoassays using 
an integrated nanoporous membrane for sensitive and rapid detection of swine influenza 
virus, as shown in Figure 3.2 [105]. Initially, some virus sample is loaded in the sample 
(S) well. Then, the sample is transported into the offset T injector toward the sample 
waste (SW) well and concentrates on the polyacrylamide element using an applied 
potential of 400 V at the SW well for 120 s while grounding the S well. In order to 
remove the excess virus sample through the membrane, waste well (W) is put to 800 V 
for 4 min and SW is grounded. This new assay detects inactivated swine influenza at a 
concentration four times lower than the traditional open-channel electrophoresis assay 
and thus provides a sensitive platform for the rapid and portable detection of viruses for 
livestock screening applications. Huang et al. described a micro-scale device, composed 
of an array of micro-scale posts and integrated microfluidic channels, to sort large DNA 
fragments using electrophoresis [106]. The electrophoresis is generated by asymmetric 
pulsed electric field operating alternately at two different angles. For longer DNA 
polymers, it would take more time slithering back and forth in the channel defined by the 
posts over which it is draped, with less time moving in the direction of the average field. 
49 
 
The mixed DNA polymers would eventually be separated into different bands, the angles 
of which depend on their polymer lengths. This method could sort large DNA fragments 
(61-209 kilobases (kb)) in 15 seconds with a resolution of ~13%, which is substantially 
advantageous over other techniques. 
 
Another important application of electrophoresis is to manipulate living cells. 
Toriello et al. developed a microfluidic cell capture system using inter-digitated gold 
electrodes microfabricated on a glass substrate within PDMS channels [107]. The cell 
surface is labeled with thiol functional groups using endogenous receptors to the cell 
adhesion peptide sequence RGD. The labeled cells are electrophoretically directed to 
selected gold electrodes, due to their intrinsic negative surface charge. Maximum single-
cell capture is attained for the 10-min trial, with 63 ± 9% (n=30) of the electrode pad 
rows having a single cell. This device provides a novel platform for future single-cell 
Figure 3.2: (A) Schematic of the microfluidic chip. S, SW, B and W are sample, 
sample waste, buffer and waste, respectively; (B) Formation of a 6% polyacrylamide 
plug using UV laser; (C) Concentrate virus and antibody in the plug region using 
electrophoresis; (D) Remove excess virus and antibody using electrophoresis; (E) 
Detect viral particles using epifluoresence microscopy. [105] 
(A) 
(C) (D) (E) 
(B) 
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genetic studies. Ozkan et al. presented an electro-optical system for the rapid parallel 
arraying and subsequent serial manipulation of living mammalian cells [108]. The 
manipulation of cells is based on two active methods. One is the electrophoretic arraying 
of cells in a DC field due to their intrinsic negative surface charge. The other is the 
remote optical manipulation of individual cells by vertical-cavity surface emitting laser 
driven infrared optical tweezers. The performance of the device is tested using 
polystyrene beads, as shown in Figure 3.3(A) and (B). Then, the neural progenitor cells 
are injected into the device and exhibit a random distribution at beginning. After applying 
a bias of 2 V for 10 min, the progenitor cells assemble into an organized array, as shown 
in Figure 3.3(C). This approach complements the existing repertoire of both passive and 
active techniques for cellular arraying on surface and may enable parallel interrogation of 
cell populations for cell-based assays in drug development and functional genomics. 
51 
 
 
3.1.2. Dielectrophoresis and its applications 
Dielectrophoretic force arises from the interaction between a dielectric particle in a 
dielectric suspending medium and a non-uniform electric field. As shown in Figure 3.4, a 
dielectric particle and the suspending medium become polarized when they are subjected 
Figure 3.3: Electrophoretic assembly of polystyrene beads and neutral stem cells: (A) 
Assembly of 20 µm polystyrene beads on silicon/silicon nitride electrode array; (B)  
Assembly of single 20 µm bead on a 25 µm diameter agarose-patterned ITO electrode 
array; (C) Assembly of live neural progenitor cells on a 25 µm diameter agarose-
patterned ITO electrode array. [108] 
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to an electric field [102]. Because of the polarization, electric charge separation occurs 
within the dielectric particle as well as in the liquid side of the solid-liquid interface, 
giving rise to a dipole moment. The effective dipole moment of a spherical particle is 
given as [103, 109]: 
                                             
 34 , ,eff m CMa w    p K E                                         (3.3) 
where  , ,CM w K  is the Clausius-Mossotti (CM) factor, which is dependent on the 
dielectric properties of the particle and the suspending medium, as well as the frequency 
of the external electric field. CM factor is a measure of the effective polarizability of the 
particle in the medium and is given by 
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K                                                      (3.4) 
where 
*
,p m  are the complex permittivities of the particle and medium, respectively. For 
homogeneous particle and medium, the complex dielectric constant is given by 
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
                                                     (3.5) 
Different from the electrophoretic force that is the Coulombic force acting on the net 
charge of the particle, the dielectrophoretic force is actually the net of the unbalanced 
Coulombic force acting on the induced dipole. In terms of the dipole moment, the DEP 
force is given as 
                                   
 
232 , ,DEP eff m CMa w      F p E E                           (3.6) 
Eq. (3.6) implies that the strength of the DEP force depends strongly on dielectric 
properties of the medium and the particle, particle’s shape and size, as well as the 
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frequency, amplitude, and the non-uniformity of the electric field. However, this force 
does not require the particle to be electrically charged. As long as there is an induced 
dipole moment, all of the particles exhibit DEP in the presence of a non-uniform electric 
field [102]. 
 
In most of the cases, the non-uniform electric field for DEP is generated by AC 
electric field, and the modulation of DEP force is based on the change of driving 
frequency of the electric field. Over the whole spectrum of driving frequency, different 
type of cells or particles exhibit distinct response profile range from positive DEP to 
negative DEP, which has been extensively applied in cell/particle separation, positioning 
or patterning, focusing and other applications. 
Separation of particles or cells using DEP is often achieved by slim and planar 
interdigitated electrode arrays, as shown in Figure 3.5. A set of electrodes in the sidewall 
of the microchannels is used for the generation of non-uniform electric fields to generate 
Figure 3.4: Schematic illustration of the negative dielectrophoretic motion of a 
spherical particle [102]. 
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DEP forces that repel beads/cells from the side walls. A countering DEP force is 
generated from another set of electrodes patterned on the opposing sidewall. These lateral 
negative DEP forces can be adjusted by the voltage and frequency applied. By 
manipulating the coupled DEP forces, the particles flowing through the microchannel can 
be positioned at different equilibrium points along the width direction and continue to 
flow into different outlet channels [110]. In addition, DEP force could be flexibly 
combined with other techniques, such as gravity, laser and electrowetting for creating 
separation microdevices of high performance [111-112]. 
 
Other than the batch manipulations such as separation, DEP could also be used to 
isolate and identify certain rare cells or particles in clinical sample. Li et al. presented 
DEP tweezers to characterize the interaction between a particle and a surface [113]. 
Negative DEP force is used to remove a particle from a surface and the force needed to 
remove the particle can correlate to the strength of the interaction between the particle 
and the surface. Borgatti et al. designed a microdevice for programmable binding of 
microspheres to target cells for applications of drug delivery and diagnosis [114]. They 
constructed DEP cages in which the microspheres were forced to bind with single tumor 
Figure 3.5: Schematic of dielectrophoretic field flow fractionation [110]. 
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cells. Figure 3.6 shows a DEP cage for capturing a single yeast cell. Cells are reported to 
be successfully cultivated over several hours while suspended contact-freely in cell 
medium by negative DEP force. This method could be used to optimize the physiological 
conditions for cultivating cells [115]. 
 
3.1.3. Electroosmosis and its applications 
Surfaces in contact with an aqueous solution usually have electrostatic charges. The 
surface charges in turn attract the counter-ions in the liquid to a region close to the 
surface, forming an electric double layer (DEL) [116-117]. For a fixed solid surface, such 
as electrodes, the Coulombic force on the predominant counter-ions in the diffuse layer 
leads to a net migration of the mobile ions in the EDL. The momentum is transported to 
the adjacent and bulk liquid by viscosity, resulting in an electroosmotic flow (EOF). The 
Figure 3.6: Example of yeast proliferation in a DEP cage. Quadruple dark blocks are 
microelectrodes. The image series show a single trapped yeast cell proliferates into 
cell agglomerate [115]. 
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equations describing the velocity field, u , due to electroosmotic flow are those of 
momentum conservation [117]: 
                                        20 t ep           u u u u                                    (3.7) 
and continuity: 
                                                                0 u                                                           (3.8) 
where 0  and   are the density and viscosity of the fluid, p is the fluid pressure,   is 
the electric potential, and e  is the charge density in the EDL, given by Poisson’s 
equation 
                                                            2 4 e                                                          (3.9) 
Applying the Debye-Hückel approximation Bk T e  , the electric potential   is 
determined by the following Poisson-Boltzmann equation, 
                                                             2 2                                                          (3.10) 
where Bk  is the Boltzmann constant, T  is the absolute temperature, e  is the electron 
charge and   is a constant determined by the ionic composition of the electrolyte [116]. 
The Debye length is defined by 2D   . In the limit of thin EDL, Eqs. (3.7) and (3.9) 
could be simplified as 
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where E  is the external electric field. On eliminating e  between Eqs. (3.9) and (3.10), 
integrating the resulting differential equation and using the boundary conditions at the 
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inner and outer edges of the EDL, the following jump condition across the EDL is 
derived 
                                                   
4
solid
 

    
E
u u u                                              (3.13) 
where 
solidu  is the velocity of the solid at a point on the solid-fluid interface and u  is the 
velocity of the fluid at the corresponding point [117]. Since electroosmotic flow is 
generated at the surface-solution interface in a capillary or microfabricated channel, the 
magnitude of EOF would change due to changes in the chemical composition of the 
surface, the pH and buffer compositions, and temperature [118]. 
 
Figure 3.7 shows a schematic of the mechanism of EOF in a typical two planar 
electrode microdevice. The electrodes are separated by a thin gap in an electrolyte 
solution. After applying electric field, these two electrodes are subject to different electric 
potentials. Ions with a sign opposite to electrode charge would accumulate in the EDL on 
the surface of electrodes. Due to the tangential component of the electric field, a force 
directed from the center of the gap on the electrode surface would raise, which drives the 
fluid at the level of the electrodes [119]. It should be noted that this force has a direction 
(A) (B) 
Figure 3.7: Schematic of the mechanism of EOF: (A) Coulombic force on ions due to 
tangential component xE  on the surface of electrodes; (B) EOF pattern due to ion 
immigration. [119] 
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that is independent of the sign of the electrode potential, which indicates EOF in 
electrolytic solution is steady. 
 
The experimental observation of the streamlines of a steady electroosmotic fluid 
flow is presented in Figure 3.8. It clearly shows that the fluid circulates in two 
symmetrical rolls with the fastest velocities close to the electrode edges. As the distance 
from the edges increases, the velocity decreases rapidly. Thus, particles far away (at the 
edge of the image) move more slowly and demonstrate Brownian motion. In addition, as 
the frequency of AC electric field is decreased, the fluid velocity at the electrode edge 
remains constant or decreases slightly. However, the rate of decreases of velocity with 
distance over the electrodes is less, resulting in the center of the streamlines moving 
further away from the electrode edge over the surface [119]. 
EOF is also widely used for colloidal self-assembly near electrodes. Nadal et al. 
studied the colloidal aggregation of latex particles on a conducting surface driven by 
electroosmotic flow [120]. Yeh et al. observed the distortions of flow owning to the 
inhomogeneities in the EDL of ions and couter-ions at the electrode surface, and 
Figure 3.8: Composite image of multiple frames showing particle motion induced by 
EOF [119]. 
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demonstrated the potential of applying EOF to assemble microbeads [121]. Lian et al. 
applied EOF on directed depositing and line patterning of particles [122]. When AC 
signals are applied over the electrodes, non-uniform and synchronous electric fields both 
normal and tangential to the electrodes are generated to induce microflows, which help 
the formation of two particles lines on the isolated pair of electrodes, as shown in Figure 
3.9. 
 
Besides the applications in manipulating particles or cells, EOF could also be used to 
transport bulk fluid into microdevices, in terms of electroosmotic pumps (EOPs). The 
advantages of EOPs include the creation of pulse-free flows, convenient control of flow 
magnitude and direction and standard microfabrication technologies. EOPs have so far 
been used in various areas, such as high performance liquid chromatography (HPLC) 
separations [123], microelectronic equipment cooling [124], drug delivery [125], and 
device actuation [126]. 
Figure 3.9: Experimental observation of assembly of particle lines due to EOF [122]. 
60 
 
In summary, electrokinetics, due to its simple working principles and convenient 
experimental setups, are becoming one of the most promising techniques for control and 
manipulation in the microfluidics-based lab-on-a-chip devices. The electrokinetic 
phenomena, including electrophoresis, dielectrophoresis, and electroosmosis, as 
described above, have been demonstrated to significantly influence the behavior and 
movement of cell and biomolecules. In the biosensing community, it has been shown that 
the response time of DNA microarrays can be enhanced under low pH and low salt 
concentration, where the surface is positively charged. DNA hybridization rates of 1 nM 
concentration increase by 80-fold [127]. Therefore, it is very likely that electrokinetic 
effects would contribute greatly to the three orders’ detection time discrepancy at 
femtomolar concentration between experimental results and theoretical predictions, 
which are explored in the following sections. 
3.2 Mathematical model of biomolecular detection with electrokinetic 
effects 
Factors that would enhance biomolecular detection speed and lead to the large 
discrepancy of detection time between experiments and theoretical analysis, like the flow 
rate and statistical variations, have been studied by other researchers [87, 91, 97], but 
satisfying explanations have not been obtained yet. Lots of reports are published to claim 
the substantial electrokinetic phenomena on the control and manipulation of 
biomolecules, but systematical study of electrokinetics for SiNW sensor systems has not 
been seen until recently. In what follows, a rigorous mathematical model of biomolecular 
detection with electrokinetic effects is presented, and corresponding numerical 
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simulations are performed to study the electrokinetic effects on biomolecular detection 
system. 
Based on the existing diffusion theory or Brownian dynamics, the movement of 
biomolecules is determined by: 
                                                                 Bi imv  f                                                       (3.14) 
where m  is the mass of each biomolecule, iv  
is the acceleration for the thi  
biomolecule 
and Bif  
is the force due to Brownian motion that satisfies 0Bi f  and 
   1 2 2  
B B
i j B ijt t k T t f f I . This equation works well in predicating biomolecular 
detection process in SiNW sensors at high concentration, but the accuracy vanishes at 
ultralow concentration. Specifically, there exists a three orders’ magnitude of detection 
time difference at femtomolar concentration, which indicates that other factors must be 
accelerating the biomolecular detection process.  
The electrokinetic effects in the SiNW sensing devices are largely due to the applied 
electric potential on the solution gate. Charged biomolecules move toward the nanowire 
surface under external electric field, due to the Coulombic force, generated by the 
interaction between charged biomolecules and the applied electric field, given by 
                                                                ,EP i iqF E                                                     (3.15) 
where ,EP iF  is the electrophoretic force on the thi  biomolecule, iE is the strength of 
electric field at the position of the thi  biomolecule and q is the effective charge. In the 
case that the applied voltage is AC, dielectrophoretic force would arise due to 
polarization of biomolecules in a non-uniform electric field, given as 
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23
, ,2DEP i m i CM i ia  F Κ E                                      (3.16) 
where  ,DEP iF  is the dielectrophoretic force on the thi  biomolecule, m  is the permittivity 
of the medium, 
ia  is the radius and ,CM iK  is the Clausius-Mossotti (CM) factor of the thi  
biomolecule. Furthermore, at the interface between electrode surface and electrolyte 
solution, EOF would form in the solution, which can be treated as a slip boundary, given 
as: 
                                                        4EOF m   u E                                               (3.17) 
where   is the zeta potential,   is the fluid viscosity. Combining all these factors 
together, the equation of motion for thi  biomolecule can be written as: 
                               23 ,2Bi i f i i m i CM i imv q a        v u f E Κ E                    (3.18) 
where   is the drag coefficient and fu is the velocity of the bulk fluid. In most of 
situations, the applied voltage is DC, which indicates the dielectrophoretic force doesn't 
need considering, and Eq. (3.18) could be simplified as 
                                                 Bi i f i imv q    v u f E                                         (3.19) 
Eqs. (3.18) and (3.19) seem simple, but the exact solutions are difficult to obtain due 
to the complexity of the system and coupling effects between different forces. Therefore, 
approximate solutions based on numerical simulations are derived to characterize the 
electrokinetic effects in SiNW sensors. It should be mentioned that many efforts have 
already been devoted to study electrokinetic effects numerically. For example, Liu et al. 
developed a computational method “Immersed Finite Element Method” to investigate the 
electrodeformation of cell, virus detection using dielectrophoretic force and CNT rotation 
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due to electroosmotic flow [128-131]. Figure 3.10 shows the EOF induced by a DC or 
low frequency AC field on a pair of parallel rectangular-shaped electrodes with a 5 µm 
gap. The EOF near the edges of electrodes could induce vortices and rotate suspending 
nanotubes, which is in good accordance with experimental observations [128]. 
 
Currently, one of the most common platforms for computational modeling of 
electrokinetic phenomena has been COMSOL Multiphysics®. Based on its customized 
electrokinetic module, researchers could directly modify relevant parameters and study 
various electrokinetic effects in microfluidic devices. For example, Zhang et al. presented 
a numerical investigation of the non-uniform electric fields, created by planar 
microfabricated electrodes on accelerated transport and capture of virus to a surface 
inside media of physiological ionic strength [132]. Cheng et al. developed a model for 
electrodeposition of charged nanoparticle on fuel cell coolant flow channel walls, in 
which electrokinetic force, hydrodynamic force and buoyancy forces were all considered 
[133]. Davison et al. modeled the nanowire trajectories caused by electrokinetic forces 
using ALE moving mesh in COMSOL Multiphysics®  [134]. Here, we would use 
COMSOL Multiphysics® to model and analyze the electrokinetic effects in SiNW 
sensing devices. 
Figure 3.10: Attraction and rotation of nanotubes induced by electroosmotic flow 
through immersed finite element method [128]. 
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3.3 Modeling electrokinetic effects in biomolecular detection 
In order to characterize the electrokinetic effects on biomolecular detection process 
and thus establish basic rules to optimize SiNW sensing devices, a multiphysics 
computational model is developed for systematical study of the SiNW sensor. The 
geometry of the SiNW sensor is already shown in Figure 2.4. The multiphysics model 
contains two parts, one is the electric field due to gate voltage, and the other is the 
velocity field. To solve the electric field, a voltage of -1 V is applied on the solution gate. 
The surfaces of nanowire are assumed to be ground and other surfaces are assumed to be 
electric insulation. To solve the velocity field, the bottom surface is assumed to be wall 
with electroosmotic flow. Other surfaces are assumed to be wall without slip. The density 
of the fluid is set to be 10
3
 kg/m
3
. The dynamic viscosity is set to be 10
-3
 Pa·s and the 
zeta potential is set to be -35 mV. The computational model contains around 100, 000 
elements, and it takes half an hour in a workstation with four Intel(R) Xeon(R) CPUs and 
a memory of 6 GB to finish the simulation. 
 
Figure 3.11: (A) Electric field distribution and (B) electroosmotic flow pattern in 
SiNW sensors. Streamlines are plotted in red, and the slice shows the magnitude of 
electric field. 
(A)
  
(B)
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The electric field and velocity field in a typical SiNW sensor are shown in Figure 
3.11. The electric field around the nanowire has the highest magnitude, and the strength 
of the electric field decreases dramatically at positions far away from the nanowire 
surface. In addition, the streamlines of electric field in Figure 3.11(A) start from the 
surface of solution gate and end at the surface of nanowire, which indicates the 
biomolecules might bind on the surface of nanowire if only electrostatic force is 
considered for their movements. Therefore, when a biomolecule stays far away from the 
nanowire, the Brownian force dominates the motion of biomolecules, since the 
electrostatic force is almost negligible under this circumstance. However, when the 
biomolecule is in the region nearby the sensor surface, the strong electric field that directs 
toward the sensor surface would help biomolecules bind with receptors on the nanowire 
surface in a short time. As for the electroosmotic flow shown in Figure 3.11(B), vortexes 
are generated to circulate biomolecules across the whole fluid domain. Some 
biomolecules might move close to the nanowire surface owing to electroosmotic flow, 
while others could be repelled away from the binding region.  The overall effect of such 
vortex generated by electroosmotic flow is the transport of biomolecules in the long 
range. Compared with electroosmotic flow, the electrostatic attraction is localized near 
the nanowire surface.  If these two effects take place at the same time, it is expected that 
biomolecules are transported toward the sensing region due to electroosmotic flow, 
attracted by electrostatic force and then bind with specific receptors on the nanowire 
surface. Thus, considering the electrokinetic effects, the biomolecular detection time 
might be greatly reduced. 
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3.4 Breaking the limits – biomolecular detection with electrokinetic 
effects 
3.4.1. Influence of electrokinetic forces on trajectories of biomolecules 
Brownian motion indicates the movement of biomolecules is random and stochastic, 
which is the leading reason for the long detection time for transporting biomolecules 
toward the nanowire surface. However, due to electrokinetic forces induced by the 
existence of solution gate, the random motion of biomolecules would become suppressed 
to some extent, especially at the region where electrokinetic forces overwhelm the 
Brownian motion force, and thus the significant reduction of detection time would be 
expected.  
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Figure 3.12 shows the typical trajectories of biomolecules under different effects: 1) 
Pure Brownian motion (BM), 2) BM and electroosmotic flow (BM&EO), and 3) BM, 
(A) 
  
Figure 3.12: Typical trajectories of biomolecules under different effects: (A) Pure 
Brownian motion (BM); (B) BM and electroosmotic flow (BM&EO); (C) BM, 
electroosmotic flow and electrophoretic force (BM&EO&EP). The initial positions of 
biomolecules are represented by red dots. The trajectories are represented by blue lines. 
(C) 
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electroosmotic flow and electrophoretic force (BM&EO&EP). The initial position of the 
biomolecules in all cases is (100 µm, 0 µm, 30 µm). In the Figure 3.12(A), due to 
Brownian motion, biomolecules diffuse randomly through the whole domain before they 
get bound with the nanowire surface, which is a time-consuming process. However, 
electrokinetic effects would suppress the randomness of the biomolecules’ movement and 
accelerate the detection process. Figure 3.12(B) illustrates a typical trajectory of 
biomolecules when the influence of electroosmotic flow is considered. Initially, the 
magnitude of electroosmotic flow is negligible due to the long distance away from the 
nanowire. The biomolecule is governed by Brownian motion force and the characteristic 
of the movement is random. As the biomolecule moves close to nanowire, the 
electroosmotic flow would play an increasingly important role and transport the 
biomolecule along the vortex flow pattern. If strong electrophoretic force exists nearby 
the nanowire surface, when the biomolecule circulates close to the sensing region, the 
biomolecule would be quickly attracted to the nanowire surface, as shown in Figure 
3.12(C). 
3.4.2. Influence of electrokinetic forces on biomolecular detection time in SiNW 
sensors 
After obtaining the electric field and velocity field from the multiphysics model in 
COMSOL Multiphysics®, MATLAB® is used to combine these electrokinetic effects 
and the Brownian motion force together to solve Eq. (3.19) numerically. The number of 
the biomolecules in the simulation is determined by the analyte concentration. For 
example, there would be 8950 biomolecules in the model at the 1 pM concentration. 
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These biomolecules are randomly distributed in the model as the initial configuration at 
the beginning of simulations. In addition, three binding events are assumed to be enough 
to trigger an electrical signal. 
In the calculation of electrophoretic force on biomolecules, effective charges are 
used instead of net charges. This is because the ions in the solution induce the screening 
effect, which makes the interaction force between charged biomolecules smaller than the 
theoretical calculations based on the net charge. If the ion concentration is in a low level, 
the screening effect would be weak and there would be no much difference between the 
net charge and effective charge. Otherwise, the charged biomolecules could be treated as 
uncharged biomolecules due to high ion concentration in the solution. In the following 
simulations, two types of biomolecules are considered: one with an effective charge of 
10 e  and the other of zero effective charge. For charged biomolecules, their movements 
are affected by the Brownian motion force, the electrophoretic force and electroosmotic 
flow. For uncharged biomolecules, their movements are determined by the Brownian 
motion force and electroosmotic flow. 
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Figure 3.13 shows response time of SiNW sensors after considering electrokinetic 
effects at different concentrations. If only Brownian motion of biomolecules is 
considered, the response time decreases with the increase of concentrations with a slope 
of -1 in logarithm at sub-fM concentration. The slope changes to be around -1.5 at high 
concentration. This phenomenon may be due to the decrease of average distance between 
biomolecules and nanowire surfaces. At high concentration, the distance between 
nanowire surfaces and biomolecules is short, especially for the first few biomolecules 
bound with the nanowire surface. The closer the biomolecules are to the nanowire 
surface, the more likely that SiNW sensors would perform like planar sensors, and the 
slope would keep decreasing until it approaches the limit of -2, which is the slope in 
logarithm between the detection time and analyte concentration in 1D planar sensor. 
Significant reduction in response time is observed after introducing electrokinetic effects. 
At concentration 1 fM, the response time difference is around 41 times for uncharged 
Figure 3.13: Response time of SiNW sensors with electrokinetic effects as a function 
of analyte concentration. The inset shows the statistical variations of detection time.  
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biomolecules, and around 93 times for charged biomolecules. Such difference in 
detection time induced by electrokinetic effects vanishes at high concentration of around 
1 µM. This is because the distance for biomolecules to travel and bind with the sensor 
surface decreases as the concentration increases. Beyond a certain analyte concentration, 
the Brownian motion becomes the dominant factor to deliver biomolecules toward the 
nanowire surface.  Such observation indicates that the diffusion-reaction theory is only 
valid at medium or high concentration while electrokinetic effects should be taken into 
account at ultralow concentration (less than 1 µM). 
Electrokinetic effects, especially for charged biomolecules, could accelerate 
detection process up to 93 times in a typical SiNW sensor with a single nanowire of 
diameter 100 nm and length 20 µm. This is encouraging because there are just 10 times 
of detection time difference left between experimental results and theoretical 
calculations. We believe other factors, such as the size of nanowires, biomolecular 
charge, would account for remaining detection time difference. Therefore, some 
important factors that might influence biomolecular detection process, including 
nanowire design, solution gate design and biomolecular charge, are characterized in the 
following section for fully resolving the puzzle of detection time discrepancy at ultralow 
concentration. 
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Chapter 4 
Design considerations of SiNW sensors under electrokinetic 
effects 
This chapter describes the design considerations of the SiNW sensor in detecting 
biomolecules under electrokinetic effects. The chapter 3 has already demonstrated the 
significant acceleration of biomolecular detection process due to electrokinetic forces. 
The three orders’ gap of detection time between experimental results and theoretical 
calculations is decreased by over ninety times for biomolecules with effective charge 10 
e  in a typical SiNW sensor device with a nanowire of diameter 100 nm and length 20 
µm. The remaining ten times difference of detection time is expected due to the design of 
SiNW sensors. In what follows, an introduction about previous studies on SiNW sensor 
design is presented. Then the influences of several factors, including nanowire design, 
solution gate design and biomolecular charge, on the biomolecular detection process 
using SiNW sensors, are investigated and discussed in detail. The chapter is concluded 
with an explanation of the three orders of magnitude of detection time discrepancy and a 
discussion about the optimal design for improving the performance of SiNW sensors. 
4.1 Design considerations of SiNW sensors 
SiNW sensors can provide fast, low-cost, ultrasensitive, and high-throughput 
analysis of biological systems, which has already been demonstrated by various groups 
[65, 85, 89]. Despite these advancements, the design principles of SiNW sensors are still 
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not clearly elaborated, and thus the further optimization of SiNW sensors for better 
performance is hindered. Generally, nanowires with lower doping density and smaller 
diameter could provide better sensitivity, due to their high surface-to-volume ratio. Nair 
et al. studied the prospects and challenges of biomolecular detection using SiNW 
biosensors as a function of device parameters, as shown in Figure 4.1 [135]. It clearly 
shows that sensitivity increases with smaller diameter and reduced doping density. The 
reduced nanowire length could also increase the relative sensitivity significantly, 
particularly for higher doping densities, as shown in Figure 4.1(B). Therefore, it seems 
that any desired sensitivity could be achieved by choosing smaller length, diameter, and 
reduced doping density. However, this is not correct. Apart from the technological 
difficulties associated with the continued scaling of dimensions, doping also can’t be 
reduced to low values without introducing significant variation in sensor performance, 
which is referred to as discrete dopant fluctuations in nanoscale transistor design [136]. A 
lower limit to doping density exists, below which discrete dopant fluctuation causes 
unpredictable variation of baseline sensitivity, making it impossible to integrate them in 
an array format. 
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In addition, small diameter and length of nanowire would retard the speed for 
accumulation of biomolecules on a nanowire surface. Sheehan et al. examined the 
performance of a cylindrical sensor oriented perpendicular to a channel, as shown in 
Figure 4.2. The tradeoff between the required time to accumulate certain number of 
biomolecules and the radius of nanowires is studied at 1 fM concentration. As the size of 
the nanowire decreases to 10 nm, the time to accumulate several biomolecules could 
reach several days, which is unacceptable due to the stability of the measurement. Other 
factors, such as nonspecific binding, sample degradation, and stochastic nature of 
measuring only a few molecules would make accurate measurement difficult. The 
situation worsens for SiNW sensors with short nanowires [87]. 
 
Figure 4.1: Sensitivity of SiNW sensors as a function of diameter (A) and length (B) 
with different doping density [135]. 
(A) (B) 
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Instead of taking several days to accumulate several biomolecules on nanowire 
surfaces at fM concentration, experimental results show that it just needs several minutes 
to finish the biomolecular detection process, which indicates the above design principles 
are not accurate and new rules to guide the SiNW sensor design should be developed to 
help further advancement of SiNW sensors of higher performance. Electrokinetic effects, 
due to applied DC voltage on solution gate, could lead to enhance the biomolecular 
detection speed by over one hundred times in a typical single-nanowire biosensor. 
Therefore, it is possible that appropriate SiNW design, combined with the speed 
acceleration due to electrokinetic forces, would lead the three-order magnitude of 
detection time difference. 
4.2 Influence of nanowire design on biomolecular detection process 
Charged biomolecules bind with nanowire surface and change the 
conductance/resistance of nanowires, which triggers a detectable signal. It is thus 
important to characterize how the nanowire design would affect the biomolecular binding 
Figure 4.2: Time required for a 10 µm long hemicylindrical sensor to accumulate 1, 
10, and 100 biomolecules as a function of nanowire radius [87]. 
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process. The size of nanowire, which is closely relevant with the sensitivity of SiNW 
devices, and the nanowire array, which is designed for multiplexed detection of 
biomolecules, are investigated under electrokinetic effects using our multiphysics 
computational model. 
 
 
Nanowire size could profoundly affect the total analyte flux on nanowire surfaces. 
Sheehan et al. studied the detection efficiency of nanowire biosensor in unmixed fluids 
with size from the micrometer to nanometer scale, and claimed that fM detection limits 
for biomolecular assays are very likely an analyte transport limited process, not a signal 
transduction limited process [87].  However, Sheehan’s conclusions are based on the pure 
diffusion theory without considering electrokinetic effects, which, we believe, is the 
leading reason for the discrepancy of detection time at femtomolar concentration. Here, 
we reinvestigate the influence of nanowire size on the biomolecular detection process. 
The diameter of nanowires is varied from 50 nm to 1 µm, and the accumulation time for 
Figure 4.3: Response time under electrokinetic effects for SiNW sensors with 
nanowires of different diameters at concentration 10 fM. Statistical variations are 
plotted as error bars. 
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collecting three biomolecules are recorded, as shown in Figure 4.3. The detection time 
decreases with the increase of nanowire diameter. This is because the larger the diameter 
of the nanowire is, the larger surface is available for binding reactions, thus causes a 
reduction in the detection time. Under pure Brownian motion, the detection time 
decreases from 1.014 × 10
4
 seconds to 3.557 ×10
3
 seconds, when the diameter of 
nanowires increases from 50 nm to 1 µm. In other words, twenty times change in 
diameter of nanowires just induces less than three times change in detection time. This 
weak relationship is in accordance with the predictions from diffusion-reaction theory 
[87]. Considering electrokinetic effects, the detection time is subject to a significant 
reduction, which is around 64 times for charged biomolecules and 37 times for uncharged 
biomolecules when the nanowire has a diameter of 50 nm. This gap increases to 309 
times for charged biomolecules and 105 times for uncharged biomolecules as the 
diameter increases to 1 µm, which indicates SiNW sensor should have a nanowire of 
large diameter in order to accumulate more biomolecules in a certain time at sub-fM 
concentration. Of course, large diameter means small surface-to-volume ratio and low 
sensitivity of SiNW sensors. Therefore, for the SiNW sensors with similar sensitivity, the 
nanowire with larger diameter could give a detection signal in a shorter time and thus is a 
better option for SiNW sensor design. 
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Another important design concern about SiNW sensor is the number of nanowires. 
Nanowire array could be used for detecting of multiple disease marker proteins 
simultaneously in a single, versatile detection platform [85]. In addition, the use of 
multiple nanowires instead of a single nanowire as sensing elements enables high device 
uniformity and stability in buffer solutions and selective detection of bovine serum 
albumin at concentration as low as 0.1 fM [137]. Thus it is of vital importance to 
characterize the biomolecular detection process in the nanowire array.  
Figure 4.4(A) shows the configuration of the SiNW sensing model with multiple 
nanowires. These nanowires are patterned in parallel at the bottom surface. The influence 
of the nanowire number on the biomolecular detection process is studied, as well as the 
effect of separation distance among nanowires. Figure 4.4(B) and (C) show the 
configurations of the 10-nanowire array with separation distance 1 µm and 4 µm, 
respectively. 
Figure 4.4: (A) Configuration of SiNW sensor with multiple nanowires; (B) 10-
nanowire array with 1 µm separation distance; (C) 10-nanowire array with 4 µm 
separation distance. 
(A) 
(C) 
(B) 
4 µm 
1 µm 
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The increase of nanowire number would add more available sensing surfaces for 
target biomolecules reacting with receptors on surfaces. Thus the array with large number 
of nanowires requires less time to accumulate enough binding events to trigger a signal 
than that with a few nanowires, as shown in Figure 4.5. In the arrays with 1 µm 
separation distance, the detection time difference between BM and BM&EO increases 
from 40 times for the single nanowire sensor to 78 times for the 50-nanowire array, 
whereas, the gap between BM and BM&EO&EP increases from 87 times to 338 times. 
The same phenomenon happens to the arrays with 4 µm separation distance, there exists 
around 60 times detection time difference between BM and BM&EO for the 50-nanowire 
array case, and the response time difference between BM and BM&EO&EP increases to 
355 times after the number of nanowires change from 1 to 50. This indicates the 
acceleration of biomolecular detection process becomes more evident due to the 
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Figure 4.5: Response time under electrokinetic effects for nanowire array with 1, 2, 
10, 20, and 50 nanowires at concentration 10 fM. Solid lines represent response time 
of nanowire array with separation distance 1 µm, and dashed lines represent response 
time of nanowire array with separation distance 4 µm. The inset shows the statistical 
variations of detection time. 
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electrokinetic effects in nanowire arrays. In addition, after altering the separation distance 
to 4 µm, the detection time decreases, and is almost half of that using 50-nanowire array 
with 1 µm separation distance. This may be due to the less electrokinetic interference due 
to other nanowires in the pattern with 4 µm separation distance than that with 1 µm 
separation distance when one nanowire is going to capture biomolecules nearby. In 
addition, large separation could spread out nanowire pattern and provide more chance for 
biomolecules binding with nanowire surfaces. Of course, there is a tradeoff between the 
number of nanowires and the available sensitivity in SiNW sensing devices. Nanowire 
array needs capture more target biomolecules to trigger a signal than that in single 
nanowire devices. However, if increasing the number of nanowires does not severely 
decrease the sensitivity of SiNW sensor array devices, better performance in detection 
biomolecules would be achieved by adding more number of nanowires and increasing the 
separation distance between nanowires. 
4.3 Influence of solution gate design on biomolecular detection 
process 
Electrokinetic effects in SiNW sensors are mainly induced by the applied voltage on 
the solution gate. Two major design concerns, magnitude of applied voltage and the 
position of solution gate, which may change the electric field and thus the electrokinetic 
forces, are studied. 
Figure 4.6 shows the influence of applied voltage on the solution gate on the 
biomolecular detection time. The magnitude of electrokinetic forces, including 
electrophoretic force and electroosmotic flow, is proportional to the applied voltage on 
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solution gate. When the voltage applied on the solution gate is small, for example, less 
than 0.01 V, electrokinetic forces are negligible compared with the Brownian force. In 
this case, the movement of biomolecules is mainly determined by Brownian motion force 
and the detection time would approach the limits predicted from diffusion-reaction 
theory. Thus, two lines with small slopes are observed at the low voltage region. As the 
applied voltage increases, the electrokinetic forces would accelerate the biomolecular 
detection process and a significant reduction in detection time is observed. The detection 
time at 10
-2
 V is around 2500 seconds, whereas it decreases to 1 second for charged 
biomolecules and 3 seconds for uncharged biomolecules at 100 V, which is over one 
thousand times of detection time difference. Therefore, it seems that a high voltage 
should be applied on the solution gate to achieve ultrafast detection of target 
biomolecules. However, the magnitude of applied voltage has some limitations. The main 
purpose of adding the solution gate in SiNW device is to modulate the conductance of 
silicon nanowire in an appropriate range, which is sensitive to the electric potential 
variations on the nanowire surface due to specific biological interactions. Although the 
applied voltages on solution gate vary with the shape and size of nanowires in sensing 
devices, a voltage between 0.5 V ~ 10 V is often adopted in experiments [138].  When 
the voltage increases from 0.5 V to 10 V, the detection time would reduce by ~ 20 times, 
both for charged biomolecules and uncharged ones.  An ultralow or ultrahigh voltage on 
the solution gate would lead no sensitivity to target biomolecules in SiNW sensing 
devices. In addition, high voltage would also cause damage to the sensing devices and 
shorten their life expectancy. Therefore, the role of applied voltage on enhancing 
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biomolecular detection process is limited, but a higher voltage is preferred for SiNW 
sensors to perform ultrafast detection if applicable. 
 
 
The position of solution gate would change the electric field distribution, and thus 
affect the acceleration of biomolecular detection process due to electrokinetic effects. 
Here, the effects of the separation distance between the tip of solution gate and the 
nanowire surface on detection time are studied, as shown in Figure 4.7. Due to the 
limitation of the model dimension, four different separation distances, 50 µm, 100 µm, 
150 µm and 175 µm, are chosen in numerical simulations. The position of the solution 
gate doesn’t affect the biomolecular detection process under pure Brownian motion, thus 
only the response time under BM&EO, and BM&EO&EP are plotted. The simulation 
results show two almost flat lines, which means the response time doesn’t change with 
separation distance between the solution gate and the nanowire surface. The electric field 
Figure 4.6: Response time under electrokinetic effects for SiNW sensors with 
solution gate of different voltages, at concentration 10 fM. Statistical variations are 
plotted as error bars. 
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and the electroosmotic velocity at different positions are examined, and no much 
difference is found for different solution gate designs. Thus electrokinetic forces don’t 
have much change under different solution position, and the slightly variation of 
detection time due to the change of solution gate positions would be suppressed by the 
statistical variations of response time. Therefore, we conclude that the influence of the 
solution gate position in the devices on the detection time could be ignored. 
 
 
4.4 Influence of biomolecular charge on biomolecular detection 
process 
Many biomolecules carry an electrostatic charge under normal physiological 
conditions. DNA is negatively charged. For a protein, the effective charge depends on the 
pH of the solution and can be estimated using Henderson-Hasselbalch equation and the 
dissociation constants of the amino acids which constituted the protein [139]. The pH at 
Figure 4.7: Response time under electrokinetic effects for SiNW sensors with 
different separation distances between solution gate and nanowires, at concentration 
10 fM. Statistical variations are plotted as error bars. 
84 
 
which the effective charge of protein becomes zero is called its isoelectric point [140]. 
Above the isoelectric point, the protein has a negative charge, and the charge increases as 
the pH increases, which would greatly affect the response time in SiNW sensing devices. 
 
 
Figure 4.8 shows the effect of effective charges of biomolecules on the detection 
time. The applied voltage on the solution gate is kept to be -1 V. Thus, the electroosmotic 
flow and the detection time under BM&EO would not change during the detection 
process. However, based on the Coulomb's law, the electrophoretic force would increase 
proportionally with effective charges of biomolecules. When biomolecules are weekly 
charged (less than 5 e ), electrophoretic force has negligible influence on biomolecular 
detection process. The response time is determined by Brownian motion force and 
electroosmotic flow, and a flat line is observed. For biomolecules with an effective 
charge greater than 5 e , a sharp decrease of detection time happens because 
electrophoretic force is larger enough to capture biomolecules nearby to the nanowire 
Figure 4.8: Response time for biomolecules with effective charges from 0.01 to 1000 
e, at concentration 10 fM. Statistical variations are plotted as well. 
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surface. Specifically, the detection time for biomolecules with charge 5 e  is around 173 
seconds, while it only takes less than 2 seconds for biomolecules with charge 100 e . The 
detection time difference reaches eighty five times after increasing charge for only twenty 
times. As the charge of biomolecules continue increasing, the movement of biomolecules 
would be totally controlled by electrophoretic force and the detection time decreases as a 
function of the biomolecular charge with a slope around -1 in logarithm. Therefore, to 
enhance the biomolecular detection process, the influence of fluid environment on 
biomolecular charge should be carefully considered. For biomolecules in p-SiNW 
sensing devices, large negative surface charge is desired, whereas in n-SiNW sensors, 
adding more positive surface charge would help decrease the detection time. The main 
method to control biomolecular charge is to vary pH value of the solution. However, 
some side-effects should be considered before modifying pH of the solution. PH value 
that is too high or too low would cause corrosion of the sensing devices and, most 
importantly, deactivate target biomolecules, such as protein, in the solution. 
So far, SiNW sensing devices with different designs are investigated under 
electrokinetic effects using the developed multiphysics computational model and it is 
found that factors, like the nanowire size, nanowire number, applied voltage, and 
biomolecular charge, could cause substantial reduction of detection time in biomolecular 
detection process, while the solution gate position has minor influences. The gap of 
detection time difference between BM and BM&EO&EP could reach 309 times, 338 
times in the design with nanowire of diameter 1 µm and 50-nanowire sensing array, 
respectively. In addition, the detection time would decrease over one thousand times after 
changing the applied voltage from 10
-2
 V to 100 V, and around 85 times after increase the 
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effective charge of biomolecules from 5 e  to 100 e . Therefore, the combined effects of 
electrokinetic forces, large size of nanowire, multiple nanowires, high applied voltage, 
and large surface charge of biomolecules could easily decrease detection time by three 
orders of magnitude compared with that given by diffusion-reaction theory. The 
optimization of SiNW sensor could be achieved by introducing nanowire of large 
diameter, more number of nanowires with large separation distance, high gate voltage 
and appropriate solution environment to maximize the biomolecular surface charge. 
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Chapter 5 
Conclusions 
5.1 Conclusions 
In this thesis, a multiphysics computational model has been developed to study the 
biomolecular detection process with electrokinetic effects using SiNW sensors. SiNW 
sensors are becoming the most powerful tool to quantify and analyze biological samples. 
Compared with optical biosensors, SiNW sensors could be miniaturized into the nano-
scale size, which makes them suitable for multiplexed detection of biomolecules in a 
single clinic sample. Compared with planar sensors (ISFET), SiNW sensors provide 
ultrahigh sensitivity, and have the potential to register an electrical signal in the presence 
of one single target biomolecule, due to the high surface-to-volume ratio. Compared with 
CNTs, SiNW sensors have mature fabrication techniques and simple sensing mechanism. 
Together with other inherent advantages, such as label-free and real-time detection and 
high selectivity, SiNW sensors has been demonstrated to be an excellent platform for 
detecting various biomolecules, and thus it is crucial to characterize SiNW sensing 
systems for developing biosensors of higher performance and reliability. 
Traditional computational models for predicting the performance of SiNW sensors 
are based on the diffusion-reaction theory. This theory studies the ensemble average of 
the stochastic behavior of biomolecules. It works quite well in predicting the behaviors of 
biomolecules at high concentration, but there exists three orders of magnitude of 
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detection time difference between theoretical predictions and experimental results. Other 
theories, such as convection-diffusion-reaction theory and statistical variance theory, 
could not explain this puzzle either. This discrepancy is also demonstrated by our 
computational model based on Brownian dynamics. 
Electrokinetic effects, introduced by the applied voltage on solution gate, are 
explored for their contribution to accelerate the biomolecular detection process using the 
developed multiphysics computational model. For charged biomolecules, the influences 
of electrophoretic force, electroosmotic flow and Brownian motion force on 
biomolecules’ movement are considered, while the behavior of uncharged biomolecules 
is affected by electroosmotic flow and Brownian motion force. In a typical single 
nanowire biosensor, it is found that the biomolecular detection process is enhanced by 
over ninety times for charged biomolecules, and over forty times for uncharged 
biomolecules. 
Several design considerations of SiNW sensors, including the nanowire design, 
solution gate design and biomolecular charge, are investigated based on our 
computational approach. Over three hundred and nine times of speed acceleration in 
detecting charged biomolecules could be observed in the SiNW sensor design with a 
single nanowire of diameter 1 µm. Additionally, nanowire array could introduce more 
significant reduction of detection time, which is a three hundred and forty times 
enhancement for charged biomolecules using 50-nanowire array. The comparison 
between detection time of nanowire arrays with difference separation distances indicates 
large separation distance is beneficial for ultrafast detection. In addition, the applied 
voltage on the solution gate and biomolecular charge can also accelerate the detection 
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speed, but there exist a lot of limitations, such as the conductivity of SiNW and pH value 
in the solution. The position of the gate is found to have no effect on the biomolecular 
detection process. 
Electrokinetic effects, when combined with SiNW sensor design: large diameter of 
nanowire, multiple-nanowire array, high applied voltage on solution gate and high 
surface charge of biomolecules, can well explain the three orders of magnitude difference 
in biomolecular detection process between experiments and diffusion-reaction theory. 
The optimal design of SiNW sensor would be achieved by an appropriate combination of 
these factors, which has nanowires of large diameter and numbers while the sensitivity is 
slightly degraded. Moreover, high applied voltage on solution gate should be chose if the 
detection of biological interaction potential using nanowires is not affected. It would also 
be helpful if the surrounding environment could induce large charges on biomolecules’ 
surface without introducing any serious side-effects.  
 
5.2 Future work 
Besides electrophoretic force and electroosmotic flow, other kinds of electrokinetic 
effects would also possibly accelerate the biomolecular detection process. Specifically, 
when an AC voltage is applied to the solution gate, DEP force would arise from induced 
dipole moments on a biomolecule immersed in a non-uniform electric field and provide a 
short-range attractive force that attracts nearby biomolecules quickly toward the nanowire 
surface. Since the dielectrophoretic force doesn’t require biomolecules to be electrically 
charged, a further reduction of detection time would be expected for both charged 
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biomolecules and uncharged ones, which will be demonstrated by our developed 
multiphysics computational model in the future. 
 
Another area that needs to be studied is the interactions between biomolecules and 
receptors on the sensor surface. The detection signal is triggered by the electric potential 
variations due to the biological interactions on the sensor surface. Previous studies 
ignored these interactions and assumed that biomolecules bind with the nanowire surface 
once they were in contact with each other, which is not the case in experiments. In 
addition, the influence of electrokinetic forces on the biological interactions at molecular 
level in SiNW sensing system is rarely studied. In order to characterize these biological 
interactions under applied electric field and quantify their effects on the whole 
biomolecular detection process, molecular dynamics simulations need to be performed. 
The interactions between single strand DNA and hairpin-loop DNA under electric forces 
in a nanopore-based sensing system had been studied in our group, as shown in Figure 
Figure 5.1: Transport of DNA through a nanopore-based sensing system under 
electric field [141]. 
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5.1 [141]. The similar computational tool will be applied to study the interactions 
between target biomolecules and receptors with electrokinetic effects in SiNW 
biosensors. 
Finally, experimental studies will be performed to verify the results from above 
numerical simulations and provide a framework for understanding the fundamental 
biosensing mechanism at ultralow concentration and optimizing biosensors to achieve 
higher sensitivity and ultrafast biomolecular detection. An integrated sensor chip of 
nanowires of varied widths and number, solution gate of different positions and applied 
voltages, and biomolecules of different surface charges will be built and be applied to 
investigate the correlations among detection time, nanowire size, nanowire array, gate 
voltage and so on. These results will be compared with simulation results for creating a 
novel biosensing platform of next generation. 
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