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Nesta tese, é tratado do problema de estimação em Sistemas de Controle Via
Rede sem fio. Um dos principais desafios em redes sem fio é a perda de pa-
cote induzida pela rede, pois impactará no desempenho do sistema, podendo
causar a sua instabilidade. O filtro de Kalman unscented, é utilizado para tra-
tar o problema de estimação nesta tese, em que as propriedades estatísticas de
convergência do filtro de Kalman unscented são analisadas, mostrando a exis-
tência de um valor crítico para a chegada de observações em torno do qual a
covariância do erro de estimação diverge. Inicialmente, as equações do filtro
de Kalman unscented são redefinidas quando o sistema de controle via rede
está sujeito a perdas de pacotes, logo em seguida, é apresentado o teorema
que mostra a existência de um valor crítico para a taxa de chegada de pacotes,
em torno da qual a covariância do erro de estimação diverge. Finalmente, o
método proposto é aplicado em um sistema de teleoperação, uma vez que este
tipo de sistema utiliza um rede de comunicação para interligar seus compo-
nentes, sendo assim, um exemplo de aplicação real de um sistema de controle
que utiliza uma rede de comunicação para interligar seus componentes.
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This thesis, the problem of estimation in a wireless networked control sys-
tems is treated. One of the main challenges in wireless networks is packet loss
induced by the network as impact on system performance and may cause in-
stability. The unscented Kalman filter, is used to treat the estimation problem
in this thesis, where the statistical properties of convergence of the unscented
Kalman filter are analyzed, showing the existence of a critical value for the
arrival of observations around which the covariance of the estimation error
diverges. Initially, the equations of the unscented Kalman filter are redefined
to a networked control system with packet losses, for this system is presented
the theorem that shows a critical value for the rate of packet loss, around the
covariance estimation error diverge. Finally, the proposed method is applied
to a teleoperation system, since this type of system uses a communication
network for interconnecting components, and thus a real application example
of a control system utilizing a communication network to interconnect their
components.
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Capítulo 1
Introdução e Trabalhos
Relevantes
São apresentados neste capítulo, os fatores que motivaram a compo-
sição da tese. Além dos fatores motivacionais, apresentam-se a revisão bi-
bliográfica que fundamenta este trabalho e contextualiza suas contribuições
em relação ao estado da arte, os objetivos, e a descrição dos processos ado-
tados para o desenvolvimento da pesquisa, a obtenção dos resultados a sua
validação.
1.1 Sistemas de Controle Via Rede
Os sistemas de controle fazem parte do dia a dia e estão presentes
em muitas aplicações, desde uma simples bóia que controla o nível de um
tanque d’água até os sistemas digitais das aeronaves mais sofisticadas. Esses
sistemas são compostos por um processo a ser controlado, um atuador, que
é o dispositivo capaz de alterar o valor físico da grandeza, um controlador,
responsável pela parte inteligente do sistema, o qual calcula quanta energia
o atuador deverá entregar ao sistema para mantê-lo estável e, para sistemas
em malha fechada, um sensor que transforma o valor da grandeza medida
em um sinal elétrico, ou compatível com o controlador. O objetivo de tais
sistemas é proporcionar uma resposta adequada para a saída de uma planta.
Em um sistema de controle tradicional, os dispositivos de campo (sensor e
atuador) estão, em geral, conectados diretamente ao controlador de forma
dedicada, por meio de cabos, nos quais os valores das variáveis estão sempre
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disponíveis. Um exemplo desse tipo de sistema é ilustrado na Figura 1.1.
Figura 1.1: Sistema de controle
tradicional.
Figura 1.2: Sistema de controle via
rede.
Com a rápida expansão da tecnologia digital, os sistemas de controle
estão utilizando as redes de comunicação para interligar os elementos de
campo e trocar informações, são os denominados Sistemas de Controle Via
Rede (NCS, Networked Control Systems). Na Figura 1.2 é mostrada uma es-
trutura de um NCS. Comparado aos sistemas de controle tradicionais (Figura
1.1), cujas ligações são feitas ponto-a-ponto, por meio de cabos dedicados, os
NCS apresentam vantagens na arquitetura de controle, pois tornam o sistema
de fácil operação, diminuem custos com cabeamentos, manutenção e aumen-
tam a flexibilidade (Shi et al., 2010). Devido a essas características os NCS
têm sido aplicados em diversas áreas como: controle de processos, sistemas
automotivos, aeronaves, entre outros.
O meio de transmissão das redes de comunicação constitui um recurso
compartilhado entre o sensor, controlador e atuador. A forma na qual cada
um desses nós pode acessar a rede (barramento) é determinada por um proto-
colo específico conhecido como protocolo de acesso ao meio (MAC, Medium
Acces Control), que irá definir um conjunto de regras para o acesso ao barra-
mento.
As redes comerciais para aplicações em NCS requerem sistemas ope-
racionais de tempo real, já que em sistemas de controle as tarefas precisam
ser realizadas dentro de um tempo pré-determinado. Tecnologias de padrão
de redes têm sido adaptadas para o contexto de redes de controle (Irwin et al.,
2006) e (Lian et al., 2001). Dentre as redes especializadas para controle e au-
tomação, cita-se a CAN (CAN, Controller Area Network) para aplicação em
automação industrial e Foundation Fieldbus para controle de processos.
Atualmente, as redes industriais estão evoluindo rapidamente para uma
arquitetura sem fio, pois em algumas situações as redes cabeadas se tornam
inviáveis, tanto economicamente como tecnicamente. Um dos motivos pelo
qual as redes sem fio têm atraído a atenção de aplicações industriais é a au-
sência de cabos para estabelecer a comunicação entre as estações, diminuindo
custos com instalações e manutenção e oferecendo mobilidade aos equipa-
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mentos, além de ser capaz de eliminar possíveis pontos de falhas que geral-
mente são difíceis de serem localizados. Outras desvantagens são as baixas
taxas de transmissão e a perda de pacotes devido à interferência, desvaneci-
mento ou multipercurso.
Para atender às diferentes demandas de comunicação que são exigidas
das redes sem fio, existem diversos padrões os quais agregam característi-
cas técnicas para cada especificação. A padronização das redes sem fio foi
proposta pelo IEEE (IEEE, Institute of Eletrical and Electronics Engineers)
o qual estabelece três tipos de padrão de rede sem fio, em que cada um está
constituído por um grupo de trabalho (Corrêa et al., 2006). Os principais pa-
drões de comunicação em redes sem fio são: Wi-Fi, Bluetooth e ZigBee. As
normas que descrevem esses padrões são IEEE 802.11, IEEE 802.15.1 e IEEE
802.15.4, respectivamente. Maiores detalhes sobre os padrões IEEE 802.15.1
e IEEE 802.15.4 são encontrados em Willig et al. (2005).
O grupo IEEE 802.11 (Crow et al., 1997) define padrões de rede sem
fio local, os quais buscam oferecer a usuários móveis experiências de uso
semelhantes às cabeadas. O padrão atual usa faixa de frequência não licenci-
ada e em sua especificação original provê taxas de 1 a 2 Mbps. A extensão
802.11b (Wi-Fi) oferece taxas de transmissão adicionais de 5.5 a 11 Mbps
com faixas de freqüência situadas em torno de 2.4 Ghz. Outras extensões
também foram propostas, 802.11g e 802.11a, que oferecem taxas de trans-
missão de até 54 Mbps. Atualmente este é o padrão para as redes locais sem
fio. As principais desvantagens desse tipo de protocolo são as baixas taxas de
transmissão e as perdas de pacotes que ocorrem durante as transmissões.
1.2 Desafios em Sistemas de Controle Via Rede
A inserção de uma rede de comunicação em uma malha de controle
torna a análise e o projeto deste sistema de controle mais complexo, pois ques-
tões relacionadas ao conhecimento de sistemas de controle, tempo real e redes
de comunicação, precisam ser levadas em consideração (Baillieul e Antsaklis,
2007). A grande dificuldade no projeto de NCS é estabelecer o nível de aco-
plamento existente entre as áreas anteriormente citadas. Dentre os novos de-
safios que precisam ser tratados na teoria de NCS destacam-se: os atrasos va-
riáveis, perdas de pacotes e o efeito da quantização. É difícil afirmar quando
estes desafios começam a ser efetivamente significativos uma vez que eles de-
pendem de vários fatores como a dinâmica da planta, a taxa de transmissão da
rede, o protocolo da rede e o nível ruído do ambiente em que está implantada
a rede. No entanto, estes devem ser levados em consideração no projeto do
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controle, uma vez que irão causar impacto diretamente no desempenho do sis-
tema e no pior dos casos podendo ainda desestabilizá-lo. A seguir discute-se
cada um deles separadamente.
1.2.1 Atrasos
A introdução de uma rede de comunicação de dados em uma malha
de controle gera o problema da adição de atrasos na transferência dos da-
dos entre os elementos de campo. Estes atrasos podem variar aleatoriamente,
pois dependem basicamente do fluxo de mensagens e do tipo de rede usada
(Nilsson, 1998). Em um NCS como o da Figura 1.2, o atraso total é dado pela
soma dos atrasos associados à rede de comunicação, quando são enviadas
mensagens do sensor para o controlador e do controlador para o atuador, com
os atrasos associados às unidades da malha de controle (sensores, controlado-
res e atuadores). A variabilidade do intervalo de tempo entre as transferências
consecutivas de mensagens pertencentes a um mesmo fluxo periódico, em um
NCS, recebe a denominação de jitter.
1.2.2 Perdas de pacotes
Outra limitação importante a ser considerada em NCS é a perda de pa-
cotes durante as transmissões por meio da rede de comunicação. Estas perdas
podem ocorrer em função de diversos fatores como limitação da largura de
banda na rede de comunicação, degradação do sinal no meio físico, rejeição
de pacotes corrompidos, falha na rede ou no roteamento, etc. Em redes de
comunicação sem fio, este problema é mais agravante, uma vez que a trans-
missão ocorre por meio de ondas eletromagnéticas que estão sujeitas a fenô-
menos como atenuação, difração, reflexão, interferência de outros canais e de
ruídos produzidos por diferentes fontes, como térmicas ou eletromagnéticas
(Liu e Goldsmith, 2004).
1.2.3 Efeito da quantização
Ainda se destacam outros desafios que precisam ser levados em con-
sideração em NCS, como o efeito da quantização, que é característico dos
sistemas amostrados, e a restrição na escolha do período de amostragem de-
vido à limitação da capacidade de transmissão da rede (largura de banda).
1.3. Estado da Arte em Sistemas de Controle Via Rede 5
1.3 Estado da Arte em Sistemas de Controle Via
Rede
1.3.1 Evolução das pesquisas em NCS
Através da grande disponibilidade e do baixo custo da atual tecnolo-
gia das redes de comunicação de dados, a comunidade de sistemas de con-
trole observou uma tendência crescente de utilização destas na interconexão
de sensores, atuadores e controladores em sistemas de controle realimentado,
pois contribuem para a redução dos custos de fiação manutenção e descentra-
lização do controle (Branicky et al., 2000). O início das pesquisas, dessa nova
área dentro dos sistemas de controle se deu na década de 80, como ilustra a
linha do tempo da evolução da teoria clássica de controle até NCS.
Controle Digital Controle Via RedeControle Clássico
Figura 1.3: Linha do tempo em pesquisas de sistemas de controle.
Os primeiros estudos que trataram da análise e síntese de controlado-
res com aplicação de uma rede de comunicação foram:
• Halevi et al. (1988): os autores propuseram uma metodologia para con-
trolar uma planta sobre uma rede periódica com atrasos.
• Luck e Ray (1990): os autores desenvolveram o estudo baseados na
metodologia das filas, utilizando um observador de estados para esti-
mar os estados da planta física e um preditor para computar o controle
preditivo baseado na medição das saídas passadas.
• Hong (1995): o autor desenvolveu uma metodologia de escalonamen-
tos do intervalo de amostragem para um NCS de forma que os atrasos
na rede não prejudicassem significativamente o desempenho e a estabi-
lidade do sistema de controle.
Os três trabalhos destacados são os precursores em NCS. No entanto, o tema
só passa a ganhar atenção na comunidade de sistemas de controle a partir dos
resultados mostrados em Nilsson (1998). Quando é apresentada uma metodo-
logia de controle estocástico ótimo para controlar um NCS sob uma rede com
atrasos aleatórios, considerando que os atrasos variáveis são menores que o
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período de amostragem, essa premissa ainda é utilizada em muitos trabalhos
envolvendo NCS, até os dias de hoje.
Outro marco importante nas pesquisas de NCS foi o artigo Murray et al.
(2003), neste foi discutido sobre as novas tecnologias que vêm surgindo e as
necessidades de enquadramento de novas pesquisas para aplicações que não
envolvem só questões de controle, mas também de comunicação. A partir de
então os NCS passam a ser uma nova e promissora área de pesquisa.
A inclusão de uma rede de comunicação em sistema de controle exige
mudanças na modelagem, análise e projeto, pois introduz diversas incerte-
zas ao sistema de controle. Atualmente, a literatura é muito ampla e não
se restringe a um único tema, e como se trata de um assunto multidiscipli-
nar. Assim as pesquisas têm sido realizadas sobre diversos aspectos e os arti-
gos (Baillieul e Antsaklis, 2007; Gupta e Chow, 2010; Hespanha et al., 2007;
Millan et al., 2011; Tang e Yu, 2007; Yan et al., 2011; Zhang et al., 2001) tra-
zem uma visão geral sobre o tema NCS. Dentre as pesquisas, os trabalhos
apresentam diferentes aspectos na análise e projeto, podendo ser divididos
nas seguintes categorias: análise de estabilidade, síntese de controladores
e co-desing, NCS não lineares (NNCS, Nonlinear Networked Control Sys-
tems), NCS para redes sem fio (WNCS, Wireless Networked Control Sys-
tems) e estimação em NCS. Uma visão geral das pesquisas em cada categoria
é apresentada a seguir.
• Garantias de Estabilidade
Existem diversos estudos na literatura para determinar critérios que ga-
rantam que o NCS irá permanecer estável mesmo sob determinadas
condições como atrasos variáveis, perdas de pacotes, efeito da quanti-
zação e intervalos de transmissão variáveis. No entanto, não são crité-
rios gerais que podem ser aplicados a todos os tipos de NCS. A maioria
das técnicas de estabilidade em NCS estão sujeitas a determinadas es-
pecificações do NCS, como por exemplo, configuração da rede, proto-
colo de acesso ao meio utilizado ou técnicas de controle. A seguir são
apresentadas algumas abordagens que tratam da estabilidade em NCS.
Dentre as abordagens as determinísticas utilizam a teoria de Lyapu-
nov para dar garantias de estabilidade em sistemas com atrasos varian-
tes no tempo como apresenta-se em (Naghshtabrizi e Hespanha, 2005),
(Jiang e Han, 2006), (Zhaoping et al., 2009) e (Sun e Jiang, 2011) e
para sistemas com perdas de pacotes como é mostrado em (Zhang et al.,
2001) e (Elia, 2005). A estabilidade estocástica de um NCS com atra-
sos aleatórios foi analisada em (Nilsson et al., 1998) e (Donkers et al.,
2012) para NCS com perdas de pacotes a análise foi feita em (Xie e Xie,
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2009) e (Xiong e Lam, 2007). Uma análise da estabilidade estocástica,
quando o sistema está sujeito a atrasos, perdas de pacotes e restrições
no canal de comunicação, foi realizada em (Xu et al., 2012). Outros
métodos têm sido utilizados para dar garantias de estabilidade para um
NCS, como métodos frequenciais para sistemas (contínuos/discretos)
com atrasos variantes no tempo é proposto em (Kao e Lincoln, 2004) e
desigualdades matriciais no artigo (Yu et al., 2005). Ainda sobre aná-
lise de estabilidade cita-se (Naghshtabrizi e Hespanha, 2006) em que é
feita a análise de estabilidade para NCS com período de amostragem
e atrasos variáveis e (Branicky et al., 2000) e (Santos et al., 2007b) no
qual os autores analisam a influência da taxa de amostragem na estabi-
lidade do sistema, determinando o máximo atraso que fornece garantias
de estabilidade ao sistema.
• Síntese de Controladores e co-design
Várias técnicas de controle vêm sendo empregadas em NCS no sentido
de melhorar desempenho e estabilidade. Dentre as metodologias para
controle de NCS estruturas preditivas e adaptativas aplicadas em NCS
são utilizadas nos artigos (Beldiman et al., 2000), (Jing et al., 2007) e
(Zhao et al., 2008). Métodos de controle H∞ têm sido propostos para
perda de pacotes em Ishii (2008), para atrasos em (Yang et al., 2006)
e efeito da quantização em (Peng e Tian, 2007), (Gao et al., 2008) e
(Yue et al., 2005). Propostas de controle linear quadrático gaussiano
têm sido empregadas com sucesso em NCS para sistemas com atra-
sos e perdas aleatórias. O controlador é proposto por meio de técni-
cas de controle estocástico com atrasos aleatórios como apresentado
em (Nilsson et al., 1998) ou com perdas de pacotes como mostrado
em (Gupta et al., 2007). Projetos de controladores para NCS, basea-
dos em desigualdades matriciais, também têm sido propostos, como
por exemplo, em (Cloosterman et al., 2010). Um dos maiores desa-
fios em sistemas de controle via rede é projetar um NCS que leve em
conta tanto os aspectos de desempenho de controle quanto questões de
implementação. Neste contexto, atribuiu-se o nome de co-design aos
procedimentos de projeto que consideram os aspectos de tempo real e
de controle de forma integrada. Dentre as métricas que tem sido uti-
lizadas para avaliação de desempenho de NCS nos procedimentos de
co-design de NCS, destacam-se a margem jitter, que foi um conceito
introduzido em (Cervin et al., 2004), e Qualidade de Controle proposto
em (Martí et al., 2004). Em (Perez et al., 2006), utilizou-se a aborda-
gem (Cervin et al., 2004) num procedimento de co-design para redes
do tipo CAN. Um procedimento no qual a síntese de controladores
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é via alocação de pólos, ao invés de uma discretização pelo método
de Tustin como utilizado nos dois artigos anteriores, foi proposta em
(Santos et al., 2007a). O efeito do atraso variável induzido pela rede
de comunicação é quantificado por meio do conceito de Qualidade de
Controle (QoC) utilizando uma alocação dinâmica de banda ajustando
o período de amostragem.
• Sistemas de Controle Via Rede Não Lineares
Embora já tenha se desenvolvido muitos trabalhos em NCS, abordando
diversos tópicos, a maioria deles é voltada para sistemas lineares. A
modelagem de NNCS tem despertado o interesse da comunidade ci-
entífica, pois não linearidades geralmente existem em problemas práti-
cos do sistemas de controle. Resultados relevantes sobre estabilidade
para NCS não lineares têm sido publicados. Um dos artigos precurso-
res nesta área é (Walsh et al., 1999). Nele os autores fazem a análise
de estabilidade de NNCS, utilizando metodologias de controle e um
protocolo que fornece garantias de estabilidade para um NCS com li-
mitação de banda. A teoria de Lyapunov combinada com técnicas de
desigualdes matriciais foram utilizadas para dar condições de estabili-
dade para NCS dependente de atrasos e perturbações não lineares em
(Cao et al., 2008). O problema de estabilização de um NNCS, base-
ado em modelo discreto sujeito a restrições impostas pela rede como
atrasos, perdas e variação no período de amostragem, foi tratado em
(Polushin et al., 2008). No artigo (Zhang e Fang, 2011) foi proposto
um sistema não linear estocástico para descrever um NCS com perdas
de pacotes e atrasos variantes no tempo. Os autores também propõem
uma nova desigualdade de Jensen para obter critérios de estabilidade
menos conservativos. A análise de estabilidade em um NNCS com
perda de pacotes foi feita em (Mastellone et al., 2006). Uma análise le-
vando em consideração perdas de pacotes, atrasos e intervalos de tempo
variantes é introduzida em van De Wouw et al. (2012).
• Sistemas de controle via redes sem fio
As tecnologias sem fio têm se expandido constantemente e passam a ser
adotadas cada vez mais em aplicações industriais, instituições e usuá-
rios domésticos, devido à facilidade de instalação, configuração, baixo
custo nas instalações e, principalmente, a mobilidade, por não utiliza-
rem cabos. Os NCS, em que o meio de transmissão das informações é
o ar, são os denominados WNCS. Diversas abordagens têm sido pro-
postas na tentativa de entender os efeitos de redes de comunicação sem
fio em sistemas de controle. A primeira análise crítica do uso de re-
des sem fio em sistemas de controle foi feita por Kumar (2001), o qual
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apresenta uma discussão sobre os efeitos da rede sem fio em um NCS.
Uma revisão dos principais protocolos e suas aplicações na indústria
em WNCS é apresentada em (Irwin et al., 2006). Uma revisão da im-
plementação de redes sem fio em aplicações industriais é realizada em
(Willig et al., 2005). Uma abordagem de co-design para um WNCS
integrando teoria de controle e análise de redes sem fio é proposta em
(Irwin et al., 2010). No artigo (Fan et al., 2009) apresenta-se um es-
tudo dos protocolos de redes sem fio IEEE 802.15.4 e IEEE 802.11b,
comparando o desempenho do sistema. Métodos para melhorar o de-
sempenho de WNCS, na presença de perda de pacotes, são propostos
em (Liu e Goldsmith, 2003). A
• Estimação para NCS
A utilização de estimadores e preditores, baseados no modelo da planta,
é uma metodologia utilizada para fornecer valores estimados da saída
da planta para o controlador na ausência dos valores reais. Essa me-
todologia tem sido muito empregada em NCS, principalmente para
compensar atrasos e perdas de pacotes. Várias técnicas de estimação
vêm sendo empregadas em NCS visando a melhoria de desempenho
e estabilidade desses sistemas. O problema de estimação e estabili-
zação em NCS foi introduzido por Wong e Brockett (1997). No en-
tanto, o tema só passa a ganhar atenção a partir da publicação do ar-
tigo Sinopoli et al. (2004), no qual os autores estudam o problema de
filtragem de Kalman com observações intermitentes (perdas de paco-
tes). Sinopoli et al. (2004) estudaram o desempenho do filtro de Kal-
man (KF, Kalman Filter) quando a perda de pacotes é modelada como
um processo estocástico, mostrando a existência de um valor crítico
para a taxa de perda em torno do qual a covariância torna-se ilimitada.
Uma extensão desta proposta é feita em (Gupta et al., 2006), no qual
supõe-se que pacotes vindos de múltiplos sensores podem ser perdi-
dos independentemente. Outras propostas de estimação baseadas em
filtragem de Kalman para sistemas com observações intermitentes, são
apresentadas em (Gupta et al., 2007) e (Xu e Hespanha, 2005). No en-
tanto, não é utilizado um modelo estatístico para o processo de perda de
dados. A estimação, considerando atrasos, também tem sido tema de
estudo realizado por Ray et al. (1993); Wang et al. (2004). O problema
de filtragem de Kalman para NCS com perdas e atrasos é proposto em
(Schenato, 2006). O problema de estimação não linear para NCS com
perda de pacote tem sido pouco investigado na literatura de NCS. Den-
tre as estratégias de estimação para sistemas não lineares destacam-se
o filtro de Kalman estendido (EKF, Extended Kalman Filter) e o filtro
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de Kalman unscented (UKF, Unscented Kalman Filter). O desempe-
nho de um NNCS com perda de pacotes para dois tipos de estimadores,
o EKF e o filtro baseado em estimação de estados com horizonte mó-
vel, foi analisado em (Jin et al., 2007). O problema de estimação de
estados, em WNCS, também já foi tratado, no artigo (Li et al., 2009)
utiliza-se o EKF para um NCS sem fio com perdas de pacotes e atra-
sos. Os artigos (Tian e Levy, 2008) e (Du et al., 2009) também tratam
da estimação em WNCS, onde o estimador é utilizado para compensar
perdas e atrasos.
Finalmente, como pode ser notado, NCS oferecem um amplo campo
de pesquisa por se tratar de uma área multidisciplinar e as abordagens po-
dem ser realizadas sob diversos aspectos e utilizando diversas metodologias.
Nessa tese optou-se por aprofundar o problema de estimação de estados em
NNCS, por se tratar de uma área de pesquisa pouco explorada.
1.4 Proposta de Tese
Nessa tese será tratado o problema de estimação em NNCS, utilizando
redes sem fio, em que o desafio a ser analisado é a perda de pacotes. O inte-
resse em torno de estimação não linear em NCS tem surgido, pois aplicações
como sistemas mecatrônicos, sistemas teleoperados, robótica móvel e muitas
outras, apresentam dinâmicas não lineares em suas formulações. Dentre as
técnicas não lineares de estimação (Jin et al., 2007), as baseadas em filtragem
de Kalman têm sido as mais utilizadas nas últimas décadas nos problemas
de estimação em sistemas de controle. Dentre estas, o EKF, que consiste na
linearização analítica do KF, é a solução mais comumente utilizada. O con-
ceito de observação intermitente em um NCS com perda de pacotes, desen-
volvido em Sinopoli et al. (2004), já foi analisado para o EKF em Kluge et al.
(2010). Neste trabalho os autores propõem uma nova abordagem para a ob-
servabilidade não-linear considerando observações intermitentes e deriva-se
uma taxa de probabilidade crítica de chegada de pacotes para o qual a covari-
ância do erro de estimação se torna limitada. Dentro deste contexto insere-se
a proposta da tese, estender esses resultados para o UKF, uma vez que este
estimador vem ganhando cada vez mais espaço em estimação de estados não
linear. Durante o processo de desenvolvimento da tese o resultado era até
então inédito, quando o artigo de Li e Xia (2012) foi publicado. A aborda-
gem é similar, mas os resultados são diferentes, pois nesta tese é suposto que
a saída do sistema é linear e no artigo (Li e Xia, 2012) supõe-se o resultado
para um sistema com saída não linear. Considerando a saída do sistema linear
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é possível diminuir a quantidade de parâmetros, facilitando assim a aplicação.
1.5 Objetivo Geral
Esta tese trata do problema de NNCS sem fio. Do ponto de vista de
aplicação, o principal desafio encontrado em NCS sem fio é a perda de paco-
tes. Desse modo, a utilização de observadores como estimadores de estados,
tem se apresentado como uma solução alternativa para tratar as medidas in-
termitentes.
O objetivo principal desta tese é redefinir a formulação do UKF para
observações intermitentes (UKFI, Unscented Kalman Filter Intermittent) e
encontrar uma taxa de perda de pacotes crítica que garanta a limitação da
matriz de covariância do erro de estimação do UKFI.
1.6 Objetivos Específicos
Como objetivos específicos tem-se:
• Contribuir para a melhoria dos procedimentos de estimação não li-
neares em NNCS, utilizando o UKF;
• Redefinir as equações do UKF com observações intermitentes para o
caso de perda de pacotes;
• Analisar as propriedades estatísticas de convergência da covariância do
erro de estimação do UKFI, mostrando a existência de um valor crítico
para a taxa de chegada de pacotes, em torno do qual a covariância do
erro de estimação diverge. Desse modo, o problema da perda de paco-
tes não será incluído no escopo do controle podendo ser realizado de
forma independente e, assim, tratado somente na parte de estimação.
• Comparar o desempenho encontrado para o UKFI com o resultado já
existente do EKF com observações intermitentes (EKFI, Extended Kal-
man Filter Intermittent).
• Verificar a viabilidade de aplicação da proposta de tese em um sistema
teleoperado.
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1.7 Estrutura da Tese
Além do capítulo introdutório, este trabalho está estruturado da se-
guinte maneira:
Capítulo 2:
É apresentada uma revisão a respeito do problema de estimação de
estados derivados do KF. Inicialmente é apresentado o KF para estimação
linear e logo em seguida apresenta-se o EKF e o UKF para estimação não
linear, uma vez que o foco desta tese é o UKF.
Capítulo 3: Um estudo mais detalhado do UKF para estimação não
linear em redes com perdas de pacotes é realizado. É proposto, neste ca-
pítulo, o UKF para sistemas não lineares com observações intermitentes e,
logo em seguida, um teorema que fornece garantias para sua convergência,
em que se determina uma taxa máxima de perda de pacotes em torno da qual
a covariância do erro de estimação irá divergir.
Capítulo 4: É avaliada, por meio de simulações, a viabilidade de apli-
cação do Teorema proposto no Capítulo 3 em um sistema teleoperado.
Capítulo 5: São apresentadas as conclusões finais com ênfase nas
contribuições, publicações realizadas e perspectivas de pesquisas futuras.
Capítulo 2
Estimação de estados
baseada em filtragem de
Kalman
Neste capítulo, é revisado o problema de estimação de estados para
sistemas lineares e não lineares. Como o enfoque desta tese são os esti-
madores de estados derivados do KF, sua teoria e formulação serão breve-
mente revisadas. Um maior aprofundamento do assunto pode ser encontrado
em (Kalman, 1960), (Jazwinski, 1970), (Aguirre, 2004), (Haykin, 2001) e
(Julier e Uhlmann, 1997). Inicialmente é apresentado o problema de estima-
ção de estados para sistemas discretos lineares, no qual o KF é revisto. Logo
em seguida, apresenta-se o EKF, que é uma generalização do KF baseada na
linearização do modelo de um sistema não linear, uma vez que o desempenho
deste filtro será comparado com o desempenho do UKF. Finalmente, é apre-
sentada a transformada unscented, um método para a propagação de parâme-
tros estatísticos por meio de transformações não lineares e sua incorporação
ao algoritmo do KF, que resulta no UKF.
2.1 O problema de estimação de estados em sis-
temas de controle
A produção industrial encontra-se em um cenário no qual exige o aten-
dimento de diversos indicadores de eficiência, como produtividade, confia-
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bilidade, qualidade e flexibilidade operacional, dentre outros. Desse modo,
cada vez mais recursos tecnológicos são necessários para incentivar as indús-
trias a manterem um controle cada vez mais rígido de acompanhamento de
estados e parâmetros do processo. No entanto, obter tais valores em inter-
valos de tempo necessários para controle, pode ser uma tarefa difícil, pois
na maioria dos casos essas medidas são ruidosas, dispendiosas e podem en-
volver elevados tempos de amostragem e análise. Por isso, grande parte dos
problemas da teoria de controle moderno supõe que o vetor de estados a ser
controlado apresenta-se totalmente disponível a partir de medição direta. No
entanto, em muitas situações práticas é possível que alguns estados não sejam
acessíveis, ou seja, é inviável utilizar sensores para medir todos os estados,
por não serem confiáveis (sujeitos as ruídos) e apresentarem custos muito ele-
vados. Visando contornar esses problemas, foram desenvolvidos algoritmos
capazes de estimar os estados, utilizando para isso o modelo do processo, o si-
nal de entrada e a saída do processo. Um dispositivo que estima ou observa as
variáveis de estado é designado um observador de estados, ou simplesmente
observador. Observadores têm sido aplicados em distintas áreas, tais como
em engenharia de processos, aeroespacial, econometria e geofísica Teixeira
(2008).
A Figura 2.1 ilustra o problema de observação de estados, para o sis-
tema linear discreto:
xk+1 = Axk +Buk (2.1)
yk =Cxk (2.2)
onde, k ∈N, xk ∈Rn é o vetor de estados a ser estimado, yk ∈Rm é a saída do
sistema e uk ∈ Rp representa o vetor de entradas. O observador determina as
estimativas xˆk dos estados a partir de um modelo do sistema (2.1), da saída yk
(2.2) e da entrada uk.
Para o projeto dos observadores de estados, um conceito de grande
importância é o conceito de observabilidade, pois estuda a possibilidade de
se estimar o estado a partir da saída e da entrada do sistema (Chen, 1998). A
definição de observabilidade é apresentado a seguir conforme explanado em
(Chen, 1998) e (Hespanha, 2009).
Definição 2.1 O sistema discreto, (2.1) e (2.2), ou o par (A,C) é dito ser
observável se e somente se existe um número inteiro m tal que o estado x(0),
possa ser determinado a partir da entrada uk e uma saída yk para 0≤ k≤m.
Caso contrário o sistema é dito não observável.
Estudar a observabilidade do sistema (2.1) e (2.2) resume-se a obter
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Figura 2.1: Estimador em malha fechada.
x(0) a partir de uk e yk. Se uk ≡ 0, a saída reduz-se a resposta à entrada nula:
yk =CAkx(0) (2.3)
ou seja, o sistema é observável se e somente se o estado inicial pode ser
determinado de maneira única a partir da resposta à entrada nula durante um
intervalo de tempo. De modo a determinar x(0) de forma única é preciso que
uk e yk sejam conhecidos no intervalo de tempo. O teorema a seguir fornece
esta condição.
Teorema 2.1 O par (A,C) é observável se e somente se a matriz n× n
Wo,k−1 =
n−1
∑
m=0
(AT )mCTCAm (2.4)
é não singular, onde sobre-escrito T indica transposto de uma matriz e veto-
res.
A partir deste teorema é possível concluir que a observabilidade do
sistema depende somente de A e C. O próximo teorema, apresenta um teste
que permite verificar a observabilidade do sistema (2.1) e (2.2).
Teorema 2.2 As afirmações abaixo são equivalentes.
1. O par (A,C) é observável
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2. A matriz n× n
Wo =
n−1
∑
m=0
(AT )mCTCAm (2.5)
é não singular.
3. A matriz nq× n de observabilidade
Od =


C
CA
.
.
.
CAn−1

 (2.6)
tem rank n (rank completo de colunas).
4. A matriz (n+ q)× n [
A−λI
B
]
(2.7)
tem rank completo de colunas para, λ autovalor da matriz A.
5. Se todos os autovalores de A têm parte real negativa, então
Wo−ATWoA =CTC (2.8)
tem solução única e é definida positiva. Essa solução é chamada de
Graminiano de observabilidade e pode ser expressa como
Wo =
∞
∑
m=0
(AT )mCTCAm (2.9)
A demonstração dos Teoremas 2.1 e 2.1 encontram-se em (Hespanha, 2009) e
(Chen, 1998). De acordo com os conceitos apresentados, dado o sistema dis-
creto linear, a análise de observabilidade irá determinar se é possível realizar
a estimação de estados a partir da entrada e da medida de saída do sistema.
Na literatura, encontra-se um grande número de estratégias para pro-
jeto de observadores de estados. Tais técnicas dividem-se em estocásticas e
determinísticas. A observação de estados a partir de modelos e medidas incer-
tas é denominada de filtragem ou estimação (Jazwinski, 1970). O problema
de estimação de estados de sistemas estocásticos, a partir de medidas ruido-
sas, é um assunto de importância central no campo da engenharia, visto que
sistemas reais estão sujeitos a perturbações do ambiente e ruídos dos senso-
res, o que determina a sua característica aleatória. O processo de estimação
2.1. O problema de estimação de estados em sistemas de controle 17
estocástica é ilustrado na Figura 2.2. Nela o modelo estocástico do sistema é
representado pelo seguinte sistema linear discreto estocástico:
xk+1 = Akxk +Bkuk +wk (2.10)
yk =Ckxk + vk (2.11)
onde, k ∈ N, xk ∈ Rn é o vetor de estados, yk ∈ Rm é a saída do sistema
e uk ∈ Rp representa o vetor de entradas. As variáveis aleatórias wk ∈ Rn e
vk ∈Rm são ruídos Gaussianos independentes de média nula, com covariância
conhecidas Qk e Rk, respectivamente.
Figura 2.2: Diagrama de blocos para uma planta com ruídos.
Um dos estimadores de estado mais difundidos é sem dúvida o KF.
Esse estimador foi desenvolvido por Rudolf Kalman, em 1960, e apresentado
no artigo (Kalman, 1960) inteiramente em espaços de estados para a resolu-
ção de problemas em tempo discreto lineares. Desde então, devido princi-
palmente aos avanços da computação digital, o KF tem sido uma ferramenta
de muita pesquisa, principalmente devido sua ampla aplicação na indústria
em diversas áreas como: aeroespacial, navegação, marítima, instrumentação
de usinas nucleares, modelamento demográfico, astronomia, meteorologia,
economia e indústria em geral. O principal compromisso do estimador de
estados do KF consiste em unir e resolver as equações de processo e medição
para encontrar os estados desconhecidos de uma maneira a minimizar o erro
quadrático entre o valor estimado e o valor real do estado (Haykin, 2001).
Notação: O chapéu em uma variável (xˆ) indica o valor estimado, o til
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em uma variável (x˜) indica o erro e E[.] indica o valor esperado.
A execução do KF é um processo recursivo, constituído basicamente
de duas etapas bem definidas, sendo elas:
• Predição: Responsável por calcular as predições de x e P no instante
k+ 1, respectivamente, xˆk+1|k e ˆPk+1|k, dada a informação disponível
do instante k, sendo também denominados como estimativas a priori;
• Correção: Incorpora à estimativa a priori novos dados fornecidos pe-
los sensores, de forma a gerar uma melhor estimativa do estado atual (a
posteriori). Deste modo, matriz de covariância e o estado são atualiza-
dos no instante k+1 tendo já a disposição a informação desse instante,
sendo esses valores denotados como xˆk+1|k+1 e ˆPk+1|k+1.
Devido a sua importância prática e histórica, a dedução do KF é apresentada
a seguir, visando à facilitação do entendimento de estimadores de estados não
lineares derivados do KF. O procedimento adotado é o mesmo adotado no
artigo (Kalman, 1960), o qual demonstra-se que o KF é um estimador linear
ótimo por meio de projeções ortogonais.
2.2 Filtro de Kalman
Seja o sistema estocástico dinâmico discreto com entrada nula, des-
crito por:
xk+1 = Fkxk +wk (2.12)
yk = Hkxk + vk (2.13)
onde, k ∈ N, xk ∈ Rn é o vetor de estados e yk ∈ Rm é a saída do sistema.
O estado inicial x0 é um vetor aleatório com média conhecida x0 = E[x0] e
covariância P0 = E[(x0− µ0)(x0− µ0)T ]. As variáveis aleatórias wk ∈ Rn e
vk ∈ Rm são ruídos Gaussianos independentes e, portanto, com as seguintes
características:
• Média nula: E[wk] = 0 e E[vk] = 0;
• Covariâncias conhecidas: E[wkwTk ] = Qk e E[vkvTk ] = Rk;
• As variáveis aleatórias wk e vk não se correlacionam, portanto: E[wkvTk ] =
0 e E[vkwTk ] = 0;
• O estado inicial x0 e os ruídos wk e vk são não correlacioandos: E[x0wTk ] =
0, E[wkxT0 ] = 0, E[x0vTk ] = 0 e E[vkxT0 ] = 0.
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Para realizar as manipulações necessárias à determinação das equa-
ções do KF, a seguir são apresentados as seguintes suposições:
• Supõe-se que saída yk do sistema (2.13) seja observável;
• Em geral, a estimativa a priori e a posteriori são diferentes do sinal
xk+1. Como estas medidas não coincidem, definem-se os erros de es-
timação (x˜k+1|k+1) e de predição (x˜k+1|k) por meio das seguintes equa-
ções, respectivamente:
x˜k+1|k+1 = xk+1− xˆk+1|k+1 (2.14)
x˜k+1|k = xk+1− xˆk+1|k (2.15)
• O KF consiste em um estimador ótimo para sistemas lineares, e fun-
ciona através da minimização do erro quadrático médio. Na prática, a
escolha de uma função custo, que minimize os erros de estimação, é
normalmente realizada considerando ser positiva e função crescente do
erro de estimação x˜k+1|k+1. Essas duas suposições são satisfeitas por
meio do erro médio quadrático definido por:
Jk+1 = E[(xk+1− xˆk+1|k+1)2] (2.16)
A dependência da função custo Jk sobre o tempo k+ 1 enfatiza a natu-
reza não estacionária do processo de estimação. Para se determinar um
valor ótimo da estimativa xˆk+1|k+1, são evocados dois teorema da teoria
de processos estocásticos.
Teorema 2.3 (Estimador de Média Condicional) Se os processos es-
tocásticos xk+1 e yk são Gaussianos, então a estimativa ótima xˆk+1|k+1
que minimiza a função custo da média do erro quadrático Jk+1 é o
estimador médio condicional:
xˆk+1|k+1 = E[xk+1|y1, ...,yk+1] (2.17)
Teorema 2.4 (Teorema da Ortogonalidade) Se xk+1 é um vetor ale-
atório que está para ser estimado baseado no vetor de observação
yk+1, então o princípio da ortogonalidade indica que o estado estimado
xˆk+1|k+1 é a projeção ortogonal sobre o espaço dos valores observados
yk+1, se e somente se:
E[(xk+1− xˆk+1|k+1)yTk+1] = 0 (2.18)
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As demonstrações destes dois teoremas são encontradas em (Kay, 1993)
e (Grewal e Andrew, 2001).
2.2.1 Algoritmo do KF
A abordagem para o desenvolvimento das equações de KF é dividida
em duas etapas: de predição e correção.
Etapa 1- Predição
Assumindo conhecida a estimativa de estados xˆk|k, deseja-se determinar a es-
timativa xˆk+1|k. Considerando a equação dinâmica (2.12) e tomando a média
condicional de ambos os lados da equação, dado uma sequência até k, obtém-
se:
E[xk+1|y0, ...,yk] = E[Fkxk|y0, ...,yk]+E[wk|y0, ...,yk] (2.19)
A partir das propriedades da variáveis aleatórias de ruído, E[wk] = 0, é possí-
vel reescrever (2.19) como:
E[xk+1|y0, ...,yk] = FkE[xk|y0, ...,yk] (2.20)
ou seja:
xˆk+1|k = Fkxˆk|k (2.21)
Uma forma de avaliar a qualidade das estimativas xˆk+1|k é por meio do cálculo
da matriz de covariância do erro de perdição, definida por:
ˆPk+1|k = E[(xk+1− xˆk+1|k)(xk+1− xˆk+1|k)T |y0, ...,yk] (2.22)
Da propriedade sobre vetores aleatórios Gaussianos (Jazwinski, 1970), garante-
se que o erro de predição é independente da sequência y0, ...,yk, de tal forma
que a matriz de covariância da equação (2.22) pode ser reescrita da seguinte
forma:
ˆPk+1|k = E[(xk+1− xˆk+1|k)(xk+1− xˆk+1|k)T ] (2.23)
A partir de (2.21) e (2.12) é possível reescrever o erro de predição
(2.15) como:
x˜k+1|k = xk+1− xˆk+1|k = Fk(xk− xˆk|k)+wk (2.24)
Substituindo (2.24) em (2.23), obtém-se:
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ˆPk+1|k = E[(Fk(xk− xˆk|k)+wk)(Fk(xk− xˆk|k)+wk)T ] (2.25)
ˆPk+1|k = E[FkxkxTk F
T
k −FkxˆkxTk|kFTk +FkxkwTk −Fkxˆk|kxTk FTk
+Fkxˆk|kxˆTk|kF
T
k −Fkxˆk|kwT+wkxTk FTk −wkxˆTk|kFTk +wkwTk (2.26)
rearranjando os termos:
ˆPk+1|k = E[Fk(xkxTk − xkxˆTk|k− xˆk|kxTk + xˆk|kxˆTk|k)FTk
+Fk(xk− xˆk|k)wTk +wk(xTk − xˆTk|k)FTk +wkwTk ] (2.27)
Reescrevendo a equação (2.27):
ˆPk+1|k = FkE[(xk− xˆk|k)(xk− xˆk|k)T ]FTk +FkE[xkwTk ]
−FkE[xˆk|kwTk ]+E[wkxTk ]FTk −E[wkxˆTk|k]FTk +E[wkwTk ] (2.28)
Uma vez que E[(xk − xˆk|k)(xk − xˆk|k)T ] = ˆPk|k, que os estados e o ruído wk
não se correlacionam, isto é E[xkwTk ] = 0, E[xˆk|kwTk ] = 0, E[wkxTk ] = 0 e
E[wkwTk ] = Qk, a equação (2.28) pode ser reescrita como:
ˆPk+1|k = Fk ˆPk|kFTk +Qk (2.29)
A equação (2.29) é utilizada para determinar o erro de predição médio qua-
drático.
Etapa 2- Correção
Neste passo, deseja-se expressar a estimativa de xk+1 dadas as medidas até
k+ 1. O requisito é o de utilizar a informação contida na nova medição yk+1
para atualizar a estimativa do estado xk+1.
Dada xˆk+1|k a estimativa a priori do estado, que já está disponível
no tempo k + 1, a partir do estimador, é possível expressar a estimativa a
posteriori xˆk+1|k+1 por meio de uma função linear dependente somente dos
estados preditos e dos valores de medição do sistema, de acordo com:
xˆk+1|k+1 = K
(1)
k+1xˆk+1|k +Kk+1yk+1 (2.30)
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onde as matrizes K(1)k+1 e Kk+1 são desconhecidas. Uma maneira de determiná-
las é aplicar o conceito de ortogonalidade, o qual correlaciona o erro de esti-
mação dos estados e o valor da saída mensurável dado por:
E[(xk+1− xˆk+1|k+1)yTi ] = 0 para i = 1,2, ...,k+ 1 (2.31)
Substituindo (2.13) e (2.30) em (2.31), obtém-se:
E[(xk+1−K(1)k+1xˆk+1|k−Kk+1(Hk+1xk+1 + vk+1))yTi ] = 0 (2.32)
Rearranjando os termos de (2.32):
E[(I−Kk+1Hk+1−K(1)k+1)xk+1yTi +K
(1)
k+1(xk+1− xˆk+1|k)yTi
−Kk+1vk+1yTi ] = 0 (2.33)
Após aplicar a regra de multiplicação de constantes do operador esperança E
tem-se:
(I−Kk+1Hk+1−K(1)k+1)E[xk+1yTi ]+K
(1)
k+1E[(xk+1− xˆk+1|k)yTi ]
−Kk+1E[vk+1yTi ] = 0 (2.34)
Uma vez que os ruídos do processo wk e de medição vk são variáveis
aleatórias e não correlacionadas, logo E[vk+1yTi ] = 0. O termo K
(1)
k+1E[(xk+1−
xˆk+1|k)yTi ] pode ser eliminado pelo conceito de ortogonalidade. Deste modo
tem-se:
(I−Kk+1Hk+1−K(1)k+1)E[xk+1yTi ] = 0 (2.35)
Como decorre do conceito de ortogonalidade que E[xk+1yTi ] 6= 0, logo o termo
(I−Kk+1Hk+1−K(1)k+1) tem de ser nulo e é possível escrever:
K(1)k+1 = I−Kk+1Hk+1 (2.36)
A partir da relação entre Kk+1 e K
(1)
k+1 em (2.36), é possível reescrever a ex-
pressão (2.30):
xˆk+1|k+1 = (I−Kk+1Hk+1)xˆk+1|k +Kk+1yk+1 (2.37)
Rearranjando os termos, obtém-se a equação do estado estimado:
xˆk+1|k+1 = xˆk+1|k +Kk+1(yk+1−Hkxˆk+1|k) (2.38)
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onde Kk+1 é denominado ganho de Kalman. O próximo passo agora é de-
terminar uma expressão para o cálculo do ganho de Kalman. Inicialmente
serão conceituados os erros de predição das variáveis de saída, em que yˆk é
uma estimativa de yk dada as medidas prévias y1,y2, ...,yk+1. Dessa forma é
possível definir o erro de predição das variáveis de saída como:
y˜k+1 = yk+1− yˆk+1 (2.39)
Substituindo (2.13) na expressão (2.39), tem-se:
y˜k+1 = H(xk+1− xˆk+1|k)+ vk+1 (2.40)
A partir da equação (2.38) e (2.13), é possível reescrever o erro de
estimação (2.14) em função do erro de predição:
x˜k+1|k+1 = (I−Kk+1Hk+1)(xk+1− xˆk+1|k)−Kk+1vk+1 (2.41)
Para a demonstração do ganho de Kalman, parte-se novamente do
princípio de ortogonalidade entre os erros estimação dos estados e o valor
das variáveis de saída, medidas yk e preditas yˆk:
E[(xk+1− xˆk+1|k+1)yTk+1] (2.42)
E[(xk+1− xˆk+1|k+1)yˆTk+1] (2.43)
Aplicando a propriedade de adição de termos do operador esperança (E),
podem-se subtrair as equações de ortogonalidade (2.42) de (2.43):
E[(xk+1− xˆk+1|k+1)yTk+1− (xk+1− xˆk+1|k+1)yˆTk+1] =
E[x˜k+1|k+1y˜Tk+1] = 0 (2.44)
Substituindo (2.40) e (2.41) em (2.44), tem-se:
E[(I−Kk+1Hk+1)x˜k+1|k−Kk+1vk+1(Hk+1x˜k+1|k + vk+1)] = 0 (2.45)
Rearranjando os termos em (2.45), é possível escrever:
(I−Kk+1Hk+1)E[x˜k+1|k x˜Tk+1|k]HTk+1−Kk+1E[vk+1x˜Tk+1|k]HTk+1
+(I−Kk+1Hk+1)E[x˜k+1|kvTk+1]−Kk+1E[vk+1vTk+1] = 0 (2.46)
Como a perturbação de saída vk+1 é independente do estado xk+1, E[vk+1x˜Tk+1|k] =
0 e E[x˜k+1|kvTk+1] = 0, nota-se ainda que E[vk+1vTk+1] =Rk+1 e E[x˜k+1|kx˜Tk+1|k] =
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ˆPk+1|k assim sendo, é possível reescrever (2.46) como:
(I−Kk+1Hk+1) ˆPk+1|kHTk+1−Kk+1Rk+1 = 0 (2.47)
Resolvendo (2.47) para Kk+1 obtém-se a equação de cálculo do ganho do KF:
Kk+1 = ˆPk+1|kHk+1(Hk+1 ˆPk+1|kHTk+1 +Rk+1)
−1 (2.48)
Para completar a descrição matemática do KF, falta encontrar a expressão
para a matriz de covariância do erro de estimação. Como o objetivo é um esti-
mador ótimo, define-se a matriz de covariância do erro de estimação ˆPk+1|k+1
de modo a minimizar o erro durante a estimação dos estados. Essa matriz é
definida por meio da seguinte equação:
ˆPk+1|k+1 = E[(xk+1− xˆk+1|k+1)(xk+1− xˆk+1|k+1)T ] (2.49)
Substituindo a expressão do erro de estimação (2.41) em (2.49), obtém-se:
ˆPk+1|k+1 = E[((I−Kk+1Hk+1)(xk+1− xˆk+1|k)−Kk+1vk+1)×
((I−Kk+1Hk+1)(xk+1− xˆk+1|k)−Kk+1vk+1)T ] (2.50)
Rearranjando os termos em (2.50):
ˆPk+1|k+1 = (I−Kk+1Hk+1)E[(xk+1− xˆk+1|k)(xk+1− xˆk+1|k)T ]×
(I−Kk+1Hk+1)T +Kk+1E[vk+1vTk+1]+Kk+1E[vk+1xTk+1]
−Kk+1E[vk+1xTk+1]HTk+1−Kk+1E[vk+1xˆTk+1|k]
+Kk+1E[vk+1xˆTk+1|k]H
T
k+1K
T
k+1−E[xk+1vTk+1]KTk+1
+Kk+1Hk+1E[xk+1vTk+1]Kk+1 +E[xˆk+1|kv
T
k+1]Kk+1
−Kk+1Hk+1E[xˆk+1|kvTk+1]KTk+1] (2.51)
Aplicando as propriedades do operador esperança, obtém-se:
ˆPk+1|k+1 = (I−Kk+1Hk+1) ˆPk+1|k(I−Kk+1Hk+1)T +Rk+1 (2.52)
Rearranjando os termos de (2.52) e substituindo (2.48) em (2.52):
ˆPk+1|k+1 = ( ˆPk+1|k−Kk+1Hk+1 ˆPk+1|k)(I−HTk+1KTk+1)T +Rk+1 (2.53)
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ˆPk+1|k+1 = ˆPk+1|k−Kk+1Hk+1 ˆPk+1|k− ˆPk+1|kHTk+1KTk+1
+Kk+1Hk+1 ˆPk+1|kHTk+1K
T
k+1 +Kk+1Rk+1K
T
k+1 (2.54)
ˆPk+1|k+1 = ˆPk+1|k−Kk+1Hk+1 ˆPk+1|k− ˆPk+1|kHTk+1KTk+1
+Kk+1(Hk+1 ˆPk+1|kHTk+1Rk+1)K
T
k+1 (2.55)
ˆPk+1|k+1 = ˆPk+1|k−Kk+1Hk+1 ˆPk+1|k− ˆPk+1|kHTk+1KTk+1+
ˆPk+1|kHTk+1(Hk+1 ˆPk+1|kH
T
k+1Rk+1)
−1×
((Hk+1 ˆPk+1|kHTk+1Rk+1)Kk+1) (2.56)
ˆPk+1|k+1 = ˆPk+1|kKk+1Hk+1 ˆPk+1|k− ˆPk+1|kHTk+1KTk+1+
ˆPk+1|kHTk+1K
T
k+1 (2.57)
ˆPk+1|k+1 = ˆPk+1|k−Kk+1Hk+1 ˆPk+1|k (2.58)
2.2.2 As equações do KF discreto
O KF, portanto, é a fusão de duas etapas anteriormente já vistas: a
etapa de predição (ou propagação), composta pelas equações (2.21) e (2.29) e
a etapa de estimação (ou correção) com as equações (2.38), (2.48) e (2.58). As
etapas do KF estão resumidas na Tabela 2.1 e o fluxograma de implementação
na Figura 2.3.
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Tabela 2.1: Implementação do KF
Algoritmo 1: Filtro de Kalman
1. Inicialização k=0
xˆ0|0 = x0
ˆP0|0 = P0
2. Calcular a fase de Predição
xˆk+1|k = Fkxˆk|k
ˆPk+1|k = Fk ˆPk|kFTk +Qk
3. Calcular a fase de Correção
Kk+1 = ˆPk+1|kHk+1(Hk+1 ˆPk+1|kHTk+1 +Rk+1)
−1
xˆk+1|k+1 = xˆk+1|k +Kk+1(yk+1−Hk+1xˆk+1|k)
ˆPk+1|k+1 = ˆPk+1|k−Kk+1Hk+1 ˆPk+1|k
4. Fazer k ← k+ 1 e voltar ao passo 2
2.3 Estimação de estados para sistemas não li-
neares
Apesar do amplo uso do KF, as premissas de linearidade e Gaussi-
anidade que lhe garantem otimalidade impedem sua aplicação em sistemas
não-lineares. Por outro lado, métodos de aproximação gaussiana contor-
nam tal dificuldade pelo emprego de algoritmos baseados no KF (Teixeira,
2008). Desse grupo, o EKF é a solução mais utilizada em estimação não li-
near (Haykin, 2001). No EKF a distribuição do estado do sistema e todas
as densidades de ruídos relevantes são aproximadas por variáveis aleatórias
Gaussianas (VAG, Variáveis Aleatórias Gaussianas), que são então propaga-
das analíticamente através de uma linearização de primeira ordem do sistema
não-linear. No entanto, o uso deste algoritmo pode apresentar alguns proble-
mas devido à linearização, como por exemplo, sensibilidade às condições ini-
ciais, pouca precisão e divergência dos resultados, ou mesmo a instabilidade
do estimador (Kandepu et al., 2008). Posteriormente, surgiu uma alternativa
ao EKF, é o UKF, que foi proposto em Julier e Uhlmann (1997) e proporci-
ona resultados mais precisos com gastos computacionais menores que o EKF
(Kandepu et al., 2008; Romanenko e Castro, 2004).
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Figura 2.3: Fluxograma da implementação do KF.
A principal diferença entre os dois métodos é a maneira como as VAG
são representadas para serem propagadas através da dinâmica do sistema. No
EKF, a distribuição de estados é aproximada por uma variável aleatória gaus-
siana e é propagada analiticamente através da linearização de primeira ordem
do sistema não linear. Isso pode introduzir erros na covariância a posteriori,
que pode levar à divergência do erro de estimação. O UKF resolve esse pro-
blema usando um método de amostragem determinística. A distribuição do
estado é de novo uma aproximação por uma VAG, mas agora é representado
usando um conjunto mínimo de pontos de amostragem ponderados que são
escolhidos cuidadosamente em torno da média. Estes pontos de amostragem
capturam completamente a verdadeira média e covariância da VAG, e quando
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propagadas através do verdadeiro sistema não-linear, captam a média e co-
variância posterior com precisão de segunda ordem (expansão em série de
Taylor) para qualquer tipo de não-linearidade. O EKF, ao contrário, só conse-
gue uma precisão de primeira ordem. O resultado é um filtro que capta com
maior precisão a verdadeira média e covariância.
O UKF têm se mostrado muito superior ao EKF em uma ampla gama
de aplicações nas áreas de estimativa não-linear de estados e estimação de
parâmetros (Kandepu et al., 2008).
O EKF e UKF são descritos nas próximas seções, considerando o sis-
tema discreto não linear:
xk+1 = f (xk,uk)+wk
yk = h(xk)+ vk
(2.59)
onde k ∈ N, f : Rn×Rp×Rq×N→ Rn e h : Rn×Rr×N→ Rm são, res-
pectivamente, os modelos de processo e observação, onde xk ∈ Rn denota o
vetor de estados, yk ∈ Rm são as medidas e uk ∈ Rp as entradas, as variáveis
wk ∈Rq e vk ∈Rr representam o ruído de processo e de medição, respectiva-
mente, os ruídos wk e vk são gaussianos e apresentam as mesmas propriedades
mencionadas para o sistema (2.12) e (2.13).
2.3.1 Filtro de Kalman estendido
O EKF é uma generalização do KF, utilizado para estimar os estados
quando o sistema apresenta não linearidades. O EKF permite a aplicação
do KF a sistemas não-lineares, tornando-se assim uma das mais aplicadas
derivações do KF a sistemas não lineares (Haykin, 2001).
Para sistemas não-lineares discretos, este estimador tem sido aplicado
utilizando o modelo linearizado do processo, que é obtido em torno da esti-
mativa precedente (fase de predição) ou em torno da estimativa predita (fase
de correção), quando as observações são integradas para corrigir a estima-
tiva predita de estado e sua matriz de covariâncias. Entretanto, o EKF é um
estimador sub-ótimo sem garantia de convergência (Jazwinski, 1970).
De acordo com (Jazwinski, 1970) o EKF é representado por meio das
seguintes equações:
• Predição
xˆk+1|k = f (xˆk|k,uk) (2.60)
ˆPk+1|k = Ak ˆPk+1|k+1ATk +Qk (2.61)
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• Correção
Kk+1 = ˆPk+1|kCTk+1(Ck+1 ˆPk+1|kCTk+1 +Rk+1)−1 (2.62)
xˆk+1|k+1 = xˆk+1|k +Kk+1(yk+1− h(xˆk+1|k)) (2.63)
ˆPk+1|k+1 = ˆPk+1|k−Kk+1Ck+1 ˆPk+1|k (2.64)
onde as matrizes Ak e Ck são determinadas por meio de:
Ak =
∂ f (x,u)
∂x
∣∣∣∣
x=xˆk|k
(2.65)
Ck =
∂h(x)
∂x
∣∣∣∣
x=xˆk|k−1
(2.66)
A implementação do EKF é mostrada na Tabela 2.2.
Tabela 2.2: Implementação do filtro de Kalman estendido
Algoritmo 2: Filtro de Kalman Estendido
1. Inicialização k=0
xˆ0|0 = x0
ˆP0|0 = P0
Ak = ∂ f (x,u)∂x
∣∣∣∣
x=xˆk|k
Ck = ∂h(x)∂x
∣∣∣∣
x=xˆk|k−1
2. Calcular a fase de Predição
xˆk+1|k = f (xˆk|k,uk)
ˆPk+1|k = Ak ˆPk|kATk +Qk
3. Calcular a fase de Correção
Kk+1 = ˆPk+1|kCk+1(Ck+1 ˆPk+1|kCTk+1 +Rk+1)−1
xˆk+1|k+1 = xˆk+1|k +Kk+1(yk+1−Ck+1xˆk+1|k)
ˆPk+1|k+1 = ˆPk+1|k−Kk+1Ck+1 ˆPk+1|k
4. Fazer k ← k+ 1 e voltar ao passo 2
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2.3.2 Filtro de Kalman unscented
O UKF recebe esta denominação por utilizar transformação unscented
em sua formulação. Essa transformação gera um conjunto de vetores, pon-
tos sigma, que ao passarem por uma transformação não linear, permanecem
com a mesma média e covariância das variáveis aleatórias com precisão de
segunda ordem (série de Taylor) (Haykin, 2001). Na próxima subseção, a
transformada unscented é apresentada para melhor compreensão do UKF.
Transformada unscented
A transformada unscented é um método que permite calcular as esta-
tísticas de uma variável aleatória submetida a uma transformação não linear.
Essa transformação se baseia no princípio de que é mais fácil aproximar uma
distribuição de probabilidade do que aproximar uma função arbitrária não-
linear (Julier e Uhlmann, 1997).
A Figura 2.4 ilustra a diferença principal entre a linearização reali-
zada pelo EKF e a transformada unscented, na qual esta transformação possui
um princípio simples: um conjunto de pontos (pontos sigma) é escolhido de
modo que sua média e covariância são representadas por ¯Φ e PΦ, respectiva-
mente. A função não linear é aplicada a cada ponto, produzindo uma nuvem
de pontos transformados As estatísticas dos pontos transformados, agora com
média z¯ e covariância Pzz propagado, pode ser calculada de modo a formar
uma estimativa da média e covariância não-linear transformada.
Pode-se descrever a transformada unscented por meio dos seguintes
passos:
1. Dada uma variável aleatória Φ de dimensão n, propagada por meio
da função z = g(Φ), com média ¯Φ e covariância PΦ. Calcula-se um
conjunto de 2n+ 1 pontos ponderados χi ∈ Rn×2n+1 dados por:
χi = ¯Φ i = 0
χi = ¯Φ+
√
((n+λ)PΦ)i i = 1, ...,n
χi+n = ¯Φ−
√
((n+λ)PΦ)i−n i = n+ 1, ...,2n
(2.67)
onde λ = α2(n+κ)− n, α e κ são parâmetros ajustáveis. O parâmetro
α determina a dispersão dos pontos sigma em torno da média ( ¯Φ), κ é
um parâmetro secundário e é usado para incorporar o conhecimento a
priori da distribuição de Φ.
2. Transforma-se cada ponto através da função não linear, z = g(Φ), pro-
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Linearização - EKF Transformada unscented
Figura 2.4: Exemplo de linearização realizada pelo EKF e o princípio da
transformada unscented. Fonte: Wan e Van Der Merwe (2000)
duzindo um conjunto de pontos sigma transformados.
Zi = g(χi) (2.68)
3. A média é dada pela média ponderada dos pontos transformados,
z¯ =
2n
∑
i=0
wiZi (2.69)
4. A covariância é dada pelo produto externo ponderado dos pontos trans-
formados,
ˆPzz =
2n
∑
i=0
wi(Zi− z¯)(Zi− z¯)T (2.70)
De acordo com a formulação proposta em Julier e Uhlmann (1997) a
transformação unscented apresenta algumas características como:
1. Se a média e a covariância de Φ são captadas com precisão de segunda
ordem, então os valores calculados da média e covariância de z também
possuem a mesma ordem de precisão. Isso gera alguns benefícios, pois
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como a aproximação é feita em relação à distribuição de z, ao invés de
g(.), a sua expansão da série de Taylor não é truncada em uma determi-
nada ordem. Isso mostra que o algoritmo unscented pode parcialmente
incorporar informações a partir de ordens superiores, levando à uma
maior precisão;
2. Os pontos sigma capturam a mesma média e covariância, independen-
temente da escolha da raiz quadrada da matriz que é utilizada. Um
método numérico eficiente e que pode ser utilizado é a decomposição
de Cholesky;
3. A média e a covariância são calculadas usando vetores e operações
matriciais. Isso significa que o algoritmo é adequado para qualquer
tipo de modelo do processo, pois não são necessários os cálculos da
matriz Jacobiana como no EKF;
4. O fator κ fornece um grau de liberdade como ajuste dos momentos de
ordem superior da aproximação. Quando a distribuição é Gaussiana, é
útil utilizar (κ+ n = 3). Outra escolha mais apropriada pode ser feita
caso a escolha da distribuição seja diferente;
5. Apesar de κ poder ser um número positivo ou negativo, uma escolha
negativa poderá levar à uma estimativa da matriz ˆPzz ser não positiva
semi-definida.
A próxima subseção analisa a aplicação da transformada unscented no
problema de filtragem e desenvolve o UKF.
Filtro de Kalman unscented
Considere o sistema não linear (2.59). A transformada unscented apli-
cada ao algoritmo do KF, dá origem ao UKF, por meio dos seguintes passos:
• Predizer o novo estado do sistema xˆk+1|k e a matriz de covariância do
erro de predição ˆPk+1|k, levando em conta os ruídos do processo;
• Predizer a medida observada yˆk+1|k e a covariância da inovação ˆPyy
incluindo os efeitos do ruído da medida observada;
• Finalmente predizer a matriz de correlação ˆPxy.
A partir desses passos, UKF pode ser implementado com suas fases
distintas, predição e correção. A inicialização do UKF se dá por meio do
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cálculo dos pontos sigma, que são calculados a partir da média e covariância
do estado no instante inicial. O vetor sigma é calculado de acordo com:
χi,k|k =
[
xˆk|k xˆk|k + µ
√
ˆPk|k xˆk|k− µ
√
ˆPk|k
]
(2.71)
onde µ =
√
n+λ, λ = α2(n+ κ)− n, α e κ são parâmetros ajustáveis. O
parâmetro α determina a dispersão dos pontos sigma em torno da média (x¯),
κ é um parâmetro secundário e é usado para incorporar o conhecimento a
priori da distribuição de x. A inicialização do UKF acontece por meio da
propagação dos pontos sigma, através do sistema não linear:
χi,k+1|k = f (χi,k|k,uk) (2.72)
• Predição: Nesta fase a predição do estado e da covariância são deter-
minados, a partir dos pontos sigma:
xˆk+1|k =
2n
∑
i=0
w
(m)
i χi,k+1|k (2.73)
ˆPk+1|k =
2n
∑
i=0
w
(c)
i (χi,k+1|k− xˆk+1|k)(χi,k+1|k− xˆk+1|k)T +Qk (2.74)
ψk+1|k = h(χi,k+1|k) (2.75)
yˆk+1|k =
2n
∑
i=0
w
(m)
i ψi,k+1|k (2.76)
ˆPyy =
2n
∑
i=0
w
(c)
i (ψi,k+1|k− yˆk+1|k)(ψi,k+1|k− yˆk+1|k)T +Rk+1 (2.77)
ˆPxy =
2n
∑
i=0
w
(c)
i (χi,k+1|k− xˆk+1|k)(ψi,k+1|k− xˆk+1|k)T (2.78)
• Correção
Kk+1 = ˆPxy ˆP−1yy (2.79)
xˆk+1|k+1 = xˆk+1|k +Kk+1(yk+1− yˆk+1|k) (2.80)
ˆPk+1|k+1 = ˆPk+1|k−Kk+1 ˆPyyKTk+1 (2.81)
os pesos wi são calculados por meio de:
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• Pesos para a média
w
(m)
0 =
λ
n+λ (2.82)
w
(m)
i =
1
2(n+λ), i = 1, ...,2L (2.83)
• Pesos para a covariância
w
(c)
0 =
λ
n+λ +(1−α
2+β) (2.84)
w
(c)
i =
1
2(n+λ) , i = 1, ...,2L (2.85)
O algoritmo de implementação do UKF é apresentado na Tabela 2.3.
O desempenho do UKF, quando a saída do sistema é considerada li-
near, foi analisado em Xiong et al. (2006). Os autores provaram que o erro
de estimação do UKF é limitado, além disso mostraram que a matriz de co-
variância do ruído desempenha um papel importante na estabilidade do UKF.
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Tabela 2.3: Implementação do UKF
Algoritmo 3: Filtro de Kalman Unscented
1. Inicialização k=0
xˆ0|0 = x0
ˆP0|0 = P0
2. Calcular os pontos sigma
χi,k|k =
[
xˆk|k xˆk|k + µ
√
ˆPk|k xˆk|k− µ
√
ˆPk|k
]
3. Calcular os pesos para a média e covariância
w
(m)
0 =
λ
n+λ
w
(m)
i =
1
2(n+λ) , i = 1, ...,2n
w
(c)
0 =
λ
n+λ +(1−α2+β)
w
(c)
i =
1
2(n+λ) , i = 1, ...,2n
4. Predição
χi,k+1|k = f (χi,k|k,uk)
xˆk+1|k = ∑2ni=0 w(m)i χi,k+1|k
ˆPk+1|k = ∑2ni=0 w(c)i (χi,k+1|k− xˆk+1|k)(χi,k+1|k− xˆk+1|k)T +Qk
ψk+1|k = h(χi,k+1|k)
yˆk+1|k = ∑2ni=0 w(m)i ψi,k+1|k
5. Correção
ˆPyy = ∑2ni=0 w(c)i (ψi,k+1|k− yˆk+1|k)(ψi,k+1|k− yˆk+1|k)T +Rk+1
ˆPxy = ∑2ni=0 w(c)i (χi,k+1|k− xˆk+1|k)(ψi,k+1|k− xˆk+1|k)T
Kk+1 = ˆPxy ˆP−1yy
xˆk+1|k+1 = xˆk+1|k +Kk+1(yk+1− yˆk+1)
ˆPk+1|k+1 = ˆPk+1|k−Kk+1 ˆPyyKTk+1
6. Fazer k ← k+ 1 e voltar ao passo 2
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Capítulo 3
Filtro de Kalman Unscented
com observações
Intermitentes
Nos capítulos anteriores, foram apresentados os conceitos de NCS e
estimação de estados utilizando o KF para sistemas lineares e, EKF e UKF
para os casos não lineares. Nesse capítulo será realizada uma fusão dos dois
assuntos, pois será abordado o problema de estimação de estado quando os
componentes do sistema de controle estão interconectados por meio de uma
rede de comunicação sem fio. Um exemplo de WNCS, que será tratado nessa
tese, é apresentado na Figura 3.1. O principal desafio encontrado em WNCS
é a perda de pacotes que pode ocorrer durante as transmissões, uma vez que
acontecem pelo ar e expõem o sinal a um maior número de problemas, como
interferência, desvanecimento e multipercuros.
Do ponto de vista de sistemas de controle, as perdas de pacotes assim
como os atrasos, introduzidos pela rede de comunicação, causam impacto no
desempenho do sistema de controle e, no pior dos casos, chegam a causar
instabilidade na malha (Shi et al., 2010). Diversos modelos têm sido usados
para representar a perda de pacotes em WNCS (Kluge et al., 2010), dentre
os quais destacam-se: máximo intervalo de perda (Cloosterman et al., 2008),
processo de Bernoulli (Sinopoli et al., 2004) ou sistemas lineares com saltos
Markovianos (Xiong e Lam, 2006).
Outras metodologias têm sido propostas para tratar a perda de pacotes
como por exemplo: substituir a medida perdida por zero (Hadjicostis e Touri,
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Figura 3.1: Esquema de um WNCS.
2002), utilizar a medida anterior à perdida (Nilsson, 1998) ou utilizar um es-
timador de estado para fornecer uma medida para o controlador (Gupta et al.,
2007). Neste contexto, será apresentado, no presente capítulo, um procedi-
mento para tratar do problema de perda de pacotes em NNCS, utilizando es-
timadores não lineares. A área de estimação de estados em NCS com perdas
de pacotes (ou observações intermitentes), utilizando estimadores de estados
por meio da teoria de filtragem de Kalman, tem sido amplamente investigado
na literatura. A atenção se voltou para este tema a partir da publicação do
artigo Sinopoli et al. (2004), no qual analisa-se o problema de estimação de
estados para sistemas lineares quando os pacotes enviados do sensor para o
controlador por meio de uma rede comunicação são perdidos. Neste artigo os
autores ainda mostram que o KF é um estimador ótimo, apesar da limitação
da matriz de covariância depender diretamente da probabilidade de chegada
dos pacotes. Em particular, eles provam a existência de um valor crítico, a
partir dos autovalores da matriz A (2.1), para a probabilidade de chegada em
torno da qual a covariância do erro de estimação irá divergir.
Embora muitos trabalhos tenham sido desenvolvidos a partir do artigo
Sinopoli et al. (2004), estes ainda apresentam algumas limitações. Supondo
que o sistema apresente uma saída de acordo como (2.2), o valor crítico foi
encontrado em Sinopoli et al. (2004) supondo que a matriz C (2.2) seja in-
vertível ou invertível no subespaço observável. Esta condição já foi atenuada
em Plarre e Bullo (2009), em que os autores supõem que a matriz C (2.2) ne-
cessita ser somente invertível no subespaço observável. Em Mo e Sinopoli
(2008) os autores encontram o valor crítico, desde que os autovalores da ma-
triz A (2.1) sejam distintos e a matriz A (2.1) seja diagonal. Uma carac-
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terização mais completa a respeito do valor crítico para sistema diagonali-
záveis de segunda ordem com autovalores de mesma magnitude é proposta
por Mo e Sinopoli (2011). Outro modo de caracterizar o desempenho do KF
com observações intermitentes é por meio da distribuição de probabilidade
da covariância do erro de estimação, ao invés de considerar somente a sua
limitação. Em Shi et al. (2010), os autores consideram que a probabilidade
(Pr) da covariância do erro de estimação (Pk) é limitada por uma matriz M,
isto é, Pr[Pk ≤M].
Apesar da estimação em NCS com observações intermitentes para sis-
temas lineares apresentar-se como uma área de pesquisa ainda em expansão e
com muitos avanços a serem alcançados, o foco dessa tese é a estimação em
NCS com observações intermitentes, para sistemas não lineares. A motiva-
ção é a pouca atenção que esta área tem recebido devido às dificuldades de se
tratar as não linearidades e perturbações não Gaussianas.
Ao se tratar de estimação não linear, um dos métodos mais aplicados é
o EKF (Kandepu et al., 2008). Esse algoritmo é implementado linearizando
o sistema e tem sido utilizado com sucesso por muitos anos em problemas
de estimação não linear. No entanto, desde que o UKF foi proposto em
Julier e Uhlmann (1997), estudos têm revelado que o UKF apresenta desem-
penho superior ao EKF (Kandepu et al., 2008; Romanenko e Castro, 2004).
A formulação para o EKFI foi proposta em Kluge et al. (2010), no
qual os autores encontram a probabilidade crítica de chegadas de pacotes
quando a chegada é modelada como um processo aleatório de Bernoulli. Den-
tro desse contexto e considerando que o UKF tem ganhado cada vez mais
espaço em aplicações não lineares, neste capítulo, fundamentando-se nos ar-
tigos (Kluge et al., 2010; Sinopoli et al., 2004), apresenta-se a formulação do
UKFI e um procedimento pelo qual pode-se determinar um valor crítico para
a taxa de chegada de pacotes, em torno da qual a covariância do erro de esti-
mação do UKFI diverge.
3.1 Formulação do problema
Considere que o processo analisado é governado pelo seguinte sistema
discreto não linear estocástico dado pela seguinte equação:
xk+1 = f (xk,uk)+wk (3.1)
yk = Hkxk + vk (3.2)
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onde k ∈ N, f : Rn×Rp×Rq×N→ Rn e h : Rn×N→ Rm são, respectiva-
mente, os modelos de processo e observação, onde xk ∈ Rn denota o vetor de
estados, yk ∈ Rm são as medidas e uk ∈ Rp as entradas, as variáveis wk ∈ Rn
e vk ∈ Rm representam o ruído de processo e de medição, respectivamente os
ruídos wk e vk são gaussianos e apresentam as mesmas propriedades mencio-
nadas para o sistema (2.12) e (2.13).
É assumido que as medidas entregues do sensor para o estimador são
por meio de uma rede comunicação sem fio sujeita à perdas de pacotes (Figura
3.1). Nesta análise não serão considerados atrasos nem o efeito da quantiza-
ção.
As observações intermitentes enviadas do sensor para o estimador são
modeladas por meio de uma variável estocástica binária γk. Desse modo, a
perturbação de saída vk é definida pela distribuição de probabilidade:
p(vk|γk) =
{
N(0,Rk), γk = 1
N(0,σ2I), γk = 0
(3.3)
onde σ2 é a variância da observação em algum instante de tempo k. Na falta
de medida, caso ocorram perdas corresponde ao limite quando σ → ∞. Este
esquema foi proposto por Sinopoli et al. (2004) e é apresentado na Figura 3.2.
Figura 3.2: Esquema de estimação em uma rede com perda de pacotes.
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3.1.1 Filtro de Kalman unscented com observação intermi-
tente
De acordo com a formulação apresentada em Sinopoli et al. (2004), os
autores mostraram que o KF ainda é ótimo quando ocorre a presença de ob-
servações intermitentes. Para isso, a chegada de pacote é modelada como um
processo aleatório de Bernoulli com a distribuição de probabilidade (3.3). Os
autores ainda mostraram que a perda de pacotes corresponde ao caso quando
limite de σ→∞. Nesta seção, a mesma técnica será empregada para determi-
nar as equações do UKFI. Para facilitar a leitura, as equações (2.71) a (2.74)
são reproduzidas a seguir. O procedimento de implementação do UKFI é
apresentado a seguir, por meio dos seguintes passos:
Passo 1: Assume-se que a variável aleatória xk com média xˆk|k e covariância
ˆPk|k sejam aproximadas por pontos sigma utilizando as seguintes equações:
χi,k|k =
[
xˆk|k xˆk|k + µ
√
ˆPk|k xˆk|k− µ
√
ˆPk|k
]
(3.4)
onde µ=
√
n+λ, λ= α2(n+κ)−n, α e κ são parâmetros ajustáveis. O parâ-
metro α determina a dispersão dos pontos sigma em torno da média (xˆk|k), κ é
um parâmetro secundário e é usado para incorporar o conhecimento a priori
da distribuição de x. A inicialização do UKF se dá por meio da propagação
dos pontos sigma, na etapa de predição.
Passo 2: Predição
χi,k+1|k = f (χi,k|k,uk) (3.5)
A média e a covariância são computadas de acordo com
xˆk+1|k =
2n
∑
i=0
w
(m)
i χi,k|k (3.6)
ˆPk+1|k =
2n
∑
i=0
w
(c)
i (χi,k+1|k− xˆk+1|k)(χi,k+1|k− xˆk+1|k)T +Qk (3.7)
onde os pesos wi são calculados por meio de:
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• Pesos para a média
w
(m)
0 =
λ
n+λ (3.8)
w
(m)
i =
1
2(n+λ), i = 1, ...,2L (3.9)
• Pesos para a covariância
w
(c)
0 =
λ
n+λ +(1−α
2+β) (3.10)
w
(c)
i =
1
2(n+λ) , i = 1, ...,2L (3.11)
Como a equação das medidas (3.2) é considerada linear, a fase de
correção do UKF segue do mesmo modo que o KF clássico (Xiong et al.,
2006). Passo 2: Correção:
yˆk+1|k = Hk+1xˆk+1|k (3.12)
ˆPyy = Hk+1 ˆPk+1|kHTk+1 + γk+1Rk+1 +(1− γk+1)σ2I (3.13)
ˆPxy = ˆPk+1|kHTk+1 (3.14)
A fase de correção, do KF e os demais que derivam a partir dele está
condicionada à chegada da medida yk, obtidas a partir do sensor. No entanto,
quando a entrega dessas medidas do sensor para o estimador é realizada por
meio de uma rede de comunicação, suas medidas ficam sujeitas a perdas e
atrasos. Como, nesse caso, a perda é modelada por meio de uma variável
aleatória de Bernoulli γk, (2.80) e (2.81) são reescritas a partir da definição da
saída de perturbação definida em (3.3).
xˆk+1|k+1 = xˆk+1|k + ˆPxy(Hk+1 ˆPk+1|kHTk+1
+ γk+1Rk+1 +(1− γk+1)σ2I)−1(yk+1− yˆk+1|k) (3.15)
ˆPk+1|k+1 = ˆPk+1|k−
ˆPxy(Hk+1 ˆPk+1|kHTk+1 + γk+1Rk+1 +(1− γk+1)σ2I)−1 ˆPTxy (3.16)
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Tomando o limite de (3.15) e (3.16) com σ→ ∞ obtém-se
xˆk+1|k+1 = xˆk+1|k + γk+1Kk+1(yk+1−Cxˆk+1|k) (3.17)
ˆPk+1|k+1 = ˆPk+1|k− γk+1Kk+1Hk+1 ˆPk+1|k (3.18)
Antes de analisar o comportamento da covariância do erro de estimação na
presença da perda de pacotes, a abordagem proposta em Xiong et al. (2006)
para simplificar a covariância do erro de predição do UKF é apresentada a
seguir. Nessa proposta os autores introduziram uma matriz diagonal desco-
nhecida β para modelar os erros devido à técnica de linearização de primeira
ordem. Na forma modificada do UKF, a matriz de covariância do erro de
predição (3.7) é calculada com a expansão da matriz Qk, isto é:
ˆPk+1|k =
2n
∑
i=0
wci
(
χi,k+1|k− xˆk+1|k
)(
χi,k+1|k− xˆk+1|k
)T
+ Qk +∆Qk
(3.19)
onde ∆Qk é uma matriz definida positiva acrescida na matriz de covariância
como uma modificação do UKF de modo que a estabilidade do UKF seja ga-
rantida, conforme em Xiong et al. (2006). No entanto, a matriz de covariância
do erro de predição atual do UKF na forma modificada é definida como
Pk+1|k = E
[
x˜k+1|kx˜Tk+1|k
]
(3.20)
onde o erro de predição é
x˜k+1|k = xk+1− xˆk+1|k (3.21)
Expandindo xk+1 por meio de uma série de Taylor em torno de xˆk|k tem-se:
xk+1 = f (xˆk|k)+∇ f (xˆk|k)x˜k|k + 12∇
2 f (xˆk|k)x˜2k|k + . . .+wk (3.22)
onde
∇i f (xˆk|k) x˜i =
(
L
∑
j=1
x˜ j
∂
∂x j
)i
f (x)
∣∣∣∣∣∣
x=xˆk|k
(3.23)
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x j denota o j-ésimo termo de x. Expandindo xˆk+1|k dado em (3.6) por meio
de uma série de Taylor em xˆk|k, tem-se:
xˆk+1|k =
( λ
n+λ
)
f (xˆk|k)
+
1
2(n+λ)
i=1
∑
L
f [xˆk|k +
(
a
√
L ˆPk|k
)
i
]
+
1
2La2
i=1
∑
2L
f [xˆk|k−
(
a
√
L ˆPk|k
)
i−L
]
= f (xˆk|k)+ 12∇
2 f (xˆk|k) ˆPk|k + . . .
(3.24)
Substituindo (3.23) e (3.24) em (3.21), tem-se aproximadamente a igualdade
x˜k+1|k ≈ Fkx˜k|k +wk (3.25)
onde
Fk =
(∂ f (x)
∂x
∣∣∣∣
x=xˆk|k
)
(3.26)
Nota-se que somente o primeiro termo é mostrado em (3.25). É evidente
que existem resíduos do erro de predição x˜k+1|k. Para levar os termos resi-
duais em conta e obter-se uma igualdade exata, uma matriz diagonal βk =
diag(β1,k,β2,k, . . . ,βM,k) é introduzido de modo que:
x˜k+1|k = βkFkx˜k|k +wk (3.27)
Substituindo (3.27) em (3.20) tem-se:
Pk+1|k = E
[
x˜k+1|kx˜Tk+1|k
]
= βkFk ˆPk|kFTk βk +∆Pk+1|k +Qk (3.28)
onde ∆Pk+1|k é a diferença entre βkFk ˆPk|kFTk βk e E(βkFkx˜k|kx˜Tk|kFT βk). Tomando-
se δPk+1|k como a diferença entre a matriz de covariância Pk+1|k e ˆPk|k, o
cálculo da matriz de covariância mostrado em (3.19) torna-se:
ˆPk+1|k = Pk+1|k + δPk+1|k +∆Qk (3.29)
3.2. Limitação da matriz de covariância para máxima taxa de perda de
pacotes 45
a qual pode ser reescrita como
ˆPk+1|k = βkFk ˆPk|kFTk βk + ˆQk (3.30)
onde
ˆQk = ∆Pk+1|k +Qk + δPk+1|k +∆Qk (3.31)
A expressão (3.30), para a covariância do erro de predição modificada do
UKFI, é a mesma desenvolvida em Xiong et al. (2006) uma vez que o erro
de predição é independente da chegada de pacotes (γk), esse resultado foi
reproduzido nesta seção para facilitar o entendimento do principal resultado
que será apresentado na próxima seção.
3.2 Limitação da matriz de covariância para má-
xima taxa de perda de pacotes
O objetivo desta seção é mostrar a existência de um valor crítico para
a taxa de perda de pacotes, em torno do qual a matriz de covariância do erro
de predição do UKFI será limitado, quando pacotes contendo as informações
que são enviadas do sensor para o estimador por meio de uma rede de co-
municação estão sujeitos a perdas. Uma variável aleatória de Bernoulli γk é
utilizada para indicar se um determinado pacote é transmitido corretamente
no instante k. Mais precisamente, se γk = 1, então o pacote foi entregue com
sucesso; caso contrário γk = 0 quando houver a perda. Para qualquer valor de
k, γk é i.i.d com distribuição de probabilidade P(γk = 1) = λ, para 0 < λ < 1.
Nesta seção mostra-se que existe um valor crítico para a chegada de paco-
tes λc, tal que para λ > λc a covariância do erro de predição é limitada para
qualquer condição inicial; caso contrário a mesma diverge.
Quando as medidas estão disponíveis em todos os instantes de tempo,
isto é, não ocorrem perdas, a covariância do erro de predição tem a mesma
forma da equação algébrica de Riccati Sinopoli et al. (2004). Isto pode ser
verificado ao substituir a equação (3.30) em (3.18):
ˆPk+1|k = βkFk ˆPk|k−1FTk βk +Qk−λβkFkKk ˆPk|k−1FTk βk (3.32)
Como a saída do processo é modelada de acordo com uma variável estocás-
tica, a covariância do erro de estimação também se torna uma variável esto-
cástica (Sinopoli et al., 2004). Em Sinopoli et al. (2004), o autores introduzi-
ram esta noção para o caso linear, supondo que o sistema seja instável, pois
uma vez que o sistema é estável sempre existirá um limitante para a covariân-
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cia do erro de estimação, mesmo que os pacotes não cheguem (Mo e Sinopoli,
2008).
Antes de apresentar a prova completa do teorema proposto nesta tese,
é apresentado o seguinte teorema que afirma a existência de um valor crítico
para a chegada de pacotes. O teorema foi proposto em Sinopoli et al. (2004),
para o KF linear discreto com observações intermitentes. Em seguida é apre-
sentado o UKFI.
Teorema 3.1 Se (Fk,Q1/2k ) é controlável, (Fk,Hk) é detectável, e Fk é instá-
vel, então existe um λc ∈ [0,1) tal que:
lim
k→∞
E[ ˆPk|k−1] = +∞, para 0≤ λ≤ λc e ∃ ˆP0|0 ≥ 0 (3.33)
E[ ˆPk|k−1]≤M ˆP0|0∀k para λc < λ ≤ 1 e ∀ ˆP0|0 ≥ 0 (3.34)
Demonstração 3.1 A partir da definição de γk, tem-se γk = 0 ou γk = 1. Se
γk = 1, a equação modificada de Riccati se reduz à equação clássica de Ric-
cati, que é conhecida por convergir a um ponto fixo de acordo com as hipó-
teses do teorema. No entato se γk = 0, então o problema se reduz à predição
em malha aberta, e se a matriz Fk é instável, então a matriz de covariância
diverge para alguma condição inicial ˆP0|0 ≥ 0. Deste modo, a seguir, é mos-
trada a existência de um ponto de transição entre os dois casos. Fixando
0 < λ1 < 1 tal que Eλ1 [ ˆPk+1|k] é limitada para qualquer condição inicial
ˆP0|0 ≥ 0, então para λ2 ≥ λ1 Eλ2 [ ˆPk+1|k] também é limitada.
De fato tem-se:
Eλ1 [ ˆPk+1|k] = Eλ1 [βkFk ˆPk|k−1FTk βTk +Q−λ1βkFkKkHk ˆPk|k−1FTk βTk ]
= E[gλ1( ˆPk|k−1)]≥ E[gλ2( ˆPk|k−1)] = Eλ2 [ ˆPk|k−1] (3.35)
utilizando as propriedades da equação modificada de Riccati (Sinopoli et al.,
2004) para reescrever a igualdade acima
λc = in f λ∗ : λ > λ∗⇒ Eλ[Pk] (3.36)
é limitado para algum ˆP0|0 ≥ 0
A partir do resultado do Teorema 3.1, que garante a existência do valor
crítico de chegada de pacotes para o UKFI, a seguir é apresentado o principal
resultado desta tese. O teorema proposto permite encontrar uma taxa de perda
de pacotes crítica que garante a limitação da matriz de covariância do erro de
estimação do UKFI.
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Teorema 3.2 Considera-se o sistema não linear (3.1) e (3.2) e o UKFI (3.4)
a (3.18). Se P1|0 > 0, H−1k existe e satisfaz
∥∥H−1k ∥∥≤ h−1 e existem números
reais f , h, q, q, β, β, r, r 6= 0 tais que os seguintes limitantes para as matrizes
a seguir são satisfeitos, para todo k ≥ 0
‖Fk‖ ≤ f (3.37)
‖Hk‖ ≤ h (3.38)
qIn ≤ Qk ≤ qIn (3.39)
βIn ≤ βk ≤ βIn (3.40)
rIn ≤ Rk ≤ rIn (3.41)
e se a probabilidade de chegada da medida satisfaz λ > 1− f−2β−2, então
existem constantes p, p tais que:
pIn ≤ ˆPk+1|k+1 ≤ ˆPk+1|k (3.42)
E
[
ˆPk+1|k+1
]≤ E [ ˆPk+1|k]≤ pIn (3.43)
Demonstração 3.2 Como o par (Fk,Hk) é observável, também será detectá-
vel se Hk é invertível, o limitante inferior segue diretamente de Anderson e Moore
(1981). Considerando o cenário de melhor caso quando γk = 1, inicia-se a
demonstração reescrevendo ˆPk+1|k. De (3.29) tem-se:
ˆPk+1|k = βkFk ˆPk|kFTk βk + ˆQk (3.44)
A partir de (3.18) é possível escrever:
ˆPk|k = ˆPk|k−1− γkKkHk ˆPk|k−1 (3.45)
onde
Kk = ˆPk|k−1HTk
(
Hk ˆPk|k−1HTk +Rk
)−1 (3.46)
Substituindo (3.45) e (3.46) em (3.44):
ˆPk+1|k = βkFk( ˆPk|k−1− γk ˆPk|k−1HTk (Hk ˆPk|k−1HTk +Rk)−1
×Hk ˆPk|k−1)FTk βk + ˆQk (3.47)
Aplicando o Lema da inversão de matrizes Haykin (1996) no termo inverso
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de (3.47), obtém-se
(Hk ˆPk|k−1HTk +Rk)
−1 > (Hk ˆPk|k−1HTk +Rk)
−1
− (Hk ˆPk|k−1HTk )−1Rk(Hk ˆPk|k−1HTk )−1 (3.48)
Reescrevendo-se (3.47):
ˆPk+1|k ≤ βkFk ˆPk|k−1FTk βk−
γkβkFk ˆPk|k−1HTk [(Hk ˆPk|k−1HTk )−1−Hk ˆPk|k−1HTk )−1
RkHk ˆPk|k−1HTk )
−1]Hk ˆPk|k−1FTk βk + ˆQk (3.49)
Aplicando a propriedade de matrizes, (ABC)−1 =C−1B−1A−1, tem-se
ˆPk+1|k ≤ βkFk ˆPk|k−1FTk βk−
γkβkFk ˆPk|k−1HTk (HTk )−1(Hk ˆPk|k−1)−1(Hk ˆPk|k−1)Fkβk+
γkβkFk( ˆPk|k−1HTk )( ˆPk|k−1HTk )−1H−1k RkHTk
(Hk ˆPk|k−1)−1(Hk ˆPk|k−1)FTk βk + ˆQk (3.50)
Aplicando a propriedade AA−1 = I, obtém-se que:
ˆPk+1|k ≤ βkFk ˆPk|k−1FTk βk−
γkβkFk ˆPk|k−1HTk Fkβk + γkβkFkH−1k RkHTk FTk βk + ˆQk (3.51)
ˆPk+1|k ≤ (1− γk)βkFk ˆPk|k−1FTk βk+
γkβkFkH−1k RkHTk FTk βk + ˆQk (3.52)
Das suposições do teorema:
rI ≤ Rk ≤ rIn (3.53)
Qk ≤ qIn (3.54)
escreve-se:
H−1k RkH
−T
k ≤ rH−1k H−Tk ≤ rh
−1h−1 ≤ rh−2In (3.55)
e
Qk ≤ qIn (3.56)
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Reescrevendo-se (3.52), a partir de (3.55) e (3.56):
ˆPk+1|k ≤ (1− γk)βFk ˆPk|k−1FTk β+ γkβkFkH−1k RkHkFTk βk + ˆQk
≤ (1− γk)βkFk ˆPk|k−1FTk βk + γkβkFk(rh−2)FTk βk + ˆQk
≤ (1− γk)βkFk ˆPk|k−1FTk βk + γk(rh−2)βkFkFTk βk + qIn (3.57)
Agora, mostra-se por indução, que para todo k≥ 1 tem-se:
E[ ˆPk|k−1]≤ p
k−1
∑
j=0
[(1− γk) f 2β2] jIn (3.58)
onde p = max(
∥∥P1|0∥∥ , f 2β2γkrh−2 + q) A partir das propriedades de séries
de potências, a soma em (3.58) converge desde que (1− γk) f 2β2 > 1⇒ γk >
1− f−2β−2, e o limitante superior em (3.52) segue diretamente de (3.58).
Utilizando-se (3.57) e a independência estocástica de ˆPk|k−1 e γk, observa-
se que para k = 1:
ˆP2|1 ≤ (1− γ0)β1F1 ˆP1|0FT1 β1 + γ0 r
h2
β1F1FT1 β1 + q
≤ (1− γ) f 2 ˆP1|0β2 + γ r
h2
β2 f 2In + qIn
≤ (1− γ) f 2β2 pIn + pIn (3.59)
A seguir assume-se que (3.58) é satisfeita para E[ ˆPk|k−1] e calculando E[ ˆPk+1|k]:
E[ ˆPk+1|k]≤ E[(1− γk)βkFk ˆPk|k−1FTk βk + γk r
h2
β2FkFTk + qIn]
≤ (1− γk)E[ f 2β2 ˆPk|k−1]+ γk r
h2
β2 f 2In + qIn
≤ (1− γk) f 2 p
k−1
∑
j=0
[(1− γ) f 2] jIn + pIn
≤ p
k
∑
j=0
[(1− γ) f 2] jIn (3.60)
que prova o teorema.
Com relação a esse resultado, podem ser feitos os seguintes comentá-
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rios:
• A partir do teorema, fica claro que a covariância do erro de estimação
depende da probabilidade de perda e da dinâmica do sistema.
• Esse teorema apresenta uma condição suficiente para a limitação da
matriz de covariância do UKFI com perda de pacotes;
• Como a equação de Riccati é somente uma aproximação de primeira
ordem para covariância do erro, a limitação da matriz de covariância
não implica que o erro de estimação seja limitado.
3.3 Simulações Numéricas
Nesta seção dois exemplos são apresentados para analisar o conser-
vadorismo do resultado proposto no Teorema 3.2. As mesmas simulações
também são feitas para o EKFI a fim de comparar o desempenho entre UKFI
e EKFI, de acordo com as seguintes premissas:
• Os sistemas apresentam ruídos na entrada e saída. Os ruídos são Gaus-
sianos com média nula;
• As medidas de saída são transmitidas por meio de uma rede de comu-
nicação, sem fio, para o estimador;
3.3.1 Modelos Simulados
A seguir são descritos os sistemas utilizados nas simulações:
• Primeiro Exemplo: O primeiro exemplo numérico considerado é um
sistema discreto não linear de primeira ordem Jin et al. (2007):
xk+1 = 1.1xk + 0.2sen(xk)+wk
yk = xk + vk
(3.61)
As matrizes de covariância de wk e vk são Qk = 0.01 e Rk = 6, res-
pectivamente. As condições iniciais para o sistema e o estimador são
x0 = [0.1]T e xˆ0 = [0]T , respectivamente e a matriz de covariância que
inicializa o filtro é ˆP0|0 = [10−3]. Os parâmetros de inicialização do
UKF são α = 0.01, β = 2 e κ = 0. Esse sistema apresenta um único
ponto de equilíbrio e o mesmo é instável. Linearizando o sistema no
ponto de equilíbrio encontra-se o autovalor 1.3. Deste modo ¯f = 1.3.
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• Segundo Exemplo: O segundo sistema considerado é um modelo dis-
cretizado de um pêndulo invertido Nijmeijer e Fossen (1999), em que
a dinâmica do sistema é dada por:
xk+1,1 = xk,1 +Txk,2 +wk,1
xk+1,2 = xk,2 +T

cos(xk,1)
(
−al sinxk,1x2k,2 + g
sinxk,1
cosxk,1
)
l(1− acos2 xk,1)

+wk,2
yk = xk,1 + vk
(3.62)
onde l = 0.36m, m= 0.23kg, M = 2.4Kg, g= 9.8m/s2 e a é a taxa m
m+M
onde T é o período de amostragem T = 0.01s. As condições iniciais do
sistema são:
x0 = [0.1 0.2]T (3.63)
A estimativa inicial xˆ0, a matrizes ˆP0|0, Qk e Rk são: xˆ0|0 =
[
0 0.1
]
,
ˆP0|0 =
[
103 0
0 103
]
, Qk =
[
10−1 0
0 10−1
]
e Rk = [10−4], respecti-
vamente. Os parâmetros ajustáveis que inicializam o UKF são α = 1,
β = 2 e κ = 0. O sistema tem um ponto de equilíbrio instável em (0,0).
A linearização do sistema nesse ponto de equilíbrio fornece o autovalor
instável 1.055. Desse modo, ¯f = 1.055
As simulações são realizadas com o objetivo de analisar a covariância
do erro de estimação, para taxas de chegada de pacotes λ, onde 0 < λ < 1.
Desse modo, para cada valor de λ é obtido o máximo valor do traço da matriz
de covariância que dará origem aos gráficos. O objetivo central das simula-
ções é encontrar a taxa crítica de perda de pacotes, isto é, a taxa para o qual
a covariância do erro de estimação irá divergir e comparar tal resultado com
o encontrado por meio do teorema proposto nesta tese. A análise é realizada
para o sistema em malha aberta.
3.3.2 Resultados das simulações do UKFI
1. Primeiro Exemplo
De acordo com o Teorema 3.2, a condição suficiente para a limitação
da covariância do erro de estimação é λ > 1− ¯f−2 ¯β−2. Nesse exemplo,
¯f = 1.3, que implica λ> 1−β−2/1.69. O parâmetro ¯β é encontrado por
meio da condição de λc, isto é 0< λc < 1, então ¯β> 0.76, se ¯β>> 1 e o
termo 1
¯β2 ¯f 2 → 0 e a probabilidade crítica de chegada é igual a um, desse
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Figura 3.3: Traço da matriz de covariância para diferentes taxas de pacotes. A
linha pontilhada (-.-) corresponde ao valor crítico λc = 0.1 em torno do qual o
traço da matriz de covariância do UKFI diverge. A linha contínua representa
os valores do traço de matriz de covariância para as diferentes taxas de perda
de pacotes do sistema (3.61).
modo 0.76 < ¯β ≤ 1. Sendo assim, quando ¯β = 0.8 o valor esperado
da covariância do erro de estimação irá divergir para qualquer λc <
0.1. O traço da matriz de covariância do erro de estimação é mostrado
na Figura 3.3, em que a linha vertical corresponde ao valor crítico de
λ, isto é, o valor para o qual a covariância diverge, que nesse caso
corresponde a λc = 0.1, o mesmo encontrado por meio do Teorema
3.2.
2. Segundo Exemplo
Aplicando o Teorema 3.2 para o segundo exemplo, neste caso ¯f =
1.055 implica que λ > 1−β−2/(1.113). Novamente com a condição
0< λc < 1 é encontrado que o parâmetro ¯β deve satisfazer 0.947< ¯β <
1. Escolhendo ¯β = 0.97 a covariância do erro de estimação irá conver-
gir para λ< 0.01. Este resultado pode ser visto na Figura 3.4 e coincide
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com o encontrado no Teorema 3.2.
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Figura 3.4: Traço da matriz de covariância para diferentes taxas de pacotes.
A linha pontilhada (-.-) corresponde ao valor crítico λc = 0.009 em torno do
qual o traço da matriz de covariância do UKFI diverge. A linha contínua
representa os valores do traço de matriz de covariância para as diferentes
taxas de perda de pacotes do sistema (3.62).
A partir dos dois exemplos analisados, o valor crítico de λ encon-
trado por meio das simulações e pelo Teorema 3.2 são muito próximos, assim
sendo, é possível concluir que, embora o teorema forneça uma condição ape-
nas suficiente o resultado não se mostrou conservador para os casos analisa-
dos.
A fim de comparar o desempenho do UKFI, realizou-se as mesmas
simulações com o EKFI (vide Apêndice A). O objetivo é verificar qual dos
estimadores apresenta melhor desempenho na presença da perda de pacotes.
Os modelos simulados e as hipóteses utilizadas para o EKFI são as mesmas
do UKFI.
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3.3.3 Resultados das simulações do EKFI
1. Primeiro Exemplo
De acordo com o Teorema A.1 a convergência da matriz de covariância
do erro de estimação do EKFI acontece para γc > 0.41. O traço da
matriz de covariância do erro de estimação é mostrado na Figura 3.5 em
que é possível perceber que a divergência aparece claramente quando a
taxa de chegada é menor que 0.41.
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Figura 3.5: Traço da matriz de covariância para diferentes taxas de pacotes. A
linha pontilhada (-.-) corresponde ao valor crítico λc = 0.41 em torno do qual
o traço da matriz de covariância do EKFI diverge. A linha contínua representa
os valores do traço de matriz de covariância para as diferentes taxas de perda
de pacotes do sistema (3.61).
2. Segundo Exemplo
A Figura 3.6 mostra o desempenho do traço da matriz de covariância
para diferentes taxas de chegada de pacotes, de acordo com o Teorema
3.1 a limitação ocorre para λc > 10%, como pode ser verificado na
Figura 3.6.
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Figura 3.6: Traço da matriz de covariância para diferentes taxas de pacotes. A
linha pontilhada (-.-) corresponde ao valor crítico λc = 0.1 em torno do qual o
traço da matriz de covariância do EKFI diverge. A linha contínua representa
os valores do traço de matriz de covariância para as diferentes taxas de perda
de pacotes do sistema (3.62).
Finalmente, é possível concluir que, para os exemplos analisados, quando
as observações são intermitentes, os resultados encontrados para o UKFI são
melhores que o EKFI. É possível tirar tal conclusão, pois a convergência da
matriz de covariância está diretamente ligada ao valor do λc encontrado, isto
é, para λ > λc a matriz de covariância converge. No primeiro exemplo, o
UKFI converge para λ > 10% e o EKFI para λ > 41%, isto significa que se
chegarem 10% dos pacotes do UKFI a sua matriz de covariância irá convergir,
no entanto, para o EKFI são necessário pelo menos 41% dos pacotes tenham
chegado, conclusão análoga é realizado para o segundo exemplo analisado.
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Capítulo 4
UKFI aplicado em um
sistema teleoperado
4.1 Introdução
Sistemas de controle via rede proporcionam vários benefícios, pois
permitem a transferência de dados remotos, trocas de dados entre usuários,
reduzem cabeamentos, custos nas instalações e proporcionam a facilidade
de manutenção (Tipsuwan e Chow, 2003). Devido a todas essas vantagens
e com o desenvolvimento das teorias de controle, sistemas de tempo real e
comunicação industrial, as aplicação de NCS têm acontecido em diversas
áreas, como por exemplo, industriais e automação de fábrica. A teleoperação
foi uma das primeiras aplicações que tornaram os NCS populares. Inicial-
mente baseada em internet, foi utilizada em aplicações como telerobótica,
manufaturamento remoto e telecirurgia (Kim et al., 2006). A literatura em
sistemas robóticos teleoperados é ampla e analisada sob diversos aspectos
(Hokayem e Spong, 2006). Novos desafios têm sido encontrados em sistemas
teleoperados quando uma rede de comunicação é utilizada, pois redes podem
introduzir atrasos e perdas de pacotes durante as transmissões. Esses efei-
tos são responsáveis pela perda de estabilidade e degradação de desempenho
do sistema. O problema de atraso variável tem sido tratado utilizando dife-
rentes métodos e algoritmos, como pode ser visto em Munir e Book (2003)
e Ching e Book (2006). Um esquema baseado em observadores para com-
pensar os atrasos devido à presença do canal de comunicação é proposto em
Gadamsetty et al. (2009). Dentre os trabalhos envolvendo perdas de pacotes
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em sistemas de telepresença, no artigo Hirche e Buss (2004) é analisada a
conservação de energia do sistema quando observadores são utilizados para
compensar a perda de pacotes. Em Walker et al. (2009) a perda de paco-
tes e os atrasos são incorporados na dinâmica do controlador de um sistema
teleoperado para garantir desempenho, em que os métodos utilizados foram
desigualdade matricial linear e sistemas lineares com saltos markovianos. O
problema de estabilidade em sistema teleoperado sujeito a perdas e atrasos
utilizando internet como meio de comunicação entre master e slave é abor-
dado no artigo Chen et al. (2008), no qual a estratégia proposta é baseada em
controle preditivo. Conforme apresentado nos capítulos anteriores, o UKF
tem se apresentado como uma tendência em estimação não linear e já foi ob-
jeto de estudo de diversos autores, sendo aplicado com sucesso em inúmeras
áreas de sistema de controle (Kandepu et al., 2008). Neste capítulo é anali-
sada a viabilidade de aplicação dos resultados propostos no Capítulo 3 em
um sistema teleoperado não linear, no qual a rede comunicação utilizada para
interligar master e slave é sujeita a perda de pacotes.
4.2 Sistemas de Teleoperação
Telemanipulação, teleoperação e telerobótica são termos que indicam
a capacidade do ser humano de operar em um ambiente remoto por meio de
um sistema robótico, no qual ambos estão situados em locais distintos. O
estudo dos sistemas telemanipulados teve início nos anos 40, nos quais as
primeiras aplicações foram desenvolvidas para o manuseio de material radio-
ativo. Desde então, diversas áreas utilizam esses sistema, dentre elas se des-
tacam a área de construção civil, militar, aeroespacial, trabalhos aquáticos,
medicina, entre outros.
Um sistema teleoperado pode ser representado por um diagrama de
blocos como o da Figura 4.1. Este é formado por dois subsistemas robóticos:
um master, que pode ser operado pelo usuário humano, e o slave, que atua no
ambiente remoto. Os subsistemas master e slave podem trocar informações
de posição, velocidade e/ou força. Usualmente, o operador humano especi-
fica uma trajetória desejada (xh) para o slave, por meio do master (xm). O
master ao receber o comando repassa xm para o slave por meio do canal de
comunicação, que reproduz o comando de trajetória enviado pelo master.
Um sistema de comunicação que conecta estes dois sistemas é res-
ponsável pela comunicação entre eles. A utilização de redes de comunicação
permite o compartilhamento de recursos, de tal maneira que os equipamentos
possam estar distribuídos em diversos locais ou até mesmo em áreas remotas.
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Figura 4.1: Sistema Teleoperado.
Desse modo os sistemas teleoperados podem ser considerados uma aplicação
de NCS. Em termos de NCS o operador humano juntamente com o subsis-
tema master atuam como um controlador que envia sinais de controle para um
sistema remoto (slave) (Hirche e Buss, 2004). Cada subsistema do sistema te-
leoperado pode ser modelado separadamente, uma vez que podem apresentar
dinâmicas diferentes.
A implementação do sistema teleoperado desta tese foi realizada levando-
se em consideração que o master e slave são dois robôs cartesianos. A descri-
ção das principais características do robô cartesiano e do sistema teleoperado
tratado será realizada na seção a seguir.
4.3 Modelagem do Sistema Telerobótico-Robô Car-
tesiano
Os robôs cartesianos são utilizados em diferentes aplicações e com
o avanço da tecnologia eles ganham cada vez mais espaço, pois substituem
o ser humano em atividades que requerem precisão e uso de força. O robô
cartesiano é composto de três eixos lineares nas direções X, Y e Z permitindo
o movimento livre no plano vertical, horizontal e no espaço. Uma ilustração
do robô cartesiano é mostrada na Figura 4.2.
O modelo físico simplificado de cada eixo corresponde a um sistema
de transmissão do tipo fuso/fêmea (Figura 4.3).
As equações que descrevem a dinâmica do sistema são as seguintes:
θ
2pi
=
x
h (4.1)
Fx = T θ (4.2)
F = mx¨+Fat(x, x˙) (4.3)
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Figura 4.2: Robô Cartesiano.
Figura 4.3: Sistema de transmissão fuso/fêmea.
onde Fat(x, x˙) representa a parcela do atrito. Substituindo (4.1) e (4.2) em
(4.3), tem-se:
T = m
(
h
2pi
)2
¨θ+
(
h
2pi
)
Fat(x, x˙)⇔ T = J ¨θ+
(
h
2pi
)
Fat(x, x˙) (4.4)
cujo os parâmetros das equações anteriores estão descritos na Tabela 4.1.
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Tabela 4.1: Parâmetros do Modelo do Robô Cartesiano
Símbolo Legenda
θ Posição angular (rad/s)
x Posição linear (m)
h Passo (m)
F Força (N)
T Binário (N.m)
m Massa (kg)
J Momento de inércia (kg.m2)
A relação entre binário e corrente elétrica é dada por:
T = Kt I (4.5)
onde Kt(N.m/A) é a constante elétrica do motor e I(A) a medida de corrente
elétrica. Finalmente, substituindo (4.5) em (4.4), tem-se:
Kt I = J ¨θ+
(
h
2pi
)
Fat(x, x˙) (4.6)
A modelagem do atrito em (4.3) pode ser feita por meio de diver-
sas técnicas de acordo com Armstrong-Hélouvry et al. (1994); Olsson et al.
(1998). Dentre os diversos modelos que descrevem o atrito, os mais comuns
trabalham com a velocidade e outros fenômenos intrínsecos do comporta-
mento do atrito. Grande parte dos modelos de atrito surgiram após o desen-
volvimento do modelo de Dahl, dentre eles o de Lugre que foi proposto por
Armstrong-Hélouvry et al. (1994). O modelo de Lugre é considerado um dos
mais completos, pois em sua modelagem inclui o atrito estático, o atrito vis-
coso, os efeitos de pre-deslizamento e de Stribeck (diminuição do atrito com
o aumento da velocidade no início do movimento).
O modelo de Lugre é baseado em uma análise microscópica de dois
corpos rígidos em contato por meio de hastes elásticas (Figura 4.4). A defor-
z
Figura 4.4: Atrito entre as duas superfícies em contato.
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mação média relativa das superfícies de contato é representada pela variável
z que modela a deflexão média das hastes e é mostrado na equação a seguir:
z˙ = v− σ0|v|
g(v)
z (4.7)
onde v é a velocidade entre as duas superfícies em contato, σ0 representa o
coeficiente de rigidez das deformações microscópicas entre as superfícies em
contato e g(v) representa o efeito Stribeck que é aproximado pela equação:
g(v) = Fc +(Fs−Fc)e−|v/vs|α (4.8)
onde Fc é a força de atrito de Coulomb, Fs é a força de atrito estático e vs é a
velocidade de Stribeck. Por fim o modelo do atrito é descrito como:
Fat = σ0z+σ1z˙+σ2v (4.9)
onde o parâmetro σ0 está associado à rigidez, σ1 é o amortecimento das su-
perfícies em contato e σ2 representa o termo do atrito viscoso.
A partir da modelagem de todas as partes do sistema (4.6), é possível
obter sua representação no espaço de estados, em que as variáveis de estados
x1 = θ, x2 = ˙θ e x3 = z, representam posição angular, velocidade angular e
deflexão média das hastes, respectivamente.
x˙1 = x2
x˙2 =
Kt I
J − h(2pi)J
(
σ0x3 +σ1
(
x2−
(
σ0
Fc+(Fs−Fc)e−|x2/vs |α
)
|x2|x3
)
+σ2x2
)
x˙3 = x2−
(
σ0
Fc+(Fs−Fc)e−|x2/vs |α
)
|x2|x3
(4.10)
4.4 Síntese de Controladores
Como este trabalho não tem por objetivo desenvolver uma arquitetura
de controle e sim analisar o problema de estimação em sistemas teleoperados
com perda de pacotes a estrutura de controle utilizada para o robô cartesiano,
é a mesma proposta em Lopes e Almeida (2006) e reproduzida a seguir.
A execução de tarefas em sistemas robóticos inclui o movimento da
extremidade do manipulador por meio de uma trajetória desejada e também
a interação do manipulador robótico com o ambiente. Nesse tipo de sistema,
um controlador de força é necessário, para que execução da tarefa seja sa-
tisfatória ou ainda para evitar que o contato seja perdido diante de algum
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distúrbio externo. Dentre os métodos de controle de força desenvolvidos
(Zeng e Hemami, 1997), destacamos dois grupos. O primeiro no qual o erro
de força é convertido em erro de posição e velocidade e este é então transmi-
tido ao robô por meio de uma malha de controle de movimento, neste grupo
destacamos as técnica de controle de impedância (Hogan, 1985). No segundo
grupo, o erro de força é usado diretamente para controlar o robô por meio de
uma malha de força, para este caso, tem-se as técnicas de controle híbrido
(Raibert e Craig, 1981).
O controlador apresentado, no presente trabalho, é baseado em con-
trole de impedância e foi proposto por Lopes e Almeida (2006). Controlado-
res de impedância são mais robustos e conseguem tratar melhor os erros de
modelagem. Usualmente, a impedância é modelada como um sistema linear
de segunda ordem massa-mola com amortecimento expressa pela seguinte
expressão
Md(x¨− x¨d)+Bd(x˙− x˙d)+Kd(x− xd) =− fe (4.11)
onde Md , Bd e Kd são constantes e representam: a inércia desejada, coefici-
ente de amortecimento desejado, coeficiente de rigidez desejada, respectiva-
mente. Os vetores x e xd representam a posição atual e posição desejada e fe é
a força de interação do manipulador sobre o meio de trabalho. O controlador
de impedância supõe que se o manipulador é capaz de seguir uma referência
de aceleração (x¨r) representada por
x¨r = x¨d +M−1d [− fe +Bd(x˙d − x˙)+Kd(xd − x)] (4.12)
ele se comportará de acordo com a equação (4.11). Ainda ao sistema é acres-
centado, entre o sistema e o controlador de impedância, um controlador inte-
gral com uma malha de anti-saturação (Anti-Windup), para evitar os proble-
mas que Windup do integrador apresenta. O Windup do integrador é um efeito
que é causado pelo aumento do valor do erro. Se o valor do erro aumentar
ao ponto de o integrador saturar a ação e controle, a malha de realimentação
fica inoperante, uma vez que a ação de controle permanecerá saturada. Desse
modo, a ação de integrador pode tornar o sistema instável, uma vez que pode
efetuar a integração de valores muito altos. Quando o vetor do erro começa a
reduzir, o valor do integrador pode ser tão alto ao ponto de demorar um tempo
considerável até atingir o valor normal.
Os parâmetros do modelo do robô cartesiano e do controlador descri-
tos em Cardoso (2009) são dados na Tabela 4.2.
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Tabela 4.2: Parâmetros do modelo do robô cartesiano e do seu controlador.
Parâmetro Valor (unidades S.I.)
h 0.02(m)
Kla 0.0032(m/rad)
Kt 0.59(N.m/A)
J 0.0026(kg.m2)
Bd 50(N.s/m)
Kd 4000(N/m)
Md 1(kg)
Fs 2.4(N.m)
Fc 2.16(N.m)
σ0 100(Nms/rad)
σ1 0.1(Nms/rad)
σ2 0(Nms/rad)
vs 1(rad/s)
α 2
4.5 Descrição do Sistema Robótico Teleoperado
A disposição do sistema teleoperado analisado nesta tese é a mesma
de um sistema teleoperado tradicional mostrado na Figura 4.1. Como os sub-
sistemas de um sistema teleoperado podem ser modelados separadamente, a
seguir é apresentado cada um deles separadamente.
4.5.1 Subsistemas master e slave
No sistema robótico analisado, os subsistemas master/slave são ambos
robôs cartesianos com equações em (4.13) e (4.14):
x˙1,m =x2,m
x˙2,m =
Kt I
J
− h
(2pi)J
(σ0x3,m +σ1(x2,m− ( σ0
Fc +(Fs−Fc)e−|x2,m/vst |α
)|x2,m|x3,m)+
σ2x2,m)
x˙3,m =x2,m− ( σ0
Fc +(Fs−Fc)e−|x2,m/vst |α
)|x2,m|x3,m (4.13)
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x˙1,s =x2,s
x˙2,s =
Kt I
J
− h
(2pi)J
(σ0x3,s +σ1(x2,s− ( σ0
Fc +(Fs−Fc)e−|x2,s/vst |α
)|x2,s|x3,s)+
σ2x2,s)
x˙3,s =x2,s− ( σ0
Fc +(Fs−Fc)e−|x2,s/vst |α
)|x2,s|x3,s (4.14)
onde o subíndice m indica master e o subíndice s indica slave. De acordo
com o sistema teleperado mostrado na Figura 4.1, o master irá enviar sinais
de velocidade por meio da rede de comunicação para o slave e controladores
locais irão garantir que o slave irá seguir o mesmo deslocamento e velocidade
realizados pelos do master.
4.5.2 Teleoperador
Um sistema robótico de telemanipulação é composto por dois subsis-
temas: master e slave. Tal sistema permite a um operador, agindo localmente
sobre o robô master, interagir com ambientes remotos, por intermédio do
robô slave. Tarefas que podem beneficiar de um tal sistema são, por exem-
plo, a manipulação de ambientes hostis e/ou de difícil acesso: espaço, meio
subaquático, instalações nucleares e químicas, construção, tarefas de busca e
salvamento, combate a incêndios, entretenimento e a cirurgia remota (teleme-
dicina). O teleoperador é um manipulador que requer comandos ou supervi-
são de um operador humano remoto. A entrada de um sistema teleperado usu-
almente costuma ser a força aplicada por este operador humano. Trabalhos
anteriores têm modelado o operador humano. No entanto, são modelos não
lineares e muito complicados de serem aplicados (Prokopiou et al., 1999).
Estudos vêm mostrando que sinais senoidais com frequência e amplitudes
pré-determinadas têm sido utilizado com uma boa alternativa para represen-
tar o operador humano em simulações numéricas (Sallam et al., 2011).
4.6 Estimação de estados do sistema robótico car-
tesiano teleoperado
A proposta apresentada no Capítulo 3 para o UKFI será aplicada em
um sistema robótico teleoperado. A análise será realizada para o sistema em
malha aberta e em malha fechada.
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4.7 Sistema em Malha Aberta
A formulação proposta no Capítulo 3 foi o UKFI, no qual foi proposto
um Teorema que determina a taxa crítica de perda de pacotes em torno da qual
pode-se garantir a limitação da matriz de covariância do erro de estimação do
UKFI. Esta proposta é então aplicada e analisada quanto a sua viabilidade
em um sistema real. Utiliza-se neste capítulo o sistema teleoperado (4.10) do
robô cartesiano.
Para efetuar-se a aplicação do resultado proposto no Capítulo 3, previ-
amente é realizada a análise da estabilidade do sistema (4.10). Para o sistema
em malha aberta e com entrada nula o ponto de equilíbrio encontrado é a
origem. Linearizando o sistema nesse ponto são encontrados os seguintes au-
tovalores: {0,−0.9519± 43.6218i}. Deste modo, conclui-se que o sistema
em malha aberta e para uma entrada nula é estável. Assim, conforme já enun-
ciado no Capítulo 3, sempre existirá um limitante para a covariância do erro
de estimação, mesmo que os pacotes não cheguem.
4.8 Sistema em malha Fechada
Como foi provado no Capítulo 3, a convergência da matriz de covari-
ância do UKFI está diretamente relacionada com os autovalores do sistema
linearizado nos pontos de equilíbrio. De acordo com a análise realizada na
seção anterior, o sistema em malha aberta é estável e portanto a convergência
do UKFI para o sistema teleoperador (4.10) é garantida. Do mesmo modo,
para o sistema em malha fechada a convergência do UKFI será mantida, uma
vez que o sistema também será estável e o problema de controle é focado no
seguimento de referência. Com os resultados em malha fechada, as conclu-
sões apresentadas são preliminares, uma vez que o resultado encontrado ainda
trata de sistema em malha aberta. A seguir, a análise realizada, será feita com
base nas simulações numéricas, por meio do software Matlab/Simulink.
O principal objetivo das simulações é analisar a perda de pacotes, visto
que será utilizada uma rede de comunicação sem fio, não confiável, para co-
nectar master e slave no qual será utilizado o UKFI proposto como estimador.
Para a análise dinâmica do sistema teleoperado (Figura 4.1) , assume-
se:
• O sistema foi dividido em dois subsistemas distintos: master e slave,
cada um com o seu controlador de posição local, considerado ideal;
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• Como o UKF é um estimador discreto, o sistema é discretizado por
meio do método numérico de Euler com período de amostragem T =
10−5s;
• Ambos, master e slave têm os mesmos valores dos parâmetros que são
mostrados na Tabela 4.2.
• A entrada de força do orperador humano é um sinal senoidal de frequên-
cia 2rad/s.
• Uma vez que se analisa nesta tese as redes sem fio, e desse modo trata-
se como maior enfoque a perda de pacotes, não foi especificado ne-
nhum protocolo de comunicação em especial. Para representar somente
a perda de pacotes na análise, utiliza-se uma distribuição de Bernoulli
de espaço amostral {0,1}, onde 0 indica a perda e 1 a entrega da men-
sagem com sucesso.
• De acordo com a proposta apresentada no Capítulo 3, as equações da
fase de predição do UKF na presença da perda de pacotes ficam modi-
ficadas:
xˆk+1|k+1 = xˆk+1|k + γk+1Kk+1(yk+1−Cxˆk+1|k) (4.15)
ˆPk+1|k+1 = ˆPk+1|k− γk+1Kk+1Hk+1 ˆPk+1|k (4.16)
Isso significa que, quando ocorrem perdas, isto é, a saída do sistema
(yk) não é entregue corretamente, a fase de predição do UKFI fica igual
a correção. Assim sendo, mesmo na presença de perdas o filtro ainda é
ótimo;
• Os parâmetros de inicialização do UKF são dados a seguir e foram
determinados por meio de simulações: Q =

10−5 0 00 10−5 0
0 0 1

 R = [10]
xˆ0|0 =

00
0

 e ˆP1|0 =

1 0 00 1 0
0 0 1

, α = 40, β = 2 e κ = 0.
• A saída do sistema é perturbada por um ruído branco, com média nula
e covariância 10−5, pois é importante que o desempenho do filtro seja
analisado em condições ruidosas, uma vez que uma das funcionalidades
dos estimadores derivados do KF é a de reduzir ruídos de medição.
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4.8.1 Avaliação de desempenho da estimação de estado
Um dos principais interesses no problema de estimação de estados é
avaliar o desempenho dos estados estimados. Usualmente a análise de de-
sempenho é realizada comparando-se diferentes estimadores (Kandepu et al.,
2008; Romanenko e Castro, 2004) ou avaliando o estimador por meio de al-
guma métrica. Diferentes métricas, baseadas na análise do erro de estimação,
são apresentadas na literatura dentre estas destaca-se o erro médio quadrático
(MSE, Mean Square Error) (Julier e Uhlmann, 1997) e a raiz do erro médio
quadrático (RMSE, Root Mean Square Error) (Teixeira, 2008). A análise do
erro de estimação, em simulações, é a maneira mais utilizada nos trabalhos
sobre estimação para medir o desempenho dos algoritmos, e serve para in-
dicar o quão precisas são as estimativas (Rezende, 2011). Neste capítulo a
análise do desempenho da estimação dos estados do sistema teleoperado é
feita por meio do erro de estimação.
4.9 Resultados das Simulações
As simulações foram conduzidas a fim de ilustrar a aplicação do Teo-
rema 3.2 em um sistema teleoperado. No cenário proposto para estas simu-
lações, supõe-se um sistema teleoperado como sem contato com o ambiente.
Para as simulações é considerado que o estimador, situado no lado do slave,
irá receber as informações de velocidade do master por meio da rede de co-
municação sujeita a perdas de pacotes. O esquema proposto é apresentado na
Figura 4.5.
Figura 4.5: Sistema Teleoperado com estimação.
Analisa-se o desempenho do sistema para diferentes taxas de perda
de pacotes. Em geral, sistemas robóticos e processos industriais, quando im-
plementados com uma rede de comunicação, são projetados para baixas ta-
xas de perdas de pacotes, algo que esteja abaixo de 10%, uma vez que uma
rede comunicação não é projetada para perdas maiores que esses valores e
que comprometam o desempenho do sistema. Em aplicações tipo VoIP, por
exemplo, taxas de perdas consideráveis aceitáveis não devem ser acima de
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1% (James et al., 2004).
Inicialmente, simulou-se o sistema teleoperado proposto considerando
que a rede de comunicação que liga master e slave atua em perfeitas condi-
ções, isto é, sem perdas nem atrasos. O gráfico da resposta do sistema mas-
ter/slave é apresentado na Figura 4.6. Na Figura 4.7, é selecionado um inter-
valo de tempo menor (1.57s a 1.58s) da trajetória da velocidade que é afetada
por um ruído externo, para se ter uma melhor visualização do efeito da filtra-
gem dos dados ruidosos, por meio do UKF. Ainda com relação aos resultados
obtidos na Figura 4.6 salienta-se que o UKF, além de filtrar as observações
ruidosas, fornece estimativas que servem de referência para o slave.
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Figura 4.6: Posição e velocidade do sistema teleoperado considerando que
não ocorrem perdas de pacotes durante a comunicação entre master e slave,
em que a medida enviada por meio da rede de comunicação é ruidosa. A
linha verde indica a medida da velocidade (ruidosa) enviada pelo master, a
linha preta corresponde as medidas estimadas pelo UKF, a linha azul são as
medidas do master e a linha vermelha pontilha corresponde as medidas do
slave.
A análise do desempenho do UKF, por meio do erro de estimação, é
mostrada na Figura 4.8. Em todos os casos, pode-se perceber que o efeito do
ruído foi amenizado no estado x2. Já no estado x1 o efeito do ruído é bem
pequeno.
A seguir, são apresentadas as simulações para o sistema teleoperado
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Figura 4.7: Ampliação da Figura 4.6, nos instantes 1.57s a 1.58s.
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Figura 4.8: Erro de estimação do master e slave.
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com perdas de pacotes, analisa-se o comportamento do sistema teleoperado
para taxas de perda de 1% (Figura 4.9), 3% (Figura 4.11) e 5% (Figura 4.13),
com o UKFI. Ainda, mostra-se um exemplo (Figura 4.15), em que ocorrem
perdas de pacotes (taxa de 5%) e nenhum tratamento é feito a respeito, isto é,
utiliza-se o UKF, sem levar em consideração as perdas de pacotes.
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Figura 4.9: Posição e velocidade do sistema teleoperado com 1% de perda de
pacotes, com UKFI.
O erro de estimação também foi simulado, para que se possa perce-
ber melhor o efeito da perda de pacotes no sistema teleoperado, a partir dos
gráficos 4.9, 4.11, 4.13, nota-se como a perda vai deteriorando o desempenho
do sistema, no entanto, como esperado, o UKF, mesmo na presença de perda
de pacotes ainda converge, uma vez que sistema em malha fechada é estável.
Nota-se também que quando não é levada em consideração a perda de pacotes
(Figura 4.15 ), na formulação do UKF, utilizar um estimador torna-se inviá-
vel, pois o desempenho do sistema degrada facilmente, mesmo para taxas de
perdas pequenas.
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Figura 4.10: Erro de estimação do master e slave para o caso de 1% de perda
de pacotes.
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Figura 4.11: Posição e velocidade do sistema teleoperado com 3% de perda
de pacotes, com UKFI.
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Figura 4.12: Erro de estimação do master e slave para o caso de 3% de perda
de pacotes.
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Figura 4.13: Posição e velocidade do sistema teleoperado com 5% de perda
de pacotes, com UKFI.
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Figura 4.14: Erro de estimação do master e slave para o caso de 5% de perda
de pacotes.
0 0.5 1 1.5 2 2.5 3 3.5 4
−0.1
−0.05
0
0.05
0.1
Po
si
çã
o 
(m
)
 
 
UKF
master
slave
0 0.5 1 1.5 2 2.5 3 3.5 4
−0.2
−0.1
0
0.1
0.2
0.3
Tempo(s)
Ve
lo
ci
da
de
 (r
ad
/s)
 
 
master
UKF
slave
Figura 4.15: Posição e velocidade do sistema teleoperado com 5% de perda
de pacotes com UKF.
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Figura 4.16: Erro de estimação do master e slave para o caso de 5% de perda
de pacotes, com UKF.
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Capítulo 5
Conclusões
Esta tese tratou do problema de estimação de estados em NNCS, uti-
lizando redes sem fio. Apesar das inúmeras vantagens que as redes de comu-
nicação proporcionam em sistema de controle, as redes também introduzem
atrasos e perdas de pacotes, que podem afetar diretamente na estabilidade do
sistema. O principal objetivo da tese foi tratar das perdas de pacotes em um
NNCS, por meio de estimadores de estados. Na presente tese utilizou-se o
estimador não linear baseado em filtragem de Kalman, o UKF.
Inicialmente, o UKF foi rederivado para que a perda de pacotes fosse
incluída em sua formulação, foi determinado o UKFI. Após redefinir suas
equações, foi apresentado um teorema (Teorema 3.2) que analisa a conver-
gência do erro de estimação do UKFI, mostrando a existência de um valor
crítico para a taxa de chegada de pacotes, em torno da qual a covariância do
erro de estimação diverge.
De acordo com o resultado apresentado no Teorema 3.2, o valor crí-
tico para a taxa de chegada de pacotes depende dos parâmetros ¯f e ¯β, onde
¯f representa o autovalor negativo da matriz Fk e ¯β é um parâmetro associado
a linearização da matriz Fk, que pode ser determinado por meio da condição
0 < λc < 1. No entanto, o Teorema proposto ainda apresenta algumas limi-
tações como por exemplo a condição de que a matriz Hk seja inversível, o
que em alguns casos limita a aplicação do teorema. A aplicação do sistema
mostrou a eficiência do teorema proposto, uma vez que os resultados encon-
trados por meio do teorema e simulados foram muito próximos. Ainda foi
realizada uma comparação dos resultados obtidos com o UKFI proposto e o
EKFI, já existente na literatura. Percebeu-se que o UKFI apresenta melhor
desempenho que o EKFI na presença de observações intermitentes.
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Finalmente, uma aplicação da proposta apresentada foi realizada em
um sistema teleoperado visto que pode ser considerado uma subárea de NCS,
uma vez que utilizam redes de comunicação para interligar seus principais
componentes, master e slave. Com a análise, nota-se que o desempenho do
sistema degrada consideravelmente quando um estimador é utilizada e ne-
nhuma consideração com relação a perda de pacotes é feita no seu projeto.
Deste modo, a inclusão da perda de pacotes na formulação dos estimadores
melhora o desempenho do sistema.
5.1 Perspectivas de pesquisas futuras
Considerando a possibilidade de estender os resultados apresentados
nesta tese, alguns temas para pesquisas futuras são apresentados:
• Propor uma condição necessária e suficiente para a a convergência da
matriz de covariância do erro de estimação.
• Desenvolver a análise do ponto de vista do erro de estimação, analisar
o erro de estimação do UKF na presença de perdas de pacotes.
• Realizar o estudo do sistema teleoperado com realimentação de força;
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Apêndice A
Filtro de Kalman estendido
com observações
intermitentes
Neste apêndice expõe-se o EKFI. Sua formulação é apresentada no
artigo Kluge et al. (2010), no qual o autores encontraram um valor crítico
para a chegada de pacotes em torno da qual a covariância do erro de estimação
diverge. De acordo com Kluge et al. (2010), o EKFI é representado por meio
das seguintes equações:
• Predição
xˆk+1|k = f (xˆk|k,uk) (A.1)
ˆPk+1|k = Ak ˆPk+1|k+1ATk +Qk (A.2)
• Correção
Kk+1 = ˆPk+1|kCTk+1(Ck+1 ˆPk+1|kCTk+1 +Rk+1)−1 (A.3)
xˆk+1|k+1 = xˆk+1|k + γk+1Kk+1(yk+1− h(xˆk+1|k)) (A.4)
ˆPk+1|k+1 = ˆPk+1|k− γk+1Kk+1Ck+1 ˆPk+1|k (A.5)
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onde as matrizes Ak e Ck são determinadas por meio de:
Ak =
∂ f (x,u)
∂x
∣∣∣∣
x=xˆk|k
(A.6)
Ck =
∂h(x)
∂x
∣∣∣∣
x=xˆk|k−1
(A.7)
A fim de obter limites para a matriz de covariância do erro de estima-
ção do EKFI, são feitas as seguintes hipóteses:
Axiomas A.1 ˆP1|0 > 0, e existem números reais a, c, q, q, r, r > 0, tais que:
‖Ak‖ ≤ a ‖Ck‖ ≤ c (A.8)
qIn ≤ Qk ≤ qIn rIn ≤ Rk ≤ rIn (A.9)
Deste modo, a covariância do erro de estimação do EKFI é estocástica e é
possível anunciar o seguinte teorema:
Teorema A.1 Supõe-se, que as hipóteses anteriores são satisfeitas e Ck é
invertível para todo k ∈ N, com inversa
∥∥C−1k ∥∥≤ c−1. Se a probabilidade de
chegada satisfaz λ > 1− a−2, então existem constantes p, p > 0, tais que:
pIn ≤ ˆPk+1|k+1 ≤ ˆPk+1|k (A.10)
E[ ˆPk+1|k+1]≤ E[ ˆPk+1|k]≤ pIn (A.11)
A prova do teorema é encontrada em (Kluge et al., 2010).
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