









基本的な設定と関心事はX1; X2; : : :を共通の確率分布Fに従う実数値独
立確率変数列としたときの Xnまでの最大値Mn = maxfX1; : : : ; Xng の




F (x) = 1  F (x)






めに適当な正規化を施す。X を上限無限の分布 F に従う確率変数とし、
X を一桁([1; 10))の数にスケール変換する。正確には、N を X の桁数、
K を X の先頭の数とし、Y = (X   K10N 1)=10N 1 とするとき、次
の条件付き確率分布
F k;n(x) = P (Y  xjK = k;N = n);
k = 1; 2; : : : ; 9:






正値可測関数 f (x) が（1 で）指数 (2 ( 1;1)) の正則変動関数
であるとは(f 2 R)、任意の  > 0 に対して、
lim
x!1 f (x)=f (x) = 

を満たすときをいう。特に指数 0 のときを緩慢変動関数といい、指数
 の正則変動関数は x と緩慢変動関数 l(x) (limx!1 l(x)=l(x) =
1) の積になる。指数が 0 でなければ正則変動関数は漸近的な意味で
単調（指数正なら増加、負なら減少）になる。一方、指数 0 の緩慢変
動の場合は、自明な c + o(1)(c > 0)、対数関数 log x、振動するもの
expf(log x)13 cos((log x)13)gまで挙動は多様だが、単調なものが現れること
があり、中でも重要なのが、 変動関数である。
非減少正値可測関数 f (x)がの変動関数であるとは、a(x) > 0; b(x)
が取れて、各  > 0 に対して、
lim
x!1(f (x)  b(x))=a(x) = log 

















そして、F k;n の n!1のときの極限分布 F k は F がどの分布族に
属するかによって以下のように決まる。
定理１





(ii) F (x) 2 R ( > 0) ならば、0  x  1 に対し、
F k(x) = lim
n!1F
k;n(x) =
1  (1 + xk) 
1  (1 + 1k) 
:
(iii) 1= F (x) 2  ならば、0  x  1 に対し、







定理２ 裾が緩慢変動する任意の分布 F と任意の [0; 1)の分布 Gに
対して、limx!1 FG(x)= F (x) = 1 かつ F k;nG = G (n と k によらない)となる FG が存在する。
定理１(i)における 0 分布への収束の速さに関して以下が成り立つ。
定理３ F (x) 2 R 1は絶対連続でそのハザード関数 h(t)がR( 





k;n(x) =  c(; k; x);
ここで、
c(; k; x) =

( + 1) 1f(k + x)+1   k+1g  >  1のとき









(1 )(k  (k+1) )  6= 1のとき
k(k + 1) log(1 + 1k)  k  = 1のとき
1  k log(1 + 1k) 1= F (x) 2 のとき
いずれの場合も、平均値 Mk は k に対して増加する。
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