ABSTRACT Cloud service providers are typically faced with three significant problems when running their cloud data centers, i.e., rising electricity bills, growing carbon footprints, and unexpected power outages. To mitigate these issues, running cloud data centers in smart microgrids (SMGs) is a good choice, since SMGs can enhance the energy efficiency, sustainability, and reliability of electrical services. Thus, in this paper, we investigate the problem of energy management for cloud data centers in SMGs. To be specific, we would minimize the time average expected energy cost (including electricity bill, battery depreciation cost, the total generation cost of conventional generators, and revenue loss due to the unfinished workloads) with the consideration of three practical factors, i.e., the ramping constraints of backup generators, the charging and discharging efficiency parameters of batteries, and two kinds of data center workloads. A stochastic programming is formulated by integrating the constraints associated with workload allocation, electricity buying/selling, battery management, backup generators, and power balancing. To solve the stochastic programming problem, an online algorithm is designed, and the algorithmic performance is analyzed. Simulation results show the advantages of the designed algorithm over other baselines.
I. INTRODUCTION
With the development of cloud computing, massive cloud data centers have been deployed. When running these data centers, the cloud service providers are typically faced with three significant problems: (1) Rising electricity bills, e.g., Google consumed 2260 GWh in 2010 and the corresponding electricity bill was larger than 1.35 billion dollars [1] . (2) Growing carbon emission, e.g., data center carbon emissions are expected to reach 2.6% of the total emissions [1] . (3) Unexpected power outages, e.g., Amazon experienced several power outages during 2010-2013 and knocked many customers offline [2] .
To mitigate the above issues, running cloud data centers in smart microgrids (SMGs) [3] (which are evolved from microgrids within the context of the smart grid [4] - [9] ) is a good choice. The reason is that SMGs can enhance the energy efficiency, sustainability and reliability of electrical services. Specifically, distributed energy resources and direct current distribution in SMGs contribute to reduce the power losses [10] , resulting in decreased cooling power and energy cost. Moreover, SMGs can facilitate the integration of renewable energy sources by storing excess energies or selling them to main grids, leading to the improved utilization of renewable energy and less carbon emission. In addition, SMGs could provide the reliable power supply for data centers after power outages in main grids occur [11] .
Motivated by the above observation, we study the problem of energy management for cloud data centers in SMGs. To be specific, a cloud service provider having some geo-distributed data centers deployed in self-owned SMGs and the energy demand of data centers could be satisfied by multiple energy resources, e.g., energy from main grids, energy storage devices and renewable/backup generators. The objective of the cloud service provider is to minimize the time average expected energy cost considering the uncertainties in electricity prices, renewable energies and arrival workloads. In the formulated optimization problem, the future parameters are unknown and some constraints have ''time-coupling'' properties. Thus, the formulated problem is difficult to be solved.
To overcome the challenge, we design a real-time algorithm under the framework of Lyapunov optimization technique [12] . Specifically, we first transform the time average expected optimization problem into some per-slot subproblems using Lyapunov optimization technique without considering the ramping constraints of conventional generators. Next, we solve each per-slot subproblem with the consideration of those ramping constraints. Since there are nonlinear constraints in each per-slot subproblem, we transform the nonlinear optimization problem into a simple convex optimization problem. Then, a feasible solution to the original problem could be obtained by adjustment so that the nonlinear constraints in the original problem could be satisfied. Finally, the feasibility and performance guarantee of the designed algorithm is analyzed.
The main contributions of this paper are summarized below:
• We formulate a stochastic programming problem to minimize the time average expected energy cost of cloud data centers in SMGs with the consideration of three practical factors, i.e., the ramping constraints of backup generators, the charging and discharging efficiency parameters of batteries, and two kinds of data center workloads.
• An online algorithm is designed to solve the stochastic programming problem and the corresponding algorithmic performance is analyzed.
• The advantages of the designed algorithm over other baselines are illustrated by extensive simulation results. The organization of this paper is given as follows. Specifically, we introduce the related work in Section II. Then, we formulate a stochastic programming problem in Section III. Next, a real-time algorithm is designed in Section IV. In Section V, the performance of the designed algorithm is analyzed. In Section VI, extensive simulations are conducted. Finally, conclusions are drawn in Section VII.
II. RELATED WORK
We mainly focus on the problem of energy management for cloud data centers in SMGs. Thus, the related work consists of two parts. The first part is related to data center energy management, and the second part is energy management in SMGs.
A. DATA CENTER ENERGY MANAGEMENT
Cutting the electricity bill of data centers has drawn great attention [13] - [21] . In [13] , the features of electricity prices in deregulated markets were investigated, i.e., prices exhibit temporal and spatial variations. In [14] and [15] , a geographical load balancing scheme was designed to minimize energy cost of data centers. In [16] , the energy cost minimization of distributed data centers could be achieved by using energy storage. In [17] , a temporal load balancing algorithm was proposed for a data center with the homogeneous service delay guarantee for all delay-tolerant requests. In [18] , the problem of energy management in a data center was investigated with the consideration of battery management and heterogeneous service delay guarantees for delay-tolerant requests. More related work could be found in [4] and [22] and the references therein.
B. ENERGY MANAGEMENT IN SMGs
There have been lots of studies on the energy management in SMGs. In [23] , the scheduling problem of building energy supplies in a microgrid was investigated. In [3] , the idea of resource sharing among SMGs was developed for the sake of increased reliability. In [25] , an optimal energy management problem was considered for both supply and demand of a grid-connected microgrid incorporating renewable energy sources. In [26] , an online algorithm was proposed to minimize the total energy cost of the conventional energy drawn from the main grid by scheduling energy storage resources in a microgrid. In [11] and [28] , the energy management problem for geo-distributed data centers in SMGs was studied.
Different from the previous works, the aim of this paper is to minimize the time average expected energy cost of cloud data centers by considering three extra practical factors, i.e., the ramping constraints of backup generators, the charging and discharging efficiency parameters of batteries, and two kinds of data center workloads.
III. MODEL AND FORMULATION
The system model studied in this paper is shown in Fig. 1 . Specifically, a cloud data center operator is considered and it has some self-owned SMGs in several electric regions (ERs). Generally, there are two operational modes for a SMG, i.e., the islanded mode and the grid-connected mode. When operating in the islanded mode, SMGs could supply their loads using multiple energy resources, e.g., energy storage devices, renewable and backup generators. In contrast, a SMG could FIGURE 1. System model. sell (buy) energy to (from) a main grid in the grid-connected mode. A SMG considered in this paper is composed of four main components, i.e., a generation system, a load, an energy storage system (ESS), and an energy management system (EMS). Specifically, a generation system consists of several renewable generators and a conventional generator (usually adopted as the backup generator), while the EMS is responsible for the energy scheduling of other components in the SMG. As the aggregated load in the SMG, a data center needs to process the service requests dispatched from frontend servers. Note that a time-slotted system is considered in this paper and the length of each slot is normalized to a unit time so that power and energy could be used equivalently.
A. MODELS ASSOCIATED WITH DATA CENTERS AND FRONT-END SERVERS
Suppose that there are N data centers geographically distributed in N SMGs, which connected to N main grids. Therefore, a common index i (1 ≤ i ≤ N ) is adopted for data centers, SMGs and main grids. Moreover, we assume that data center i consists of M i homogeneous servers. 1 In time slot t, the total quantity of interactive workload (in the number of servers required) at the front-end server f
,t be the quantity of interactive workload allocated from front-end server f to data center i at slot t. Then, we have
Besides interactive workload, some resource elastic batch workload are commonly processed in data centers, e.g., data mining jobs. Suppose the quantity of batch workload (also in terms of the number of servers required) needed to be processed in data center i at slot t isπ i,t , then, we have
where π i,t denotes the number of servers allocated to the batch workload in data center i at slot t.
Note that the total workload should be less than the processing capacity of a data center at each slot, i.e.,
Let PUE i be the PUE 2 of data center i, P i,idle and P i,peak represent the idle power and peak power of a server in data center i, respectively. Then, the total power consumption in 1 Although all the servers at a data center are assumed to be homogeneous, the model could be extended to the case with heterogeneous servers by adopting a few additional notations.
2 PUE is defined as the ratio of the total power consumption at a data center to the power consumption at IT equipments. data center i at slot t p i,t could be estimated by [13] 
where
B. MODELS RELATED TO THE GENERATION SYSTEM AND ESS 1) GENERATION MODEL
Let r i,t and c i,t be the total power output of the renewable generators and the power output of the conventional generator in SMG i at slot t, respectively. Then, we have
where c i,max is the maximum power output associated with the conventional generator in SMG i. Considering the physical constraints of the conventional generator, the output change in two consecutive slots is limited instead of arbitrarily large, which is reflected by a so-called ramping constraint.
Without loss of generality, the ramp-up and ramp-down constraints are regarded as the same [24] . Then, we have
where the ramping coefficient ε.
2) ESS MODEL
We define u c,i,t and u d,i,t to represent the charging and discharging power for the ESS in SMG i at slot t. Then, we have
where u i,cmax and u i,dmax are maximum charging power and discharging power, respectively. Denote η c,i and η d,i be the charging and discharging efficiency of the ESS in SMG i at slot t, respectively. In addition, simultaneous charging and discharging are not allowed considering the round-trip inefficiency, i.e.,
Let D i,t be the stored energy of the ESS i, we have
where D i,max and D i,min denote the maximum and the minimum capacity of the ESS i, respectively. In addition, the storage dynamics of the ESS i could be modeled by
To satisfy the energy demand of data centers, SMGs may exchange energy with main grids. Denote the electricity price of buying and selling energy by
, respectively. As in [25] , the VOLUME 4, 2016 selling price is assumed to be strictly smaller than the purchasing price so that energy arbitrage could be avoided, i.e., X i,t > W i,t . To achieve the real-time power balancing, we have the following constraints, i.e.,
where g b,i,t and g s,i,t denote the purchasing and selling power in SMG i, respectively. Moreover, they are bounded within the intervals as follows, 3
where G i,bmax and G i,smax are determined by the physical limitations, e.g., transmission lines [28] . As in [11] , G i,bmax and G i,smax are assumed to be large enough to support the normal operation of SMG i in the grid-connected mode, i.e.,
C. ENERGY COST MODEL
Denote the total energy cost of the cloud data center operator at slot t by t , which includes several components, i.e., the cost of purchasing and selling electricity 1,t , revenue loss associated with workload allocation 2,t and 3,t , the battery depreciation cost 4,t , and the total generation cost of conventional generators 5,t . Specifically, the cost incurred by electricity buying and selling at slot t 1,t is obtained below,
For interactive applications, latency is the most important performance metric and a moderate increase in userperceived latency would translate into substantial revenue loss for the IDC operator [29] , [30] . To model the utility of the interactive workload, the convex function in [29] is adopted, which converts the mean propagation delay into revenue loss, 4 i.e., ω
, where ω is a conversion factor; L f ,i is the propagation latency between the front-end server f and data center i. Then, the total revenue loss of serving interactive requests is described by
In addition, to model the revenue loss of allocating processing servers for batch workload, the following function is adopted as in [30] ,
3 Energy selling and buying would not happen simultaneously since X i,t > W i,t . 4 In this paper, we focus on the end-to-end propagation delay. The request processing delay within data centers are left for future work.
where θ i is the price that transforming a resource quantity into the monetary terms associated with data center i.
Denote the generation cost function of the conventional generator at slot t by A i (c i,t ). Then, we have
It is known that charging and discharging of batteries would affect their lifetime. To model such depreciation cost, the penalty function B i (u c,i,t , u d,i,t ) is adopted. Continually,
With the above-mentioned cost components, the total energy cost of the cloud data center operator is calculated by
D. ENERGY COST MINIMIZATION PROBLEM
As mentioned in Section I, we intend to minimize the time average expected energy cost. With the aforementioned models, a stochastic optimization problem could be formulated below,
where the decision variables of 
IV. ALGORITHM DESIGN
It is difficult to solve P1 considering the following challenges. On one hand, the future parameters (i.e., arrival workloads, renewable generation outputs and electricity prices) are always difficult to be obtained accurately. On the other hand, the constraints (7)) and (12) bring the ''time coupling'' property to P1, which means that P1 could not be transformed into some per-slot subproblems directly. To overcome the above challenge, an online algorithm is designed. Specifically, the key idea of the designed algorithm could be summarized as follows, 944 VOLUME 4, 2016
• Transforming P1 into some per-slot subproblems based on Lyapunov optimization technique by relaxing the ramping constraints of conventional generators;
• Solving each per-slot subproblem with the consideration of the ramping constraints. Since there are nonlinear constraints in each per-slot subproblem, the nonlinear optimization problem is transformed into a convex optimization problem, which could be solved efficiently. Next, a feasible solution to the original problem could be obtained by adjustment so that the nonlinear constraints in the original problem could be satisfied. According to the above key idea, the following two steps should be taken. Next, we will introduce these steps one by one.
A. STEP 1
Since the energy level of the ESS in a SMG updates according to (12), we can obtain the following equations easily, i.e., η c,i u c,i = 
Compared with P1, (11), (12) in P1 are replaced with (25c) and (7) is removed. It is obvious that P2 is a relaxation of P1 since any feasible solution to P1 is also a feasible solution to P2. The above relaxation step is very important since it contributes to design a real-time algorithm under the framework of Lyapunov optimization technique.
Next, ESS virtual queues Z i,t are adopted to transform P2 into a queue stability problem, i.e.,
is a constant for the trade-off between energy cost minimization and the queue stability. By substituting (12) into (26), we have
Continually, P2 could be transformed into the following problem equivalently, i.e., (P3) min lim sup To solve P3, we define a Lyapunov function as follows,
Next, the one-slot conditional Lyapunov drift is obtained below,
where X t = (X 1,t , . . . , X N ,t ), the expectation is taken with respect to the randomness of workload, renewable generation output, electricity price, and the randomness in control policies. Then,
Substituting (31) into (30), we have
Then, by adding a function of the expected energy cost over one period to (32) , the drift-plus-penalty term could be computed as follows,
B. STEP 2
A real-time algorithm could be obtained by minimizing the R.H.S. of the upper bound of (33) considering the constraints in P3. However, to guarantee the feasibility of c i,t , the constraint (7) should be incorporated. Therefore, the designed real-time algorithm is equivalent to minimize the following problem based on the observed system parameters at the starting point of slot t. Since the constraint (10) is nonlinear, P4 is a nonlinear programming problem. To simplify the computation, we can first ignore the nonlinear constraint (10) , and then adjust the obtained solution to satisfy (10) . Then, the optimization problem in slot t is obtained by
where P5 is a convex optimization problem, which could be solved efficiently by using the CVX package in MATLAB. 5 Based on the above description, an algorithm for P1 could be described by Algorithm 1.
Remarks: As shown in the Algorithm 1, the designed algorithm just needs the instantaneous system parameters without their requiring statistical information. Although the solution generated in the Algorithm 1 may be infeasible to P1 since the constraint (11) in P1 is not considered, we will later show that Algorithm 1 can guarantee the feasibility of (11).
V. ALGORITHMIC PERFORMANCE ANALYSIS
In this section, we provide the performance analysis of the designed real-time algorithm. Specifically, we first present a Lemma, which offers a sufficient condition for the charging and discharging of the ESS in SMG i at slot t. Then, based on the Lemma, a Theorem is proposed to show the feasibility of the Algorithm 1 for P1. Moreover, we provide the analysis of algorithmic performance when the uncertain parameters in the future are i.i.d. over slots.
Lemma 1: 
VI. PERFORMANCE EVALUATION
This section conducts extensive simulations to verify the advantages of the designed algorithm. Moreover, two baselines are adopted for performance comparisons.
The first baseline (Baseline1) intends to minimize the current energy cost without considering ESS. Thus, the corresponding optimization problem could be described below, (14), (15) (36b)
The second baseline (Baseline2) intends to minimize the current energy cost without considering ESS and energy selling. Thus, the corresponding optimization problem could be given by
(37d)
A. SIMULATION SETUP
We intend to evaluate the performance of the designed algorithm in five months, e.g., T = 3660. To model the generation cost of conventional generator i, a quadratic polynomial is adopted as in [26] , i.e., A i (c i,t ) = δ 1,i c 2 i,t + δ 2,i c i,t + δ 3,i . For simplicity, we set δ 1,i = δ 3,i = 0, δ 2,i = 273$/MW [33] . To model the battery depreciation cost, a function is considered as in [31] 
. The parameters associated with data centers and front-end servers are given as follows, i.e., F = 1, N = 3, M 1 = 40000, M 2 = 30000, M 3 = 30000, P i,peak = 200 Watts, P i,idle = 140 Watts, PUD 1 = 1.1, PUD 2 = 1.2, PUD 3 = 1.3. u i,cmax = u i,dmax = 0.5 MW [11] . ω = 1 × 10 −4 [29] , θ i = 4.4 × 10 −4 [30] . In addition, real-world workload traces 6 and dynamic electricity price traces 7 are adopted in simulations. To model the batch workload at data center i, we assume that it follows a uniform distribution with parameters 0 and M i /5.
B. SIMULATION RESULTS

1) ALGORITHMIC FEASIBILITY
We show the feasibility of the designed algorithm under varying V in Fig. 2 . In this scenario, no wind energy is considered. The other parameter configurations are given as follows: D 1,max = 8.8 MWh, D 2,max = 7.2 MWh, D 3,max = 7.8 MWh (i.e., IDCs could be supported by these ESSs for one hour), ε = 1, σ i = 100, η c,i = η d,i = 1. Then, according to the appendix B, the maximum control parameter V max could be obtained, i.e., V max = 0.023. In Fig. 2(a) , it can be observed that the energy levels fluctuate within their normal ranges, which validates the part 1 of the Theorem 1.
Moreover, the total energy cost (TEC) becomes smaller as V increases, since larger V means that the designed algorithm puts more weight on minimizing energy cost, rather than maintaining the energy queue stability. As a result, less frequent charging and discharging processes could be observed in Fig. 2(b) .
2) TOTAL ENERGY COST COMPARISONS
In Figs. 3 and 4 , we depict the TEC under different parameters, e.g., charging and discharging efficiency, ramping coefficient, and battery depreciation parameter. In Fig. 3 , Baseline1 is equivalent to Baseline2 since no wind energy is considered. Therefore, they achieve the same performance. In Fig. 4 , the wind speed traces 8 are adopted and the corresponding generation outputs are amplified so that they fall within the interval [0, 9] MWh, considering the truth that some data centers could be potentially powered by 100% renewables. 9 Since the surplus renewable energies in the SMGs could be sold to the main grids for profit, Baseline1 achieves the better performance than Baseline2. In Fig. 3(a) and Fig. 4(a) , the designed algorithm achieves the best performance, e.g., the designed algorithm could reduce TEC by 0.99% (0.99%) and 3.07% (38.2%) compared with Baseline1 (Baseline2) when wind energy is not considered and considered, respectively. Moreover, we find that TEC is shown to be decreasing with the increase of charging and discharging efficiency. The reason is that larger charging and discharging efficiency results in higher energy utilization efficiency, which is equivalent to the increase of storage capacity D i,max and control parameter V max . As a result, TEC would be reduced as explained in the above subsection.
In Fig. 3(b) and Fig. 4(b) , TEC is increasing with the decrease of the ramping coefficient, since a tighter ramping constraint would result in more unnecessary usage of the conventional generators, especially when the electricity prices in the current slot are very low. Compared with the case without wind energy, TEC is less sensitive to the ramping coefficient when wind energy is considered. The reason is that the adoption of wind energy r i,t could reduce the reliance on the conventional generators in SMGs according to (13) .
In Fig. 3(c) and Fig. 4(c) , the designed algorithm has more obvious advantages than other baselines when the battery depreciation parameter is smaller. The reason is that smaller battery depreciation parameter results in more frequent operations of the ESSs, which could better exploit the temporal diversity of prices. When the battery depreciation parameter is very large, no charging or discharging would happen under the designed algorithm. Consequently, the designed algorithm achieves the same performance as Baseline1.
VII. CONCLUSIONS
This paper presented a real-time algorithm for minimizing the long-term energy cost of cloud data centers, which operate in smart microgrid environments, with the consideration of three practical factors, i.e., the ramping constraints of backup generators, the charging and discharging efficiency parameters of batteries and two kinds of data center workloads. Moreover, we provided the analysis of algorithmic performance. Finally, extensive numerical results showed the advantages of the designed algorithm over other baselines.
APPENDIX A PROOF OF LEMMA 1
Proof: 10 :
2) The proof of part 2 is similar to that of proof 1. Thus, it is omitted for brevity.
APPENDIX B PROOF OF THEOREM 1
Proof: In the following parts, we intend to verify that the constraint (11) could be guaranteed by the designed algorithm.
1) Proving
] is equivalent to satisfying the following constraints:
, the above inequalities hold for t = 0. Suppose the abovementioned inequalities hold for the time slot t, we should verify that they hold for the time slot t + 1.
10 Simultaneous buying and selling electricity would not happen since
Continually, V max is obtained as follows,
2) Before giving the performance guarantee of the designed algorithm, we introduce a Theorem about the existence of an algorithm for P2, which will be used later. Denote the optimal energy cost of P2 by y * 2 . Compared with P4, the constraint (7) is not considered in P4 . Let the optimal objective value of P4' and P4 beȳ 
