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Classical results of Chevalley and Harish-Chandra describe the ring of
invariant polynomial functions k[g]g on a complex semisimple Lie algebra g
and the center Z of the universal enveloping algebra U(g). If now g is a finite-
dimensional Lie algebra over an algebraically closed field k of characteristic
p > 0 then both k[g]g and Z are essentially bigger than in the complex case.
Indeed, k[g]g always contains the subalgebra k[g](p) consisting of the powers
ϕp of all functions ϕ ∈ k[g] and, similarly, Z contains the so-called p-center
Zp over which U(g) is a finite module (see [25]). However, if g is the Lie
algebra of a semisimple algebraic group G then, under some restrictions on p,
there are precise analogs of classical results for the subrings of G-invariants
k[g]G and ZG, as was shown by Veldkamp [21], and Kac and Weisfeiler [5].
Furthermore, k[g]g = k[g](p) · k[g]G and Z =Zp ·ZG (see also [3]).
There is another big class of simple finite-dimensional Lie algebras over k
called the Lie algebras of Cartan type, for which the situation with the invariants
is very little understood until now. A significant progress was earlier achieved
only in one case by Premet [15] who completely described the ring of invariants
k[g]G where g = Wn is the Jacobson–Witt algebra and G its automorphism
group. Premet established analogs of many classical results, although G has a
big unipotent radical and the Lie algebra of G is a proper subalgebra of g. One no
longer has an invariant bilinear form on g, and so one cannot pass to invariants in
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the symmetric algebra S(g), all the more to the central elements in U(g). From the
viewpoint of invariant theory the coadjoint g-module looks very much different
from the adjoint module. As follows from computations of Krylyuk [11], the
stabilizers of generic linear functions on g have big [p]-nilpotent parts whose
dimension grows exponentially when n increases.
In the present article I consider another class of Lie algebras over k. Denote by
B2n = k[x1, . . . , x2n], xpi = 0, the commutative associative algebra of truncated
polynomials in 2n variables. The Poisson bracket defined by the formula
[f,g] =
n∑
i=1
(
∂i(f )∂n+i (g)− ∂n+i (f )∂i(g)
)
, f, g ∈ B2n,
where ∂1, . . . , ∂2n denote the partial derivatives in x1, . . . , x2n gives a Lie algebra
structure on B2n. The resulting Lie algebra has a center coinciding with the
scalars k, and the factor algebra B2n/k is isomorphic to a certain Hamiltonian
Lie algebra L whose commutator subalgebra [L,L] is simple (with an exception
for p = 2, n= 1) and nonclassical (with an exception for p = 2, n= 2 or p = 3,
n = 1). The Lie algebras appearing here are rather special in the whole class
of Hamiltonian algebras (see [4,8,23]). In fact these algebras admit a [p]-map
which makes them into p-Lie algebras or restricted Lie algebras, as defined by
Jacobson [1]. The [p]-structure turns out to be essential for the construction of
invariants. The reason that I work with the Poisson algebra B2n rather than with L
is that the results are stated nicer in this case.
The main results are as follows. Denote by G the group of Poisson auto-
morphisms of B2n, i.e., invertible transformations preserving both the associa-
tive and the Lie algebra structures. Let G[p] ⊂ G be the subgroup whose ele-
ments respect the [p]-map as well. Consider also the action of L on B2n induced
by the adjoint action of B2n. Theorem 3.4 states that k[B2n]L is generated over
k[B2n](p) by certain G[p]-invariant functions ϕ1, . . . , ϕpn . Moreover, k[B2n]L is
free over k[B2n](p) and is a locally complete intersection ring. In Theorem 5.2
I prove that k[B2n]G[p] and k[B2n]G are polynomial rings generated by pn + n
and pn elements, respectively. Moreover, there are affine subspaces S,S0 ⊂ B2n
such that the restriction of functions gives isomorphisms k[B2n]G ∼= k[S0] and
k[B2n]G[p] ∼= k[S]. Clearly, S,S0 are analogs of Kostant’s transversal plane to a
principal nilpotent element in the classical settings [7]. The subsets S,S0 give a
full system of representatives for the G[p]- (respectively G-) conjugacy classes
on a Zariski open subset U ⊂ B2n whose elements are “regular” for the results of
the present article. In particular, the Lie centralizers z(f ) of elements f ∈ U all
have dimension pn (see Proposition 2.2). To prove that the invariants separate the
orbits on U I need Theorem 4.3 which ensures that every [p]-compatible isomor-
phism of Lagrangian subalgebras of B2n (see Section 1 for the definition) admits
an extension to an element of G.
In Theorem 6.4 I prove that the cone N of [p]-nilpotent elements in B2n
is an irreducible normal complete intersection of codimension n. This is again
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an analog of Kostant’s results. It should be mentioned for comparison that in
case of Wn the singular locus of the nilpotent cone has codimension 1 in N ,
and therefore N is not normal, as was proved by Premet [15]. In [14] Premet
conjectured that the nilpotent cone N is irreducible for any p-Lie algebra, and
proved under this assumption that N is a set-theoretic complete intersection
(apparently the irreducibility assumption can be removed here). The available
information suggests that N is always a strict complete intersection. There are
still certain classical facts which do not carry over to the Poisson algebra. The
nilpotent cone does not contain a dense orbit, and k[B2n] is a free module neither
over k[B2n]G[p] nor over k[B2n]G, at least when either p or n is big enough.
It seems that these deviations are related somehow to the fact that the generic
centralizers z(f ) are not [p]-semisimple, and the [p]-semisimple elements are
not dense in B2n.
Luckily enough, an invariant bilinear form on B2n does exist, yielding a G- and
L-equivariant isomorphism S(B2n) ∼= k[B2n]. Denote by ϕ∨1 , . . . , ϕ∨pn ∈ S(B2n)
the images of the invariant functions ϕ1, . . . , ϕpn mentioned before. Then ϕ∨a is
homogeneous of degree a. Consider the canonical increasing filtration Um(B2n),
m  0, in the universal enveloping algebra. If 0 < a < pn and a ≡ 0 (modp),
Theorem 7.2 ensures the existence of a G[p]-invariant element za ∈ Z ∩Ua(B2n)
whose image in Sa(B2n) coincides with ϕ∨a . The major unsolved problem is to
verify this property for the remaining invariants in the symmetric algebra. I will
explain briefly the construction of za . If a ≡ 0 (modp) then ϕ∨a is an element of
an L-submodule, call it V ⊂ Sa(B2n), which is induced from a one-dimensional
L0-submodule, call it V0 ⊂ Sa(B2n), where L0 is a subalgebra of codimension 2n
in L. It turns out that V0 ⊂ S(I) where I ⊂ B2n is an abelian Lie subalgebra. As
U(I)∼= S(I), we can generate by V0 an L-submodule V ′ ⊂ Ua(B2n). The latter
is mapped isomorphically onto V under the projection Ua(B2n)→ Sa(B2n). So
we can find za inside V ′.
1. Preliminaries
Denote by Bn = k[x1, . . . , xn], xpi = 0, the truncated polynomial algebra in n
variables where k is an algebraically closed field of characteristic p > 0. One has
f p ∈ k for all f ∈ Bn, and so Bn is local with the maximal ideal n consisting
of those f ∈ Bn for which f p = 0. Any minimal system of generators of Bn
consists of n elements y1, . . . , yn which are linearly independent modulo k + n2.
One has then ypi = αi for some α1, . . . , αn ∈ k and the monomials yr11 · · ·yrnn with
0 ri < p constitute a basis forBn over k. If z1, . . . , zn is another minimal system
of generators with zpi = βi then there exists an automorphism θ ∈AutBn sending
each yi to zi if and only if αi = βi for all i . The derivation algebra Wn =DerBn is
a Lie algebra called the Jacobson–Witt algebra. Note that Wn is a free Bn-module
with a basis consisting of the partial derivatives ∂1, . . . , ∂n in x1, . . . , xn.
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If C is a commutative, associative and unital algebra, then a Poisson bracket
on C is a Lie algebra structure satisfying the identity [f,gh] = [f,g]h +
[f,h]g where f,g,h ∈ C. This identity means that the linear transformations
Df :C→C given byDf (g)= [f,g] are derivations ofC. The algebraC together
with a fixed Poisson bracket on it is called a Poisson algebra. We will be
considering the truncated polynomial algebra B2n in 2n variables x1, . . . , x2n
as a Poisson algebra using the Poisson bracket explicitly written out in the
introduction. Thus [f,g] =Df (g) where
Df =
n∑
i=1
(
∂i(f )∂n+i − ∂n+i (f )∂i
) ∈W2n.
The assignment f → Df gives a Lie algebra homomorphism B2n → W2n. Its
image L = {Df | f ∈ B2n} is therefore a Lie subalgebra in W2n (it is an ideal
in the Hamiltonian Lie algebra H2n consisting of all D ∈W2n such that Dω = 0
where ω = dx1 ∧ dxn+1 + · · · + dxn ∧ dx2n is a Hamiltonian differential form).
Taking f = x1, . . . , x2n in the formula for Df , one sees that ∂1, . . . , ∂2n ∈ L.
It is immediate thereof that the Lie center {f ∈ B2n | [f,B2n] = 0} coincides
with k, and L∼= B2n/k. Denote by m the maximal associative ideal of B2n, and
put L0 = {Df | f ∈m2}, which is a subalgebra of L.
It is well known that Dp ∈ L for all D ∈ L. Hence one can define on B2n
a [p]-map f → f [p] satisfying the identities
Dpf =Df [p] , ([p]1)
(λf )[p] = λpf [p], ([p]2)
(f + g)[p] = f [p] +
p−1∑
l=1
sl(f, g)+ g[p], ([p]3)
where f,g ∈ B2n, λ ∈ k, and lsl (f, g) is equal to the coefficient of t l−1 in the
expansion of the expression (Df + tDg)p−1(g) with t a scalar indeterminate
(see [2,19]). Because of a nontrivial center the [p]-map on B2n is not determined
uniquely. Since L0 coincides with the stabilizer of m in L, we have Dp ∈ L0 for
all D ∈ L0. We can therefore specify the [p]-map on k +m2 by the requirement
that 1[p] = 0 and f [p] ∈m2 for all f ∈m2. Any [p]-structure with this property
will be called normalized. Denote by G the group of automorphisms of both the
associative and the Lie algebra structures on B2n.
Lemma 1.1. Any two normalized [p]-structures on B2n are transformed to one
another by an element of G.
Proof. Since the derivations ∂1, . . . , ∂2n have zero [p]-power, x[p]i = αi ∈ k for
all i . Given 1 j  2n, we put j ′ = j + n if j  n and j ′ = j − n if j > n. Let
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yi = xi for i = j and yj = xj − λxp−1j ′ where λ ∈ k. There exists θ ∈ AutB2n
sending each xi to yi . In fact θ ∈G since [yi, yj ] = [xi, xj ] for all i = j . If p > 2
then (xp−1
j ′ )
[p] = 0 and the terms sl(xj , xp−1j ′ ) in the formula ([p]3) likewise
vanish for 1 < l < p. We get then y[p]j = x[p]j −Dp−1xj (λxp−1j ′ )= αj + λ. If p = 2
then y[2]j = αj + λ + λ2αj ′ . In any case we can find λ such that y[p]j takes any
given value in k. Repeating this procedure successively for j = 1, . . . ,2n, we get
the required element in G. ✷
From now on we fix a normalized [p]-structure onB2n and denote byG[p] ⊂G
the subgroup of automorphisms commuting with the [p]-map.
Remark. In this article we don’t use the structural properties of G. It can be
shown that G coincides with the group of those θ ∈ AutB2n which stabilize
the Hamiltonian form ω, and this group was studied in [22]. In particular, G is
a semidirect product of Sp2n and the unipotent radical of G. The Lie algebra of G
coincides with the stabilizer of m in H2n, and it can be shown that the Lie algebra
of G[p] is L0 for any normalized [p]-map.
We call an associative subalgebra B ⊂ B2n (respectively an associative ideal
I ⊂ B2n) Lagrangian if it is generated by n elements y1, . . . , yn ∈ m which are
linearly independent modulo m2 and [B,B] = 0 (respectively [I, I ] ⊂ I ). Since
y1, . . . , yn can be included in a minimal system of generators for B2n, it is clear
that B ∼= Bn and B2n is free over B (respectively B2n/I ∼= Bn) in this case. We
state below a few simple properties of Lagrangian subalgebras and ideals.
Lemma 1.2. Suppose that B ⊂ B2n is a Lagrangian subalgebra generated by
y1, . . . , yn ∈m. Then:
(1) Dy1, . . . ,Dyn are a basis for DerB B2n ⊂ W2n, the subalgebra of B-linear
derivations, as a B2n-module.
(2) The Lie centralizer z(B) = {g ∈ B2n | [g,B] = 0} coincides with B . In
particular, B[p] ⊂ B . If f ∈m2B where mB =m∩B then f [p] = 0.
(3) There exists a Lagrangian ideal I ⊂ B2n such that I [p] ⊂ I and B2n = B⊕ I .
Proof. Define κ :B2n → k by κ(λ+ f ) = λ for λ ∈ k and f ∈ m. The formula
(g,h) = κ([g,h]) where g,h ∈ B2n gives an alternating bilinear form on B2n.
Since [m2,B2n] ⊂ m = kerκ , the subspace m2 is contained in the kernel of
this bilinear form. On the other hand, (xi, xj ) = 0 precisely when j − i =
±n. It follows that the induced bilinear form on the factor space m/m2 is
nondegenerate.
Since y1, . . . , yn ∈ m are linearly independent modulo m2, we can find
elements z1, . . . , zn ∈ m such that [yi, zj ] ≡ δij (modm) for 1  i, j  n. Then
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y1, . . . , yn, z1, . . . , zn form a minimal system of generators for B2n. It follows that
the monomials zr11 · · ·zrnn with 0  rj < p give a basis for B2n as a module over
B . It is now clear that the B2n-module DerB B2n is free with a basis consisting
of the derivations D1, . . . ,Dn ∈ W2n such that Di(yj ) = 0 and Di(zj ) = δij .
The derivations Dyi are B-linear as [B,B] = 0. Write Dyi =
∑n
j=1 hijDj with
hij ∈ B2n. Then hij =Dyi (zj )≡ δij (modm). Hence the n×n matrix with entries
hij is invertible, yielding (1).
Suppose g ∈ z(B). Then Dyi (g) = 0, and by (1) Di(g) = 0, for all i .
Expressing g as a B-linear combination of monomials in z’s, we deduce that
the coefficients of monomials of positive degree have to be zero. Thus z(B)= B .
Suppose that f = gh where g,h ∈ mB . Then Dpf = (gDh + hDg)p = gpDph +
hpDpg = 0 as gp = hp = 0. It follows that Dpf = 0 for any f ∈ m2B . Since
f [p] ∈m2 is a unique element such that ([p]1) holds, we get f [p] = 0.
Let J ⊂ {1, . . . ,2n} be a maximal subset subject to the two conditions:
(a) for each i ∈ {1, . . . , n} the indices i and i + n are not both in J ,
(b) the elements {y1, . . . , yn} ∪ {xi | i ∈ J } are linearly independent modulo m2.
Note that (a) means that [xi, xj ] = 0 for all i, j ∈ J . We claim that J has
cardinality n. Suppose the contrary. Then there exists j ∈ {1, . . . , n} such that
j /∈ J and j + n /∈ J . Since neither J ∪ {j } nor J ∪ {j + n} is an admissible
subset, we must have xj ≡ u1 + v1 and xj+n ≡ u2 + v2 (modm2) where u1, u2
are linear combinations of elements y1, . . . , yn and v1, v2 are linear combinations
of elements {xi | i ∈ J }. Since both J ∪{j } and J ∪{j +n} satisfy (a), we see that
the three commutators [v1, v2], [xj , v2], [v1, xj+n] all vanish. Then [u1, v2] ≡ 0
and [v1, u2] ≡ 0 (modm). We have also [u1, u2] = 0 since u1, u2 ∈ B . It follows
[xj , xj+n] ≡ 0 (modm), a contradiction.
Denote by I ⊂ B2n the associative ideal generated by n elements {xi | i ∈ J }.
Then (a) ensures that [I, I ] ⊂ I . As {y1, . . . , yn}∪{xi | i ∈ J } is a minimal system
of generators for B2n, we get also B2n = B ⊕ I . In view of Lemma 1.1 we may
assume, adjusting the generators x1, . . . , x2n if necessary, that x[p]i = 0 for all
1 i  2n. It will follow then from the next lemma that I [p] ⊂ I . ✷
Lemma 1.3. Suppose that I ⊂ B2n is a Lagrangian ideal generated by elements
y1, . . . , yn ∈m. For each f ∈ I denote by Df the derivation of the factor algebra
B = B2n/I induced by Df . Then:
(1) Dy1, . . . ,Dyn are a basis for DerB as a B-module.
(2) The Lie normalizer n(I) = {g ∈ B2n | [g, I ] ⊂ I } coincides with k + I . In
particular, I [p] ⊂ k + I . If y[p]i ∈ I for all i then I [p] ⊂ I .
(3) There exists a Lagrangian subalgebra B ⊂ B2n such that B2n = B ⊕ I .
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Proof. Let y1, . . . , yn, z1, . . . , zn ∈m be a minimal system of generators for B2n
such that [yi, zj ] ≡ δij (modm). Then B has a basis consisting of the monomials
z
r1
1 · · ·zrnn with 0  ri < p where zi denotes the image of zi in B . Furthermore,
z
p
i = 0 for all i . The B-module DerB has a basis consisting of the derivations
D1, . . . ,Dn such that Di(zj )= δij . Write Dyi =
∑n
j=1 hijDj with hij ∈ B. Then
hij =Dyi (zj )≡ δij modulo the maximal ideal m/I of B . Hence the n×n matrix
with entries hij is invertible, and (1) is immediate.
Suppose that g ∈ n(I). Then Dyi (g) ∈ I , and therefore Dyi (g) = 0 for all i ,
where g denotes the image of g in B . It follows from (1) that g ∈ k, i.e.,
g ∈ k + I . For every f ∈ I ∩ m2 we have f [p] ∈ (k + I) ∩ m2 ⊂ I . Now
I = ky1 + · · · + kyn + I ∩ m2. If y[p]i ∈ I for all i , we get f [p] ∈ I for every
f ∈ I applying the formula ([p]3).
Let J ⊂ {1, . . . ,2n} be a subset constructed as in the proof of Lemma 1.2
with respect to y1, . . . , yn. Then the associative subalgebra B ⊂ B2n generated by
elements {xi | i ∈ J } is Lagrangian and satisfies (3). ✷
Given two vector spaces V , W over k, denote by Pol(V ,W) the vector space
of all polynomial maps V →W . If ϕ ∈ Pol(V ,W) and u,v ∈ V then there is an
expansion as a power series in t ∈ k,
ϕ(v + tu)= ϕ(v)+ tϕ′(v,u)+ tm-terms with m 2.
Here ϕ′(v,u) is polynomial in v and linear in u. The differential of ϕ at v is the
linear map (dϕ)v :V → W given by u → ϕ′(v,u). If V , W are modules over
a Lie algebra g or rational modules over an algebraic group then Pol(V ,W)
inherits the same structure, which comes in fact from a linear isomorphism
Pol(V ,W) ∼= S(V ∗) ⊗ W where S(V ∗) is the symmetric algebra of the dual
space V ∗. If D ∈ g then (Dϕ)(v) = D(ϕ(v)) − ϕ′(v,Dv). In the special case
where W = k we denote by k[V ] = Pol(V , k) the algebra of polynomial functions
on V .
Suppose that g is a p-Lie algebra operating on V via a p-representation. Put
gv = {D ∈ g |Dv = 0} for v ∈ V , and
cg(V )=max
v∈V codimg gv.
The maximal ideal mv = {ϕ ∈ k[V ] | ϕ(v) = 0} of the function algebra is
generated by functions ξ − ξ(v)1 with ξ ∈ V ∗. Hence mv is stable un-
der D ∈ g if and only if (Dξ)(v) = −ξ(Dv) = 0 for all ξ , if and only if
D ∈ gv . Denote by k[V ](p) ⊂ k[V ] the subalgebra consisting of pth powers
ϕp of functions ϕ ∈ k[V ]. We can now state a special case of [18, Theo-
rem 5.4].
Theorem 1.4. Suppose that ϕ1, . . . , ϕm ∈ k[V ]g are g-invariant polynomial
functions where m = dimV − cg(V ). Suppose also that their differentials are
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linearly independent at all points of an open subset U ⊂ V whose complement
has codimension at least 2 in V . Then k[V ]g = k[V ](p)[ϕ1, . . . , ϕm]. Moreover,
k[V ]g is free of rank pm over k[V ](p) and is a locally complete intersection
ring.
The arguments used by Kostant to prove the normality of nilpotent cones in
complex semisimple Lie algebras work equally well in our case. For convenience
we state below a lemma which incorporates several standard facts from algebraic
geometry.
Lemma 1.5. Let N ⊂ V be the zero set of homogeneous polynomial functions
ϕ1, . . . , ϕm ∈ k[V ]. Suppose that U ⊂ V is an open subset and E ⊂ V a vector
subspace such that E ∩N ⊂ {0} ∪ U and (dϕ1)u, . . . , (dϕm)u are linearly inde-
pendent at all points u ∈ U .
(1) If dimE m+ 1 then N is a complete intersection of codimension m in V
and the ideal IN = {ϕ ∈ k[V ] | ϕ(N)= 0} is generated by ϕ1, . . . , ϕm.
(2) If dimE m+ 2 then N is normal and irreducible.
Proof. Denote by X the closed subset of those u ∈ N for which (dϕ1)u, . . . ,
(dϕm)u are linearly dependent. Since ϕ1, . . . , ϕm are homogeneous, X is conical,
and by the hypotheses E ∩ X = {0}. Since every irreducible component of X
meets E at 0, the theorem on dimensions of intersections in an affine space
ensures that codimV X  dimE  m + 1. Now N is a fiber of the morphism
π :V → Am given by functions ϕ1, . . . , ϕm. By the theorem on dimension of
fibers codimV Z  m, and so Z ⊂ X, for each irreducible component Z of
N . If u ∈ Z \ X, then (dπ)u is surjective, whence π is smooth at u. This
shows, in particular, that codimV Z = m. Furthermore, each u ∈ N \ X is a
nonsingular point of N , and the kernel of the canonical homomorphism of
local rings OV,u → ON,u is generated by ϕ1, . . . , ϕm. Let I be the ideal of
k[V ] generated by ϕ1, . . . , ϕm. The ring A = k[V ]/I is Cohen–Macaulay by
[13, (16.A), (16.B)]. Each minimal prime ideal p ⊂ A corresponds to some Z
above, and if m ⊂ A is the maximal ideal corresponding to u ∈ Z \ X, then
the local ring Am ∼= ON,u is regular and, in particular, integral. It follows that
Ap is integral and Artinian, i.e., a field. If now a ∈ A is nilpotent, then its
annihilator ideal ann(a) is not contained in any such p. As the set of zero
divisors in a Cohen–Macaulay ring coincides with the union of minimal primes
[13, (16.C)], ann(a) contains a regular element, which means a = 0. Thus A
is reduced, and (1) is proved. Under assumptions of (2), codimZ Z ∩ X  2
for each irreducible component Z of N . Then N is smooth in codimension 1,
whence N is normal by Serre’s criterion [13, (17.I)]. As N is a disjoint union
of its irreducible components, each of which has to contain 0, the variety N is
irreducible. ✷
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2. The open set of regular elements
Given f ∈ B2n, we define f [1] = f and, inductively, f [pi ] = (f [pi−1])[p] for
i > 0. For each integer a  0 denote by a0, a1, a2, . . . the coefficients in the p-adic
expansion a =∑i0 aipi with 0 ai < p, and put
f [a] =
∏
i0
(
f [pi ]
)ai ∈ B2n.
Denote also
U = {f ∈ B2n ∣∣ f,f [p], . . . , f [pn−1] are linearly independent modulo k +m2}
where m is the maximal ideal of B2n. The elements in U are regular in as much
as our further results are concerned. Because the term “regular” has so many
different meanings, the reader is warned that its usage here is limited to the
specific context of the present article.
Lemma 2.1. Let TFp ⊂ B2n be the Fp-linear span of elements t1, . . . , tn where
ti = (1+ xi)xn+i and Fp ⊂ k the prime subfield. Then every Fp-linear invertible
transformation τ of TFp extends to an automorphism θ ∈G such that θ(V )= V
where V = k + kx1 + · · · + kxn +m2.
Proof. Put yi = 1+ xi for i = 1, . . . , n. The elements t1, . . . , tn, y1, . . . , yn form
a minimal system of generators for B2n and satisfy the relations tpi = 0, ypi = 1,[ti , tj ] = [yi, yj ] = 0, [yj , ti] = δij yj .
Denote X = HomFp (TFp ,Fp), and let B ⊂ B2n be the Lagrangian subalgebra
generated by x1, . . . , xn. For each α ∈X the algebra B contains a unique element
yα such that ypα = 1 and [yα, t] = α(t)yα for all t ∈ TFp . In fact yα = yr11 · · ·yrnn
where ri ∈ Z are such that α(ti )= ri1. We have yαyβ = yα+β for α,β ∈X so that
B is isomorphic with the group algebra of the additive group X.
Put t ′i = τ (ti). Then t ′1, . . . , t ′n are a basis for TFp over Fp . Denote by
ε′1, . . . , ε′n the elements of the dual basis of X, and put y ′i = yε′i . Then y ′1, . . . , y ′n
generate the algebra B , whence t ′1, . . . , t ′n, y ′1, . . . , y ′n is a minimal system of
generators for B2n. We have the relations t ′i
p = 0, y ′ip = 1, [t ′i , t ′j ] = [y ′i , y ′j ] = 0,
[y ′j , t ′i ] = δij y ′j . Now the assignments ti → t ′i , yi → y ′i define an automorphism
θ ∈ AutB2n. Furthermore, θ([f,g]) = [θ(f ), θ(g)] for all f,g ∈ B2n since it
suffices to verify this identity on a set of generators for B2n. Thus θ ∈ G. By
construction θ(B)= B . Since V = B+m2 andm2 is stable under automorphisms,
we get θ(V )= V . ✷
Proposition 2.2. (1) The subset U is nonempty, Zariski open in B2n and stable
under G. Its complement B2n \U has codimension at least 2 in B2n.
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(2) For each f ∈ U its centralizer z(f ) = {g ∈ B2n | [f,g] = 0} is a
Lagrangian subalgebra with basis elements f [a], 0  a < pn. In particular,
dim z(f )= pn.
(3) The subset Us = {f ∈ B2n | fs ∈ U}, where fs denotes the [p]-semisimple
component of f , is nonempty, Zariski open in B2n and G-stable. Furthermore,
Us ⊂U and z(f )= z(fs ) for every f ∈ Us .
(4) f [p] ∈ Us if and only if f ∈ Us .
Proof. (1) If θ ∈ G then θ(f [p]) ≡ θ(f )[p] (modk), whence θ(f [pi ]) ≡
θ(f )[pi ] (modk) for all f ∈ B2n and i  0 by induction on i . Since k + m2 is
stable under θ , it is immediate that so is U too.
Suppose that V is a vector subspace of codimension n in B2n such that
V ⊃ k + m2. Let e1, . . . , en be a basis for a complement of V in B2n. For each
i we can write f [pi ] ≡ ∑nj=1 λij (f )ej (modV ) where λij are homogeneous
polynomial functions of degree pi on B2n. Denote by ∆(f ) the determinant
of the square matrix [λij (f )]i=0,...,n−1j=1,...,n . Then ∆ is a homogeneous polynomial
function of degree (pn − 1)/(p − 1) on B2n. Note that ∆(f ) = 0 if and only if
f,f [p], . . . , f [pn−1] are linearly independent modulo V . It is clear that f ∈ U if
and only if f lies in the open subset {f ∈B2n |∆(f ) = 0} defined with respect to
a suitable subspace V as above. Hence U is open.
We take now V as in Lemma 2.1 and put Z = {f ∈ B2n | ∆(f ) = 0}, so
that B2n \ U ⊂ Z. Let ti , yi , TFp , X have the same meaning as in Lemma 2.1.
Extend each α ∈ X to a linear function on T = kTFp . Note that the monomial
y
r1
1 · · ·yrnn ts11 · · · tsnn is an eigenvector for Dti with eigenvalue −ri1. Thus Dti is
a diagonalizable linear transformation of B2n with all eigenvalues in Fp , that is,
Dpti = Dti . We see that Dt1, . . . ,Dtn span an n-dimensional torus. If t ∈ T then
t ∈ Z if and only if Dt generates a torus of dimension less than n, which means
that t ∈ Tα = kerα for some 0 = α ∈X. There are pn− 1 nonzero elements in X,
hence (pn−1)/(p−1) distinct hyperplanes Tα ⊂ T . It follows that the restriction
of ∆ to T coincides up to a scalar multiple with the product of (pn − 1)/(p− 1)
nonproportional elements of X.
Put GV = {θ ∈G | θ(V )= V }. If θ ∈GV then clearly ∆(θf )= det(θV )∆(f )
where θV is the invertible linear transformation of the vector space B2n/V
induced by θ . Hence Z is stable under GV , and GV permutes the irreducible
components of Z. Let Z1, . . . ,Zm be all irreducible components of Z which
are GV -conjugate to one chosen irreducible component. Then Z1 ∪ · · · ∪ Zm is
the zero locus of a polynomial function ∆′ on B2n which divides ∆. Now ∆′|T
is up to a scalar multiple a product of some α ∈ X. Suppose that 0 = α ∈ X
occurs as a factor of ∆′|T , and let 0 = β ∈ X be any element. Both Tα and
Tβ are spanned by elements from TFp . Hence there exists an invertible linear
transformation τ :T → T such that τ (TFp)= TFp and τ (Tα)= Tβ . By Lemma 2.1
τ extends to an automorphism θ ∈ GV . Since Tα is contained in a GV -stable
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set Z1 ∪ · · · ∪ Zm, the same is valid for Tβ as well. In other words, β divides
∆′|T . It follows that deg∆′ = deg∆, and ∆′ =∆ up to a scalar multiple. Thus all
irreducible components of Z are conjugate to each other with respect to GV . If
one of the components were contained inB2n\U , we would getB2n\U = Z. This
is, however, impossible. Indeed, consider the linear span T ′ of t ′1, . . . , t ′n where
t ′i = xi(1+ xn+i ). As T ′ ∩ (k +m2)= 0 and Dt ′1, . . . ,Dt ′n span an n-dimensional
torus, we have T ′ ∩U = ∅. On the other hand T ′ ⊂ V ⊂Z by construction. Thus
no irreducible component of B2n \U has codimension 1 in B2n.
(2) Assume f ∈ U . Denote by B ⊂ B2n the associative subalgebra generated
by f,f [p], . . . , f [pn−1]. Then B is Lagrangian by the definition of U , and so the
elements f [a] with 0 a < pn form a basis for B . Note that z(f )= z(B) where
z(B)= B by Lemma 1.2.
(3) and (4). If θ ∈G then θ ◦Df ◦ θ−1 =Dθf for all f ∈ B2n. If f = fs + fn
is the Jordan–Chevalley decomposition then we deduce that Dθf = Dθfs +Dθfn
where Dθfs is semisimple, Dθfn nilpotent, and [θfs, θfn] = 0. It follows that
D(θf )s = Dθfs , i.e., (θf )s ≡ θfs (modk). Since U is G-stable, it is immediate
now that so is Us too. Let T be as in the proof of (1). As we have seen, T ∩U = ∅.
Take f ∈ T ∩U . SinceDf is diagonalizable, we have f ≡ fs modulo k. It follows
fs ∈ U , and so Us = ∅.
Given f ∈ B2n, let m 0 be the largest integer such that f,f [p], . . . , f [pm−1]
are linearly independent modulo k + m2. Since k + m2 is a p-Lie subalgebra
in B2n, we deduce that f [p
i ] is a linear combination of f,f [p], . . . , f [pm−1] mod-
ulo k+m2 for all i m. Hence f ∈U if and only if dimg(f )/g(f )∩ (k+m2)
nwhere g(f )⊂ B2n denotes the linear span of all elements f [pi ] with i  0. Since
fs ∈ g(f ), we have g(fs)⊂ g(f ), and so fs ∈ U implies f ∈U . Thus Us ⊂U .
Since g(fs)= g(f [p]s ), our previous observations show that fs ∈ U if and only
if f [p]s ∈ U . This gives (4) since f [p]s is the semisimple component of f [p]. There
exists r > 0 such that f [pr ] is semisimple for every f ∈ B2n. Then f ∈ Us if and
only if f [pr ] ∈U . In other words,Us = q−1(U) where q :B2n →B2n, f → f [pr ],
is a polynomial map. Since U is open, so is Us too.
Obviously, z(f )⊂ z(fs). If f ∈ Us then dim z(f )= dim z(fs) in view of (2),
whence z(f )= z(fs ). ✷
Remark. Krylyuk [10] computed the dimensions of generic centralizers and
stabilizers of generic linear functions in the Hamiltonian algebras related to the
Poisson algebra B2n using essentially the open subset Us .
3. Construction of invariants
Lemma 3.1. The assignment f → f [a] defines a homogeneous of degree
a polynomial map B2n → B2n which is G[p]-invariant and L-invariant. If t is
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a scalar indeterminate and f,g ∈B2n then
(f + tg)[a] = f [a] + t
∑
{i0 |pia}
aif
[a−pi ]Dpi−1f (g)
+ terms divisible by t2.
Proof. The homogeneity and invariance are immediately derived from the special
case of a = p. The formula ([p]3) from Section 1 gives (f + tg)[p] ≡ f [p] +
tDp−1f (g), and by iteration (f + tg)[p
i ] ≡ f [pi ] + tDpi−1f (g) (mod t2) for all
i  0. The formula for (f + tg)[a] is also immediate now. ✷
Proposition 3.2. (1) There are uniquely determined polynomial functions ϕ1, . . . ,
ϕpn on B2n such that the following relation holds true for all f ∈ B2n:
f [pn] +
pn∑
a=1
ϕa(f )f
[pn−a] = 0. (∗)
(2) The functions ϕa are G[p]-invariant and L-invariant. Furthermore, ϕa is
homogeneous of degree a.
(3) aϕa(f )= ϕ1(f [a]) for 0 a < pn with the convention that ϕ0(f )= 1.
(4) ϕ′a(f, g)= ϕ1(f [a−1]g) for 0 < a  pn.
(5) ϕ1 is a nonzero linear function such that kerϕ1 = [B2n,B2n].
(6) The symmetric bilinear form β(f,g) = ϕ1(fg) defined on B2n is nonde-
generate. If f ∈ Us then the restriction of β to z(f ) is nondegenerate.
Proof. Clearly, f [pn] ∈ z(f ). If f ∈ U then it follows from the description of
z(f ) in Proposition 2.2 that f [pn] is a uniquely determined linear combination of
the elements f [a] with 0  a < pn. Hence we can define the functions ϕa on U
so that (∗) is fulfilled for all f ∈U .
We claim that the functions ϕa are regular on U . Suppose that V ⊂ B2n
is a subspace of codimension pn. Put UV = {f ∈ U | B2n = z(f ) ⊕ V }, and
choose elements eb , 1  b  pn, such that B2n = ke1 ⊕ · · · ⊕ kepn ⊕ V . We
can write f [a] ≡∑pnb=1 λab(f )eb (modV ) where λab are polynomial functions
on B2n. Then UV consists precisely of those f ∈ U for which the square matrix
[λab(f )]a=0,...,p
n−1
b=1,...,pn is invertible. In particular, UV is an open subset of U . For
f ∈ UV we have an expression eb ≡∑pn−1a=0 µba(f )f [a] (modV ) where µba are
regular functions on UV . Now
f [pn] ≡
pn∑
b=1
pn−1∑
a=0
λpn,b(f )µba(f )f
[a] (modV ).
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Since z(f )∩V = 0, we get f [pn] =∑pnb=1∑pn−1a=0 λpn,b(f )µba(f )f [a]. It follows
that ϕa(f ) = −∑pnb=1 λpn,b(f )µba(f ), which is a regular function on UV .
Clearly U is the union of its open subsets UV defined for different V . Hence
ϕa is regular on U .
Now ϕa are rational functions on B2n. Since B2n \ U has no irreducible
components of codimension 1, the ϕa’s extend to polynomial functions on
the whole B2n. Since (∗) is fulfilled on an open subset of B2n, it is fulfilled
everywhere. That completes the proof of (1).
We may always assume that f ∈ U when verifying that two polynomial
functions in f coincide. Recall that 1, f, . . . , f [pn−1] are linearly independent
under this assumption. Multiplying (∗) by λpn , where λ ∈ k, and noting that
(λf )[c] = λcf [c] for all c 0, we deduce ϕa(λf )= λaϕa(f ). Similarly, applying
θ ∈G[p] to (∗), we get ϕa(θf )= ϕa(f ) since θ(f [c])= (θf )[c].
We put formally ϕ0(f )= 1. Then (∗) is rewritten as ∑b+c=pn ϕb(f )f [c] = 0.
Let f,g,h ∈ B2n. Now substitute f + tg for f in (∗) where t is a scalar
indeterminate and compare the coefficients of t . Using Lemma 3.1, we get∑
b+c=pn
(
ϕ′b(f, g)f [c] + ϕb(f )
∑
{i0 |pic}
cif
[c−pi ]Dpi−1f (g)
)
= 0. (∗∗)
Substitute here Df (g) for g. We have
∑
{i0 |pic} cif [c−p
i ]Dpif (g) = [f [c], g],
and
∑
b+c=pn ϕb(f )[f [c], g] = 0 in view of (∗). Hence
∑
b+c=pn ϕ′b(f, [f,g])×
f [c] = 0. This is a linear combination of 1, f, . . . , f [pn−1] since ϕ′0 = 0. It follows
ϕ′a(f, [f,g])= 0, i.e., Dgϕa = 0 for all a. That completes the proof of (2).
Suppose now g ∈ z(f ). Then Dpi−1f (g)= 0 for all i > 0, and (∗∗) reduces to
the equality∑
b+c=pn
ϕ′b(f, g)f [c] +
∑
b+c=pn, c>0
c0ϕb(f )f
[c−1]g
=
∑
b+c=pn
ϕ′b(f, g)f [c] −
∑
b+c=pn−1
bϕb(f )f
[c]g = 0
since c0 ≡ c≡−b (modp) in the left hand sum. Take g = f [a] where 0 a < pn.
Note that f [c]f [a] = λf [d] where λ ∈ k and d is an integer, 0  d < pn, such
that di = ci + ai or di = ci + ai − p for each i = 0, . . . , n − 1 depending on
whether ci + ai < p or not. We have di < p − 1 in all cases except when
ci + ai = p− 1. Hence d < pn− 1 in all cases except when c+ a = pn− 1. Note
also that ϕ′1(f, g) = ϕ1(g) since ϕ1 is a linear function. Thus the coefficient of
f [pn−1] in the displayed equation above equals ϕ1(f [a])−aϕa(f ). If f ∈U , then
1, f, . . . , f [pn−1] are linearly independent, whence ϕ1(f [a]) = aϕa(f ). Since
both sides of the last equality are polynomial functions on B2n, it is fulfilled
everywhere. We get (3).
S. Skryabin / Journal of Algebra 256 (2002) 146–179 159
We now prove (5). The L-invariance of the linear function ϕ1 means that
ϕ1 vanishes on [B2n,B2n]. Suppose that ϕ1 = 0. Then ϕa = 0 for all a ≡
0 (modp) according to (3). By (∗) f [pn] is a linear combination of elements
f [c] with c < pn, c ≡ 0 (modp). Any such f [c] is, modulo k + m2, a linear
combination of elements f [pi ] with 0 < i < n. Thus f [p], . . . , f [pn−1], f [pn]
are linearly dependent modulo k + m2, and so f [p] /∈ U for every f ∈ B2n.
But this contradicts Proposition 2.2(4). Thus ϕ1 = 0. As is easily checked
straightforwardly, [B2n,B2n] is a subspace of codimension 1 in B2n spanned
by the monomials xr11 · · ·xr2n2n with ri < p − 1 for at least one i . It follows
kerϕ1 = [B2n,B2n].
The kernel of β coincides with the largest associative ideal of B2n contained
in kerϕ1. Any nonzero associative ideal of B2n contains the element y =
x
p−1
1 · · ·xp−12n . Since y /∈ [B2n,B2n], the bilinear form is nondegenerate. Suppose
that f ∈ Us so that z(f ) = z(fs) by Proposition 2.2. We have then B2n =
z(f ) ⊕ [fs,B2n] and ϕ1(u[fs, v]) = ϕ1([fs,uv]) = 0 for all u ∈ z(f ), v ∈ B2n.
As z(f ) is orthogonal to [fs,B2n] with respect to β , the second assertion in (6) is
clear.
Now multiply (∗∗) by h ∈ z(f ) and apply ϕ1 to both sides of the equality
obtained. Since
hf [c−pi ]Dpi−1f (g)=Dp
i−1
f
(
ghf [c−pi ]
)⊂ [B2n,B2n] = kerϕ1
for all i > 0, we get
ϕ1
( ∑
b+c=pn
ϕ′b(f, g)f [c]h
)
= −ϕ1
( ∑
b+c=pn, c>0
c0ϕb(f )f
[c−1]gh
)
=
∑
b+c=pn−1
ϕ1
(
f [b]
)
ϕ1
(
f [c]gh
)
where we first used the equality −c0ϕb(f ) = bϕb(f ) = ϕ1(f [b]) for c > 0 and
then substituted c+ 1 for c. We claim that∑
b+c=pn−1
ϕ1
(
f [b]
)
ϕ1
(
f [c]gh
)= ∑
b+c=pn−1
ϕ1
(
f [b]h
)
ϕ1
(
f [c]g
)
when h= f [a] with 0 a < pn. In fact both left and right sides can be rewritten
as ∑
0d<pn, 0e<pn,
di+ei ≡ai−1 (modp) for i=0,...,n−1
λdeϕ1
(
f [d]
)
ϕ1
(
f [e]g
)
with λde = ∏i∈Ide (f [pi ])p ∈ k where Ide ⊂ {0,1, . . . , n − 1} is the subset
consisting of those i for which ei < ai in one case and di < ai in the other. Note
that for any pair of indices d, e occurring in the sum we have either di+ei = ai−1
or di + ei = ai + p − 1. One sees that each of the two conditions ei < ai and
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di < ai is equivalent to di + ei = ai − 1. Thus the subsets Ide are the same in both
cases. We now arrive at the equality
ϕ1
( ∑
b+c=pn
ϕ′b(f, g)f [c]h
)
=
∑
b+c=pn−1
ϕ1
(
f [b]h
)
ϕ1
(
f [c]g
)
= ϕ1
( ∑
b+c=pn−1
ϕ1
(
f [c]g
)
f [b]h
)
when h= f [a]. Suppose that f ∈ Us . Then z(f ) is spanned by the elements f [a]
with 0 a < pn, so that the equality above holds for all h ∈ z(f ). Applying (6),
we get ∑
b+c=pn
ϕ′b(f, g)f [c] =
∑
b+c=pn−1
ϕ1
(
f [c]g
)
f [b].
Extracting the coefficients of f [pn−a], we deduce (4). ✷
Remark. Assertions (3) and (5) show that f [a] ∈ [B2n,B2n] whenever 0 a < pn
and p | a.
Denote by κ :B2n → k the homomorphism of associative algebras with
kernel m. Put κi(f )= κ(f [pi ]). Thus κi is a homogeneous polynomial function
of degree pi on B2n. It is G[p]-invariant and L0-invariant. We mention also that
κ = κ0 is a G-invariant function.
Lemma 3.3. The differentials of pn + n functions ϕ1, . . . , ϕpn, κ0, . . . , κn−1 are
linearly independent at all f ∈U .
Proof. For g ∈ B2n we have (dϕa)f (g) = ϕ′a(f, g) = β(f [a−1], g) by Proposi-
tion 3.2, and (dκi)f (g) = κ ′i (f, g) = κ(Dp
i−1
f (g)) in view of Lemma 3.1. Since
1, . . . , f [pn−1] are linearly independent and β is nondegenerate, (dϕ1)f , . . . ,
(dϕpn)f are linearly independent. It remains to show that the linear func-
tions (dκ0)f , . . . , (dκn−1)f have linearly independent restrictions to the sub-
space V = ⋂pna=1 ker(dϕa)f . Note that V is the orthogonal complement of
z(f ) with respect to β . Since β is L-invariant, z(f ) coincides with the or-
thogonal complement of the subspace [f,B2n]. It follows V = [f,B2n]. Now
(dκi)f ([f,g]) = κ([f [pi ], g]). The elements yi = f [pi ] − κ(f [pi ]) with 0 
i < n lie in m and generate the Lagrangian subalgebra z(f ). As we have seen
in the proof of Lemma 1.2 there exist elements z0, . . . , zn−1 ∈ m such that
[f [pi ], zj ] = [yi, zj ] ≡ δij (modm) for all 0  i, j < n. Then [f, zj ] ∈ V and
(dκi)f ([f, zj ])= δij . Thus we are done. ✷
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Theorem 3.4. The algebra of invariants k[B2n]L (respectively k[B2n]L0 ) is gen-
erated over k[B2n](p) by ϕ1, . . . , ϕpn (respectively by ϕ1, . . . , ϕpn , κ0, . . . , κn−1).
Both algebras are free over k[B2n](p) and are locally complete intersection rings.
Proof. Apply Theorem 1.4 for V = B2n and g= B2n or g= m2 operating on V
via the homomorphism g→ L. Since dim z(f )= pn for all f in an open subset
of B2n, we have cg(V ) = p2n − pn in case of g = B2n. If f ∈ U then z(f ) is
a Lagrangian subalgebra, whence dim z(f ) ∩ m2 = pn − n− 1. Now dimm2 =
p2n − 2n− 1, and it follows that cg(V ) = codimm2 z(f ) ∩ m2 = p2n − pn − n
in case of g = m2. Thus we have the correct number of invariant functions
m = pn (respectively m = pn + n). Lemma 3.3 and Proposition 2.2 show that
the hypotheses of Theorem 1.4 are fulfilled. ✷
In order to get the G-invariant functions we need to modify our construction
slightly. For a  0 put
f 〈a〉 =
∏
i0
(
f [pi ] − κi(f )
)ai .
Thus f 〈pi〉 = f [pi ] − κi(f ) is the unique element g ∈ m such that Dg = Dp
i
f . It
is clear that the polynomial map B2n → B2n given by assignment f → f 〈a〉 is
G-invariant and homogeneous of degree a.
Proposition 3.5. (1) There are uniquely determined polynomial functions ϕ˜1,
. . . , ϕ˜pn−1 on B2n such that the following relation holds true for all f ∈ B2n:
f 〈pn〉 +
pn−1∑
a=1
ϕ˜a(f )f
〈pn−a〉 = 0.
(2) The functions ϕ˜a are G-invariant and homogeneous with deg ϕ˜a = a.
(3) ϕ˜a(f )=∑ab=1(−1)a−b(a−1b−1)κ(f [a−b])ϕb(f ) for all f ∈B2n and 0 < a < pn.
(4) ϕa(f )=∑ab=1 (a−1b−1)κ(f [a−b])ϕ˜b(f ) for all f ∈B2n and 0 < a < pn.
(5) ϕpn(f )=−κn(f )−∑pn−1b=1 (−1)bκ(f [pn−b])ϕ˜b(f ) for all f ∈B2n.
(6) The differentials of pn + n functions ϕ˜1, . . . , ϕ˜pn−1, κ0, . . . , κn are linearly
independent at all f ∈U .
Proof. If f ∈ U then the elements f 〈pi〉 with 0 i < n are linearly independent
modulo m2, whence the elements f 〈a〉 with 0 a < pn form a basis for z(f ). In
particular, the equality in (1) characterizes the ϕ˜a’s uniquely. Now note that
f [a] =
∑
b0+c0=a0,
b1+c1=a1,...
∏
i0
(
ai
ci
)
κ
(
f [pi ]
)bi (f 〈pi 〉)ci = ∑
b+c=a
(
a
c
)
κ
(
f [b]
)
f 〈c〉,
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as
(
a
c
)≡∏(ai
ci
)
(modp). By Proposition 3.2,
0 =
∑
b+c=pn
ϕb(f )f
[c] =
∑
b+d+e=pn
(
d + e
e
)
ϕb(f )κ
(
f [d]
)
f 〈e〉
=
∑
a+e=pn
ϕ˜a(f )f
〈e〉
where we put ϕ˜a(f ) = ∑b+d=a (pn−bpn−a)ϕb(f )κ(f [d]) for a = 0, . . . , pn. Here
ϕ˜0 = 1. If 0 < a < pn, then
(
pn
pn−a
) ≡ 0 and (pn−b
pn−a
) ≡ (−1)a−b(a−1
b−1
)
(modp)
for b > 0, so that the ϕ˜a’s are given by the formula in (3). Note that f 〈0〉 = 1
and f 〈e〉 ∈ m whenever e > 0. It follows from the displayed equality above that
ϕ˜pn = 0, and we come to (1). Assertion (2) is a consequence of properties of maps
f → f 〈a〉.
Using the relation f 〈a〉 =∑b+c=a(−1)b(ac)κ(f [b])f [c], we deduce similarly
0 =
∑
b+c=pn
ϕ˜b(f )f
〈c〉 =
∑
b+d+e=pn
(−1)d
(
d + e
e
)
ϕ˜b(f )κ
(
f [d]
)
f [e],
which proves (4) and (5). For each a = 1, . . . , pn the function ϕa is expressed
as a polynomial in ϕ˜1, . . . , ϕ˜pn−1, κ0, . . . , κn. Hence (dϕa)f is a linear com-
bination of (dϕ˜1)f , . . . , (dϕ˜pn−1)f , (dκ0)f , . . . , (dκn)f . Now (6) follows from
Lemma 3.3. ✷
Corollary 3.6. One has ϕ1 = ϕ˜1. The bilinear form β on B2n is L-invariant and
G-invariant.
We will use the notations ϕ˜0 = 1 and ϕ˜pn = 0 for consistency reasons. If λ ∈ k
then (f + λ)〈a〉 = f 〈a〉 for all a, whence also ϕ˜a(f + λ)= ϕ˜a(f ) for all a. This
shows that ϕ˜a induces a G-invariant polynomial function on L∼= B2n/k.
4. A universal construction and automorphisms
With each Lagrangian subalgebra B ⊂ B2n we will associate a Poisson algebra
F(B). The latter is attached to B in a canonical way in the sense that every
isomorphism of Lagrangian subalgebras τ :B→ B ′ compatible with the [p]-map
induces an isomorphism of Poisson algebras τ∗ :F(B)→ F(B ′). We will show
that B2n ∼= F(B), although this isomorphism depends on additional data. This
will enable us to prove that any isomorphism τ above extends to an element of
the group G of Poisson automorphisms of B2n.
We first recall one construction (see [20, Theorem 2.2], for a more general
treatment). Suppose that g is a p-Lie algebra and A an arbitrary algebra over k.
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Put F(g,A) = Hom(u(g),A) where u(g) is the restricted universal enveloping
algebra of g. With each x ∈ g we associate a linear transformation Dx of F(g,A)
defined by the rule (Dxf )(u) = f (ux) for f ∈ F(g,A) and u ∈ u(g). This
makes F(g,A) into a restricted g-module. Define a linear map π :F(g,A)→ A
by the rule π(f ) = f (1). Then for every u(g)-module M and a linear map
ξ :M →A there exists a unique g-module homomorphism η :M → F(g,A) such
that ξ = π ◦η. Explicitly, η(m)(u)= ξ(u ·m). In particular, if η satisfies π ◦η= 0
then necessarily η= 0. This shows also that kerπ contains no nonzero g-invariant
subspaces.
Using the universality property above, one sees easily that F(g,A) has
a unique g-invariant multiplication such that π is an algebra homomorphism.
The explicit formula involves the comultiplication in u(g) but we will not need
it. Now g operates on F(g,A) as a p-Lie algebra of derivations. Considering
next the trivial g-module k, we see that for every element a ∈ A there exists a
unique g-module homomorphism η : k→ F(g,A) such that π(η(1))= a. In other
words π maps the subalgebra of g-invariants F(g,A)g isomorphically onto A.
We will identify A with F(g,A)g by means of this isomorphism. After this
identification we have Dx(a) = 0 for all x ∈ g and a ∈ A. In our application
A will be commutative, associative and unital. Then F(g,A) inherits the same
properties.
Suppose that B ⊂ B2n is a Lagrangian subalgebra. By (2) of Lemma 1.2 B
is a p-Lie subalgebra containing the Lie center k of B2n. We apply the previous
construction taking g = B/k and A = B considered as an algebra with respect
to the associative multiplication. We thus obtain a commutative, associative and
unital algebra F(g,B) and a homomorphism of algebras π :F(g,B)→ B . With
each f ∈ B we have associated a derivation Df of F(g,B) which depends only
on the coset of f modulo k, so that D1 = 0. Furthermore, B is identified with the
subalgebra of elements g ∈ F(g,B) such that Df (g)= 0 for all f ∈ B . We have
π(g)= g for all g ∈B . Put
F(B)= {h ∈ F(g,B) ∣∣Dfg(h)= fDg(h)+ gDf (h) for all f,g ∈ B}.
Clearly F(B) is a subalgebra of F(g,B) and B ⊂ F(B). Since the Lie
multiplication in B is abelian, the B-submodule of DerF(g,B) generated by all
derivations Df with f ∈ B is an abelian Lie algebra too. It is immediate thereof
that F(B) is stable under all derivations Df .
Proposition 4.1. There exists a unique Poisson bracket on F(B) such that the
following identities hold for all f ∈ B and g,h ∈ F(B):
(1) Df ([g,h])= [Df (g),h] + [g,Df (h)].
(2) [f,g] =Df (g).
(3) π([g,h])= 0 whenever π(g)= 0 and π(h)= 0.
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Proof. Put J = {g ∈ F(B) | π(g)= 0}. Then F(B)= B ⊕ J and J is an ideal of
F(B). Define a linear map ξ :F(B)⊗2 →B setting
ξ(g⊗ h)=

0 when g,h ∈ J,
π
(
Dg(h)
)
when g ∈B,
−π(Dh(g)) when h ∈ B.
Note that Dg(h) = 0 = Dh(g) when g,h ∈ B , so that ξ is well defined. If the
required Poisson bracket on F(B) exists then the formula η(g ⊗ h) = [g,h]
defines a g-module homomorphism η :F(B)⊗2 → F(B) satisfying π ◦ η = ξ .
However, by the universality property of F(g,B) there exists a unique g-module
homomorphism η :F(B)⊗2 → F(g,B) such that π ◦ η = ξ . We put [g,h] =
η(g⊗h) ∈ F(g,B) for g,h ∈ F(B). We will have yet to check that η takes values
in F(B).
Identities (1) and (3) in the statement of the proposition are immediate from
the definition of η. The linear map α :B ⊗ F(B)→ F(B) defined by the rule
α(f ⊗ h)=Df (h) is clearly a g-module homomorphism and π ◦ α = ξ . Then α
coincides with the restriction of η by the universality property of F(g,B). Hence
(2) is also fulfilled.
We will construct several other g-module homomorphisms to obtain the
necessary identities. Consider first β :F(B)⊗2 → F(g,B) such that β(g ⊗ h)=
[g,h] + [h,g]. Then π ◦ β = 0, whence β = 0. Note that [f,f ] = Df (f ) = 0
for all f ∈ B . If g ∈ J then π([g,g])= 0 by (3) and Df ([g,g])= [Df (g), g] +
[g,Df (g)] = β(Df (g)⊗ g)= 0 for all f ∈ B , whence [g,g] ∈ F(g,B)g = B . It
follows that [g,g] = 0 for all g ∈ F(B).
Consider next γ :F(B)⊗3 → F(g,B), γ (f ⊗ g ⊗ h) = [fg,h] − f [g,h] −
g[f,h] for f,g,h ∈ F(B). If h ∈ B then, using (2) and the anticommutativity,
we can rewrite the value of γ as −Dh(fg) + fDh(g) + gDh(f ). As Dh is a
derivation, we get γ (f ⊗ g ⊗ h) = 0 in this case. The same is true whenever
f,g ∈ B as is immediate from (2) and the definition of F(B). If now h ∈ J and
either f ∈ J or g ∈ J then π([fg,h] − f [g,h] − g[f,h]) = 0 because J is an
ideal and π([J,J ])= 0 by (3). It follows that π ◦ γ = 0, and then γ = 0.
We can now show that [h,h′] ∈ F(B) for all h,h′ ∈ F(B). If f,g ∈ B then
fDg
([h,h′]) = f [Dg(h),h′]+ f [h,Dg(h′)]
= [fDg(h),h′]−Dg(h)[f,h′] + [h,fDg(h′)]
− [h,f ]Dg(h′)
= [fDg(h),h′]−Dg(h)Df (h′)+ [h,fDg(h′)]
+Df (h)Dg(h′).
Setting Df,g =Dfg − fDg − gDf , we deduce
Df,g
([h,h′])= [Df,g(h),h′]+ [h,Df,g(h′)]= 0,
as desired.
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Finally, consider the g-module homomorphism δ :F(B)⊗3 → F(B) such that
δ(f ⊗g⊗h)= [f, [g,h]]− [[f,g], h]− [g, [f,h]]. For f ∈B , δ(f ⊗g⊗h)= 0
as this equality reduces to (1). Since δ is skew-symmetric in its arguments, the
same is valid when either g ∈ B or h ∈ B . Now (3) means that [J,J ] ⊂ J , and
therefore δ(f ⊗ g ⊗ h) ∈ J whenever f,g,h ∈ J . It follows that π ◦ δ = 0, and
δ = 0. All necessary identities are now checked. ✷
Let C be an arbitrary Poisson algebra over k. Suppose that C = C′ ⊕ I
where C′ is an associative subalgebra and I an associative ideal of C such that
[C′,C′] = 0 and [I, I ] ⊂ I . Suppose also that C′ is endowed with a p-semilinear
transformation f → f [p] such that 1[p] = 0 andDpf =Df [p] for all f ∈C′, where
Df ∈ DerC denotes the adjoint derivation.
Proposition 4.2. (1) Under the above hypotheses every isomorphism of algebras
τ :C′ → B such that τ (f [p]) ≡ τ (f )[p] (modk) for all f ∈ C′ extends in
a unique way to a homomorphism of Poisson algebras σ :C → F(B) such that
σ(I)⊂ kerπ .
(2) If C = B2n, C′ = B and τ = idB then the homomorphism σ in (1) is an
isomorphism.
Proof. We may regard C′ as an abelian p-Lie algebra which operates on C by
means of the representation f → Df . Since [k,C] = 0, there is the induced
action of the factor algebra C′/k on C. Now τ induces an isomorphism of p-Lie
algebras C′/k → B/k, and so the p-Lie algebra g = B/k operates on C via
the inverse isomorphism. Let πC :C → C′ be the projection with respect to the
decomposition C = C′ ⊕ I . There exists then a unique g-module homomorphism
σ :C→ F(g,B) such that π ◦ σ = τ ◦ πC . It is immediate that σ(I)⊂ kerπ and
π ◦ σ |C ′ = τ = π ◦ τ . Hence σ |C ′ = τ by the uniqueness property for g-module
homomorphisms into F(g,B).
Consider the g-module homomorphism α : C ⊗ C → F(g,B) defined by the
rule α(g ⊗ h) = σ(gh) − σ(g)σ (h) for g,h ∈ C. Since π ◦ σ = τ ◦ πC is a
homomorphism of associative algebras, we get π ◦ α = 0, whence α = 0. Thus σ
is a homomorphism of associative algebras.
Note that the g-invariance of σ means that Dτ(g)(σ (h))= σ(Dg(h)) for g ∈ C′
and h ∈ C. If f,g ∈ C′ and h ∈C then(
Dτ(f )τ(g) − τ (f )Dτ(g) − τ (g)Dτ(f )
)
σ(h)
= σ ((Dfg − fDg − gDf )(h))= 0
by the properties of Poisson brackets. Since τ (C′)= B , we deduce σ(h) ∈ F(B).
Consider the g-module homomorphism β :C⊗C→ F(B) defined by the rule
β(g⊗ h)= σ([g,h])− [σ(g), σ (h)] for g,h ∈C. If g ∈ C′ then β(g⊗ h)= 0 in
view of the g-invariance of σ . By anticommutativity β(g ⊗ h) = 0 when h ∈ C′
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as well. If g,h ∈ I then β(g⊗ h) ∈ kerπ . Thus π ◦ β = 0, and so β = 0. In other
words, σ :C→ F(B) respects the Poisson brackets.
Clearly kerσ is an associative and a Lie ideal of C such that kerσ ⊂ I . Under
the assumptions of (2) kerσ is stable under ∂1, . . . , ∂2n ∈ L. It is easy to see
that B2n contains no nonzero proper associative ideals stable under ∂1, . . . , ∂2n.
It follows kerσ = 0.
Denote by T ⊂ Endk F (B) the associative subalgebra generated by all
derivations Df with f ∈ B and all operators of associative multiplications
by elements f ∈ B . Clearly T is commutative. We may identify B with the
subalgebra of associative multiplication operators in T . It is immediate from
the identity Dfg = fDg + gDf that T is generated as an algebra over B
by Dy1 , . . . ,Dyn where y1, . . . , yn ∈ m is any minimal system of generators
for B . Since Dpf = Df [p] is a B-linear combination of derivations Dy1, . . . ,Dyn
for every f ∈ B , we see that T is generated as a module over B by pn
elements Dr1y1, . . . ,D
rn
yn where 0  ri < p. Now define a linear map λ :F(B)→
HomB(T ,B) setting λ(h)(ψ)= π(ψ(h)) for h ∈ F(B) and ψ ∈ T . Then kerλ is
the largest T -invariant subspace contained in kerπ . As we know, kerπ contains
no nonzero g-invariant subspaces, whence kerλ= 0. We conclude
dimF(B) dim HomB(T ,B) pn dimB = p2n = dimB2n.
Comparing of dimensions yields σ(B2n)= F(B), i.e., σ is an isomorphism. ✷
Theorem 4.3. Suppose B,B ′ ⊂ B2n are Lagrangian subalgebras and I, I ′ ⊂ B2n
Lagrangian ideals such that B2n = B ⊕ I = B ′ ⊕ I ′. Then every isomorphism
of associative algebras τ :B → B ′ satisfying τ (f [p]) ≡ τ (f )[p] (modk) for all
f ∈ B extends uniquely to an automorphism θ ∈ G such that θ(I) = I ′. If,
moreover, τ (f [p]) = τ (f )[p] for all f ∈ B and both I and I ′ are closed under
the [p]-map then θ ∈G[p].
Proof. By Proposition 4.2 we have a commutative diagram
B2n
σ
F (B)
τ∗
F(B ′) B2nσ
′
B
id
B
τ
B ′ B ′id
where the upward arrows are the inclusion maps, the downward arrows on
the sides of the diagram are retractions with kernel I and I ′, respectively, the
downward arrows in the middle are canonical retractions, and the arrows in the
top row are the homomorphisms of Poisson algebras induced by the respective
algebra homomorphisms in the bottom row. Both σ and σ ′ are isomorphisms
by Proposition 4.2. The isomorphism τ−1 induces τ−1∗ :F(B ′)→ F(B), and it is
clear that τ−1∗ ◦ τ∗ and τ∗ ◦ τ−1∗ are both identity maps by the uniqueness property.
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Hence τ∗ is also an isomorphism. Now θ = σ ′−1 ◦ τ∗ ◦ σ is the required element
of G, and the uniqueness is also clear.
Suppose that τ commutes with the [p]-map and both I and I ′ are closed under
the [p]-map. Given g ∈ I , consider the element h= (τ∗ ◦σ)(g[p])−σ ′((θg)[p]) ∈
F(B ′). We have π(h)= 0 and
[
τ (f ),h
] = (τ∗ ◦ σ)([f,g[p]])− σ ′([θ(f ), (θg)[p]])
= −(τ∗ ◦ σ)
(Dpg (f ))+ (σ ′ ◦ θ)(Dpg (f ))= 0
for all f ∈ B . It follows that [B ′, h] = 0, whence h ∈ B ′ ∩ kerπ = 0. We deduce
that θ(g[p]) = θ(g)[p] for all g ∈ I . We have θ(f [p]) = θ(f )[p] for all f ∈ B
since θ |B = τ . By the Jacobson pth power formula the equality θ(f [p])= θ(f )[p]
holds then for all f ∈B2n. Thus θ ∈G[p]. ✷
Remark. In this section we never used an explicit expression for the Poisson
bracket on B2n. The only properties actually needed are:
(a) there exists a [p]-map making B2n into a p-Lie algebra,
(b) B2n contains no nonzero proper associative ideals which are stable under
all Df .
One can strengthen Theorem 4.3 as follows. Given two Poisson brackets
satisfying (a) and (b), a Lagrangian pair B, I with respect to the first bracket
and a Lagrangian pair B ′, I ′ with respect to the second bracket, every [p]-
compatible isomorphism τ :B → B ′ extends to an automorphism θ ∈ AutB2n
which transforms one Poisson bracket to another. Given a Poisson bracket
satisfying (a) and (b), there exist two n-dimensional tori T1, T2 ⊂ B2n such
that T1, T2 ⊂ m and B2n = k ⊕ T1 ⊕ T2 ⊕ m2. In fact, it is easy to ascertain
the existence of an n-dimensional torus T0 ∈ m2 as m2/m3 is a p-Lie algebra
operating faithfully on V = m/m2 as sp(V ) when p > 2 and as the commutant
of sp(V ) when p = 2. To obtain T1 and T2 one has to apply Winter’s switchings
of tori (see [24]) taking a certain amount of care. Now T1 generates a Lagrangian
subalgebra B and T2 a Lagrangian ideal I such that B2n = B ⊕ I . If T ′1, T ′2 and
B ′, I ′ are constructed similarly with respect to a second Poisson bracket satisfying
(a) and (b) then an isomorphism of tori T1 ∼= T ′1 extends to a [p]-compatible
isomorphism τ : B → B ′. It follows that any two Poisson brackets satisfying (a)
and (b) are conjugate with respect to AutB2n. This can be also derived from
the known results. A Poisson bracket satisfying (a) and (b) corresponds to a
Hamiltonian form on W2n which has to be exact by [17, Theorem 2.2]. According
to the classification of Hamiltonian forms on W2n [12], the exact Hamiltonian
forms belong to a single orbit with respect to AutB2n.
168 S. Skryabin / Journal of Algebra 256 (2002) 146–179
5. Cross section of regular classes
In the construction of cross sections in Theorem 5.2 we assume that x[p]i = 0
for all i = 1, . . . ,2n (see Lemma 1.1).
Lemma 5.1. Suppose f,h ∈ B2n and g ∈ m satisfy [f,g] = 1 and [f,h] ∈
gp−1B2n. If p = 2 assume also that g[2] = 0. Then(
f + gp−1h)[p] = f [p] − h+ gp−1h[g,h].
Proof. We will need a precise computation of terms occurring in the for-
mula ([p]3) from Section 1. Put y = gp−1h. As gp = 0, we have Dif (y) =
(−1)ii!gp−1−ih for i < p. Now s1(f, y)=Dp−1f (y)=−h. Note that [y,Dif (y] ∈
[gp−1B2n, g2B2n] = 0 for i < p− 2. In particular, sl(f, y)= 0 for 2 < l  p− 1.
If p > 2 then
2s2(f, y)=
[
y,Dp−2f (y)
]= [gp−1h,−gh]= (2−p)gp−1h[g,h].
We see also by induction on i that Diy(B2n)⊂ gi(p−2)B2n. If p > 2 then y[p] = 0
as y ∈m2 and D3y = 0. Suppose p = 2. We have
D2gh = (gDh + hDg)2 = (gDh)2 + [gDh,hDg] + (hDg)2
= g2D2h + g[h,g]Dh + ghD[h,g] + h2D2g
+ h[g,h]Dg
= Dgh[g,h]
since g2 = 0 and D2g = 0 by the assumptions on g. If h ∈ m then (gh)[2] ∈ m2,
whence (gh)[2] = gh[g,h]. In general, let h = λ + h′ where λ ∈ k and h′ ∈ m.
Then
(gh)[2] = (λg+ gh′)[2] = λ2g[2] + λg[g,h′] + gh′[g,h′]
= gh[g,h]. ✷
We adopt the convention that the product over an empty set is equal to 1. For
λ= (λ1, . . . , λn) ∈An and h ∈ k[x1, . . . , xn] ⊂ B2n define an element
uλ,h =
n∑
i=1
(
(−1)i−1(λi + xi)
i−1∏
j=1
x
p−1
n+j
)
+ (−1)n−1h
n∏
j=1
x
p−1
n+j ∈B2n
and consider the following affine subspaces of dimension pn + n and pn in B2n:
S = {uλ,h ∣∣ λ ∈An and h ∈ k[x1, . . . , xn]},
S0 =
{
uλ,h
∣∣ λ2 = · · · = λn = 0 and h ∈m∩ k[x1, . . . , xn]}.
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Theorem 5.2. (1) The invariant functions ϕ1, . . . , ϕpn , κ0, . . . , κn−1 (respectively
ϕ˜1, . . . , ϕ˜pn−1, κ) separate the G[p]-orbits (respectively G-orbits) on U .
(2) The morphisms of algebraic varieties ϕ :S → Apn+n and ϕ˜ :S0 → Apn
given by functions ϕ1, . . . , ϕpn , κ0, . . . , κn−1, and ϕ˜1, . . . , ϕ˜pn−1, κ , respectively,
are isomorphisms.
(3) One has S ⊂ U , and each G[p]-orbit (respectively G-orbit) on U meets S
(respectively S0) at a single point.
(4) The algebra of invariants k[B2n]G[p] (respectively k[B2n]G) is generated
by functions ϕ1, . . . , ϕpn , κ0, . . . , κn−1 (respectively ϕ˜1, . . . , ϕ˜pn−1, κ) which are
algebraically independent.
Proof. Let f,g ∈ U . Suppose κ(f ) = κ(g) and ϕ˜a(f ) = ϕ˜a(g) for all 1 
a < pn. The elements f 〈pi〉 (respectively g〈pi 〉) with 0  i < n lie in m and
generate the Lagrangian subalgebra z(f ) (respectively z(g)). It follows that
there exists an isomorphism of associative algebras τ : z(f )→ z(g) such that
f 〈pi〉 → g〈pi 〉 for each 0 i < n. We have τ (f 〈a〉)= g〈a〉 for all a < pn. Put
V = {h ∈ z(f ) ∣∣ τ (h〈p〉)= (τh)〈p〉}.
The assignment h → h[p] is a p-semilinear map on every Lagrangian subalgebra.
The same is true then for the map h → h〈p〉. Hence V is a subspace of z(f ).
If h = f 〈pi 〉 where i < n then h〈p〉 = f 〈pi+1〉 and τ (h)〈p〉 = g〈pi+1〉. Hence
f 〈pi〉 ∈ V for i < n− 1 by the construction of τ . Next,
τ
(
f 〈pn〉
)= τ(− pn−1∑
a=1
ϕ˜a(f )f
〈pn−a〉
)
=−
pn−1∑
a=1
ϕ˜a(g)g
〈pn−a〉 = g〈pn〉,
which shows that f [pn−1] ∈ V too. If h ∈ (m ∩ z(f ))2 then h〈p〉 = 0 and
τ (h)〈p〉 = 0 by Lemma 1.2. Finally, 1 ∈ V since 1〈p〉 = 0. Thus V = z(f ). As
h[p] = h〈p〉 + κ1(h), we get τ (h[p]) ≡ (τh)[p] (modk) for all h ∈ z(f ). In view
of Lemma 1.2 there exist Lagrangian ideals I, I ′ ⊂ B2n such that for B = z(f )
and B ′ = z(g) we meet the hypotheses of Theorem 4.3. The extension θ ∈ G
of τ satisfies θ(f ) = θ(f 〈1〉 + κ(f )) = g〈1〉 + κ(g) = g. Thus f and g are G-
conjugate.
Suppose now that ϕa(f )= ϕa(g) for all 1 a  pn and κi(f )= κi(g) for all
0  i < n. According to Proposition 3.5 ϕ˜a belongs to the subalgebra generated
by ϕ1, . . . , ϕpn, κ0, . . . , κn−1. Hence ϕ˜a(f ) = ϕ˜a(g) for all 1  a < pn, and we
can apply our previous construction of θ . Note that κn(f ) = κn(g) by (5) of
Proposition 3.5. Hence
τ
(
f [pi ]
)= τ (f 〈pi〉 + κi(f ))= g〈pi 〉 + κi(g)= g[pi ] for 0 i  n.
This means that the equality τ (h[p])= (τh)[p] holds for h= f [pi ] with 0 i < n.
As it holds also for h ∈ (m∩ z(f ))2 by Lemma 1.2 and for h= 1 since 1[p] = 0, it
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is fulfilled on the whole z(f ). Since I and I ′ can be chosen closed under the [p]-
map, we get θ ∈G[p] by Theorem 4.3. Thus f and g are G[p]-conjugate, which
completes the proof of (1).
Consider the element u= uλ,0 ∈ S. We prove by induction on r that
u[pr ] =
n∑
i=r+1
(
(−1)i−1−r (λi + xi)
i−1∏
j=r+1
x
p−1
n+j
)
for all r = 0, . . . , n
(note that for r = n the formula should be understood as u[pn] = 0). Denote by
wr the right-hand side of the formula. If r > 0 then wr−1 = f − gp−1wr where
f = λr + xr and g = xn+r . Note that f , g together with h = −wr satisfy the
hypotheses of Lemma 5.1, and furthermore [f,h] = [g,h] = 0 in this case. Hence
w
[p]
r−1 =wr , as required.
An arbitrary element v = uλ,h ∈ S can be written as
v = u+ (−1)n−1h
n∏
j=1
x
p−1
n+j where h ∈ k[x1, . . . , xn].
Put I = xn+1B2n+· · ·+x2nB2n. From the computations above we see at once that
u[pr−1] ≡ λr + xr (mod I) for each r = 1, . . . , n. In particular, u[pr−1] − λr ∈m.
Denote by
hu = h(u− λ1, u[p] − λ2, . . . , u[pn−1] − λn) ∈ k[u,u[p], . . . , u[pn−1]]
the image of h under the algebra homomorphism k[x1, . . . , xn] → B2n such that
xi → u[pi−1] − λi for all i = 1, . . . , n. We claim that
v[pr ] = u[pr ] + (−1)n−1−rhu
n∏
j=r+1
x
p−1
n+j for all r = 0, . . . , n− 1.
When r = 0, the formula follows from the fact that hu ≡ h (mod I). Suppose that
the formula is valid for r = s − 1 where 0 < s < n. Thus
v[ps−1] = u[ps−1] + xp−1n+s h′ where h′ = (−1)n−shu
n∏
j=s+1
x
p−1
n+j .
Apply Lemma 5.1 with f = u[ps−1], g = xn+s and h′ in place of h. By our
previous calculations f = λs + xs + gp−1w where w lies in the associative
subalgebra of B2n generated by the elements xi , xn+i with i > s. It follows
[f,g] = [xs, xn+s] = 1 and [f,xn+j ] = gp−1[w,xn+j ] for j > s. As [f,hu] = 0,
we get [f,h′] ∈ gp−1B2n. Thus the hypotheses of the lemma are fulfilled, and so
v[ps ] = u[ps ] − h′ + h′xp−1n+s [xn+s, h′]. (∗)
Observe that h′ ∈ xp−12n B2n, whence [xn+s, h′] ∈ xp−12n B2n, and h′[xn+s, h′] = 0.
It follows v[ps ] = u[ps ] − h′, which is the required formula for v[pr ] with r = s.
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For s = n we can repeat the arguments above until the formula (∗) is reached.
In this case h′ = hu. Since u[pn] = 0, we deduce v[pn] ≡ −hu ≡−h (mod I).
We have v[pr−1] ≡ u[pr−1] ≡ λr + xr (mod I) for each r = 1, . . . , n. In
particular, v, v[p], . . . , v[pn−1] are linearly independent modulo k + m2, and so
v ∈ U . By Proposition 2.2 z(v) coincides with the associative subalgebra of B2n
generated by v, v[p], . . . , v[pn−1]. Let π :B2n → k[x1, . . . , xn] be the retraction
with kernel I . It is clear that π maps z(v) isomorphically onto k[x1, . . . , xn].
Denote by
hv = h(v − λ1, v[p] − λ2, . . . , v[pn−1] − λn) ∈ z(v)
the image of h under the algebra homomorphism k[x1, . . . , xn] → B2n such that
xi → v[pi−1] − λi for all i = 1, . . . , n. Then π(hv) = h. As v[pn] ∈ z(v) and
π(v[pn])=−h, we conclude that v[pn] + hv = 0.
By the above calculations κi−1(v) = λi for i = 1, . . . , n and ϕa(v) is equal
to the coefficient of v[pn−a] in the expansion of hv for a = 1, . . . , pn. Given
(µ1, . . . ,µn) ∈An and (ν1, . . . , νpn) ∈Apn , there exists a unique v ∈ S such that
κi−1(v) = µi for all i = 1, . . . , n and ϕa(v) = νa for all a = 1, . . . , pn. In fact
we must take λi = µi and h =∑a+b=pn,a>0 νa∏ni=1(xi + λi)bi (recall that we
denote by bi the p-adic coefficients of b). Thus ϕ is bijective, and the inverse map
A
pn+n → S is a morphism of algebraic varieties.
We have v〈pi−1〉 = v[pi−1] − λi for i = 1, . . . , n. If h ∈ m, then hv ∈m, and it
follows that v〈pn〉 = v[pn], so that v〈pn〉 + hv = 0. Hence ϕ˜a(v) is the coefficient
of v〈pn−a〉 in the expansion of hv as a linear combination of v〈b〉 with 0 < b < pn.
We conclude as before that ϕ˜ is an isomorphism. The proof of (2) is complete.
We have checked already that S ⊂U . The remainder of (3) is immediate from
(1) and (2). Let k[U ] be the algebra of regular functions on U . The restriction
homomorphisms k[U ]G → k[S0] and k[U ]G[p] → k[S] are injective by (3) and
surjective by (2). Since B2n \ U has codimension at least 2 in B2n, there is an
equality k[B2n] = k[U ]. That gives (4). ✷
Remark. If N denotes the null fiber of the morphism B2n →Apn+n (respectively
B2n → Apn ) given by invariant functions of Theorem 5.2, then it can be shown
that the codimension of N ∩ m3 in B2n is less than pn + n (respectively pn)
provided that either p or n is big enough. This means that k[B2n] is a free module
neither over k[B2n]G[p] nor over k[B2n]G.
Corollary 5.3. If y = xp−11 · · ·xp−12n then ϕ1(y) = (−1)n−1 and ϕa(y) = 0 for
a > 1.
Proof. Let v = u0,th ∈ S where t ∈ k and h = xp−11 · · ·xp−1n . Then v = u +
(−1)n−1ty where u= u0,0. By calculations in the proof of the theorem ϕa(v) is
equal to the coefficient of v[pn−a] in the expansion of thv = t∏n−1i=0 (v[pi ])p−1 =
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tv[pn−1]. Hence ϕ1(v) = t and ϕa(v) = 0 for a > 1. As ϕa is homogeneous
of degree a, we have ϕa(v) = (−1)(n−1)ataϕa(y) modulo a polynomial in t of
degree < a. Comparing the coefficients of ta , we find ϕa(y). ✷
We conclude this section with a result which has a bearing on the representa-
tion theory of the Poisson algebra in view of [16, Theorem 5.4]. I will investigate
the representations more thoroughly in a forthcoming article.
Corollary 5.4. Suppose that f ∈ U , and let K denote the asymptotic cone of the
orbit G[p]f . Then K ∩U is nonempty.
Proof. We may assume that f = uλ,h ∈ S. For 0 = t ∈ k define θt ∈ AutB2n
setting θt (xi) = t−pi−1xi and θt (xn+i ) = tpi−1xn+i for i = 1, . . . , n. One checks
readily that θt ∈G[p]. We have
θt (f ) = t−1u+
n∑
i=1
(
(−1)i−1λi tpi−1−1
i−1∏
j=1
x
p−1
n+j
)
+ (−1)n−1tpn−1θt (h)
n∏
j=1
x
p−1
n+j
where u= u0,0 =∑ni=1(−1)i−1xi∏i−1j=1 xp−1n+j . Since h ∈ k[x1, . . . , xn], the map
t → θt (h) is polynomial in t−1 of degree<pn. Hence θt (f )= t−1u+ψ(t) where
ψ(t) is a polynomial map in t .
Let Z ⊂ B2n ⊕ k be the closure of the set of elements (tg, t) with t ∈ k \ {0}
and g ∈G[p]f . Denote by η :Z→ k the restriction of the projection B2n⊕ k→ k
onto the second summand. Then K = η−1(0) by [9, Chapter II, 4.2]. We have
(u+ tψ(t), t) = (tθt (f ), t) ∈ Z for t = 0, whence (u,0) ∈ Z as well. It follows
u ∈K , and it remains to notice that u ∈ S ⊂U . ✷
6. Semisimple and nilpotent elements
Denote by Zs the closure of the set of [p]-semisimple elements and by N the
closed set of [p]-nilpotent elements in B2n.
Lemma 6.1. (1) ϕa(f [p])= ϕ˜a(f [p])= ϕ˜a(f )p if a = pn−pi , i = 0, . . . , n, and
ϕa(f
[p])= ϕ˜a(f [p])= 0 otherwise.
(2) f [pn+1] is [p]-semisimple for any f ∈ B2n.
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Proof. If c = 0 and c = pi for i = 0, . . . , n then f 〈c〉 ∈ n2, where n is the
maximal ideal of the associative subalgebra k[f,f [p], . . . , f [pn−1]] ⊂ B2n. We
have (f 〈c〉)[p] = 0 for such integers c (see Lemma 1.2), and it follows
n∑
i=0
ϕ˜pn−pi (f )pf [p
i+1] =
( ∑
b+c=pn
ϕ˜b(f )f
〈c〉
)[p]
= 0.
Taking the projection onto m with respect to the decomposition B2n = k ⊕ m,
we get a zero linear combination of f 〈p〉, . . . , f 〈pn+1〉 with the same coefficients.
If f ∈ Us then f [p] ∈ Us by Proposition 2.2. In this case ϕa(f [p]) (respectively
ϕ˜a(f
[p])) is the coefficient of f [b] (respectively f 〈b〉) where b= pn+1−pa in the
above linear combinations, which yields (1). Since Us is open in B2n, (1) holds
for all f .
Let i be the smallest integer among 0, . . . , n such that ϕ˜pn−pi (f ) = 0. Then
f [pi+1] is a linear combination of elements f [pj+1] with i < j  n, and so f [pi+1]
is [p]-semisimple. This proves (2). ✷
Remark. The proof of the lemma also describes the minimal p-polynomial for
the Poisson algebra, as defined in [14].
Proposition 6.2. (1)Zs is an irreducible subvariety of codimensionpn−n in B2n.
(2) Zs ∩U = {f ∈U | ϕa(f )= 0 for all 1 a  pn, a = pn − pi}.
(3) Zs ∩U contains only nonsingular points of Zs .
(4) f [p] ∈Zs for all f ∈B2n.
Proof. Consider the morphism q :B2n → B2n, f → f [pr ], where r > n. Its
image coincides with the set of [p]-semisimple elements in B2n. As q(B2n)
is irreducible, so is its closure Zs too. Let f ∈ Us and g ∈ q−1(q(f )). Then
g[pr ] = f [pr ] = f [pr ]s , and so g ∈ z(f [p
r ]
s ) = z(fs). By Proposition 2.2 z(fs)
is a Lagrangian subalgebra of B2n. If T ⊂ B2n denotes the torus generated by
the semisimple element fs , then dimT = n and z(fs ) = k + T + n2 where
n = m ∩ z(fs). By Lemma 1.2 the [p]-map on k + n2 is zero. Now gs ∈ T .
As g[p
r ]
s = g[pr ] = f [p
r ]
s , we get gs = fs . It follows q−1(q(f )) = fs + k + n2.
In particular, dimq−1
(
q(f )
) = pn − n. Since Us is an open subset of B2n, we
get (1). Furthermore, (4) holds for f ∈ Us since f [p] is semisimple in this case.
Then (4) is fulfilled everywhere.
Denote by Z the zero set of pn−n functions ϕa with 1 a  pn, a = pn−pi .
All semisimple elements are contained in Z by Lemma 6.1. Hence Zs ⊂ Z. All
irreducible components of Z have codimension  pn − n in B2n. If f ∈ U ∩ Z
then f is a nonsingular point of Z and the irreducible component of Z containing
f has codimension pn − n by Lemma 3.3. Put Z′ = {f ∈ Z | ϕpn−1(f ) = 0}.
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All irreducible components of Z′ ∩ U have, similarly, codimension pn − n+ 1.
Hence every irreducible component of Z ∩ U contains a point outside of Z′. If
f ∈Z \Z′ then ϕpn−1(f ) = 0, and (1) of Proposition 3.2 shows that f is a linear
combination of elements f [pi ] with 1  i  n, so that f is semisimple. Thus
Z \Z′ ⊂Zs , and we conclude Z ∩U =Zs ∩U . ✷
Denote by χD(t) the characteristic polynomial of D ∈ W2n as a linear
transformation of B2n. As was proved by Premet [15],
χD(t)= tp2n +
2n−1∑
i=0
ψi(D)t
pi
where ψi is a polynomial function of degree p2n − pi on W2n.
Lemma 6.3. If f ∈ B2n then ψi(Df )= 0 and ψn+i (Df )= ϕ˜pn−pi (f )pn for all
0 i < n.
Proof. It suffices to check the equalities for f ∈ U . Under this assumption
z(f )∼= Bn as associative algebras. Let z(f )= J0 ⊃ J1 ⊃ · · · ⊃ Jpn = 0 be a chain
of associative ideals such that dimJa−1/Ja = 1 for all a = 1, . . . , pn. Then JaB2n
is stable under Df for each a. Since J1Ja−1 ⊂ Ja and B2n is a free z(f )-
module,
Ja−1B2n/JaB2n ∼= Ja−1/Ja ⊗z(f ) B2n ∼= Ja−1/Ja ⊗B ∼= B
where B = B2n/J1B2n ∼= Bn. Denote by D ∈ DerB ∼= Wn the derivation in-
duced by Df . The linear transformation induced by Df in Ja−1B2n/JaB2n
is equivalent to D for each a. It follows χDf (t) = χD(t)p
n
where χD is the
characteristic polynomial of D. By Premet’s result χD(t) = tpn +∑n−1i=0 λi tpi
for some λ0, . . . , λn−1 ∈ k. We have Dpn +∑n−1i=0 λiDpi = 0 by the Cayley–
Hamilton theorem. If 0 < c  pn and c = pi for i = 0, . . . , n then f 〈c〉 ∈ J 21 ,
whence [f 〈c〉,B2n] ⊂ J1B2n, so that Df 〈c〉 induces a zero derivation of B. Clearly
D
f 〈pi 〉 = D
pi
f induces Dp
i
on B . It follows now from Proposition 3.5(1) that
Dp
n +∑n−1i=0 ϕ˜pn−pi (f )Dpi = 0. Note that J1B2n is a Lagrangian ideal of B2n
generated by f 〈1〉, f 〈p〉, . . . , f 〈pn−1〉. Hence D,Dp, . . . ,Dpn−1 are linearly inde-
pendent by Lemma 1.3. We can conclude that λi = ϕ˜pn−pi (f ) for each i , and the
required formulas are immediate. ✷
Theorem 6.4. (1) N is an irreducible normal complete intersection of codimen-
sion n in B2n.
(2) The ideal I = {ϕ ∈ k[B2n] | ϕ(N )= 0} is generated by n functions ϕ˜pn−pi
with i = 0, . . . , n− 1.
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(3)N ∩U contains only nonsingular points of N and codimN N \U  2.
(4)N = {f ∈B2n | f [pn+1] = 0}.
Proof. An element f ∈B2n is [p]-nilpotent if and only if Df is nilpotent, if and
only if χDf (t)= tp
2n
, if and only if ψi(Df )= 0 for all i = 0, . . . ,2n− 1. In view
of Lemma 6.3 we get
N = {f ∈B2n ∣∣ ϕ˜pn−pi (f )= 0 for all i = 0, . . . , n− 1}.
The differentials of n functions ϕ˜pn−pi with i = 0, . . . , n − 1 are linearly
independent at all f ∈ U by Proposition 3.5, and so the points in N ∩ U are
nonsingular. We can find a linear subspace E ⊂ B2n such that dimE = n+ 2 and
E ∩N ⊂ {0} ∪U . Take E to be the linear span of elements u,v, s1, . . . , sn where
u=
n∑
i=1
(
(−1)i−1xi
i−1∏
j=1
x
p−1
n+j
)
, v =
n∑
i=1
(
(−1)i−1xn+i
i−1∏
j=1
x
p−1
j
)
,
and si = xixn+i for i = 1, . . . , n. Let T = {θt | t ∈ k∗} ⊂ G[p] be the one-
dimensional torus such that θt (xi) = tpi−1xi and θt (xn+i ) = t−pi−1xn+i for i =
1, . . . , n. Then B2n decomposes as a direct sum of weight spaces Vm = {f ∈ B2n |
θt (f )= tmf },m ∈ Z, with respect to T . We have f [p] ∈ Vpm for all f ∈ Vm. Note
that u ∈ V1, v ∈ V−1 and si ∈ V0. Write f ∈E as λu+ s+µv where λ,µ ∈ k and
s is a linear combination of s1, . . . , sn. Using Jacobson’s formula, we deduce
f [pr ] ≡ λpr u[pr ] +µpr v[pr ]
(
mod
pr−1∑
a=1−pr
Va
)
for all r  0. Note that m and m2 are stable under T , and the weights of T
on m/m2 are p±i with i = 0, . . . , n − 1. Hence Vm ⊂ k + m2 for all other m.
As we have seen in the proof of Theorem 5.2, u[pr ] ≡ xr+1 (modm2) for
r = 0, . . . , n − 1. Now v = τ (u) where τ ∈ G[p] sends xi to xn+i and xn+i to
−xi for i = 1, . . . , n. It follows that v[pr ] = τ (u[pr ])≡ xn+r+1 (modm2), and
f [pr ] ≡ λpr xr+1 +µpr xn+r+1
(
modk+m2).
If either λ = 0 or µ = 0 then f,f [p], . . . , f [pn−1] are linearly independent modulo
k +m2, i.e., f ∈ U . If λ= µ= 0 then f = s is [p]-semisimple. Thus E ∩N ⊂
{0} ∪ U , as required. Now (1) and (2) follow from Lemma 1.5. If f ∈ N then
f [pn+1] is [p]-nilpotent. As the latter element is [p]-semisimple by Lemma 6.1, it
has to be zero. ✷
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7. Central elements in the universal enveloping algebra
Let U(B2n) be the universal enveloping algebra of the Lie algebra structure
on B2n. It has a canonical increasing filtration Um(B2n), m  0, such that
grU(B2n) ∼= S(B2n), the symmetric algebra of B2n. Endow the center Z of
U(B2n) with the induced filtration. Then grZ ⊂ S(B2n)L, the subalgebra of L-
invariants in S(B2n). The nondegenerate invariant bilinear form on B2n (see
Corollary 3.6) yields an isomorphism of L- and G-modules B2n ∼= B∗2n. Hence
an L- and G-equivariant isomorphism of algebras S(B2n) ∼= S(B∗2n) ∼= k[B2n].
Denote by ϕ∨a , κ∨i ∈ S(B2n) the images of ϕa, κi ∈ k[B2n] under this isomorphism
(see Section 3). Thus each ϕ∨a is L- and G[p]-invariant, and each κ∨i is L0- and
G[p]-invariant. We are going to prove that ϕ∨a ∈ grZ whenever a ≡ 0 (modp),
0 < a < pn.
For a  0 define ξa :B2n → k[B2n] by the formula ξa(g)(f )= ϕ1(f [a]g) for
f,g ∈ B2n. Then ξa is a homomorphism of L-modules and G[p]-modules. In
fact
Hom
(
B2n, k[B2n]
)∼= k[B2n] ⊗B∗2n ∼= k[B2n] ⊗B2n ∼= Pol(B2n,B2n)
as L-modules and G[p]-modules. Under this isomorphism ξa corresponds to the
L- and G[p]-invariant polynomial map B2n → B2n given by f → f [a].
Denote by ξ∨a :B2n → S(B2n) the composite of ξa and the invariant isomor-
phism k[B2n] ∼= S(B2n) considered earlier, and put y = xp−11 · · ·xp−12n .
Lemma 7.1. (1) ξa(y)= (−1)n−1∏i0 κaii and ξ∨a (y)= (−1)n−1∏i0(κ∨i )ai .
(2) ξ∨a (y) ∈ S(m(2n−j)(p−1)) when a < pj+1, 0 j  2n.
Proof. (1) Since my = 0 and ϕ1(y)= (−1)n−1 by Corollary 5.3, we have
ϕ1
(
f [a]y
)= κ(f [a])ϕ1(y)= (−1)n−1∏
i0
κi(f )
ai ,
which gives the first equality. Take the images in S(B2n) to get the second one.
(2) For r  2 we have mr = {g ∈ m2 | [g,m] ⊂ mr−1}. In fact, if g /∈ mr
then [g,xi] /∈ mr−1 for some i = 1, . . . ,2n. If now g ∈ mr then g[p] ∈ m2 and
[g[p],m] ⊂ Dp−1g (mr−1)⊂ mr−1. Hence mr is closed under the [p]-map. Using
Jacobson’s formula, we find that (f + g)[p] ≡ f [p] (modmr−p+1) whenever
g ∈mr and r  p. Iterating yields (f +g)[pi ] ≡ f [pi ] (modmr−i(p−1)) whenever
g ∈mr and r > i(p− 1). Thus
κi(f + g)= κ
(
(f + g)[pi ])= κ(f [pi ])= κi(f ) when g ∈mi(p−1)+1,
and so we may regard κi as a polynomial function on B2n/mi(p−1)+1. For each
0 s  2n(p− 1) the orthogonal complement of ms with respect to the invariant
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bilinear form on B2n coincides with m2n(p−1)−s+1. This is clear since ϕ1 vanishes
on all the monomials in x1, . . . , x2n of degree less than 2n(p − 1). Hence the
isomorphism B2n→ B∗2n maps m(2n−i)(p−1) onto the subspace of linear functions
vanishing on mi(p−1)+1. It follows κ∨i ∈ S(m(2n−i)(p−1)), and it remains to
apply (1). ✷
Theorem 7.2. Let ZG[p] ⊂Z be the subalgebra of G[p]-invariant elements. Then
ϕ∨a ∈ grZG[p] whenever a ≡ 0 (modp), 0 < a < pn.
Proof. Let u(L) and u(L0) be the restricted universal enveloping algebras of L
and L0, respectively. Clearly ky = m2n(p−1) is an L0- and a G-submodule of
B2n. Consider the induced L-module Indky = u(L) ⊗u(L0) ky . As G operates
on L by automorphisms and L0 is stable under G, there is a canonical action
of G on Indky . The embedding ky → B2n extends to a homomorphism of L-
and G-modules Indky → B2n. As L = L0 + k∂1 + · · · + k∂2n, the elements
∂
r1
1 · · ·∂r2n2n ⊗ y with 0  ri < p constitute a basis for Indky . Furthermore,
the elements ∂r11 · · ·∂r2n2n (y) give all possible monomials in x1, . . . , x2n. In other
words, Indky ∼= B2n.
Put I = m(n+1)(p−1). Then [I, I ] ⊂ m2(n+1)(p−1)−2 ⊂ m2n(p−1). We see that
I is an abelian Lie subalgebra of B2n since [B2n,B2n] has zero intersection
with m2n(p−1). Hence there is a canonical isomorphism U(I) ∼= S(I) between
the universal enveloping and the symmetric algebras of I . Suppose that a < pn,
so that ξ∨a (y) lies in S(I) by Lemma 7.1. The embedding ξ∨a : ky → Sa(I) ↪→
Ua(B2n) of L0- and G[p]-modules extends then to a homomorphism B2n ∼=
Indky→ Ua(B2n) of L- and G[p]-modules. Denote by za the image of 1 ∈ B2n
under this homomorphism. Clearly za is L- and G[p]-invariant. In particular
za ∈ Z. Now the composite B2n → Ua(B2n)→ Sa(B2n) is a homomorphism of
L-modules extending the same embedding ky → Sa(B2n). It follows that this
composite coincides with ξ∨a , and so the image of za in Sa(B2n) equals ξ∨a (1).
If a ≡ 0 (modp) then ξa(1)= a−1ϕa by Proposition 3.2 and the definition of ξa ,
whence ξ∨a (1)= a−1ϕ∨a . ✷
Remark. We thus have the formula za = ∂p−11 · · ·∂p−12n · ξ∨a (y), computed in
U(B2n), for central elements in U(B2n). If a < p then ξ∨a (y) = (κ∨1 )a where
κ∨1 = y as an element of U(B2n). Other elements are much less obvious.
Koreshkov [6] constructed central elements up to degree p. He wrote them up
explicitly as complicated linear combinations in a PBW basis, and it is difficult
to compare his elements with our za . Using [18, Corollary 3.4], it is possible to
prove that HomL(B2n, S(B2n)) is a free S(B2n)L-module with basis elements ξ∨a
where 0 a < pn. Since ξ∨a (1)= 0 when p | a, the method we used cannot give
the remaining hypothetical central elements in U(B2n).
178 S. Skryabin / Journal of Algebra 256 (2002) 146–179
References
[1] N. Jacobson, Restricted Lie algebras of characteristic p, Trans. Amer. Math. Soc. 50 (1941)
15–25.
[2] N. Jacobson, Lie Algebras, in: Interscience Tracts in Pure and Appl. Math., Vol. 10, Interscience,
New York, 1962.
[3] E.M. Friedlander, B.J. Parshall, Rational actions associated to the adjoint representation, Ann.
Sci. École Norm. Sup. 20 (1987) 215–226.
[4] V.G. Kac, Description of filtered Lie algebras with which graded Lie algebras of Cartan type are
associated, Izv. Akad. Nauk SSSR Ser. Mat. 38 (1974) 800–838 (in Russian), translation in Math.
USSR-Izv. 8 (1974) 801–835.
[5] V. Kac, B. Weisfeiler, Coadjoint action of a simple algebraic group and the center of the
enveloping algebra in characteristic p, Indag. Math. 38 (1976) 136–151.
[6] N.A. Koreshkov On the center of the universal enveloping algebra of the Hamiltonian Lie algebra
Hn , Manuscript, deposited at VINITI, No. 3392, 1989 (in Russian).
[7] B. Kostant, Lie group representations on polynomial rings, Amer. J. Math. 85 (1963) 327–404.
[8] A.I. Kostrikin, I.R. Shafarevich, Graded Lie algebras of finite characteristic, Izv. Akad. Nauk
SSSR Ser. Mat. 33 (1969) 251–322 (in Russian), translation in Math. USSR-Izv. 3 (1969) 237–
304.
[9] H. Kraft, Geometrische Methoden in der Invariantentheorie, Vieweg, Braunschweig, 1984.
[10] Ya.S. Krylyuk, On the maximal dimension of irreducible representations of simple p-algebras of
Cartan series S and H , Mat. Sb. 123 (1984) 108–119 (in Russian), translation in Math. USSR-
Sb. 51 (1985) 107–118.
[11] Ya.S. Krylyuk, On the index of Cartan type Lie algebras in finite characteristic, Izv. Akad. Nauk
SSSR Ser. Mat. 50 (1986) 393–412 (in Russian), translation in Math. USSR-Izv. 28 (1987) 381–
399.
[12] M.I. Kuznetsov, S.A. Kirillov, Hamiltonian differential forms over an algebra of truncated
polynomials, Uspekhi Mat. Nauk 41 (2) (1986) 197–198 (in Russian), translation in Russ. Math.
Surv. 41 (2) (1986) 205–206.
[13] H. Matsumura, Commutative Algebra, 2nd edition, Benjamin, New York, 1980.
[14] A.A. Premet, Regular Cartan subalgebras and nilpotent elements in restricted Lie algebras, Mat.
Sb. 180 (1989) 542–557 (in Russian), translation in Math. USSR-Sb. 66 (1990) 555–570.
[15] A.A. Premet, The theorem on restriction of invariants and nilpotent elements in Wn , Mat. Sb. 182
(1991) 746–773 (in Russian), translation in Math. USSR-Sb. 73 (1992) 135–159.
[16] A. Premet, S. Skryabin, Representations of restricted Lie algebras and families of associative
L-algebras, J. Reine Angew. Math. 507 (1999) 189–218.
[17] S. Skryabin, Modular Lie algebras of Cartan type over algebraically non-closed fields. II, Comm.
Algebra 23 (1995) 1403–1453.
[18] S. Skryabin, Invariants of finite group schemes, J. London Math. Soc. 65 (2002) 339–360.
[19] H. Strade, R. Farnsteiner, Modular Lie Algebras and their Representations, in: Marcel Dekker
Textbooks and Monographs, Vol. 116, Dekker, New York, 1988.
[20] H. Strade, The Classification of the Simple Lie Algebras over Fields with Positive Characteristic,
in: Hamburger Beitr. Math., Heft 31, Hamburg, 1997.
[21] F.D. Veldkamp, The center of the universal enveloping algebra of a Lie algebra in characteristic p,
Ann. Sci. École Norm. Sup. 5 (1972) 217–240.
[22] R.L. Wilson, Automorphisms of graded Lie algebras of Cartan type, Comm. Algebra 3 (1975)
591–613.
S. Skryabin / Journal of Algebra 256 (2002) 146–179 179
[23] R.L. Wilson, A structural characterization of the simple Lie algebras of generalized Cartan type
over fields of prime characteristic, J. Algebra 40 (1976) 418–465.
[24] D.J. Winter, On the toral structure of Lie p-algebras, Acta. Math. 123 (1969) 70–81.
[25] H. Zassenhaus, The representations of Lie algebras of prime characteristic, Proc. Glasgow Math.
Assoc. 2 (1954) 1–36.
