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When a 2D superconductor is subjected to a strong in-plane magnetic field, Zeeman polarization
of the Fermi surface can give rise to inhomogeneous FFLO order with a spatially modulated gap.
Further increase of the magnetic field eventually drives the system into a normal metal state. Here,
we perform a renormalization group analysis of this quantum phase transition, starting from an
appropriate low-energy theory recently introduced in Ref. [1]. We compute one-loop flow equations
within the controlled dimensional regularization scheme with fixed dimension of Fermi surface,
expanding in  = 5/2− d. We find a new stable non-Fermi liquid fixed point and discuss its critical
properties. One of the most interesting aspects of the FFLO non-Fermi liquid scenario is that the
quantum critical point is potentially naked, with the scaling regime observable down to arbitrary
low temperatures. In order to study this possibility, we perform a general analysis of competing
instabilities, which suggests that only charge density wave order is enhanced in the vicinity of the
quantum critical point.
I. Introduction
A variety of strongly correlated electron materials show
unusual metallic behavior, which cannot be described
within Landau’s Fermi liquid theory. In many cases this
non-Fermi liquid regime seems to be tied to the pres-
ence of a quantum critical point (QCP) between a normal
metal and a different symmetry broken phase [2]. One
paradigmatic example are certain heavy Fermion mater-
ials, where the non-Fermi liquid regime seems to extend
out of a QCP related to the onset of antiferromagnetic
order [3].
Of special interest and practical relevance are quasi
two-dimensional systems, where the coupling between
electrons and order parameter fluctuations in the vicin-
ity of the QCP is particularly strong. This leads to a
loss of electronic quasiparticle coherence due to an in-
tricate interplay between electronic degrees of freedom
and the order-parameter dynamics [4–9]. The fact that
no well-defined quasiparticle excitations exist in such
strongly coupled systems makes the theoretical descrip-
tion of these non-Fermi liquids especially challenging.
Two notable theoretical developments added consid-
erably to our understanding of such non-Fermi liquids.
First, it was realized that models of fermions coupled to
order parameter fluctuations can be numerically simu-
lated using Quantum Monte Carlo techniques avoiding
the infamous sign-problem under certain conditions [10].
Second, it was shown that field-theoretical approaches
can be controlled by increasing the co-dimension of the
Fermi surface, which allows for the computation of crit-
ical exponents in a systematic epsilon expansion [11, 12].
In this work we will make use of the latter ideas in par-
ticular.
So far, most of the theoretical works focused on the ex-
perimentally relevant cases of spin-density wave or Ising-
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Figure 1. (Color online) Typical temperature-magnetic field
phase diagram of a superconductor susceptible to FFLO pair-
ing. This picture was adapted from Ref. [1].
nematic critical points in metals. Here we consider a
different problem instead and study the quantum crit-
ical point between a normal metal and an inhomogen-
eous Fulde-Ferell-Larkin-Ovchinnikov (FFLO) supercon-
ductor [13, 14] in two dimensions. This scenario was put
forward by Piazza et al. [1], who showed that, for ap-
preciable in-plane anisotropy of the Fermi surface, there
is a strong coupling between electrons and FFLO fluctu-
ations in the vicinity of hot spots on the Fermi surface,
potentially giving rise to non-Fermi liquid behavior in the
quantum critical regime extending from the QCP at fi-
nite temperature, see Fig. 1. A similar treatment of the
isotropic case can be found in Ref. [15].
The stabilization of FFLO phases requires clean super-
conducting materials with suppressed orbital pair break-
ing effects plus highly anisotropic Fermi surfaces, such
as the ones shown by layered materials [16]. Several
strong indications of such phases are found in an increas-
ing number of experimental cases, involving organic su-
perconductors [17–20], heavy-fermion systems [21, 22],
iron-based superconductors[23, 24], Al films [25] as well
as superconductor-ferromagnet bilayers [26, 27].
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2While the previous study [1] of FFLO non-Fermi li-
quid criticality was based on a perturbative, RPA-type
approach, we will employ the epsilon expansion by Dal-
idovich and Lee [12] in this work. This allows us to com-
pute critical exponents in a systematic expansion around
d = 5/2 dimensions, similar to the Ising-nematic prob-
lem.
One intriguing aspect of non-Fermi liquids in the vi-
cinity of FFLO critical points is that the QCP is po-
tentially
”
naked“ and not masked by a competing order.
Indeed, in the Ising-nematic as well as the SDW scen-
arios, the order parameter fluctuations give rise to an
effective attraction between the electrons, burying the
QCP deep underneath a superconducting phase [28–35].
One consequence of this competing superconductivity is
that the scaling regime of the QCP might be hardly ac-
cessible in experiments. By contrast, there is no obvious
superconducting order parameter with a different sym-
metry competing with FFLO superconductivity, which
could potentially mask the FFLO QCP. It might be pos-
sible, however, that other types of competing orders, such
as charge density waves, are enhanced by fluctuations of
the FFLO order parameter. We will discuss this issue in
detail later in this work.
The rest of this paper is outlined as follows: First, we
will give a non-technical overview of our main results and
their physical consequences in Sec. II. Detailed compu-
tations are presented in the subsequent sections. In Sec.
III, the system under consideration is introduced, studied
on mean field level, and lifted to higher dimensions. In
Sec. IV, we discuss one-loop quantum corrections, from
which the renormalization group flow and critical proper-
ties are derived in Sec. V. Possible competing instabilities
are analyzed in Sec. VII. Finally, a conclusion is presen-
ted in Sec. VIII. Technical details of the computations
are carried out in the Appendices.
II. Summary of results
An appropriate field-theoretical description of the
FFLO-normal metal quantum phase transition has to in-
clude dynamics of a bosonic FFLO order parameter ∆ (a
spatially modulated gap) coupled to the relevant “slow”
electronic degrees of freedom ψ. As we show in Sec. III,
such a description is accomplished by a low-energy ac-
tion which contains 3 parameters {m, g, δv}. Here, m is
the “boson mass” resp. inverse correlation length, which
is proportional to the deviation from the critical mag-
netic field hc and allows us to tune through the phase
transition, g is the strength of the electron-boson coup-
ling (which is proportional to the microscopic electron
attractive interaction) and δv is a parameter which de-
scribes the relative spin-velocities of the electrons per-
pendicular to the Fermi surface (which we call the kx-
direction).
An RG analysis of this low-energy action which treats
fermions and bosons on equal footing is the only rigor-
Critical Exponent Value in d = 2 at O()
z dyn. crit. exponent 3/2
ηψ = η∆ anomalous dim. −1/4
ν corr. length. exp. 1
Table I. Critical exponents at the FFLO fixed point, g = g?.
Here, z is the dynamical critical exponent, ηψ = η∆ are the
anomalous dimension of fermions and bosons (which coincide
in O(), and ν is the correlation length exponent.
ous way to gain insight into the critical features of the
transition, see e.g. chapter 18 of Ref. [36] for an intro-
duction. In the RG, the parameters of the low-energy
action will flow as a function of the energy/length scale.
In this work, we study the simplified flow of the interac-
tion parameter g at the quantum critical point (m = 0),
and also set δv = 0 for technical reasons.
The first goal of the RG analysis is to locate a fixed
point g = g?, which gives access to critical exponents
and correlations. To our knowledge, this was not yet
accomplished in the study of FFLO criticality. Using
an epsilon-expansion method introduced in the context
of metallic quantum critical points [12], we find a stable
fixed point corresponding to a continuous transition at
g? ∝ 3/4, where  = 5/2− d = 1/2.
The critical exponents obtained in our analysis of this
new fixed point are presented in Tab. I. In this table, z is
the dynamical critical exponent, which determines how
the time-like direction scales compared to the space-like
directions. ηψ, η∆ are the anomalous dimensions of the
fermions and bosons (which coincide at one-loop level),
i.e. the deviation from the scaling determined by power
counting for the free theory. ν is the correlation length
exponent, given by the inverse RG eigenvalue of the mass
term m.
The main value of these critical exponents lies in the
fact that they determine the critical correlations, i.e. the
electron and boson propagators. In accordance with the
RPA-type treatment of Ref. [1] (which is thereby set on
solid ground), the scaling forms of the two-point correl-
ators in 2D agree with
G(ω, kx, ky) =
1
iω − δk − Σ(ω) , (1)
δk ∝ kx + k2y, Im[Σ(ω)] ∝ g4/3ω2/3
for electrons. For bosons one obtains
D(ω, kx, ky) =
1
k2y −Π(ω, ky)
, Π(ω, ky) ∝ −g2 |ω||ky| , (2)
where Π is the inverse pair propagator. The kx-
dependence of the boson propagator is irrelevant in the
RG sense. The non-analytic behaviour of the self-energies
supports our claim that the quantum critical point is of
non-Fermi liquid type. Under assumption of ω/T -scaling,
3signatures of these critical correlations are measurable in
the non-Fermi liquid region indicated in Fig. 1. This
region is delimited by the two crossover lines satisfying
kBT ∼ |h−hc|zν with zν = 3/2 according to our results.
Examples for physical observables include:
- magnetic susceptibility χ: a simple computation (see
App. F and Ref. [15, 37] ) shows that the fluctuation
contribution to the magnetic susceptibility χ∆ scales
as χ∆ ∝ log(h− hc) .
- fermionic decay rate Γ and density of states ρ(ω): from
(1) one immediately sees that the quasiparticle decay
rate has a non-Fermi liquid-like power law dependence
Γ ∝ ω2/3, while by integrating the spectral function
over momenta [1] one finds ρ(ω) ∝ ω1/3.
- specific heat capacity : although the determination of
thermodynamic quantities is a somewhat subtle issue
(see Sec. VIII), we expect that C(T ) ∝ T 43− 23 θ. Here,
θ = θ(δv) is a hyperscaling violation exponent, which
should fulfill θ(δv = 0) = 1.
Finally, our RG analysis also identifies possible compet-
ing orders which may preempt the FFLO transition and
lead to a “competing order dome” around the FFLO crit-
ical point. We find a charge density wave (CDW) peaked
at 2kF to be the most promising candidate. Since 2kF is
much larger than QFFLO, an experiment sensitive to mo-
mentum (e.g., using x-ray scattering techniques) could
serve to distinguish between the FFLO and CDW or-
ders, although in practice difficulties may arise due to
the required low temperatures and high magnetic fields
[38].
III. Critical theory
A. Critical theory in 2 + 1 dimensions
When an anisotropic 2D metal at T = 0 is subjected to
a strong in-plane magnetic field h, and orbital effects can
be neglected, the electron Fermi surface is spin-polarized.
A typical sketch is shown in Fig. 2. Let’s now assume
that the electrons interact with some generic short-range
interaction
Hint = −g
∫
d2r ψ†↑(r)ψ
†
↓(r)ψ↓(r)ψ↑(r) , (3)
resulting in Cooper pairing. To derive a low-energy ef-
fective action which makes this pairing explicit, one can
perform an exact Hubbard-Stratonovich decoupling of
the interaction term (3) in the Cooper channel; thereby,
one introduces bosonic fields ∆(r), ∆¯(r) with a free ac-
tion
∫
dτd2r g|∆(r)|2, which couple to the Fermions in
Yukawa-like manner, ∝ g∆(r)ψ↑(r)ψ↓(r). Due to the
spin-polarization and the anisotropy of the Fermion dis-
persion, the bosonic fields (which correspond to the pair-
ing amplitude) are peaked at momenta ±QFFLO 6= 0,
Figure 2. (Color online) Typical Fermi surface of an aniso-
tropic metal susceptible to FFLO pairing. Fluctuations of
the pairing amplitude ∆ strongly couple left branch fermi-
ons with right branch fermions with opposite spin at the hot
spots. This picture was adapted from [1].
which is the very definition of the FFLO state. Due to the
electron fluctuations, the bosonic mass term gets renor-
malized, g → m ≡ g − Π(0, 0;h), where Π is the inverse
pair propagator at vanishing energy-momentum, and we
explicitly denoted its magnetic field dependence.1 As h
is increased above the Pauli upper critical field h = hc,
the renormalized mass changes from negative to positive
values, and the system crosses from the FFLO phase to
the normal metal phase along the (T = 0)-line in the
phase diagram of Fig. 1. Accordingly, m is proportional
to the reduced magnetic field, m ∝ (h − hc)/hc, in pre-
cise analogy to Ginzburg-Landau theory. Further details
on the procedure described above are presented in Ap-
pendix A, illustrated by a mean field discussion of the
phase transition for a specific microscopic model.
By phase-space considerations, the low-energy fermi-
ons at the four hot spots with vanishing curvature in the
ky-direction shown in Fig. 2 are most strongly suscept-
ible to pairing, with Cooper pair wave vectors ±QFFLO.
Following the above rationale, a zero temperature action
which captures the phase transition between the FFLO
and normal metal phases can be readily derived along the
lines of Ref. [1] (see Eq. (4) therein):
S =
∫
k2+1
∑
i=L,R
α=↑,↓
ψ¯iα(k)
(−ik0 + viαkx + k2y)ψiα(k)
+
∫
k2+1
(m+ k20 + k
2
x + k
2
y)|∆(k)|2
− g
∫
k2+1,p2+1
[
∆¯(k)ψL↓ (p)ψ
R
↑ (k − p)
+ ∆¯(k)ψR↓ (p)ψ
L
↑ (k − p) + h.c.
]
, (4)
1 We perform the Hubbard-Stratonovich decoupling in such a way
that Π ∝ g2, which is why our bare boson mass is g instead of
1/g.
4where k0 = ω, and
viα =
{
−vα , i = L
+vα , i = R
, vα > 0, and
∫
kd+1
≡
∫
dd+1k
(2pi)d+1
.
(5)
Here, the fermion fields ψiα are expanded around the re-
spective hot spots (see Fig. 2), while the boson fields
∆ are expanded around ±QFFLO. For simplicity, we
assume that the pairing is of Larkin-Ovchinnikov-type
[14], ∆(r) ∝ cos(QFFLO·r), peaked around ±QFFLO with
equal amplitude.
By the Hubbard-Stratonovich procedure sketched
above, the bosons ∆ originally just have a mass term
m ∝ g and no dispersion. However, the kinetic terms
and the renormalized mass will be automatically gener-
ated during the RG procedure, when high-energy degrees
of freedom are integrated out (or, equivalently, arise from
the leading analytical boson self-energy corrections in-
volving fermions [1]). Since an action which is appro-
priate for RG analysis should contain all analytical RG-
relevant terms (non-analytical terms do not renormal-
ize), we include these additional boson terms here from
the start. Note that terms (k20 + k
2
x)|∆|2 are actually
RG-irrelevant by tree-level power counting (see below),
which is why we don’t need curvature coefficients for
them. Alternatively, one can just view the boson terms
as expansion in powers and gradients of an FFLO pair-
ing order parameter ∆, as familiar from other non-Fermi
liquid scenarios like Ising-nematic [8] or SDW order [9].
B. Mean field analysis of superconducting phase
As a first step, let us recall the mean-field level treat-
ment of the action (4) (compare, e.g., Refs. [39–41]) in the
superconducting phase, which amounts to the replace-
ment ∆(k)→ ∆0 · δ(3)(k), |∆0| > 0. For clarity, we focus
on the fermionic branches ψR↑ , ψ
L
↓ , with dispersions
ξR↑ (k) = v↑kx + k
2
y (6)
ξL↓ (k) = −v↓kx + k2y.
A zoom-in on the respective Fermi surfaces (compared to
Fig. 2, momenta are shifted towards a common origin) is
shown in Fig. 3(a). The parameter which determines the
Fermi surface shapes is the velocity detuning δv:
δv ≡ 2(v↑ − v↓)/(v↑ + v↓). (7)
We now introduce Nambu-spinors in the standard fashion
Φ(k) =
(
ψR↑ (k), ψ
L
↓ (−k)
)T
. (8)
This means that we perform a particle-hole transform-
ation for the spin-down electrons; the Fermi surface of
the new fermionic degrees of freedom without pairing is
(a) δv ' 1.3 (b) δv ' 1.3 (c) δv ' 0.2
kx
ky
Figure 3. (Color online) Fermi surfaces in the FFLO phase
at mean field level. (a) Fermi surface without pairing, i.e.
g∆0 = 0. (b) Fermi surface for electron/hole operators (see
main text), at δv ' 1.3. Dashed lines: g∆0 = 0. Full lines:
g∆0 = 0.05. (c) Same as (b), but δv ' 0.2.
shown in Fig. 3(b) (dashed lines). The mean field pair-
ing Hamiltonian derived from Eq. (4) is then readily di-
agonalized by Bogoliubov transformation, with rotated
degrees of freedom
γ+(k) = ukψ
R
↑ (k)− vkψ
L
↓ (−k) (9)
γ−(k) = vkψ
R
↑ (k) + ukψ
L
↓ (−k).
where uk, vk are some weights. The corresponding dis-
persions read:
E± =± 1
2
(
ξR↑ (k)− ξL↓ (−k) (10)
±
√
(ξR↑ (k) + ξ
L
↓ (−k))2 + 4g2|∆0|2
)
.
Unlike in the BCS problem, gapless fermionic degrees
of freedom remain; the ground state of the system is a
condensate of Cooper pairs with a Fermi sea of γ± on top.
A plot of the corresponding γ+ Fermi surface for δv ' 1.3
is shown in Fig. 3(b) (full green line); γ− fermions are
gapped for δv > 0.
Microscopically, the parameter δv grows monotonously
for increasing magnetic fields. This parameter also con-
trols the effectiveness of pairing. Indeed, for δv → 0 the
full Fermi surface gaps out; the problem becomes BCS-
like. This trend is demonstrated in Fig. 3(c), which shows
the same quantities as Fig. 3(b), but for a significantly
smaller value δv ' 0.2.
As already seen in Fig. 3, the limit δv → 0 is rather
peculiar. Still, taking this limit will be required later on
to gain analytical control over the problem. The implic-
ations of this procedure will be discussed in more detail
below [(see Sec. IV and Appendix D)].
C. Critical theory in d+ 1 dimensions
Let us now focus on the phase transition from the
FFLO to the normal metal phase, which can be driven
by tuning the boson mass m in Eq. (4) from negative
to positive values. Going beyond a Landau-Ginzburg
type analysis of the phase transition (as found, e.g., in
5Refs. [42, 43]), we will treat both bosons and fermions
as dynamical degrees of freedom, and look for the crit-
ical RG fixed point of the action (4) in the IR. However,
this fixed point is located at strong coupling; to access
it perturbatively, we must introduce a small parameter
 into the action which suppresses quantum fluctuations.
A convenient way of doing so is to increase the space
dimension d, thereby successively tuning the Yukawa-
interaction between bosons and fermions marginal as d
approaches the critical dimension dc. For d = dc, the in-
teracting critical fixed point then collapses with the non-
interacting Gaussian one, and we can therefore derive RG
flow equations perturbatively in  = dc − d.
In the presence of a Fermi surface, one may increase the
number of dimensions tangential or perpendicular to it
[44, 45]. Some aspects of the scheme with increased tan-
gential dimensions (or fixed co-dimension), where dc = 3,
are outlined in Appendix E; in short, this extension is
problematic because it leads to a breakdown of the hot
spot theory in the parameter regime where the compu-
tations are analytically tractable. Let us therefore fol-
low [11, 12] and increase the perpendicular dimensions.
I.e., the Fermi surface is always one-dimensional, and the
fermionic density of states is succesively reduced. This
amounts to an expansion around dc = 5/2.
To implement this dimensional extension in practice,
we employ the formalism and techniques introduced in
Ref. [12], where renormalization group equations are
computed within the dimensional regularization (called
dimReg henceforth) and minimal subtraction schemes
(see Refs. [46, 47] for an introduction). We will work
at T = 0; thermal fluctuations on a different, isotropic
model for the FFLO transition were recently studied in
Ref. [48] with functional RG methods.
For shorter notation, we define fermionic “spinors” Ψ:
Ψα(k) =
(
ψRα (k)
ψ¯Lα(−k)
)
, Ψ¯α(k) =
(
ψ¯Rα (k), ψ
L
α(−k)
)
· σy,
(11)
where σy is a Pauli matrix. The kinetic term for the
fermions can then be generalized to d+ 1 dimensions as∑
α=↓,↑
∫
kd+1
Ψ¯α(k) (−iΓ ·K + iσxδα(k)) Ψα(k). (12)
Here, K = (k0, k1, ..., kd−2), and the momenta kx, ky are
relabeled as kx→kd−1, ky→kd. δα is the right branch fer-
mion dispersion, δα = vαkd−1 + k2d. Γ = (γ0, γ1, ..., γd−2)
is a vector of two-dimensional Gamma-matrices which
fulfill the Clifford algebra, {γα, γβ} = 2δαβ . In the in-
teger cases of interest:
d = 2 : K = k0, Γ = σy (13)
d = 3 : K = (k0, k1), Γ = (σy, σz). (14)
To uniquely specify the Gamma-matrix structure, in gen-
eral dimensions we choose the continuation
Γ = (σy, ~Γ) = (σy, σz, . . . σz), (15)
where the “vector” ~Γ has (d− 2) entries.
The introduction of generalized Gamma-matrices is a
standard tool in dimReg of fermionic theories, see e.g.
[49]. In the condensed matter context, an alternative
point of view is the following: we add one extra dimen-
sion perpendicular to the Fermi surface, extending the
action with terms of triplet-pairing form [12]
Ψ¯α(k)(−ik1σz)Ψα(k) = k1
( ∑
α=↓,↑
ψ¯Rα (k)ψ¯
L
α(−k) + h.c.
)
.
(16)
These terms gap out the Fermi surface except for the
one-dimensional branches of Fig. 2. In all computa-
tions, we then continuously tune the “weight” of this
extra dimension, by using a radial integral measure∫
dk1k
d−3
1 /(2pi)
(d−2). It should be noted that by introdu-
cing these extra terms we have broken the spin-rotation
symmetry in the xy-plane of the original action (4).
The kinetic term for the bosons in the (d + 1)-
dimensional action generalizes to∫
kd+1
(|K|2 + k2d−1 + k2d +m)|∆(k)|2. (17)
The terms in the noninteracting parts of the action
(12),(17) are invariant under the scaling transformations
K =
K ′
b
, kd−1 =
k′d−1
b
, kd =
k′d√
b
(18)
Ψ(k) = b
d
2 +
3
4 Ψ′(k′) , ∆(k) = b
d
2 +
3
4 ∆′(k′).
At tree level, the terms (|K|2 + k2d−1)|∆|2 are irrelevant,
and will stay so in -expansion as long as  is small. Let’s
therefore erase these terms from the action. Furthermore,
as we are mostly interested in the quantum critical point,
we will set the renormalized mass m = 0 in the following.
The IR divergences resulting from these two steps can
be regularized by using dressed boson propagators in all
computations [12].
Inserting the spinor definitions (11), the interaction
term is easily rewritten in higher dimensions. In total,
the critical action in d+ 1 dimensions then reads
S =
∫
kd+1
Ψ¯α(k)
(−iΓ ·K + iσx(vαkd−1 + k2d))Ψα(k)
+
∫
kd+1
k2d · |∆(k)|2
− gµ/2
∫
kd+1,pd+1
[
∆¯(k)σαα
′
y Ψ¯α(−p)M1Ψα′(k − p)
+ ∆(k)σαα
′
y Ψ¯α(k − p)M2Ψα′(−p)
]
, (19)
where we introduced matrices acting in spinor space
M1 =
(
1 0
0 0
)
, M2 =
(
0 0
0 1
)
, (20)
6(a)
(b)
(c)
Figure 4. One-loop diagrams. Dashed wavy lines (Fig. (a))
indicate bare boson propagators, while straight lines indicate
electron propagators. Full wavy lines (Figs. (b), (c)) represent
bosons dressed with the self-energy of Fig. (a). External lines
are amputated.
and employed a summation convention for spin indices.
Note that the pairing terms of the original action (4)
have the form of a standard density term in the spinor
language. We have made the tree-level scaling dimension
of the interaction explicit by replacing g → gµ/2, where
µ is an arbitrary mass scale, and
 = 5/2− d. (21)
In the standard logic of -expansion, we will work in the
limit  → 0, where the interaction term becomes mar-
ginal, and determine the critical exponents at the in-
teracting fixed point to order . Extrapolating to the
physically relevant value  = 1/2, we can then make a
controlled qualitative estimate of critical exponents and
the universality class of the problem.
IV. One-loop diagrams
To compute the flow equations in dimReg, one needs
to evaluate the possible one-loop corrections to the action
(19), whose diagrammatic representations are shown in
Fig. 4. Note that tadpole contributions to the fermion
self-energy are disregarded since they can renormalize the
chemical potential only. Higher loop-digrams are multi-
plied with a higher power of the coupling g. Below, we
will show that g ∝ 3/4 at the critical point, thus higher-
loop diagrams are suppressed for → 0. In this work, we
will disregard them alltogether.
To evaluate these diagrams analytically, we need to
make one important approximation: We consider the
limit of vanishing velocity detuning, δv → 0 [c.f. Eq. (7)].
In a realistic experimental setup, δv = O(0.1) [1] is in-
deed small. However, the limit δv → 0, while being com-
putationally convenient, is somewhat singular, as already
indicated in Sec. III B. This can be seen pictorially in
Fig. 5: for nonvanishing velocity detuning [Fig. 5(a)],
two Fermi surface branches interacting with each other
have different curvatures. Thus, only electrons with mo-
menta close to the hot spot at k = 0 (the branches are
shifted towards a common origin) scatter strongly with
FFLO fluctuations. For any electron close to the Fermi
surface with large momentum k away from the hot spot
[red dot in Fig. 5(a)], the corresponding electron with
momentum −k (indicated by a dashed line and a blue
dot), which would be most susceptible to FFLO pair-
ing, has momentum far from the Fermi surface, and thus
pairing is suppressed.
On the other hand, if the two spin-velocities are equal
[Fig. 5(b),(c)], an arbitrary electron on the Fermi surface
with momentum k1 can scatter against its counterpart
with momentum −k1, as also demonstrated in Sec. III B.
However, the FFLO fluctuations can only scatter these
electrons efficiently into a pair of electrons with momenta
±k2, s.t. k2 ' k1. The tangent vector to the Fermi sur-
face of the initial pair, q1, must almost coincide with the
final tangent vector, q2, as shown in Fig. 5(b). If q2 6' q1,
as shown in Fig. 5(c), the scattering process is energet-
ically suppressed. The fact that scattering processes are
only local in momentum space prevents the explicit ap-
pearance of UV scales and thereby justifies application
of the hot spot theory. Note that this argument remains
true only as long the Fermi surface is strictly 1D; for
higher dimensional Fermi surfaces, which arise in the RG
scheme with fixed co-dimension, the limit δv → 0 is even
more singular and results in UV-IR mixing [44], eventu-
ally leading to a break-down of the hot spot expansion;
see Appendix E for further details.
Despite its smallness, in a fully fledged RG analysis of
the problem δv should be treated as a running coupling.
We will leave this involved task for future (numerical)
work, and focus on δv → 0 from now on, which should
be qualitatively correct as long as δv does not exhibit a
runaway flow in the full RG procedure.
Let’s now evaluate the boson self-energy Π of Fig. 4(a).
This diagram dresses the bare boson Green’s function
D0(k) ≡ 〈∆(k)∆¯(k)〉0 = 1/k2d, (22)
where the subscript 0 indicates that averages are taken
with respect to the noninteracting action, and reads:
Π(k) = −g2µ
∫
pd+1
∑
α 6=α′
Tr [Gα(−p)M1Gα′(k − p)M2] .
(23)
Here, the electron Green’s function is defined by
Gα(k) ≡ 〈Ψα(k)Ψ¯α(k)〉0 = −i
−Γ ·K + σxδk
K2 + (δk)2
, (24)
where δk = kd−1 + k2d, i.e., we have scaled out the equal
velocities. Evaluation of (23) is done in Appendix B 1,
and yields
Π(k) = χd
g2µ
|kd| (d · k
2
0 + |~k|2) · (k20 + |~k|2)
d−3
2 , (25)
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Figure 5. (Color online) Zoom-in of Fig. 2, showing the two
Fermi surface branches of fermions coupled by pairing fluctu-
ations at +QFFLO, shifted towards a common origin in mo-
mentum space. (a) Case of nonzero velocity detuning δv 6= 0,
where only fermions with momenta close to k = 0 are strongly
entangled. (b) Case of vanishing velocity detuning δv → 0,
where the electrons with momenta ±k1 and tangent vector
q1 can be scattered to close-by momenta ±k2 with similar
tangent vector q2. (c) same initial configuration as Fig. (b),
but with different final momenta ±k2; now, the final tangent
vector q2 differs strongly from the initial one, and the phase
space for the scattering is negligible.
with
χd =
Γ((1− d)/2)
2d+2pi(d+1)/2
· Γ(d/2)
2
Γ(d)
, (26)
χ5/2 ' −0.0178.
In Eq. (25), ~k are the extra dimensions inserted in the
dimReg scheme, i.e. K = (k0,~k). The fact that we have
an anisotropy in K-space is a peculiarity of the original
pairing vertex, leading to a matrix structure in spinor
space with matrices M1,M2 [see Eqs. (19),(20)], which
are not Gamma-matrices. This anisotropy can be easiest
understood taking the fermion self-energy as an example,
see below. For d = 2, there are no extra dimensions, and
Eq. (25) simplifies to the 2D result found in Ref. [1].
Two further comments on the result (25) are in order.
First: To arrive at (25), we had to make a trivial reg-
ularization by subtracting Π(0, kd) (in any dimension).
The residual momentum dependence of this subtraction
is an artefact of the δv → 0 limit: for δv 6= 0, at least
in the physical case d = 2, one obtains a finite result
for the self-energy by subtracting Π(δv 6= 0, k = 0). If
we could take δv → 0 in the last step of the computa-
tion, i.e. before dropping momentum cutoffs, this trivial
mass renormalization (which is perfectly legitimate as we
focus on the critical point where the boson is massless)
would always suffice. However, in practice we have to
take the limit δv → 0 first, and subtract Π(0, kd) (which
amounts to a “superconducting logarithm”) in effect. A
more detailed justification of this step is presented in
Appendix D. Second: Although at first glance of the
Fermi surface of Fig. 2 one could expect Π to have a
SDW-type behaviour Π(k) ∼ |K| [9], our result (25) is a
standard Landau-damping term familiar from the Ising-
nematic case [12], apart from the anisotropy discussed
above. This is again a consequence of the pairing struc-
ture of the original vertex.
As in the Ising-nematic case, the boson self-energy is
UV finite as d → 5/2. Still, this contribution is crucial,
as the further loop corrections of Fig. 4 (b),(c) are only
IR finite if the boson lines are taken to be dressed, which
we will do in the following, compare Ref. [12].
Let’s now evaluate the fermion self-energy of Fig. 4 (b).
For a fermion of spin κ, there are two contributions
Σκ1 (k) = g
2µ
∫
pd+1
D(p)M1Gβ(k + p)M2σ
κβ
y σ
βκ
y , (27)
Σκ2 (k) = g
2µ
∫
pd+1
D(−p)M2Gβ(k + p)M1σκβy σβκy , (28)
representing the two ways to draw the arrow on the boson
line. Evaluating these integrals in leading order in  (see
Appendix B 2), we obtain
Σ(k) = Σκ1 (k) + Σ
κ
2 (k) (29)
=
ugg
4/3

· σy · (−ik0) + finite terms,
ug ' −0.0813.
Thus, we find that the fermion self-energy only depends
on the frequency, and not on the extra momenta ~k as for
the Ising-nematic [12]. This is easily understood as fol-
lows: as discussed before, see Eq. (16), insertion of extra
dimensions ~k gives rise to triplet pairing terms already
at the noninteracting level, or, in other words, to anom-
alous terms in the bare fermion Green’s function ∝ ~k,
when expressed in terms of the original fermion fields ψ
(see, e.g., Ref. [50]). Therefore, to obtain a contribution
to Σ(k) ∝ ~k, there must be an anomalous contribution
to the self-energy. However, this is not possible at one-
loop. This is seen pictorially in Fig. 6(a), which shows an
impossible diagram (since four fermions are annihilated
at the vertices) in terms of original fermion fields. Note
that at higher loop level such contributions can arise, see
Fig. 6(b).
Last, we need to compute the vertex correction of Fig.
4(c). In d = 2, this diagram is trivially absent, but not
in d > 2 (due to the anomalous terms). However, we still
find that there is no -divergent vertex correction; further
details are relocated to Sec. VII, where we discuss general
vertex corrections that reflect possible competing orders.
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Figure 6. Anomalous contributions to the fermion self-energy
(in terms of the original fermion fields ψ). At one-loop, such
contributions are impossible [Fig. (a)], but can arise at two
loop [Fig. (b)].
V. Renormalization
A. Flow equation
To obtain a UV finite renormalized action, we have to
add the fermion self-energy as a counter-term, employing
the minimal subtraction scheme where the counterterm
depends on g only:
SCT =
∑
α=↓,↑
∫
kd+1
Z1,1(g)

Ψ¯α(k)(−iσy · k0)Ψα(k),
Z1,1(g) = ug · g4/3. (30)
Then, the renormalized action is obtained as Sren = S +
SCT. We define a renormalization constant Z1 = 1 +
Z1,1/ and introduce unrenormalized (bare) fields and
couplings as
kb0 = k0 · Z1, ~kb = ~k, kbd−1 = kd−1, kbd = kd, (31)
Ψb(kb) = Z
−1/2
1 Ψ(k), ∆b(kb) = Z
−1/2
1 ∆(k),
gb = Z
−1/2
1 µ
/2g.
These relations bring the renormalized action back in the
form of the initial bare action (19) except for the dimen-
sionful coupling gb:
Sren =∫
(kb)d+1
Ψ¯bα(k
b)
(
−iΓ ·Kb + iσx(kbd−1 + (kbd)2)
)
Ψbα(k
b)
+
∫
(kb)d+1
(kbd)
2 · |∆b(kb)|2
− gb
∫
(kb)d+1,(pb)d+1
[
∆¯b(kb)σαα
′
y Ψ¯
b
α(−pb)M1Ψbα′(kb − pb)
+ ∆b(kb)σαα
′
y Ψ¯
b
α(k
b − pb)M2Ψbα′(−pb)
]
. (32)
Let’s determine the flow of the renormalized coupling g
at a fixed UV value of the bare coupling gb as the mass
scale µ is decreased. It is described by the beta function
β =
dg
d ln(µ)
, (33)
which fulfills the equation
β
(g
2
Z ′1 − Z1
)
− 
2
gZ1 = 0. (34)
We may solve it making the standard ansatz β = β0+β1,
where β0,1 depend on g only. Comparing coefficients of
the parts regular in  of Eq. (34) yields2
β = −ug
3
g7/3 − 
2
g. (35)
The beta function has a fixed point at
g? =
(
3
−2ug
)3/4
, ug ' −0.0813. (36)
Writing µ = µ0e
−`, the RG eigenvalue of g at g = g?
in the IR (` → ∞) is − 23, i.e, the fixed point is stable
(respectively, critical, as we have dropped the RG relev-
ant mass term from the action). This indicates a second
order phase transition between the FFLO and normal
metal phases. A continuous transition was also found in
the mean-field study of our precursor work [1], and other
2D studies [51, 52].
B. Critical properties
Let’s discuss critical properties of this new fixed point,
which are intimately linked with experimental observ-
ables. First, we define the dynamical critical exponent
z:
z = 1− d ln(1/Z1)
d ln(µ)
= 1 +
1
Z1
Z ′1β. (37)
At the fixed point we find
z? = 1 + . (38)
From the renormalization of fields in Eq. (31), the anom-
alous dimensions of bosons and fermions read
ηΨ = η∆ =
1
2
d ln(1/Z1)
d ln(µ)
=
1− z
2
= − 
2
∣∣∣∣
z=z?
. (39)
z and η feed into the scaling behaviour of correlation
functions, which can be determined in the standard way,
defining renormalized Green’s functions by
〈Ψ(k1) . . .Ψ(km)Ψ¯(km+1) . . . Ψ¯(k2m)∆(k2m+1) . . .
∆(k2m+n)∆¯(k2m+n+1) . . . ∆¯(k2m+2n)〉 =
G(m,m,n,n)({ki}; g, µ)×
δd+1
( m∑
i=1
ki +
2m+n∑
i=2m+1
ki −
2m∑
j=m+1
kj −
2m+2n∑
j=2m+n+1
kj
)
, (40)
2 Note that the solution (35) violates Eq. (34) at order g11/3/.
This is a standard artefact of approximating the renormaliza-
tion constant Z1 ' 1 + Z1,1 at one-loop level, and should be
succesively improved by higher loop contributions.
9with spin and spacetime indices suppressed. These cor-
relators are related to the bare ones derived from the bare
action (32) by multiplicative renormalization, and fulfill
the scaling equation{ 2m+2n∑
i=1
z · ki,0 ∂
∂ki,0
+ ~ki∇~ki + ki,d−1
∂
ki,d−1
+
ki,d
2
∂
∂ki,d
− β ∂
∂g
− 2m · (ηΨ − 4−2 )− 2n · (η∆ − 4−2 )
+ (− z − 2)
}
G(m,m,n,n)({ki}; g, µ) = 0. (41)
At the fixed point where β = 0, and the RG exponents
are given in Eqs. (38) and (39), Eq. (41) implies a scaling
form of the fermion two-point function
G(k) ∝ 1
δk
· f
(
k
1/(1+)
0
δk
,
|~k|
δk
)
, δk = kd−1 + k2d, (42)
where f is a universal scaling function. In particular, in
d = 2 ( = 1/2), this scaling form is consistent with the
fermion self-energy ∝ k2/30 obtained in Ref. [1]. We there-
fore find, for  > 0, non-Fermi liquid behaviour where the
quasiparticle nature of fermions is destroyed by strong or-
der parameter fluctuations; exactly at  = 0, the system
is a marginal Fermi liquid. For bosons, one finds the same
scaling form as in Eq. (42) with δk replaced by k
2
d:
D(k) ∝ 1
k2d
· f
(
k
1/(1+)
0
k2d
,
|~k|
k2d
)
. (43)
Apart from the critical correlations (42), also the scaling
behaviour on the normal metal side is of interest, char-
acterized by the correlation length exponent ν. To find
it, we need to include a mass perturbation m|∆|2 in the
action, and ν is given by the inverse RG eigenvalue of m.
Then, we need to compute the boson self-energy Π(0)
– the mass will aquire an anomalous dimension if Π(0)
shows a (logarithmic) 1/ divergence. In our evaluation
of Π in App. B 1, such a logarithmic divergence does not
arise, at least at one-loop in the analytically controlled
limit δv → 0. By power counting, we can thus conclude
ν = 1 +O(2). (44)
What is more, our theory is similar to the nematic case,
where the boson self-energy does not diverge up to 3 loop,
[12]. So, we can expect that the estimate (44) holds to
higher loop level as well.
VI. Physical Observables
Eqs. (42), (43), obtained in a controlled perturbative
procedure, are the major result of this work. Eq. (43)
tells us the scaling form of the pair susceptibility D. For
ordinary BCS [53–55] as well as unconventional high-Tc
[56] superconductors, the imaginary part of this quantity
is proportional to the Josephson current in a SIN junc-
tion setup for a small applied bias voltage; it remains
to be seen if this idea can be carried over to FFLO su-
perconductors. Furthermore, by integration over D2 (see
App. F), one can obtain the fluctuation contribution to
the spin susceptibility χ∆ in the normal state. For d = 2,
we find a weakly divergent behaviour as function of the
reduced magnetic field, χ∆ ∝ ln((h− hc)/hc). This is in
agreement with the RPA result of Ref. [15].
The correlator G in Eq. (42) describes the fate of elec-
tronic excitations. In d = 2, they decay in non-Fermi
liquid manner, with a large rate Γ(k0) ∝ k2/30 . The hot-
spot density of states ρ(k0) of these excitations can be
found by integrating the electronic spectral function over
momenta [1], ρ(k0) ∝ k1/30 . In addition, a constant con-
tribution to ρ(k0) from the cold, Fermi-liquid-like parts
of the Fermi surface will arise.
As long as ω/T scaling is not violated [57–59], these
overdamped excitations will strongly influence the tem-
perature dependence of observables within the quantum
critical region of Fig. 1. This region is delimited by the
two crossover lines satisfying kBT ∼ |h − hQCP|zν with
zν = 3/2 according to our results. For instance, one
can extract the critical contribution to the specific heat,
which scales as C ∝ T (d−θ)/z = T 43− 23 θ. Here, θ is an ex-
ponent which describes hyperscaling violation. Usually
hyperscaling violation occurs in systems with a critical
Fermi surface, where the integral of the singular part of
the free energy along the entire Fermi surface alters the
thermodynamic properties [60]. In the context of the
FFLO critical point discussed here, hyperscaling viola-
tion is not expected to occur for a sizeable velocity de-
tuning δv, when the critical degrees of freedom live in the
vicinity of isolated hot spots. Then, θ = 0 and therefore
C ∝ T 4/3. This is similar to the SDW hot spots studied
in Refs. [61, 62]. By contrast, for the case of vanishing
velocity detuning to which our RG computation was re-
stricted, the entire Fermi surface becomes hot. As a res-
ult, one expects a hyperscaling violation exponent θ = 1
and therefore C ∝ T 2/3. We emphasize again, however,
that the hot spot theory (our field theoretical starting
point) remains applicable in this limit as well: the infin-
ite set of hot spot pairs decouple in the low energy limit,
because electrons can only scatter with small momentum
transfer tangential to the Fermi surface, similar to the
Ising-nematic case. For this reason we are confident that
our RG computation remains valid for finite velocity de-
tunings as well, even though thermodynamic observables
may depend strongly on the velocity detuning via the
hyperscaling violation exponent θ.
From the low-energy form of ρ(k0) of the hot quasi-
particles one can also make a prediction for the temper-
ature dependence of the NMR relaxation rate, 1/(T T1) ∝
T 2/3 [1]. Note that for strong velocity detuning, the
cold electrons give an additional constant contribution
to 1/(T T1) (Korringa law).
In organic superconductors, measurements of specific
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heat [63, 64] and NMR rates [19] within the putative
quantum-critical region have been already taken. While
one may see indication for non-Fermi liquid behaviour in
the data (see Ref. [1]), quantitative statements and mean-
ingful estimates on critical exponents cannot be made
yet. A new round of data taking on a larger temperature
interval might provide a conclusive insight.
VII. Competing orders
Non-Fermi liquid fixed points, where the critical cor-
relations take a form similar to Eqs. (42), (43), arise in
numerous physical contexts. As discussed above, in prin-
ciple the zero-temperature form of the correlations mani-
fests itself in a quantum-critical region at finite temper-
atures, see Fig. 1. However, the critical scaling is often
masked by a “dome” of a competing, mostly supercon-
ducting order [31, 33, 62, 65], at least for conventional
critical points associated with the onset of broken sym-
metry [32]. The FFLO-normal metal fixed point is differ-
ent in this regard: since we deal with a phase transition
towards superconductivity already, one can expect the
fixed point to be “naked”. Other superconducting or-
ders, e.g. of triplet type, may of course occur, but seem
unlikely given the Fermi surface geometry of Fig. 2, in ac-
cordance with a recent Monte-Carlo study of a Hubbard
model with spin imbalance [66].
Going beyond these naive expectations, one may an-
swer the question how competing instabilities are modi-
fied close to our new non-Fermi liquid fixed point system-
atically in the dimReg framework: Following the treat-
ment of Ref. [67], we consider the insertion of a generic
fermion bilinear into the critical action (19). In the spinor
language, this term can be of two types: Either
type 1 : λ
∫
kd+1
Ψ¯α(k)AΨβ(k)Bαβ or (45)
type 2 : λ
∫
kd+1
ΨTα(k)AΨβ(−k)Bαβ + h.c. , (46)
where A and B are 2 × 2 hermitian matrices: A acts
in spinor space, while B acts in spin-space. λ is a real-
valued scalar, which can be viewed as an external source
field coupling to the respective order parameter.
Restricting ourselves to instabilites where the bare ver-
tex is momentum independent, a general vertex can be
written as sum of such terms. As seen explicitly below,
the quantum corrections do not mix at one-loop level, so
it suffices to study the terms individually.
We aim to classify the quantum corrections V to these
operators at one-loop level. The corresponding diagrams
are shown in Fig. 7.
In leading order in , these diagrams renormalize λ as
λ → λ(1 + uλg4/3/); for uλ > 0 (< 0), the instabilites
are enhanced (suppressed). In RG formulation, the asso-
k
kG(p)
G(p)
k − p
A
M1
M2
k
−kG(−p)
GT(p)
k − pA
M1
M2
(a) (b)
Figure 7. Generic one-loop vertex correction in spinor space:
(a) type 1 vertex (b) type 2 vertex.
ciated beta functions fulfill:
βλ =
dλ
d lnµ
= λ(−1− ηλ), (47)
with anomalous dimension ηλ. Proceeding as in the pre-
vious section, we find
ηλ =
2
3
uλg
4/3 =
∣∣∣∣
g=g?
− uλ
ug
. (48)
To compute one-loop corrections V to the fermion bilin-
ears of Eqs. (45), (46), as a basis for the matrices A,B
we choose 1, σx, σy, σz. The calculations are then fairly
straightforward; technical details are presented in Ap-
pendix C. Let us sketch the results, starting with type 1
competing orders: For A = 1 or A = σz, the -divergent
vertex corrections are proportional to
V ∝
∫
pd+1
~Γ · ~p · f(|~p|), (49)
where ~Γ is the vector of Gamma-matrices for the ex-
tra inserted dimensions (i.e., this vector has one entry
in d = 3), and f is some function. In d = 2, there
are no extra dimensions, and (49) vanishes trivially. In-
deed, type 1 corrections with diagonal spinor matrices
A correspond to superconducting instabilites; for these,
the one-loop vertex correction is trivially absent as the
diagram simply cannot be drawn. In higher dimensions,
Eq. (49) also vanishes by antisymmetry. In particular,
the FFLO boson-fermion vertex correction vanishes as
already stated in Sec. IV. Thus, superconducting vertices
are not modified at the critical point at one-loop level.
Of course, for pairing vertices one should also take into
account momentum dependent form factors, but these
should only render the vertex less RG-relevant.
For A = σx, the corrections V are shown to vanish
as well, similar to the vertex corrections in the Ising-
nematic case [12]. Finally, for A = σy the corrections
vanish for d = 2 only (by Cauchy’s integral theorem).
Near d = 5/2, there are non-zero contributions; these
lead to enhancement or suppression depending on the
spin-matrix B. Writing out the vertex (45) in terms of
ordinary fermions ψ, the results are summarized in Tab.
II.
Thus, the type 1 vertices influenced by FFLO fluctu-
ations correspond to density interactions between fermi-
ons with the same sheet index, with relative phases locked
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Spin-matrix B Terms in action Anomalous dimension ηλ
1 ψ¯Rαψ
R
α − ψ¯LαψL1α 1.00, enhanced
σx ψ¯
R
↑ ψ
R
↓ + ψ¯
R
↓ ψ
R
↑ − ψ¯L↑ ψL↓ − ψ¯L↓ ψL↑ −1.00, suppressed
σy i(ψ¯
L
↓ ψ
L
↑ + ψ¯
R
↓ ψ
R
↑ )− i(ψ¯R↑ ψR↓ + ψ¯L↑ ψL↓ ) 1.00, enhanced
σz ψ¯
R
↑ ψ
R
↑ − ψ¯R↓ ψR↓ − (ψ¯L↑ ψL↑ − ψ¯L↓ ψL↓ ) −1.00, suppressed
Table II. Type 1 instabilities, of the form Ψ¯ασyΨβBαβ , modified by the FFLO at one loop
in various ways. Let us go over to type 2 competing or-
ders, as these are easier to interpret and quantitatively
more important. In particular, they also pick up sizable
corrections for d = 2. For spinor-matrices A = 1, σz, the
quantum corrections vanish analogously to Eq. (49). For
A = σx, σy, nontrivial corrections can arise. Evaluating
all combinations ΨTα(k)AΨβ(−k)Bαβ is again straight-
forward and shown in Appendix C; some combinations
of A,B vanish trivially due to anticommutation of fer-
mion fields. The results are summarized in Tab. III.
As indicated in Tab. III, competing orders that aquire
a non-trivial one-loop correction from FFLO order cor-
respond to the Spin Density-Wave (SDW) or Charge
Density-Wave (CDW) channel. Only the latter order,
with a wavevector peaked at 2kF,↓ or 2kF,↑, is en-
hanced. Note that this order, which is referred to as
2kF -scattering in Ref. [12], is suppressed in the Ising-
nematic case; the change in sign can be cross-checked by
integrating out bosons and noting that the resulting ef-
fective four-fermion interaction has an opposite sign when
decoupled in the 2kF -channel in the Ising-nematic case
compared to the FFLO case. In summary, our analysis of
instabilities indentifies the 2kF -CDW as the only serious
competitor for FFLO criticality in d = 2.
Of course, this dimReg computation can only predict
how a tendency to order is enhanced, but not if there is
an instability in the first place. A first indication that
CDW order may indeed be important here can be ob-
tained by straightforward evaluation of the corresponding
vertex diagram with both fermions and bosons dressed by
FFLO self-energies, which indeed shows a logarithmic di-
vergence. To unambiguously answer the question which
ordering tendency (FFLO or CDW) is more important,
one would need to perform an RG analysis of an action
which treats both orders on the same footing, e.g. similar
to Ref. [33]; we leave this task for future work.
VIII. Conclusion and outlook
In this work we have analyzed the quantum critical
point between a FFLO superconductor and a normal
metal phase in an anisotropic 2D system. Computing
critical properties in a controlled expansion in  = 5/2−d
dimensions we have found a non-Fermi liquid fixed point,
characterized by a dynamical critical exponent z = 1 + 
and a correlation length exponent ν = 1 +O(2) to lead-
ing order in ε. We derived the scaling forms of electronic
and order-parameter correlations, and discussed possible
physical manifestations.
One big advantage of the FFLO critical point com-
pared to other non-Fermi liquid systems is that the scal-
ing regime of the QCP is potentially accessible down to
arbitrary low temperatures, if the quantum critical point
is not masked by a competing order, such as supercon-
ductivity in heavy Fermion compounds or cuprate super-
conductors. In order to shed some light on this question
we also performed a general analysis of competing in-
stabilities and found that charge density wave ordering
is enhanced in the vicinity of the FFLO critical point.
It is thus possible that the FFLO QCP is masked by a
CDW phase in certain materials, depending on micro-
scopic details. Extending our RG analysis to a situation
where FFLO and CDW fluctuations are treated on equal
footing would be an interesting problem for future study.
In a similar spirit, one could attempt an RG analysis of
disorder [68], which is known to destroy the FFLO state
in organic superconductors [69].
Our analytical derivation relies heavily on the approx-
imation that the spin-up and spin-down Fermi surface
branches have the same curvature respectively vanishing
velocity detuning δv → 0. While this parameter choice
is physically grounded, treating the δv 6= 0 case e.g. nu-
merically would be very interesting, potentially revealing
a modification of the Fermi surface shape as in the SDW
case [9]. In addition, one could try to start from the
opposite limit δv → ∞. A higher loop analysis of the
problem would be desirable as well, but appears rather
involved; alternatively, for δv 6= 0 one could apply the
scheme with fixed co-dimension as shortly discussed, and
see if it leads to similar results.
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Spinor A Spin B Terms in action Anomalous dimension ηλ
σx σy 2i(ψ¯
L
↓ ψ
R
↑ − ψ¯L↑ ψR↓ ) + h.c.: SDW in y-direction −1.70, suppressed
σy 1 2iψ¯
L
αψ
R
α + h.c.: CDW at 2kF,↓ or 2kF,↑ 2.69, enhanced
σy σx 2i(ψ¯
L
↓ ψ
R
↑ + ψ¯
L
↑ ψ
R
2↓) + h.c.: SDW in x-direction −2.69, suppressed
σy σz 2i(ψ¯
L
↑ ψ
R
↑ − ψ¯L↓ ψR↓ ) + h.c.: SDW in z-direction −2.69, suppressed
Table III. Type 2 instabilities, of the form Ψ¯TαAΨβBαβ + h.c., modified by the FFLO at one loop.
Appendix A: Mean field phase transition of a mi-
croscopic model
To illustrate our field theoretic starting point, in this
Appendix we recall the ordinary Ginzburg-Landau pic-
ture of the phase transition. Paraphrasing the treatment
of Ref. [1], we start from a microscopic model appropri-
ate e.g. for the Bechgaard salt (TMTSF)2ClO2 [18, 70]:
we consider spinful fermions freely moving along chains
oriented in x-direction, with a small interchain hopping
parameter t. When these electrons are Zeeman-coupled
to a magnetic field h, the free fermionic Hamiltonian
reads
H0 =
∑
α=↑,↓,k
ξα(k)ψ
†
α(k)ψα(k), (A1)
ξα = k
2
x/2− 2t cos(ky)− µ− sαh, {s↑, s↓} = {1,−1},
where µ is the chemical potential, and we set the fermion
mass and interchain distance to 1. Plotting the Fermi
surface with parameters µ = 3.3, t = 0.5, h = 1.0 readily
reproduces Fig. 2.
We now assume that the electrons interact with some
short-range attractive interaction hamiltonian Hint (e.g.
mediated by phonons) as in Eq. (3) . Then, we introduce
a functional integral representation of H = H0 + Hint,
resulting in a quantum action S (see, e.g., Ref. [71]). De-
coupling the interaction term Hint in the pairing channel
yields (we consider finite temperature T for generality)
S[ψα, ψ¯α,∆, ∆¯] = S0[ψα, ψ¯α] + Sint[ψα, ψ¯α,∆, ∆¯],
Sint =
∑
ωn,q
g|∆(ωn,q)|2−
g√
βV
∑
k,q
νn,ωn
∆¯(ωn,q)ψ↓(ωn − νn,q− k)ψ↑(νn,k) + h.c.,
(A2)
where S0 is the bare fermionic action derived from Eq.
(A1), ωn, νn are bosonic and fermionic Matsubara fre-
quencies, respectively, and β is the inverse temperat-
ure. The subsequent mean-field analysis shows that
the superconducting susceptibility is peaked at momenta
±QFFLO = (kF,↑ − kF,↓) ex, where kF,α are the respect-
ive Fermi momenta of the two spin species. Consequently
electrons interact with superconducting fluctuations ∆
predominantly at so-called hotspots on the Fermi surface
which are connected by QFFLO, found at ky = 0, kx =
±kF,α. For this reason, within a low-energy theory suffi-
cient for a universal RG analysis, we can expand the fer-
mion fields as well as the fermion dispersions near these
hotspots. In this manner, we introduce four low-energy
fields ψ
L/R
↑/↓ . Furthermore expanding ∆ near ±QFFLO
readily yields action (4) in the limit V →∞, T → 0 apart
from different boson kinetic and mass terms, which auto-
matically arise in the RG flow as discussed in the main
text.
A standard Landau-Ginzburg analysis of Eq. (A2),
which indicates a continuous phase transition, can be per-
formed by integrating out the fermions.3 This yields an
effective bosonic action
S∆[∆, ∆¯] =
∑
ωn,q
g|∆(ωn,q)|2 − Tr lnG−1, (A3)
where Tr denotes the trace in spin and energy-momentum
space, and G−1 is a matrix propagator:
G−1(νn, ν′n,k,k
′) = (A4)(
βδνn,ν′nδk,k′(iνn − ξ↑(k))
√
β/V g∆(νn − ν′n,k− k′)√
β/V g∆¯(νn − ν′n,k− k′) βδνn,ν′nδk,k′(iνn + ξ↓(−k))
)
.
To generally treat Eq. (A3) on mean field level, one would
proceed by solving for the saddle point, δ/(δ∆)S∆
!
= 0,
making an appropriate mean field ansatz for the (static)
boson. The Larkin-Ovchinnikov ansatz, around which
our dynamical boson in the main part is expanded, reads
∆LO(ωn,q) = ∆0δωn,0
(
δq,QFFLO + δq,−QFFLO
)
, (A5)
where the amplitude ∆0 can be chosen real. However,
a derivation of a closed-form saddle point equation (=ˆ
mean field self-consistency equation) is difficult since it
requires the inversion of Eq. (A4), which is hindered by
the involved momentum dependence in Eq. (A5). To
avoid this difficulty, one can plug in the ansatz (A5) into
S∆ and expand in powers of ∆0 up to fourth order. Since
3 This is dangerous for 2D fermionic systems, see e.g. Ch. 18 of Ref.
[72]; a proper analysis requires an RG procedure as presented in
this paper.
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the odd terms trivially vanish by symmetry, one obtains
an effective Landau-Ginzburg functional
SLG[∆0] = m[h]∆
2
0 + a4[h]∆
4
0, (A6)
where we have indicated the magnetic field dependence
explicitly. A strong indication for a continuous transition
at mean field level is then given if (see, e.g., Ref. [73])
the boson mass m can be tuned to zero for approprate
h, while a4 > 0. The second condition was shown to be
true in Ref. [1] (see Appendix A within). Let’s focus on
the first one here. As easily shown, the coefficient m is
given by
m = 2g2(1/g −Π0[h]), (A7)
Π0[h] =
∑
k
1− nF [ξ↑(k)]− nF [ξ↓(QFFLO − k)]
ξ↑(k) + ξ↓(QFFLO − k))
, (A8)
where nF is the Fermi-distribution, and Π0 the static in-
verse pair propagator respectively the boson self-energy.
Evaluating Eq. (A8) for general external boson momenta,
one easily check’s that it is indeed peaked at QFFLO as
claimed before.
We limit ourselves to a numerical evaluation of Π0[h]
in the limit T → 0; a plot for generic parameters shown
in Fig. 8
h
Π0[h]
Figure 8. Π0[h] numerically computed from Eq. (A8), with
parameters µ = 3.3, t = 0.5. The inset shows the same plot
on a log-linear scale.
As clearly seen in Fig. 8, Π0[h] diverges as h → 0. In
fact, this divergence is logarithmic, as pinpointed in the
inset. This is in accordance with the analytical evaluation
for the low-energy action in Appendix D (where δv ∝ h),
and also with Ref. [15]. Therefore, at any arbitrarily
small value of the coupling g, there is a critical magnetic
field hc ∝ exp(−1/g) where the mass term m in Eq. (A7)
changes sign, and the mean field phase transition between
the normal metal and the FFLO superconductor occurs.
Close to hc, the field-dependence of the mass term scales
as m ∝ (h− hc)/hc, as claimed in the main text.
The mean-field treatment presented above is fairly
simplistic. First, it does not describe the phase transition
between the FFLO and homogeneous superconductor –
to this aim one would have to make a homogeneous mean
field ansatz as well, which we avoid since we are only in-
terested in the QCP shown in Fig. 1. One could also
improve the mean field ansatz, say, by allowing for more
complicated periodic functions that the cos(Q · x) LO-
dependence, as done e.g. in Ref. [52]. We don’t pursue
this further since the mean-field treatment is not the fo-
cus of this work, and the general outcome that a mean-
field transition exists and is continuous in 2D is generally
agreed upon in the literature.
Appendix B: Computation of self-energies
1. Boson self-energy
Here, we present the evaluation of the boson self-
energy, given by Eq. (23):
Π(k) = −g2µ
∫
pd+1
∑
α6=α′
Tr [Gα(−p)M1Gα′(k − p)M2] .
(B1)
To evaluate the trace, we use
Tr[σiM1σjM2] =

j = x j = y j = z
i = x 1 −i 0
i = y i 1 0
i = z 0 0 0
.
(B2)
In the limit δv → 0 discussed in the main text, this leads
to
Π(k) = 2g2µ
∫
pd+1
(δ−p + ip0) · (δk−p + i(k0 − p0))[
P 2 + (δ−p)2
] [
(K − P )2 + (δk−p)2
] .
(B3)
Changing to energy variables x = δ−p, y = δk−p, with
Jacobian 1/|2kd|, Π(k) is rewritten as
Π(k) =
g2µ
|kd|
∫
dp0
2pi
d~p
(2pi)d−2
dx
2pi
dy
2pi
x+ ip0
P 2 + x2
×
y + i(k0 − p0)
(K − P )2 + y2 , P = (p0, ~p). (B4)
Note that the limit δv → 0 is already required at this
stage: for general velocity detuning, the Jacobian of the
transformation to energy variables is more involved, and
the integration range is nontrivial as well, obstructing
further evaluation.
Taking the elementary x, y integrals (note that the log-
divergent parts vanish by antisymmetry), results in
Π(k) =
g2µ
4|kd|
∫
dp0
2pi
∫
d~p
(2pi)d−2
(k0 − p0)p0
|P ||K − P | . (B5)
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To proceed (the remaining steps are similar to Sec. A1
of Ref. [12]), we introduce a Feynman parameter, using:
1√
A1
√
A2
=
1
pi
∫ 1
0
dt
1√
t(1− t)
1
tA1 + (1− t)A2 . (B6)
Shifting P → P + (1− t)K, this gives:
Π(k) =
g2µ
4pi|kd|
∫
dp0
2pi
∫
d~p
(2pi)d−2
∫ 1
0
dt
1√
t(1− t)
× (tk0 − p0)(p0 + (1− t)k0)
P 2 + t(1− t)K2 . (B7)
We note that the terms of the numerator linear in p0
give no contribution by antisymmetry. After rescaling
P → √t(1− t)P , we are left with a t-integral of the
form ∫ 1
0
dt(t(1− t))d/2−1 = Γ
(
d
2
)2
Γ(d)
. (B8)
Going to polar coordinates, the remaining integrals read:
Π(k) =
g2µ
|kd|
Γ
(
d
2
)2
Γ(d)
· 2
1−d
pid/2Γ
(
d
2 − 1
) ∫ ∞
−∞
dp0
2pi∫ ∞
0
d|~p| |~p|d−3
(
p20 − k20
|~p|2 + p20 + |~k|2 + k20
− p
2
0
|~p|2 + p20
)
.
(B9)
Here, we have also subtracted Π(0, kd) for UV regular-
ization. As discussed in the main text, the residual mo-
mentum dependence of this subtraction can be seen as
an artefact of the δv → 0 limit, and is further discussed
in Appendix D. Formally, this subtraction can also be
justified by referring to Veltman’s formula (see e.g. Ref.
[46]).
It is instructive to study the |~p|-integral as d → 2.
In this limit, the extra dimensions vanish and the |~p|-
integral should be absent. Indeed, as d→2, the integral
becomes IR log-divergent, and so comes from ~p = 0 only;
the log-divergence is asymptotically canceled by the pre-
factor ∼ 1/Γ(d/2 − 1). The remaining integrations are
staightforward, resulting in Eq. (25) of the main text:
Π(k) = χd
g2µ
|kd| (d · k
2
0 + |~k|2) · (k20 + |~k|2)
d−3
2 , (B10)
χd =
Γ((1− d)/2)
2d+2pi(d+1)/2
· Γ(d/2)
2
Γ(d)
.
χ5/2 ' −0.0178.
2. Fermion self-energy
We continue with evaluation of the fermion self-energy
with external spin-index κ, starting from Eq. (27):
Σκ1 (k) = g
2µ
∫
pd+1
D(p)M1Gβ(k + p)M2σ
κβ
y σ
βκ
y .
(B11)
The sums in spinor space can be performed using
M1σiM2 =
(
0 1
0 0
)
·

1 i = x
−i i = y
0 i = z
. (B12)
In the spin-independent limit δv → 0 this leads to
Σ1 = (B13)(
0 −i
0 0
)
· g2︸ ︷︷ ︸
≡c1
µ
∫
pd+1
(k0 + p0) · i+ δk+p
(K + P )2 + (δk+p)2
· 1
p2d −Π(p)
.
Inserting the boson self-energy, one can elementarily eval-
uate the pd−1, pd integrals, resulting in
Σ1 =
ic1µ

3
√
3
∫
dp0
2pi
d~p
(2pi)d−2
(k0 + p0)
|K + P | × (B14)
1
µ/3χ1/3(d · p20 + |~p|2)1/3 · (p20 + |~p|2)
d−3
6
, χ = −χdg2.
We apply a Feynman parametrization:
1
Aα11 A
α2
2 A
α3
3
=
Γ(α1 + α2 + α3)
Γ(α1)Γ(α2)Γ(α3)
∫ 1
0
dt1
∫ 1−t1
0
dt2
tα1−11 t
α2−1
2 (1− t1 − t2)α3−1
(t1A1 + t2A2 + (1− t1 − t2)A3)α1+α2+α3 . (B15)
With α1 = 1/2, α2 = 1/3, α3 = (d − 3)/6, Eq. (B14) is
rewritten as
Σ1 = c2
∫
dp0
2pi
d~p
(2pi)d−2
∫ 1
0
dt1
∫ 1−t1
0
dt2
(k0 + p0) · t−
1
2
1 t
− 23
2 (1− t1 − t2)
d−9
6
[t1(K + P )2 + t2(dp20 + |~p|2) + (1− t1 − t2)(p20 + |~p|2)]
d+2
6
c2 =
ic1µ
2/3 · Γ( 2+d6 )
3
√
3 · χ1/3 · Γ( 12 )Γ( 13 )Γ(d−36 )
. (B16)
Strictly speaking, the Feynman parametrization of Eq.
(B16) is only well-defined for d > 3, as the t2-integral is
otherwise divergent. We will circumvent this problem by
evaluating the t2-integral for general d > 3 below (after
the momentum integrals), and then analytically continue
the result to d < 3; the divergence at d = 3 will cancel
against the term Γ((d− 3)/6) contained in the factor c2.
As there certainly is a strip of convergence of the original
integral (B14), and we also recover the d = 2 result of
Ref. [1], this procedure should be legitimate. To proceed,
in Eq. (B16) we shift
p0 → p0 + −t1
1 + t2(d− 1)k0, ~p→ ~p− t1
~k. (B17)
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Disregarding the linear terms in p0 which vanish by an-
tisymmetry, we then obtain:
Σ1 = c2
∫
dp0
2pi
d~p
(2pi)d−2
∫ 1
0
dt1
∫ 1−t1
0
dt2 (B18)
(1 + −t11+t2(d−1) )k0 · t
− 12
1 t
− 23
2 (1− t1 − t2)
d−9
6(
d1k20 + d2p
2
0 + |~p|2 + |~k|2t1(1− t1)
)d+2
6
d1 = t1 − t
2
1
1 + (d− 1)t2 , d2 = 1 + (d− 1)t2.
For 2 ≤ d < 5/2, the momentum integrals can be
straightforwardly evaluated by going to polar coordin-
ates, yielding
Σ1 =k0
c2 · 21−d · Γ( 43 − d3 ) · Γ
(

3
)
pi(d−1)/2 · Γ( 2+d6 ) · Γ
(
1
2 +

3
) ∫ 1
0
dt1
∫ 1−t1
0
dt2
(1− t11+(d−1)t2 )t
− 12
1 t
− 23
2 (1− t1 − t2)
d−9
6√
1 + (d− 1)t2
×(
µ2
d1k20 + t1(1− t1)|~k|2
)/3
. (B19)
Following the procedure described below Eq. (B16), let
us evaluate the t2-integral for d > 3. With an eye for the
final limit  → 0, we still set the last dimensionless pre-
factor in Eq. (B19) equal to one, which should be fine as
this is a perfectly regular function in t1, t2. We have also
checked this numerically on a simplified integral. Fur-
thermore, note that in d = 2, we can extract a factor
of |k0|−1/3 from the integral, and obtain a self-energy
∝ |k0|2/3 as found in Ref. [1].
Evaluation of the t2-integral yields, without the other
prefactors, the fairly involved expression:
F˜ (d) =− Γ (d−36 )× (1− t1) d−76 Γ ( 13){[ (d (t21 − 3t1 + 3)− t1(t1 + 3)) 2F1 ( 13 , 12 ; d−16 ; (d− 1)(t1 − 1))
+ (4− d)t1 2F1
(− 12 , 13 ; d−16 ; (d− 1)(t1 − 1)) ]}/ [3√t1(d(t1 − 1)− t1)Γ (d−16 )] . (B20)
where 2F1 is the hypergeometric function. F˜ (d) is di-
vergent for d ↘ 3 due to the prefactor Γ((d − 3)/6),
but this factor cancels against the same factor contained
in the overall prefactor c2 [c.f. (B16)]. The remainder
F (d) ≡ F˜ (d)/Γ((d−3)/6) is a well-behaved function. Its
numerical integration leads to∫ 1
0
dt1F
(
5
2
) ' 1.166 (B21)
Collecting all prefactors, and expanding the Gammafunc-
tions from Eq. (B19) in , one obtains
Σ1 =
ugg
4/3

·
(
0 −i
0 0
)
· (−ik0) + finite terms,
ug = −0.0813. (B22)
Evaluation of Σ2 given in Eq. (28) proceeds analougously.
In total, one arrives at Eq. (29) of the main text:
Σ(k) = Σ1(k) + Σ2(k) (B23)
=
ugg
4/3

· σy · (−ik0) + finite terms.
Appendix C: Computation of vertex corrections
for competing instabilities
In this Appendix, we compute the anomalous dimen-
sions of possible competing orders, which are summarized
in Tables II, III.
1. Type 1 orders
As in the main text, we start with type 1 orders, com-
puting one-loop corrections V to the fermion bilinear of
Eq. (45). Fixing the signs with Wick’s theorem, in the
limit δv → 0 where the Green’s functions become spin-
independent, they have the general form
V = λ
∫
kd+1
Ψ¯γ(k)Ω(k)Ψδ(k) ·
(
σβδy σ
γα
y Bαβ
)
, (C1)
Ω(k) = Ω1(k) + Ω2(k)
Ω1(k) = g2µ
∫
pd+1
M1G(p)AG(p)M2D(k − p)
Ω2(k) = Ω1 [M1↔M2] . (C2)
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Let’s fix A = 1 and compute Ω1. The sums in spinor
space are determined from
M1σi1σjM2 =
(
0 1
0 0
)
·

j = x j = y j = z
i = x 0 0 −1
i = y 0 0 i
i = z 1 −i 0
.
(C3)
SinceG ∝ −Γ·P+σxδp and we take the Gamma-matrices
~Γ in the extra dimensions to be proportional to σz [c.f.
Eq. (15)], it immediately follows that Ω1 is of the form
Ω1 ∝
∫
pd+1
(~Γ · ~p) · f(|~p|), (C4)
where f is some function. This expression vanishes as
discussed in the main text below Eq. (49). The same
conclusion holds for A = σz. For A = σx, using
M1σiσxσjM2 =
(
0 1
0 0
)
·

j = x j = y j = z
i = x 1 −i 0
i = y −i −1 0
i = z 0 0 −1
,
(C5)
we obtain
Ω1 = −g2µ
(
0 1
0 0
)∫
pd+1
−P 2 + δ2p + 2ip0δp(
δ2p + P
2
)2 D(k − p).
(C6)
This expression has the same form as the vertex cor-
rection in the Ising-nematic case [12]. Since the bo-
son propagator D is independent of pd−1, after shifting
pd−1 → δp Eq. (C6) vanishes due to the identity∫
dx
x2 − a2
(x2 + a2)
2 = 0. (C7)
Last, we consider A = σy. Using
M1σiσyσjM2 =
(
0 −i
0 0
)
·

j = x j = y j = z
i = x −1 i 0
i = y i 1 0
i = z 0 0 −1
,
(C8)
we find
Ω1 = (C9)
− g2
(
0 −i
0 0
)
︸ ︷︷ ︸
≡c1
µ
∫
pd+1
p20 − p2 − δ2p − 2iδpp0
(P 2 + δ2p)
2
D(k − p).
Performing the pd−1-integral (by shifting pd−1 → δp), we
get
Ω = c1µ

∫
dp0
2pi
d~p
(2pi)d−2
dpd
2pi
|~p|2
2|P |3D(k − p). (C10)
Note that for d = 2, Eq. (C9) vanishes by Cauchy’s integ-
ral theorem, which can be seen by reducing the fraction;
accordingly, the integrand in Eq. (C10) is proportional
to the external momenta |~p|2. To further evaluate Eq.
(C10), we focus on k = (k0, 0 . . .), which is sufficient in
leading order in . Shifting p0 → p0 + k0 for convenience
and performing the pd-integral gives
Ω1 =
c1µ
2/3
3
√
3χ1/3
∫
dp0
2pi
d~p
(2pi)d−2
(C11)
p2
((p0 + k0)2 + p2)3/2 · (dp20 + p2)1/3 · (p20 + p2)(d−3)/6
,
with χ ' 0.0178g2. Applying the Feynman-
parametrization (B15), with α1 = 3/2, α2 = 1/3, α3 =
(d− 3)/6, we obtain
Ω1αβ =
c1
3
√
3χ1/3
· Γ
(
d+8
6
)
Γ( 32 )Γ(
1
3 )Γ
(
d−3
6
)︸ ︷︷ ︸
≡c2
µ2/3
∫
dp0
2pi
d~p
(2pi)d−2
∫ 1
0
dt1
∫ 1−t1
0
dt2 t
1/2
1 t
−2/3
2 (1− t1 − t2)
d−9
6 × (C12)
p2
[(p0 + k0)2 + p2)t1 + (dp20 + p
2)t2 + (p20 + p
2)(1− t1 − t2)]
d+8
6
,
where we follow the same logic as in the evaluation of
Eq. (B16)f. Shifting p0 → p0 − t1(d−1)t2+1k0 and going to
polar coordinates yields
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Ω1 =
c2µ
23−d
pid/2−1Γ
(
d
2 − 1
)∫ ∞
−∞
dp0
2pi
∫ ∞
0
d|~p|
∫ 1
0
dt1
∫ 1−t1
0
dt2
t
1/2
1 t
−2/3
2 (1− t1 − t2)
d−9
6
|~p|d−1
(d1k20 + d2p
2
0 + |~p|2)
d+8
6
,
(C13)
where d1/2 were defined in Eq. (B18). Performing the
|~p|, p0-integrals is then straightfoward and results in:
Ω1 =
c2Γ
(
d
2
)
Γ
(

3
)
4
√
piΓ
(
d+8
6
) ∫ 1
0
dt1
∫ 1−t1
0
dt2 (C14)
t
1/2
1 t
2/3
2 (1− t1 − t2)
d−9
6√
d2Γ
(
d−3
6
) ( µ2
d1k20
)/3
.
Approximating the last expression in parentheses in Eq.
(C14) by 1, the t2-integral can be evaluated analytically
for d > 3; the divergence as d → 3 cancels against the
factor Γ [(d− 3)/6] contained in c2, c.f. Eq. (C12). Then,
the t1-integral can be computed numerically for d = 5/2,
yielding
Ω1 '
(
0 −i
0 0
)
· 0.081g
4/3

. (C15)
Ω2 [c.f. Eq. (C1)] is evaluated in the same vein, and in
total we obtain
Ω = σy · 0.081g
4/3

. (C16)
Now, we need to evaluate the factor involving the spin-
matrix B in Eq. (C1), which yields:
(
σβδy σ
γα
y Bαβ
)
=
{
Bγδ, B = 1, σy
−Bγδ, B = σx, σz.
(C17)
Alltogether, the quantum correction V therefore reads
V = λ
uλg
4/3

∫
kd+1
Ψ¯γ(k)σyΨδ(k)×
{
Bγδ, B = 1, σy
−Bγδ, B = σx, σz
uλ = 0.081. (C18)
Using Eq. (48), this readily yields Tab. II.
2. Type 2 orders
We proceed with type 2 orders, computing corrections
V to the fermion bilinear of Eq. (46). Analogous to the
previous case, they are of the form
V = λ
∫
kd+1
ΨTγ (k)Ω(k)Ψδ(−k) ·
(
σβδy σ
αγ
y Bαβ
)
+ h.c.,
(C19)
Ω(k) = Ω1(k) + Ω2(k)
Ω1(k) = g2µ
∫
pd+1
M1G
T (p)AG(−p)M2D(k − p)
Ω2(k) = Ω1 [M1↔M2] . (C20)
For A = 1, σz, Ω
1 vanishes as in the previous case. For
A = σx, the required product in spinor space reads
M1σ
T
i σxσjM2 =
(
0 1
0 0
)
·

j = x j = y j = z
i = x 1 −i 0
i = y i 1 0
i = z 0 0 −1
,
(C21)
resulting in
Ω1 =
(
0 1
0 0
)
· g2︸ ︷︷ ︸
≡c1
µ
∫
pd+1
p20 − p2 + ip0δ−p + ip0δp − δpδ−p(
P 2 + δ2p
) (
P 2 + δ2−p
)
×D(k − p). (C22)
To evaluate this expression, we restrict ourselves to k =
(0, . . . , kd). Then, the linear terms in p0 vanish by anti-
symmetry. Taking the pd−1-integral results in
Ω1 =
c1µ

2
∫
dp0
2pi
d~p
(2pi)(d−2)
dpd
2pi
p20
|P |(p4d + P 2)
× 1
(kd + pd)2 +
χµ
|kd+pd| (dp
2
0 + ~p
2) (p20 + ~p
2)
d−3
2
,
(C23)
with χ ' 0.0178g2. To evaluate Eq. (C23), we shift
pd → pd − kd. Then, following Ref. [12], we may ap-
proximately disregard the pd-dependence of the fermion
part in leading order in g (and hence in leading order in
). We can then perform the pd-integral, yielding
Ω1 =
(
µ
k2d
)2/3
c1
χ1/33
√
3
∫
dp0
2pi
d~p
(2pi)(d−2)
(C24)
p20
(P 2)d/6(P 2 + 1) (dp20 + ~p
2)
1/3
,
where we have also rescaled P → P /k2d. In leading order
in , the first factor can be approximated by 1. The
Feynman-parametrization (B15) with α1 = d/6, α2 =
1, α3 = 1/3 then leads to
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Ω1 =
c1
6
√
3
Γ
(
4
3 +
d
6
)
Γ
(
1
3
)
Γ
(
d
6
) ∫ dp0
2pi
d~p
(2pi)(d−2)
∫ 1
0
dt1
∫ 1−t1
0
dt2 t
d/6−1
1 (1− t1 − t2)−2/3 (C25)
× p
2
0
(t1(p20 + |~p|2) + t2(p20 + |~p|2 + 1) + (1− t1 − t2)(dp20 + |~p|2))4/3+d/6
.
Changing to polar coordinates, the integrals over p0, ~p
and t2 are straightforwardly computed. The remaining
t1-integral can be evaluated numerically for d = 5/2. Per-
forming the same steps for Ω2 [c.f. Eq. (C20)], in total
one obtains, in leading order in :
Ω = Ω1 + Ω2 ' σx · 0.138g
4/3

(C26)
Let us now consider A = σy. Using
M1σ
T
i σyσjM2 =
(
0 −i
0 0
)
·

j = x j = y j = z
i = x −1 i 0
i = y −i −1 0
i = z 0 0 −1
,
(C27)
we obtain
Ω1 =
(
0 −i
0 0
)
·(−g2µ)
∫
pd+1
P 2 + ip0δ−p + ip0δp − δpδ−p(
P 2 + δ2p
) (
P 2 + δ2−p
)
×D(k − p). (C28)
The computations proceed largely analogous to the pre-
vious case of A = σx; in total, we obtain
Ω ' −σy · 0.219g
4/3

. (C29)
To proceed, we need to evaluate the factor involving
the spin-matrix B in Eq. (C19), which yields:
(
σβδy σ
αγ
y Bαβ
)
=
{
−Bγδ, B = 1, σy
Bγδ, B = σx, σz.
(C30)
Before denoting which contributions are enhanced and
which are suppressed, we notice that some products un-
der consideration vanish trivially:
ΨTασxΨβBαβ = (ψ¯
L
αψ
R
β − ψ¯LβψRα )Bαβ = 0 (C31)
for B = 1, σx, σz,
ΨTασyΨβσ
αβ
y = i(ψ¯
L
βψ
R
α + ψ¯
L
αψ
R
β )σ
αβ
y = 0. (C32)
Alltogether, the non-vanishing quantum corrections are,
for A = σx:
V = λ
uλg
4/3

∫
kd+1
ΨTγ (k)σxΨδ(−k)σγδy , uλ = −0.138.
(C33)
For A = σy:
V = λ
uλg
4/3

∫
kd+1
ΨTγ (k)σyΨδ(−k)×
{
−Bγδ, B = 1
Bγδ, B = σx, σz
uλ = −0.219. (C34)
Using Eq. (48), Eqs. (C33), (C34) readily yield Tab. III.
Appendix D: Superconducting logarithm
To clarify the role of the limit δv → 0 applied in this
paper, it is instructive to reevaluate the boson self-energy
of Eq. (23) for δv 6= 0 and d = 2. Eq. (23) then reads, up
to constant prefactors:
Π(k) ∝
∫
p2+1
∑
α6=α′
1
ip0 − δα−p
1
i(k0 − p0)− δα′k−p
,
δαp = vαpx + p
2
y. (D1)
Performing the integral over p0 with help of Cauchy’s
theorem gives:
Π(k) ∝
∫
dpxdpy
1
ik0 − δα−p − δα′k−p
(D2)
×
(
θ(δα−p)θ(δ
α′
k−p)− θ(−δα−p)θ(−δα
′
k−p)
)
,
where α′ 6= α. We introduce momentum cutoffs in the 2
directions px and py, Λx and Λy, with Λx ' Λ2y. Then,
the px integral in (D2) gives:
Π(k) = (D3)
1
v+
∫
dpy
{
log
(
ik0 + v+px − p2y − vα′kx − (ky − py)2
)∣∣∣∣Mi
−Λx
− log (ik0 + v+px − p2y − vα′kx − (ky − py)2) ∣∣∣∣Λx
Ma
}
,
v+ = vα + v
′
α,
Mi/Ma = min/max
(
p2y
vα
, kx +
(ky − py)2
v′α
)
. (D4)
Inserting the boundaries ±Λx yields terms of the form
2 log(v+Λx) + ipisign(k0) +O [(k, p)/Λx]. These constant
terms vanish once we subract limk0→0 Π(k0, 0), which is
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legitimate when working at the critical point. By noticing
that, if Ma = p2y/vα in some integration region R1, then
Mi = p2y/vα in R\R1, we can recast the remainder in the
following form:
Π(k) ∼
∫
dpy
{
log
(
ik0 + vp
2
y − vα′kx − (ky − py)2
)
+ log
(
ik0 + v
−1(ky − py)2 + vαkx − p2y
)}
, (D5)
where v = vα′/vα, and w.l.o.g. we assume v > 1. The
remaining integral can be straightforwardly evaluated;
inserting the boundaries ±Λy yields a long expression,
which is of the schematic form
Π(k) ∝ 1
v − 1
√
(ik0 − vα′kx) (v − 1)− k2yv
+
1
|v−1 − 1|
√
(ik0 + kxvα) (v−1 − 1)− k2yv−1 + Πdiv,
Πdiv ' Λy + log
(
(δv)2 +
|ky|
Λy
)
. (D6)
The first two terms of Eq. (D6) reproduce the result of
Ref. [1]. For these terms, the limit δv → 0, which is equi-
valent to v → 1, can be taken, and results in a standard
damping term; see also Appendix E. Let’s now consider
Πdiv, the divergent part of Eq. (D6): For the first sum-
mand, Λy, the limit Λy → ∞ corresponds to a pure UV
divergence, which effectively arises from expansion of the
fermion dispersion in the low-energy action (4). If higher
order terms in the dispersion are taken into account, this
UV singularity is absent, as numerically demonstrated
in Ref. [1]; we can therefore disregard this term. The
second term is finite for δv 6= 0. In a fully realistic model
of the FFLO transition, this condition is always fulfilled:
Increasing the magnetic field leads to increasing δv, and
the phase transition takes place when g0 −Π(δv, 0) van-
ishes (on mean field level); here, g0 is the strength of
the original four-fermion interaction. This happens at a
small but nonzero value δv = δvc. Thus, for δv ' δvc,
and ky  Λy, i.e. when taking the limit Λy → ∞ first,
Πdiv is just a finite mass term, which can be dropped
when performing computations at the critical point. The
remainder is regular in δv, and one can take the limit
δv → 0 to simplify the computation.
On the other hand, in the dimReg computation we
have to take the limit δv → 0 first, [c.f. Eq. (B3)], and are
therefore left with the IR divergent quantity log(|ky|/Λy),
a standard “BSC logarithm”. To correct for this unphys-
ical way of taking the limits, one must subtract Πdiv(ky),
as effectively done in Eq. (B9).
Appendix E: Dimensional regularization with
fixed co-dimension
In this work, we have performed a dimReg procedure
by increasing the co-dimension of the Fermi surface. An
alternative approach, shortly discussed in this Appendix,
is to keep the co-dimension fixed, following Refs. [44, 45,
74]. That is, in the higher-dimensional action the kinetic
term for the fermions is modified to∫
kd+1
Ψ¯α(k)
(−ik0σy + i(vαk1 +K2)σx)Ψα(k),
K = (k2, · · · , kd), (E1)
with all other terms in the action unchanged. The leading
terms in the action are then scale-invariant under
k0 =
k′0
b
, k1 =
k′1
b
, K =
K ′√
b
, (E2)
Ψ = b
d
4 +
5
4 Ψ′(k′), ∆(k) = b
d
4 +
5
4 ∆′(k′). (E3)
With this scaling, the interaction term becomes marginal
in d = 3, s.t. one can expand in  = 3−d. In this scheme,
evaluation of the Bose self-energy is very similar to the
2D-case sketched in Appendix D. It can be performed
in the general case δv 6= 0 by employing the trivial re-
shuffling decribed above Eq. (D5). Taking all momentum
cutoffs to infinity, and subtracting Π(0) for regularization
(which works for δv 6= 0, see Appendix D), one arrives at
Π(k) =
∑
α 6=α′
βd
cos(dpi/2)
{(
ik0 − k1vα′ −K2 vv−1
v − 1
)d−1
2
+
(
ik0 + k1vα −K2 v−1v−1−1
v−1 − 1
)d−1
2 }
, (E4)
where βd > 0 is a d-dependent factor of order 1. For
d → 3, Π is -divergent due to the term cos(dpi/2). To
gain analytical control, one can again expand in δv, which
leads to
lim
δv→0
Π(k) =
βd
cos(dpi/2)|δv|d−1
{
4 cos
(
(d−1)pi
2
)
|K|d−1
− 4 (d−1)2 cos(dpi/2)|k0δv||K|d−3
}
. (E5)
In d = 2, the prefactor of the term ∝ |K|d−1 vanishes,
and the remainder is the damping term of Ref. [1], and
regular as δv → 0. However, for 2 < d < 3, the first
term does not vanish, and Π(k) is divergent as δv → 0.
This can be seen as an instance of UV/IR mixing [44]: As
discussed in the main text [see Fig. 5], for δv → 0 spin-
up and spin-down Fermi sheets have the same curvature.
As a result, any spin-up electron with momentum k1 on
the Fermi surface can scatter against a spin-down elec-
tron with momentum −k1. However, if the Fermi sur-
face is one-dimensional, the final states of this scattering
event must have momenta ±k2 ' k1; otherwise, the tan-
gent vectors to the Fermi surface differ strongly, and the
phase space for the scattering is negligible. By contrast,
for a Fermi surface with dimension greater than one, all
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points of the Fermi surface share a mutual tangent vec-
tor. Therefore, low-energy scattering events entangle the
full Fermi surface, and the hot spot theory breaks down,
as signaled by the δv → 0 divergence of Eq. (E5).
Appendix F: Magnetic susceptibility
In this Appendix, we shortly present the evaluation of
the magnetic susceptibility close to criticality. We limit
ourselves to evaluation of the functional behaviour (up
to a constant prefactor).
If the contribution of the fermions is neglected (or,
phrased differently, they have been integrated out on
one-loop level), the free energy on the normal metal side
reads, for d = 2:
F∆ = − ln[Z∆]
= − ln
[∫
D(∆, ∆¯) exp(−
∫
d3kD−1(k)|∆(k)|2)
]
∝ ln [det(D−1)] = ∫ d3k [ln(D−1(k))] . (F1)
Therefore, the fluctuation contribution to the magnetic
susceptibility is given by [15, 37]
χ∆ ∝ −∂
2F∆
∂h2
∝ −∂
2F∆
∂m2
∝
∫
d3k
−1(
m+ k2y +
α|k0|
|ky|
)2 ,
(F2)
where we reintroduced the mass term (m > 0) into the 2D
boson propagator [see Eqs. (2),(43)], and used that m is
proportional to the reduced magnetic field, m = m0
h−hc
hc
;
m0 and α ∝ g2 are constants. Easy integration yields
χ∆ ∝ Λx ln
(
Λ2y
h−hc
hc
·m0
)
, (F3)
where Λx,Λy are UV cutoffs in the x, y directions (of
order of Fermi energies). Normalizing χ∆ with the Pauli
spin susceptibility in the normal state χP as in Ref. [15],
and fixing the prefactors, on can conclude
χ∆
χP
' ∆0
EF
ln
(
hc
h− hc
)
, (F4)
where ∆0 is the BCS-gap and EF the Fermi energy.
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