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ABSTRACT
A PRACTICAL COMPARISON OF
ATOMIC FLUORESCENCE FLAME SPECTROMETRY WITH
ATOMIC ABSORPTION FLAME SPECTROMETRY

by
MICHAEL A. PLEVA

The work performed has indicated that in actual
analytical determinations, the techniques of atomic absorp
tion flame spectrometry and atomic fluorescence flame spec
trometry using a 450 watt xenon arc source are similar in
terms of accuracy, precision, and sensitivity.

It is not

possible from this work to recommend the newer technique of
atomic fluorescence flame spectrometry as being superior to
the more established atomic absorption flame spectrometry.
In fact, in a few cases, the technique of atomic absorption
spectrometry was significantly better than atomic fluores
cence flame spectrometry.
The work has also indicated that a xenon arc lamp in
atomic fluorescence flame spectrometry gave detection limits
which were comparable to those obtained in atomic absorption
flame spectrometry.

In difficult cases, such as analyses at

detection-limit concentrations, the direct-readout nature of
the atomic fluorescence signal could prove advantageous over
the difference signal which is obtained from atomic absorp
tion work.

In these cases, the use of more intense line

sources in atomic fluorescence flame spectrometry, rather than

xi

the continuum source used in this work would be expected to
achieve a lower detection limit for atomic fluorescence
flame spectrometry over atomic absorption flame spectrometry.

xii

INTRODUCTION

Three major types of flame spectrometry are pertinent
to this work: emission spectrometry, absorption spectrometry,
and luminescence spectrometry.

Emission spectrometry refers

to those methods whereby radiation is emitted from molecules,
atoms, or ions, without a prior radiational process.

The

specific example of emission spectrometry which will be con
sidered is flame emission spectrometry.

Absorption spec

trometry includes all methods in which absorption of radia
tion is measured, specifically atomic absorption flame
spectrometry.

Finally, luminescence spectrometry refers to

those methods whereby radiation is emitted from a species
excited by prior radiational means.

Atomic fluorescence

flame spectrometry, then, may be defined as the study of the
emission spectra produced by the radiational excitation of
neutral atoms in a flame.

The method is analagous to flame

emission spectrometry in the sense that an atomic emission
spectrum is recorded but differs from emission spectrometry
in general in the sense that electromagnetic radiation
produced the excitation, rather than thermal energy.
Atomic fluorescence is similar to atomic absorption
spectrometry in that both methods employ radiational excita
tion.

Atomic absorption requires the measurement of the

difference between two signals while atomic fluorescence
depends upon the magnitude of the fluorescence signal
measured above background.

In this regard, West'*' has stated

that "for a given population of atoms in any atom reservoir
of low background, the sensitivity of atomic fluorescence
measurements is inherently greater than that of atomic

2

absorption because of the benefits which accrue from signal
amplification and from the proportional relationship which
exists between signal strength and the intensity of the
source of excitation in fluorescence studies."

Thus atomic

fluorescence has the potentiality of achieving greater sensi
tivity than atomic absorption while employing comparable
equipment and techniques.
There are four types of atomic fluorescence, and
2
these have been described by Winefordner and Vickers:
resonance fluorescence, direct-line fluorescence, stepwiseline fluorescence, and sensitized fluorescence.

Resonance

fluorescence almost always consists of resonance radiation
from the first excited state back to the ground state.
the exciting and emitting wavelengths are the same.

Thus

This

type of fluorescence has received the most attention, and at
present is the basis for almost all of the analytical appli
cations of atomic fluorescence.
Direct-line fluorescence is produced by transitions
from a higher to a lower excited state other than the ground
2
state. An example cited by Winefordner and Vickers is the
T1 fluorescence at 5350a following excitation at 3776A.
Stepwise-line fluorescence involves excitation to an
excited state, radiationless decay to some lower excited
state and then emission (fluorescence) to the ground state.
2
An example of this is the Na 5890a fluorescence following
excitation at 3303a .

These first three types of atomic

fluorescence are diagrammed on Figure 1.
The fourth type of atomic fluorescence, sensitized
fluorescence, is different from the previous three.

In this

case one atomic species is excited by the absorption of
appropriate electromagnetic radiation.

This excited species

subsequently transfers its newly-acquired excess energy to

7^

G
Resonance
Figure 1.

Direct-Line

Types of Atomic Fluorescence

Step-wise Line

4

a different atomic species which then emits its characteris3
tic radiation. An example of sensitized fluorescence can
be found in a system containing T1 and Hg when the Hg is at
much higher concentration than the Tl.

The T1 5350a and

3776A line emissions may be seen when this system is aspira
ted into a flame, even though at the exciting wavelength of
2537A, Tl does not absorb radiation.

Hg, however, does

absorb radiation at this wavelength.

The Hg atoms sub

sequently transfer this energy to the Tl atoms, and the Tl
emissions are seen.
The theoretical relationship between the concentra
tion of the fluorescent species and the fluorescent signal
obtained has been investigated thoroughly by Winefordner and
2
Vickers.
Winefordner has been able to show how the emitted
intensity in emission spectrometry, the absorbed intensity
in atomic absorption, and the emitted intensity in atomic
fluorescence flame spectrometry may be predicted in terms of
4
spectral and flame compositional parameters.
For example,
in emission spectrometry, the intensity of emission is
evaluated from spectral parameters, such as the transition
probability and the statistical weights of the states in
volved in the transition as well as from excitation parameters,
such as the temperature of the source of excitation.

In atomic

absorption spectrometry the actual intensity absorbed is not
generally measured.

Rather, a ratio

of the intensity of light

absorbed to the initial light intensity is measured.

The

intensity of the light absorbed Is obtained from the difference
of the initial Intensity and the transmitted intensity.
ratio is related to the path length and the absorptivity.

The
In

luminescence spectrometry the intensity of radiation emitted
in all directions may be evaluated from the path length in the
flame, the intensity of incident radiation, the absorptivity,

5

and the power efficiency, which may be defined as the ratio
of the radiant power emitted by luminescence to the radiant
power absorbed.
On the basis of theoretical considerations, the
technique of atomic fluorescenc flame spectrometry is
closely related to both flame emission and atomic absorption
spectrometry.

For low concentrations all three techniques

respond linearly to changes in the ground-state concentrations
of the atoms being excited.

However, while the signals of

flame emission spectrometry and atomic fluorescence flame
spectrometry are directly proportional to a change in atomic
ground-state concentration, the signal of atomic absorption
flame spectrometry is inversely affected by an increase in
atomic ground-state concentration, reflecting the difference
measurement which characterizes this technique.

In all three

techniques at high atomic concentrations, a change in atomic
ground-state concentration does not produce a linear change
in signal response, mainly because of self-absorption by un
excited atoms in the flame.
In addition to similarities to flame emission and
atomic absorption flame spectrometry, in the case of atomic
fluorescence flame spectrometry for dilute solutions of atoms
in flames, there exists a very close similarity between the
relationships established for molecular fluorescence and for
3 5
atomic fluorescence. Reviews of the subject * , have sum
marized the theoretical implications of molecular fluores
cence in the following equation:
F = 2.303<t>IoeA lpC

where F = the resonance fluorescence signal
<t> = quantum efficiency; the ratio of the number
of atoms which fluoresce to the number of

6

atoms which underwent excitation per unit time
I

= intensity of the excitation source
= atomic absorptivity at the wavelength of
excitation

1

= pathlength in the flame

p

= a proportionality factor relating to the
fraction of the total fluorescence observed
by the detector

C

= concentration of the solute in the solution
being analyzed
For atomic fluorescence flame spectrometry, West^

has demonstrated that the intensity of the atomic fluores
cence signal may be framed in almost the same terms as that
of molecular fluorescence.

For atomic fluorescence

F = 2.303*1 e.lpaC,
o A r f
In the case of atomic fluorescence it is necessary to relate
the concentration of the solute atoms to the actual concentra
tion of free atoms in the flame.

This may be accomplished by

the use of an atomization efficiency factor a, so that
Cfa = C
where C = solute concentration
a = atomization efficiency factor
C- = concentration of free atoms in the flame
f
Thus, these equations are very nearly the same, and
in fact, for a given set of operating conditions

and for a

given sample matrix, both of the above equations assume the

7

form:
F = K C
Thus there is established a linear relationship be
tween the fluorescence signal intensity and the solute con
centration of the fluorescing species.

Recall again that

this relationship exists only for dilute concentrations of
atoms in the flame.

At higher solute concentrations, devia

tions from this simple direct linear relationship result in
a "flattening out" of the fluorescence response curve; i.e.,
a "plateau" is reached.
For many, but not all elements, the linear region of
a calibration curve, in both atomic fluorescence and atomic
absorption, includes the region of maximum sensitivity for
purposes of analysis.

To simplify the handling of the data,

however, this work will restrict itself to the linear regions
of all calibration curves, in both atomic absorption and atomic
fluorescence flame spectrometry.
Almost all of the work performed to date in the field
of atomic fluorescence flame spedctrometry has involved the
exploration of the method itself.

Much of the early work

was concerned with the detection of atomic fluorescence
signals for various elements and the establishment of their
detection limits.^

^

More recently, work in this area has

generally attempted to achieve a better fluorescence response
and/or to lower the detection limit for a given element.

For

example, much work has been devoted toward the improvement of
the excitation source.

Sources studied have included high
12
intensity hollow cathode lamps
, Osram and Phillips metal
7,8,9,14
10,14,15
vapor arc lamps
, continuous xenon arc sources
,
7-9 12 13 15
and recently, electrodeless discharge tubes.
* * *
All atomic fluorescence work performed in this study
employed the use of a xenon arc source.

The use of this

8

source has offered a single, convenient, trouble-free intense
source of radiation for the wavelength region studied, namely
2100A to 4300a.

This region included the resonance lines for

all of the elements studied in this investigation and most of
the elements studied by atomic fluorescence flame spectrometry.
The use of this source also permitted a scanning over the
fluorescence wavelength region, thereby offering an evaluation
of the amount of background and noise in the wavelength region
of interest.

This is in contrast to the technique of atomic

absorption flame spectrometry where it has been necessary to
"tune" the system to the wavelength of interest, thereby making
it more difficult to separate signal from noise.
Another possible source of signal improvement involves
the type of burner used.

While most of the work in atomic

fluorescence has employed total-consumption aspirator
7-10 12 13 15
burners
* * * , with only a few examples of studies with
11 14
chamber-type aspirator burners
* , there has been much
searching for proper fuels to be used. Thus hydrogen/oxygen
7~9
7 8
flames
, hydrogen/air flames * , hydrogen/entrained-air
f l a m e s , hydrogen/entrained-air/argon flames^, acetylene/air
flames^

premixed acetylene/air flames^, and propane/air"^

flames have all been used.

In the hydrogen/entrained-air/argon

flame the argon was present to assist in the aspiration of the
sample solution.
A third region of possible signal improvement is in
the use of preconcentrators which achieve an enhancement of
the fluorescence signal by the concentration of the sample
solution before the solution is introduced into the flame.
Preliminary unpublished work in this laboratory has indicated
that the use of such a preconcentration device might prove to
be useful in a practical sense in analyses involving both
flame emission and atomic fluorescence flame spectrometry.

58

9

Finally, the composition of the solution matrix and
possible influences of matrix constituents upon the fluores
cence response of a given element have been investigated by
11 14
13
21
Dagnall
* , Goodfellow
, and Demers and Ellis.
The con
clusion of these workers was that the technique of atomic
fluorescence can be made as free from inter-element effects
as atomic absorption spectrometry.
In this regard, recent
55
work by Fassel
, using fuel-rich oxyacetylene flames, has
indicated that flame emission spectrometry likewise may be
made relatively free from inter-element effects.
54
It is already agreed
that flame emission spec
trometry is a complementary rather than a competing tech
nique to atomic absorption flame spectrometry at the present
time.

It may be argued that atomic fluorescence flame spec

trometry might prove a useful complement to the older flame
55
emission method also.
Fassel has stated
that detection
limits have been reached for a number of elements, among them
Ag, Cd, Zn, Fe, and Mg, at a level of one part per million or
higher by flame emission spectrometry.

Fassel attributes

this relatively poor limit of detectability to several factors.
One factor is the inability of the flame to dissociate molecules
in the flame.

A second factor is the inability of flames even

of temperatures as high as 3000°K to populate adequately the
lowest excited states in some atoms.

In this latter case, the

use of atomic fluorescence or atomic absorption flame spec
trometry with their more efficient means of atomic excitation
should result

in an improvement in detection limits in the

analysis of those metals which have been traditionally diffi
cult for flame emission spectrometry.

Thus, atomic absorption

and atomic fluorescence flame spectrometry may be considered
as competing techniques, each serving to complement flame
emission spectrometry.

it then seems logical to compare not

10

flame emission spectrometry with atomic fluorescence flame
spectrometry, but rather atomic absorption flame spectrometry
with atomic fluorescence flame spectrometry.
As a result of these above considerations, it is felt
that, although the technique of atomic fluorescence flame
spectrometry will justly continue to be investigated as an
entity in itself and some of the details in the technique
will undoubtedly be improved, it is not premature to consider
a comparison of this technique with atomic absorption flame
spectrometry.

A comparison of this kind has recently appeared

in the literature, but this comparison did not involve a
59
flame.
It is felt that the technique of atomic fluorescence
flame spectrometry, using those components which would be most
readily and practically available in the average laboratory,
has been quite well established.

It remains, therefore, to

actually determine how well the atomic fluorescence method
will fare as a competing technique to atomic absorption flame
spectrometry when an actual set of determinations is carried
out.
Since the time that Walsh

22

successfully overcame the

various problems inherent in the technique, atomic absorption
flame spectrometry has enjoyed a tremendous growth and popu
larity, until at the present time the technique is widely used
for elemental analyses in all kinds of matrices for about
forty-five elements.

The popularity of atomic absorption is

undoubtedly due to the many advantages it enjoys:

high sensi

tivity, high precision and accuracy, few spectral interferences,
simplicity of operation, and relatively low cost.
The principle of the method has been suggested earlier.
Neutral atoms of the element being analyzed absorb monochro
matic radiation from a line source whose intensity can be

11

monitored.

For dilute solutions, the amount of light trans

mitted to the detector can be related to the concentration of
the analyte by the familiar Lambert-Beer relationship:
Log I /I = abC
o
where Iq = intensity of the line source
I

= intensity of the transmitted light

b

= pathlength of the absorbing species

C

= concentration of the absorbing species

a

= a proportionality constant known as the
absorptivity

For a given set of operating conditions:
Log I /I = A = kC
o
where A is a logarithmic function defined as the absorbance.
Thus an analytically-useful relationship may be established
between the concentration of the analyte and a function of
the measured detector response.
There has also been a great infusion of literature
concerning atomic absorption spectrometry.

However, no

attempt will be made in this thesis to deal with the histori
cal and developmental aspect of atomic absorption flame spec
trometry.

An excellent source dealing with the subject is
23
the book by Robinson ; another text which deals with more
24
recent material is by Slavin.
These two sources make an
adequate introduction to the subject for the interested reader.
To make a valid comparison of atomic fluorescence with atomic
absorption, it is essential that well characterized systems
be studied.

In addition, standard methods for analyses by

12

atomic absorption should be available.
One of the earliest successes of atomic absorption
spectrometry was for the determination of calcium in blood
serum.

Prior to the time of atomic absorption spectrometry,

the classical method of determining calcium in blood serum
25
was the Clark and Collip
modification of the Kramer and
26
Tisdell
method. The Clark-Collip method involved precipi
tation of the calcium as the oxalate followed by repeated
centrifuging, draining, and washing.

A solution of the pre

cipitate in sulfuric acid was then titrated with a standard
ized permanganate solution.

For all of this tedious effort

the results were hardly gratifying.

The reproducibility of

the results depended on the exact way in which the operations
were performed and because of the appreciable solubility of
calcium oxalate in the wash liquid, the results usually tended
to be low.27
Flame photometric methods required prior removal of
28
the protein in the serum by precipitation , or prior separa29
tion of the calcium as its oxalate.
When the flame photo
metric measurement of the calcium signal on directly diluted
30-32
33
serum was attempted
, its accuracy was questioned
, and
34
the general conclusion was reached
that flame photometric
methods yielded results about four per cent higher than those
obtained by the Clark-Collip oxalate-permanganate method.
The advent of atomic absorption spectrometry has
largely eliminated these problems. The early work of Willis
35
has set the pattern in this area.
He found that the various
spectral interferences could be controlled and that an accu
racy and precision equal or better than that of the ClarkCollip method could be achieved.

Willis flatly stated that

the atomic absorption method was at least as accurate as any
other method of analysis for calcium.

Further, atomic absorp

tion had the advantage of speed and accuracy.

Additional

13

studies by Willis

36

and by Zettner and Seligson

37

have im

proved some of the experimental details to the point where
the analysis for blood serum calcium through the use of
atomic absorption spectrometry is a quite reliable and
acceptable method at the present time.
Another example of the use of atomic absorption is
the determination of various metallic constituents in fer38-40
41
tilizers. Allan
and David
have done much work in
this area, and the technique has been perfected to the point
where at the present time, an atomic absorption technique
for the determination of copper, iron, magnesium, manganese,
and zinc in commercial fertilizers and raw materials has been
adopted by the Association of Agricultural Chemists as the
official method of choice for determinations of this kind.

42

Many other examples of the use of atomic absorption
spectrometry for the determination of trace metallic com
ponents exist.

Such matrices as soils, plants, urine, rock

samples, lubricating oils, and milk have all been studied.^
For this work, it has been decided to concentrate
upon the two matrices mentioned earlier, the determination
of blood serum calcium and the multi-element determination
of metallic components in fertilizers,

as two areas where

the technique of atomic fluorescence flame spectrometry will
be compared with atomic absorption flame spectrometry.

These

two determinations are worthy choices, not only because of
the weight of established evidence of their reliability by
means of atomic absorption spectrometry, but also because it
is felt that these are typical analytical determinations.

It

is the purpose of this work to make a comparison between
atomic fluorescence and atomic absorption flame spectrometry
on as "real-life" a set of determinations as possible.

Since

quantitative determinations are being made, the most important

14

criterion of comparison will be those of accuracy and pre
cision, but comparisons will be made on as many different
levels and aspects of the two methods as is reasonably
practicable.
The approach used to make comparisons between the
two spectroscopic techniques must be as rigorous as is
practicable.

Evaluations of the two methods on such matters

as accuracy, precision and sensitivity should not be left to
some sort of a semi-subjective basis but should be as quanti
tative as possible.

In the case of atomic fluorescence, the

optimum operating parameters are not as well known as for
atomic absorption.

An optimization of the experimental vari

ables in atomic fluorescence would not only insure the best
operating conditions for comparison with atomic absorption,
but might also be useful and informative in an absolute way
with regard to the relative importance of experimental vari
ables in atomic fluorescence.
In view of all of these considerations, an experi
mental design technique and the related appropriate analysis
of variance statistical methods were employed. The general
44
considerations of Box
in the field of variable optimization
were followed, while the actual experimental work resembled
45
that of Cellier and Stace.
The necessary statistical evalu
ations and related decision-making were similar to the treat46
ment of the subject found in the NBS Handbook 91
on experi
mental statistics.

15

EXPERIMENTAL

PART I

Atomic Fluorescence
The equipment used for the atomic fluorescence studies
has been outlined in block diagram form (Figure 2).

The con

tinuum source was an Osram 450-watt xenon arc lamp enclosed
in an air-cooled lamp housing (Schoeffel Instrument Co.) and
powered by a regulated D. C. supply (Sola Electric Co.).

The

burner used was a V-10 total consumption burner (Ditric Corp.).
The rest of the equipment included a Jarrell-Ash 0,5 meter
grating monochromator equipped with a grating blazed at 3000A
and variable slits, an E. M. I. (Electro-Magnetic Industries)
No. 6255B photomultiplier tube thermoelectrically cooled to
-15°C, a phase-sensitive amplifier (E.M.C. Model RJB), and a
variable-span recorder (Leeds and Northrup, Speedomax Azar).
The high voltage necessary for the photomultiplier tube was
furnished by a regulated power supply (412A, Fluke Mfg. Co.).
The reference to the phase-sensitive amplifier was achieved
by arranging a General-Electric miniature bulb (type 82) such
that the light the bulb emitted was chopped by the mechanical
chopper before the light reached a Raytheon EM 1502 Cd/Se photo
cell.

The photocell was powered by two 45-volt Eveready bat

teries, while the lamp had its own 6-volt power supply (ATR
Rectifier-Power Supply).

The final piece of equipment involved

the use of a motor-driven syringe (Sage Instruments Inc., Model
255-1) to force-feed the sample into the burner.

The drive was

found to be very helpful not only in assuring a constant rate

Phase-sensitive
amplifier

H

Monochromator

G
€ >

B

2

v ^a

Figure 2.

A
B
C
D
E
F
G
H

-

450 watt Xenon lamp
Lens
Chopper
Reference Lamp
Phototube
Flame
Cylinder
Photomultiplier tube

Atomic Fluorescence Experimental Block Diagram

17

of sample introduction, but also in reducing the intolerably
audible noise of the flame caused by the high hydrogen gas
flow rate

without the syringe drive system.

The flame used for this work was the hydrogen-entrained
air flame which had been found to be particularly well suited
for this kind of w o r k . ^

A preliminary survey of possible

flames included the use of a hydrogen/oxygen flame and a
hydrogen-argon/entrained-air flame.

Neither was found to be

as sensitive as the hydrogen/entrained-air flame.

Optimization of Variables in Atomic Fluorescence
In the actual operation of the instrument, it became
evident that there were a number of variables associated with
the instrument which had to be set at their optimum levels.
These variables were:
1)

the distance of the burner from the monochromator
slit

2)

the portion of the flame profile on which the
xenon lamp was focused

3)

the height of the flame on which the xenon
lamp was focused

4)

the flow rate of hydrogen gas into the burner

5)

the aspiration rate of the analyte solution

6)

the photomultiplier voltage

7)

the monochromator slit width

8)

the amplifier time constant

9)

the photomultiplier output load resistor
In addition to these nine variables, the experi

mental wet chemistry associated with the determination of
calcium in blood serum required the addition of two more
variables whose levels had to be determined.

These two
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variables were the organic content of the serum and the amount
of strontium suppressor to be added.

Thus it was necessary

to optimize eleven variables in all.

In terms of a factorial

experiment, even a one-half 2^
many data points.

factorial design required too

It was therefore imperative to experi

mentally reduce these variables to a more manageable number.
The eleven variables were first separated into two
groups.

One group, dealing with the electronic aspects of

the system, included the monochromator slit width, the photo
multiplier voltage, the photomultiplier output load resistor,
and the amplifier time constant.
labelled the electronic variables.

These four variables were
The seven remaining vari

ables were labelled the flame variables.

Of the seven flame

variables it was quickly learned that in order to alleviate
experimental difficulties, it was necessary to separate two
variables from the seven and deal with these two variables
immediately.

These were the lateral position of the burner

from the monochromator slit and the focusing of the xenon
lamp on the flame profile.

It required a great deal of

effort in order to change the setting of these variables in
a random fashion, in accordance with the requirements for
factorial design experiments.

Thus, for practical experi

mental considerations, it was decided to optimize these two
variables first, then to deal with the remainder of the flame
variables, and finally to treat the electronic variables.
Then the total eleven variables were subdivided into the
following three groups:
Group

I:

Distance from monochromator slit
Xenon lamp focusing on flame profile

Group II:

Flame height (illuminated by lamp)
Hydrogen gas flow rate
Sample aspiration rate into flame
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Sr content of blood serum sample
Organic content of blood serum sample
Group III: Photomultiplier output load resistor
Monochromator slit width
Amplifier time constant
The decision to optimize the groups in the order
shown was based on the assumption that Groups I and II
would show the greatest difference from any previous work
15 21
which was performed using the same equipment.
*
Hence
the electronic variables might possibly be close to an
optimum setting using previous operating conditions.

Optimization of Group I Variables
For a more detailed explanation of the terminology
and techniques used in the following sections, the appendix
should be consulted.
The optimization of the Group I variables was done
using a 100 p.p.m. calcium solution prepared by dilution of
a standard calcium solution.

(The preparation of the stan

dard calcium solution is discussed on page 34.)

The remain

ing variables were set as follows:
Group

II: Burner height - 5.5 cm. from burner tip
to mid-slit
Hydrogen gas flow rate - 19 liters/min
Syringe feed - 8 ml/min

Group III: Photomultiplier voltage - 1400 volts
Slit width - 0.170 mm
Time constant - 3 seconds
Photomultiplier output load resistor 33,000 ohms
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The settings selected to study the two variables are found
in Table I.

The 10.7 cm lateral distance of the burner from

the slit was actually 2.0 cm from the light tube used in the
assembly ; when the burner was moved nearer to the light tube,
no improvement in the detector response was noted.
Consider the reasons for the investigation of the
Group X variables.

Variable A was concerned with the com

parative influences of absorption efficiency of the primary
radiation and self-absorption of the emitted radiation.

Thus,

for example, with the lamp focused on the edge of the flame
(Variable A in its +1 position), there would be very little
self-absorption of the emitted radiation, but there would
also be comparatively little absorption of the radiation from
the xenon arc lamp.

This would necessarily produce a low

level of excitation and subsequent fluorescence.

At the -1

setting of Variable A, the situation would be somewhat
reversed.

Here the potentiality for absorption of the lamp's

radiation and subsequent production of fluorescence would be
expected to be at a maximum, but at the same time, the poten
tiality for self-absorption would also have increased.
It was expected that there would be an optimum set
ting for the lateral distance of the burner from the mono
chromator slit where the maximum amount of fluorescence signal
and the minimum amount of useless background flame intensity
and scattered light would be admitted to the monochromator.
Hence Variable B was included in the design.
A typical design matrix which was used for this
optimization is found in Table II.

The analysis of Variance

Table corresponding to this experimental run is found in
Table III.

The* conclusion drawn from this data was that

changing the settings of both the lateral position of

the

burner and also the positioning of the lamp on the flame did

Table I

Coding of the Group I Variables for the Design Matrix

Variable A
Lamp positioning
on flame

-1

0

+1

center of flame

midway between
+1 and -1

edge of flame
nearest to slit

11.7 cm

11.2 cm

10.7 cm

Variable B
Lateral burner distance
from monochromator slit
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Table n
Design Matrix for an Optimization Run
of Group I Variables

triable
A

Variable
B

Interaction
AB

Lack of Fit

Detector
response
Y

-1

-1

+1

+1

18

-1

-1

+1

+1

19

+1

-1

-1

+1

14

+1

-1

-1

+1

16

-1

+1

-1

+1

25

-1

+1

-1

+1

34

+1

+1

+1

+1

14

+1

+1

+1

+1

18

0

0

0

-4

22

0

.0

0

-4
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Table III
Analysis of Variance Table for Group I Variables Optimization Run

Effects

Sum of
squares
4322.000

Total

Degrees of
Freedom

Mean
squares

F
ratio

10

4000.000

Correction factor

mean = 2 0 . 0

Variable A

-8.500

144.500

13.63

Variable B

+ 6.000

72.000

6.79

5.000

50.000

4.72

2.500

N.S.*

Interaction AB

-

Lack of Fit

53.000

Error

F ( 1 ,5) at .95 =

10.600

6.61

at .99 = 16.26

Not significant

ro

LO
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produce a meaningful difference on the signal response.
Furthermore, the algebraic sign of the effect indicated in
which position the variable achieved its highest response.
Thus in the case of Variable A, the negative sign of the
effect term implied that the highest response was achieved
with Variable A in its -1 setting, with the lamp trained on
the centermost part of the flame.

Apparently the increased

self-absorption of the fluorescence signal with the lamp at
the centermost part of the flame was more than negated by
the increase in absorption of the excitation radiation and
subsequent fluorescence by the sample.
It was on this basis that the -1 setting was the
optimum setting for Variable A.

No advantage was antici

pated in going to a more "negative" setting, that is, to
train the lamp on the part of the flame farthest from the
monochromator.

This would have the result of cutting down

the excitation and fluorescence potentialities while at the
same time increasing the self-absorption of the emitted
radiation to a higher level than for the -1 setting.

In a

similar fashion the geometry of the equipment limited the
lateral positioning of the burner, Variable B, at its +1
position, and thus

the +1 position was taken as optimum for

Variable B.
This optimization run was repeated, and a composite
of the data was made.

This is shown in Table IV, and the

corresponding Analysis of Variance table is shown in Table V.
It might be noted that in this composite data, there was a
strong interaction effect.

This significant interaction F

ratio implied that the solid angle of useable light reaching
the monochromator, and hence the photomultipilier detector,
reflected by Variable B, was significantly influenced by the
positioning of the lamp on the flame, or Variable A.

Thus
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Table IV
Composite Design Matrix for Two Runs
Optimization of Group I Variables

Run 1

Run 2

Run 1

Run 2

Run 1

Run 2

Run 1

Run 2

Run 1

Run 2

Sum

A

B

AB

Lack of
Fit

-1

-1

+1

+1

+1

18

-1

-1

+1

+1

+1

19

-I

-1

+1

+1

-1

16

-1

-1

+1

+1

-1

16

+1

-1

-1

+1

+1

14

+1

-1

-1

+1

+1

16

+1

-1

-1

+1

-1

12

+1

-1

-1

+1

-1

12

-1

+1

-1

+1

+1

25

-1

+1

-1

+1

+1

34

-1

+1

-1

+1

-1

24

-I

+1

-1

+1

-1

28

+1

+1

+1

+1

+1

14

+1

+1

+1

+1

+1

18

+1

+1

+1

+1

-1

11

+1

+1

+1

+1

-1

9

0

0

0

-4

+1

22

0

0

0

-4

+1

20

0

0

0

-4

-1

17

0

0

0

-4

-1

15

-74

+40

-44

-10

+40

Block

Y

Table V
Composite Analysis of Variance for Group I Optimization Studies

Effects

Sum of
squares
7198.000

Total

Degrees of
Freedom

Mean
squares

F
ratio

20

Correction factor

mean = 18.0

Variance A

-9.250

342.250

65.19

Variance B

+5.000

100.000

19.05

Variance AB

-5.500

121.000

23.05

+4.000

80.000
73.500

Error

N. S.*

1.250

Lack of Fit
Block effect

6480.000

14

5.250

F(l,14) at .95 = 4.60
at .99 = 8.86

^ Not

significant

N3
CT\
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Variable A's influence on the amount of intensity of signal
plus scattered radiation dictated a specified placement of
the burner from the slit for best results.

A statistical

test, known as a least significant difference calculation,
was run at point (-1,+1) on the composite data.

This test

demonstrated that the improvement in signal response at this
position was significantly higher than for any other combina
tion of settings and, accordingly, this position was chosen
as the preferred setting of the two variables.

This setting

did not necessarily represent a true optimum, but it was the
best of the points tested and since it was physically imprac
tical to pursue the path of steepest ascent, this point was
chosen.

Optimization of Group IX Variables
The coding of the variables is shown in Table VI.
The levels in Table VI were chosen after preliminary work
indicated that Variables A, C, and D were reasonable starting
levels.

It was decided to limit Variable B, the flow rate of

hydrogen gas, at its +1 setting because of the audible noise
involved, and because of the rapid consumption of fuel.
Table VII then shows the results of the initial opti
mization run for the Group II variables.
have been presented.

Only the main effects

Interaction terms were found to be not

significant at the 95% probability level.

It was concluded

from Table VII that at the stated variable levels, the effect
of varying the hydrogen flow rate and the solution aspiration
rate produced no significant change, while changing the burner
height, varying the strontium content, and varying the organic
content of the serum did produce meaningful effects on the
response signal.

Furthermore, the effects which were the most

pronounced were the organic content and the burner height,

Table VI
Settings for Optimization Studies of Group II Variables

-1

0

+1

4.75 cm
burner tip
to mid-slit

4.00 cm

3.25 cm

Variable B
Flow rate of Hydrogen gas

15 liter/min

19 liter/min

23 liter/min

Variable C
syringe feed rate

3 ml/min

5 ml/min

7 ml/min

Variable D
Sr addition

1000 ppm

2000 ppm

3000 ppm

11 ~

"one-half"

"full"

Variable A
burner height

Variable E
Organic content in serum

none« 1’

N>
00

Table VII

5
Analysis of Variance for a (2 +1) One-half Factorial
Optimization Experiment for the Group II Variables

Effects
Total

Sum of
squares
46,480.000

Degrees of
Freedom

Mean
squares

F
ratio

34

Correction Factor

mean = 34.53

Variance A

+19.375

3,003.125

Variance B

- 0.375

1.125

Variance C

- 1.125

10.125

N. S.

Variance D

- 7.500

450.000

8.28

Variance E

+12.250

Lack of Fit
Error
F(l,17) at .95 = 4.45
at .99 - 8.40
^ Not significant

40,537.529
55.25
N. S.*

1,200.00

22.09

0.596

1

924.000

17

N. S.
54.353
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with the amount of strontium releasing agent assuming a
secondary importance.
There were four replicates made of these Group II
optimization studies, with each replicate incorporating a
change in variable settings as indicated from the previous
experiment.

In each case the results were basically the

same as in the first attempt, but complications were met as
interactions not significant at one choice of variable set
tings did become significant when certain settings were
changed.

Following the suggestions of Davies^, a Path of

Steepest Ascent experiment was run to find the optimum con
ditions.

To check a possible non-linearity in the response

surface, an experiment was run which incorporated the con
cepts of a central composite design.

The final result of

this work was to set the Group II variables as follows:
Burner height:

3.00 cm from burner tip to mid-slit

Hydrogen flow rate:
Organic content:

no digestion of serum

Strontium addition:
Aspiration rate:

19 liters/minute

2500 ppm as the suppressor

5 ml/minute

These settings represented the best estimate of the
optimum settings for the Group II variables that could be
deduced from the experimental runs.

As both the path of

steepest ascent and central composite experiments yielded
results which were unsatisfactory, no definitive optimum was
obtained.

Thus the final results were a compromise between

the results of the experimental design and operator experi
ence.
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Optimization of Group III Variables
After the complications experienced in the Group II
optimization work, the Group III optimization quickly
revealed from preliminary studies that an output load resis
tor of 33,000 ohms was the only reasonable setting for that
variable, and an amplifier time constant of 3 seconds like
wise gave the best results. Thus these two variables were
2
left unchanged. A 2 +1 factorial experiment on the two
remaining variables, similar to that used in the Group I
studies, revealed that the slit width was optimum at 0.170 mm
and that the photomultiplier voltage gave the best signal to
noise ratio at 1150 volts.
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EXPERIMENTAL

PART II
DETERMINATION OF CALCIUM IN BLOOD SERUM

Experimental Considerations
As has already been mentioned, an approach similar to
35
that of Willis
was to be the basic format in this work.
Willis' method involved the dilution of the blood serum sample
with a solution of strontium ion.

Depending on the particular

matrix a strontium solution of 1000 to 5000 ppm has been
suggested to remove anion interferents, the most serious being
phosphate, by preferentially replacing the calcium which is
23 24
bound up with the interferent.
* The question of the in
fluence of serum protein on the calcium signal was not as
easily resolved as that of anion interferents.

The presence

of protein in the sample does affect the calcium signal by
complexing with the free calcium species and thereby reducing
the concentration of free calcium atoms in the flame.

Removal

of the protein prior to aspiration, most usually by precipita56
tion of the protein with trichloroacetic acid , has been the
preferred technique for removing the protein influence, but
this has not necessarily alleviated the situation as some of
the calcium has been found to be coprecipitated along with
the protein and lost in the subsequent filtration.

Willis

35

has suggested that, provided the flame conditions are properly
controlled, the protein may be broken down and burned as a
fuel itself, thereby freeing the calcium for excitation and
35
fluorescence. Willis
also found that the protein influence
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on the calcium signal could be nullified through the addition
of ethylenediaminetetraacetic acid to the sample.

The real

drawback in using ethylenediaminetetraacetic acid has been
that burner clogging increases when the resulting solution
has been aspirated into the flame.
It was decided to treat the organic material present
in the serum as another variable to be optimized.

It was

hoped, for the sake of speed and convenience, that inter
mediate wet chemical steps, such as prior precipitation and
filtration, would be found unnecessary. There have been
35 37
suggestions
*
that direct dilution of the blood serum
sample with a competitive cation such as Sr or La would
adequately eliminate the ionic interferences while the dilu
tion and proper flame conditions would allow the protein to
be broken down and burned, thereby leaving an unhindered
sample solution and also an unclogged burner.

35
Indeed, Willis

has stated that, provided conditions were correct, the serum
could be directly diluted with water and analyzed.

Thus the

following two solution variables were incorporated into the
total optimization scheme in the atomic fluorescence flame
spectrometric method:
1)

the possible depressive effect of organic material
in the diluted blood serum sample

2)

the minimum amount of strontium necessary to
achieve elimination of ionic interferences in
the blood serum

A preliminary scan of blood serum solutions at the fluores
cence wavelength of 4227A indicated that a 20:1 dilution of
the blood serum was the best dilution ratio for this work.
A more concentrated solution was found to be viscous enough
to threaten possible burner clogging and also demanded more
blood serum than seemed to be practical.

A more dilute

34
solution began to encroach on the noise limit of the signal.
The blood serum which was used for optimization
48
studies was human serum donated by a local hospital.
Sub
sequent analyses, once the operating conditions had been set,
were performed on blood serum samples which had been analyzed
at the same hospital and also on a freeze-dried serum, Chem49
trol
, which had been previously analyzed.

Preparation of Calcium Solution
A standard 1000 ppm calcium solution was prepared by
dissolving 2.4793 grams of A.C.S. grade CaCO^ in 10 ml of con
centrated HC1.

The resulting solution was evaporated almost

to dryness and then was diluted to 1 liter with 0.1 N HC1
solution.

Digestion of Blood Serum
In order to study the effect of organic material present
in the blood serum, it was necessary to digest some of the blood
serum sample.

This digested sample was then labelled as con

taining "no" organic materials.
as the "full" organic content.

The undigested serum was used
An equal mixture of digested

and undigested serum was used as containing "one-half" organic
content.
The digestion was carried out as follows:

10 ml of

serum was treated with 3 x 20 ml portions of concentrated HNO^
in a silica evaporating dish over a flame from a bunsen burner.
The resulting solution

was evaporated to

and was taken up with distilled water to
10 ml.

This resulting

dryness in each case
a total volume of

solution was diluted in a 20:1 ratio

with an appropriate Sr solution.

35
Preparation of Strontium Solution
The strontium solution used to control ionic inter
ferences was prepared in the following way:

a stock solution

of 3000 ppm strontium ion was prepared by dissolving 9.213
grams of SrC^'Gl^O, 99.04% pure, and diluting up to one
liter with distilled water.

This solution was used to

prepare other strontium solutions by appropriate dilution.
No calcium or magnesium signals were obtained from this stron
tium solution when run as a blank by both atomic absorption
and atomic fluorescence.

Atomic Fluorescence Flame Spectrometric Analyses
The approach used in the determination of calcium
in blood serum samples was simple and direct.

Standard cal

cium solutions, diluted appropriately, were prepared and run
49
along with the diluted Chemtrol
sample in order to estab
lish a working curve.

In accordance with good experimental

procedure, the atomic fluorescence spectra of these samples
were obtained in a random fashion.
Once the data had been taken, a straight line was fitted
to the data by the method of least squares.

A Regression Analy

sis Table was used to check the linearity of the working curve.
Once the linearity of the working curve had been established,
the empirical equation describing the working curve was used to
calculate the concentration of the unknown Chemtrol sample.
The use of the least-squares fit of the data, together with the
Regression Analysis Table, also permitted a quantitative
empirical evaluation of the slopes of the working curves, an
estimate of the sample standard deviation for the measurement
system used, and other data necessary for a comparison of the
two instrumental systems used in this determination.
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All fluorescence spectra were obtained by scanning
the monochromator over the fluorescence wavelength at the
rate of 20A/min.

This scanning technique was found to be

most satisfying in that an estimate of the background and
noise associated with the fluorescence signal could be ob
tained from the background signals surrounding the fluores
cence signal.

Also, by using a scanning technique, there

was never any problem in "tuning" the monochromator to its
most sensitive setting.

Thus the scanning technique in

sured the optimum monochromator wavelength position each
time a fluorescence spectrum was run.
In the preparation of the working curve for calcium,
it was decided to try to reproduce the organic blood serum
matrix if possible, allowing only the calcium concentration
to vary.

Accordingly, all calcium calibration solutions were
49
made up in an ion-free serum, Chemvarion.
This ion-free
serum base was modified by adding known concentrations of
calcium and strontium as experimental conditions dictated.
The calcium solution which was used in making these dilutions
was a 12,000 ppm calcium solution provided by Clinton Labora49
tories
which had been diluted to 120 ppm. A 30:1 dilution
ratio of the strontium solution to the blood serum was used.
Thus, for example, to prepare a 3 ppm standard calcium solu
tion, 3.3 ml of the ion-free serum was mixed with 2.5 ml of
the 120 ppm calcium solution and the resulting mixture was
diluted to 100 ml with 2500 ppm strontium solution.
A typical determination of the calcium content of the
Chemtrol standard serum is found in Table VIII along with the
empirically-derived regression equation which best fits the
data.

The Regression Analysis Table is found in Table IX.

The lack of significance of the Lack of Fit F ratio permitted
the use of a linear equation to adequately represent the
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Table VIII
Determination of Calcium

Sample;

Chemtrol standard serum

Method:

Atomic Fluorescence Flame Spectrometry

(x)
concentration (ppm)

(y)
detector response

1.0

9,12

1.5

11,14

2.0

15,19

2.5

19,21

3.0

20,21

3.5

26,24
17,18

(chemtrol)

Empirical equation:

y = 4.78 + 5.69 x
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Table IX
Regression Analysis Table for Data of Table

Sum of
squares

Degrees of
Freedom

Mean
squares

Total

4023.000

12

b Q (intercept)

3709.944

1

282.993

1

21.500

6

3.583

8.563

4

2.141

b^ (slope)
Error
Lack of Fit

F(4,6) at .95 = 4.53
at .99 = 9.15

F
ratio

132

0.597
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relationship between the concentration of calcium in the
sample and the detector response.

Thus, using the equation

along with the detector response for the 30:1 diluted serum,
a value of 2.2 ppm for the calcium content was obtained.
This implied that the calcium content was 66 ppm in the un49
diluted serum, as compared with the stated 80 ppm.
Suc
cessive repetitions of the determination failed to change
this value appreciably and the conclusion was reached that
the atomic fluorescence flame spectrometric determination of
the calcium content of this sample, under the stated con
ditions , was 66 ppm.
The next set of determinations which were made by
use of the atomic fluorescence method was the determination
of calcium in three blood serum samples provided by a local
48
hospital.
The same technique was used as for the Chemtrol
determination.

The results of the determination are shown

in Table X.

Atomic Absorption Flame Spectrometric Analyses
The apparatus used for all atomic absorption deter
minations was a Jarrell-Ash Series 82-500 Atomic Absorption
Flame Emission Spectrometer adapted with a 10-cm path length
slot burner.

The actual burner used in this work was a Hetco

burner identical to that used in the atomic fluorescence work.
Settings for maximum sensitivity were achieved by following
the directions in the instrument manual.
tion procedures were used.

No further optimiza

The settings for the Jarrell-Ash

instrument were as follows:
Fuel settings:
Hydrogen:

2
12 lbs/in inlet pressure, rotameter
setting 50

Table X
Determination of Calcium

Samples:
Method:

Sample
A
Fe 125
Jakes

Analyzed blood sera
Atomic Fluorescence Flame Spectrometry

Stated value
(ppm)

AF value

95

87

1.0 x 102

95

93

75
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Air:

30 lbs/in

2

inlet pressure, rotameter setting 20

Burner settings:
Height:

2.0 cm from burner slot to mid-slit of
monochromator

Distance of burner from focusing lens:
Distance of focusing lens from slit:
Slit width:

12 cm

17 cm

0.100 mm

Current for hollow cathode calcium lamp:
Calcium line for analysis:

0.017 amperes

4227A

The solutions which were analyzed for calcium content
were the same solutions which had been analyzed by atomic
fluorescence.

The same experimental design considerations

were used in atomic absorption as in atomic fluorescence,
and the corresponding atomic absorption data for the Chemtrol
analysis is to be found in Tables XI and XII.
In a similar fashion, the three blood sera samples
analyzed by atomic fluorescence were also analyzed using
atomic absorption.

The results, along with those from atomic

fluorescence, are shown in Table XIII.
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Table XI
Determination of Calcium

Sample;

Chemtrol standard serum

Method;

Atomic Absorption Flame Spectrometry

(x)

Detector response
% absorption_____

(y)
Absorbance

2.0

6.25, 6.25

0.0280, 0.0280

2.5

6.75, 6.75

0.0303, 0.0303

3.0

7.50, 7.75

0.0339, 0.0350

3.5

7.75, 8.00

0.0350, 0.0362

6.50, 6.50

0.0292, 0.0292

concentration (ppm)

(Chemtrol)

Empirical Equation;

y = 1.72

x 10 ^ + (5.39

x 10~^(x)

Table XII
Regression Analysis Table for Data of Table XI

Sum of
.
squares x 10

Degrees of
Freedom

Mean
_
Square x 10

Total

83.0383

8

b Q (intercept)

82.3686

1

b^Cslope)

0.7263

1

Error

0.0132

4

0.0330

Lack of Fit

0.0202

2

0.1010

F
ratio

3.06

F(2,4) at .95 = 6.94
at .99 = 18.00

-p'
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Table XIII
Blood Serum Analyses for Calcium

Blood Sample
Chemtrol

Sample A

Stated value
(in ppm)
80

95

AF value
(in ppm)
66

66

18%

18%

87
8.4%

Sample Fe 125

Sample Jakes

100

93

AA value
(in ppm)

95

1.3 x 10
37%
1.1 x 10

5.0%

10%

75

84

19%

9.7%
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EXPERIMENTAL

PART III
DETERMINATION OF METALLIC CONSTITUENTS IN FERTILIZERS

Experimental Considerations
In this determination, it was decided to adhere
strictly to the methods which have been adopted by the
42
Association of Official Agricultural Chemists
for the
atomic absorption determinations of fertilizers, thereby
assuring a reliable standard of reference.

This rigid

adherence to the A.O.A.C. specifications in the atomic
absorption determinations acted as a double-check; the
sample not only was checked against the given value, but
the wet chemical techniques used in the determinations were
also checked.

Thus, if agreement was reached between the

accepted value and the atomic absorption value, it would be
concluded that any deviations in the atomic fluorescence
determinations may be attributed to the atomic fluorescence
technique or to equipment, not to the solution matrix which
was being examined.
The samples which were examined for trace metallic
constituents were Margruder standard samples No. 6801 and
No. 6901.'*'*'

These were samples which had been examined by

a number of laboratories, by various methods, and whose
results had been recorded.
values.
able.

The results stated are average

No confidence limits about these values were avail
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Preparation of Standard Solutions
The preparation of 1000 ppm standard solutions used
in preparing the necessary working curves of the six metals
studied were made up as follows:
Iron:

1.000 gram of pure iron wire, electrolytic
quality, was dissolved in approximately 10
ml of concentrated HC1.

The resulting solu

tion was evaporated almost to dryness and was
then diluted to 1 liter with 0.1 N HC1.
Magnesium:

the same procedure as for iron, except

that 1.000 gram of pure magnesium ribbon was
used.
Copper:

1.000 gram of pure copper, electrolytic
quality, was dissolved in a minimum amount
of HNO^.

To this solution was added approxi

mately 10 ml concentrated HC1 and the result
ing solution was evaporated almost to dryness.
The resultant was then diluted to 1 liter with
0.1 N HC1.
Zinc:

the same procedure as for iron was used, except
that 1.000 gram of pure zinc metal was used.

Manganese:

1.590 grams of 99.50% pure

(Fisher

ACS certified) was dissolved in about 10 ml of
concentrated HC1 and the solution was then
treated in the same way as the iron sample.
Calcium:

2.479 grams of pure (ACS grade) CaCO^ was

dissolved in about 10 ml of concentrated HC1;
t h e .resulting solution was treated in the same
way as the iron sample.
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It should be noted that no standard A.O.A.C. tech
nique for the atomic absorption determination for calcium
was given.

Thus the preparation and treatment of the cal

cium solutions and their subsequent analysis does not
necessarily have the sanction of the A.O.A.C.
From these stock solutions,dilutions to the desired
concentration ranges were made.
was used.

No pipet less than 25 ml

In any case which required the delivery of an

odd number of milliliters, all solutions were delivered
from a buret.

Preparation of Margruder Fertilizer Samples
The suggested A.O.A.C. procedure was as follows:
"1.000 gram of the Margruder sample was dissolved in
approximately 10 ml of concentrated HC1.

The solution was

evaporated almost to dryness, 20 ml of 0.5 N HC1 was added
to redissolve the residue, and the resulting solution was
filtered through fast filter paper (S&S 595).

The filter

paper was washed with five 10 ml portions of deionized
water, the washings and filtrate being collected in a 100 ml
volumetric flask.

Dilution of the resulting solution to the

100 ml mark produced the solution which was then labelled
the standard fertilizer sample."
It must be noted again that the above procedure was
the procedure followed only for the first five of the metal
ions in this determination.

Calcium, not being subject to

these conditions, was treated differently if such treatment
was deemed necessary.
It must also be noted that for the determination of
iron, zinc, copper, and manganese, the Margruder sample No.
6801 was used.

The determination of magnesium and calcium
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was accomplished using the Margruder sample No. 6901.

Atomic Absorption Spectrometric Analyses
Iron.

The atomic absorption experimental settings

were as follows:
Height of burner:

5.5 cm, burner slot to mid-slit

Iron hollow cathode current:

0.022 amperes

Fuel Settings:

2
35 lbs/in ; rotameter setting 50
2
30 lbs/in ; rotameter setting 20

Hydrogen:
Air:

Analysis line:

2483A

It was found that it was necessary to dilute the
standard fertilizer sample by a factor of one-half to bring
the iron content into the linear portion of the working
curve.

The working curve data and subsequent determination

of the iron content of the fertilizer sample is shown in
Tables XIV and XV.

The average value obtained for the iron

content of the fertilizer was 40 ppm iron, as compared to
the stated value of 41.04 ppm.
Copper.

The experimental settings for the copper

determination was as follows:
Burner height:

2.0 cm from burner slot to mid-slit

Copper hollow cathode current:
Copper analysis line:

0.022 amperes

3247A

Fuel settings:

2
30 lbs/in ; rotameter setting 20
2
Hydrogen: 12 lbs/in ; rotameter setting 50

Air:

In the determination of the copper content of the
Margruder sample, no dilution of the standard fertilizer
sample was needed.

The data for the determination are shown
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Table XIV
Determination of Iron

Sample; Margruder fertilizer sample no* 6801
Method;

Atomic Absorption Flame Spectrometry

(x)
concentration (ppm)

Detector response
% absorption_____

(y)
Absorbance

6,6

0.0269, 0.0269

10

13,13

0.0605, 0.0605

20

23,23

0.1135, 0.1135

25

32,28

0.1674, 0.1427

24,21

0.1192, 0.1024

5

^ (standard sample)

Empirical Equation;

y = -3.80

x 10’^ + (6.19

x 10”^)(x)

Table XV
Regression Analysis Table for Data of Table XIV

Sum of Squares
x 10^

Degrees of
Freedom

Mean Square
x 10^~______

829.1827

8

633.5088

1

191.3500

1

Error

3.3024

4

0.8256

Lack of Fit

1.0215

2

0.5108

Total
bo
bl

F
ratio

F(2,4) at .95 = 6.94
% o t significant

Oi

o
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in Tables XVI and XVII.

The value for the copper content

was found to be 5.5 ppm as compared with the stated value of
5.46 ppm.
Zinc.

The experimental settings for the zinc deter

mination were the same as those of the copper settings except
that the hollow cathode current was 0.012 amperes and the
analysis line was 2138A.

It was found that a 20-fold dilution

of the standard fertilizer sample was necessary.

The data for

the determination are presented in Tables XVIII

and XIX.

The

average value for the zinc content was found to

be 23 ppm as

compared with the stated value of 23.29 ppm.
Manganese.

The experimental conditions

manganese determination of the Margruder sample

for the
were the

same as the copper conditions except that the hollow cathode
current was 0.027 amperes and the analysis line was 2802A.
A dilution ratio of one half of the standard fertilizer sample
was necessary.
The data for the determination are to be found in
Tables XX and XXI.

The average value for the manganese con

tent of the fertilizer was found to be 17 ppm as compared
with the stated value of 17.18 ppm.
Magnesium.

The magnesium content of the Margruder

No. 6901 sample was determined after previous work on the
No. 6801 sample had established the linear region of the
working curve.

Thus, only two points, one at either end of

the curve, were run to re-establish the working curve.
The experimental settings were as follows:
Burner height:

3.0 cm from burner slot to mid-slit

Fuel Settings:
2
30 lbs/in ; rotameter setting 20
2
Hydrogen: 33 lbs/in ; rotameter setting 50

Air:
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Table XVI
Determination of Copper

Sample:

Margruder fertilizer sample No. 6801

Method:

Atomic Absorption Flame Spectrometry

(x)
Concentration (ppm)

Detector response
% absorption

(y)
Absorbance

1

2,2

0.0088, 0.0088

3

7,7

0.0315, 0.0315

5

12,12

0.0555, 0.0555

8

17,19

0.0809, 0.0915

10

23,24

0.1135, 0.1192

12,13

0.0555, 0.0605

fertilizer sample

Empirical Equation:

y = -3.55 x 10

-3

+ (1.17 x 10

-2

) (x)

Table XVII
Regression Analysis Table for Data of Table XVI

Sum of Squares
x 10^

Degrees of
Freedom

Mean Square
x 10^______

503.0783

10

356.0510

1

145.8212

1

Error

0.7242

5

0.1448

Lack of Fit

0.4819

3

0.1606

Total
bo
bl

F
ratio

1.11
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Table XVIII
Determination of Zinc

Sample;

Margruder fertilizer sample no. 6801

Method;

Atomic Absorption Flame Spectrometry

(x)
concentration (ppm)

Detector response
% absorption_____

(y)
Absorbance

0.5

12,11

0.0555, 0.0506

0.8

18,17

0.0862, 0.0809

1.0

22,22

0.1079, 0.1079

1.5

29,5,31

0.1518, 0.1612

2.0

38.5,

36.5

0.2111, 0.1972

24,24,24,24.5

0.1192,0.1192,
0.1192, 0.1221

(fertilizer sample)

w1
Empirical Equation;

y = 4,00

x 10

+ (1.01

x 10

) (x)

Table XIX

Regression Analysis

Sum of Squares
x 10 ______________

Table for Data

Degrees of
Freedom

of Table

Mean Square
x 10^_______

Total

1753.8041

10

b

1464.1000

1

287.5061

1

Error

1.6886

5

0.3377

Lack of Fit

0.5094

3

0.1698

o

bx

F(3,5) at .95 = 5.41

■^Not significant

XVIII

F
ratio

N.S.+
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Table XX
Determination of Manganese

Sample:

Margruder fertilizer sample no. 6801

Method:

Atomic Absorption Flame Spectrometry

Detector response
% absorption

(y)
Absorbance

0.8

7,7

0.0315, 0.0315

1.5

11,13

0.0506, 0.0605

5.0

32,31

0.1674, 0.1612

8.0

44,45

0.2518, 0.2596

10.0

52,52

0.3188, 0.3188

46,48,47

0.2676, 0.2840,
0.2757

(x)
concentration (ppm)

— (fertilizer sample)

_

Empirical Equation:

y = 7.80 x 10

o

_o

+ (3.11 x 10

) (x)

Table XXI
Regression Analysis Table for Data of Table XX

Sum of Squares
x 10^
Total

Degrees of
Freedom

Mean Square
x 10^______

3962.7559

10

2729.1040

1

1234.7790

1

Error

0.9864

5

0.1973

Lack of Fit

2.1135

3

0.7045

F(3,5) at .95 = 5.41

F
ratio

3.57
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Hollow cathode current:
Analysis line:

0.015 amperes

2852A

It was found that a dilution factor of 1/160 was
necessary to bring the fertilizer sample into the linear
region of the working curve.

This dilution, as all of the

others was done with 0.1 N HC1.
The data for the determination are found in Tables
2
XXII and XXIII. A value of 1.4 x 10 ppm was obtained for
the magnesium content of the fertilizer sample, as compared
with the stated value of 138 ppm.
Calcium.

When calcium was studied in this analysis,

preliminary work on the No. 6801 Margruder sample indicated
that agreement between the atomic absorption and atomic
fluorescence methods could only be achieved if a releasing
agent such as strontium were added.

As no value for the

calcium content of the No. 6801 sample was available, it was
impossible to know whether or not the agreement between the
two techniques was coincidence or not.

Thus the availability

of the No. 6901 sample permitted an absolute check on the
calcium determination technique which had been worked out.
The analyzed calcium solution was modified from the
standard fertilizer sample only in that the diluted calcium
sample contained strontium ion, introduced as SrC^'ft^O.

A

4800 ppm strontium concentration in the undiluted sample was
found to give agreement between the two methods.

A dilution

ratio of 1/320 was found to be necessary to enable work in
the linear region of the working curve.
The experimental conditions were:
Burner height:

2.0 cm from burner slot to mid-slit

Hollow cathode current:

0.015 amperes
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Table XXII
Determination of Magnesium

Sample:

Margruder fertilizer sample no. 6901

Method:

Atomic Absorption Flame Spectrometry

(x)
concentration (ppm)

Detector response
% absorption

0.5

1.25

(fertilizer sample)

Empirical Equation:

(y)
Absorbance

19

0.0915

20

0.0969

17.5

0.0835

18

0.0862

33.5

0.1772

32

0.1674

33

0.1739

32

0.1674

25

0.1249

26

0.1308

26

0.1308

25

0.1249

y = 3.41 x 10

-2

+ (1.10

x 10

-1

) (x)
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Table XXIII
Regression Analysis Table for Data of Table XXII

Sum of Squares x 10^

Degrees of Freedom

Total

1498.5112

8

b

1362.4200

1

135.4060

1

1.7752

6

o

bx
Error

Fuel settings:
2
30 lbs/in ; rotameter setting 20
2
Hydrogen:
12 lbs/in ; rotameter setting 50

Air:

Analysis line:

4227A

The data for the determination are to be found

in

Tables XXIV and XXV.

The value obtained for the calcium
3
content in Margruder sample No. 6901 was 1.2 x 10 ppm cal
cium content, as compared with a stated value of 1225 ppm.

Atomic Fluorescence Flame Spectrometric Analyses
The atomic fluorescence flame spectrometric deter
mination of metal components in fertilizers was carried out
on the same solutions used in the atomic absorption experi
ments, the sole exception being the determination of mag
nesium content.

In this particular determination, it was

found necessary to add strontium ion in an amount equivalent
to 2000 ppm in the undiluted standard fertilizer sample.
Only then could agreement be reached between the atomic
absorption and atomic fluorescence methods.
From the work done on the blood serum calcium deter
minations with regard to optimization of the various settings
in the atomic fluorescence equipment, it was learned that by
far the most sensitive variable was the height of the burner,
that is, the portion of the flame which was exposed to the
xenon lamp.

Thus, in this work it was decided to set all

variables at their optimum settings, as determined earlier,
and to vary only the burner position as necessary.

Prelimin

ary experiments employing this approach gave results which
were highly satisfactory.
The settings which were used were:
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Table XXIV
Determination of Calcium

Sample: Margruder fertilizer sample no. 6901
M ethod: Atomic Absorption Flame Spectrometry

(x)
concentration (ppm)

Detector response
% absorption

1.25

5.00

(y)
Absorbance

4

0.0177

4

0.0177

4.5

0.0200

4.5

0.0200

13

0.0605

15

0.0706

15

0.0706

15

0.0706

11.5

0.0531

11.5

0.0531

11.0

0.0506

x
2 2

Q1 (fertilizer sample)

Empirical Equation:

y = 2.60 x 10

-3

+ (1.31 x 10

-2

) (x)
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Table XXV
Regression Analysis Table for Data of Table XXIV

Stun of Squares x 10

4

Degrees of Freedom

Total

200.3991

8

b

151.3800

1

48.2653

1

0.8188

6

o

b1
Error SS
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Flow rate of hydrogen:
Aspiration rate:

19 liters/min

5 ml/min

Photomultiplier voltage:
Slit width:

1150 volts

0.170 mm

Distance of burner from slit:

10.7 cm

The only change which was found necessary in the
above settings was the use of a slit width of 0.400 mm in
the zinc determination.
The burner heights which were used were:
Copper:

7.5 cm from burner tip to mid-slit

Magnesium:

7.5 cm

Manganese:

5.0 cm

Calcium:

4.5 cm

Iron:

5.0 cm

Zinc:

5.0 cm

The appropriate data for these six determinations
are presented in Tables XXVI to XXXVII.

A table of the

Margruder fertilizer content as determined by atomic fluores
cence flame spectrometry is shown in Table XXXVIII, along
with the stated values and the values determined by atomic
absorption flame spectrometry.
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Table XXVI
Determination of Copper

Sample:

Margruder fertilizer sample no. 6801

Method:

Atomic Fluorescence Flame Spectrometry

(x)
concentration (ppm)

(y)
Detector response

1

8,9

3

15,19

5

26,34

8

41,40

10

51,46

fertilizer sample

Empirical Equation:

28,30

y = 4.72

+ 4.48 x

Table XXVII
Regression Analysis Table for Data of Table XXVI

Svim of Squares
Total

Degrees of
Freedom

Mean Square

10,561.0000

10

8,352.1000

1

2,133.0114

1

Error

53.5000

5

10.7000

Lack of Fit

22.3886

3

7.4629

bo
bl

F
ratio

N.S.

F(3,5) at .95 = 5.41

O'
o\

Table XXVIII
Determination of Iron

Sample:

Margruder fertilizer samplen o . 6801

Method;

Atomic Fluorescence Flame Spectrometry

(x)
concentration (ppm)
5

(y)
Detector response
7,7

10

15,14

15

16,17

20

23,22

25

32,25

^ (fertilizer sample)

Empirical Equation:

12,12,11,13

y = 2.50 + 1.02x

Table XXIX
Regression Analysis Table for Data of Table XXVIII

Sum of Squares

Degrees of
Freedom

Mean Square

Total

3726.00

10

b

3168.20

1

520.20

1

Error

26.00

5

5.200

Lack of Fit

11.40

3

3.800

o

bi

F
ratio

N.S.^

F(3,5) at .95 = 5.41

■foot significant

O'
00
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Table XXX
Determination of Zinc

Sample:

Margruder fertilizer sample no. 6801

Method:

Atomic Fluorescence Flame Spectrometry

(x)
concentration (ppm)

(y)
Detector response

10

11,12

20

13,12

50

17,16

100

19,17

fertilizer sample

Empirical Equation:

y = 11.34

13,13

+ (7.30 x 10

(x)

Table XXXI
Regression Analysis Table for Bata of Table XXX

Sum of Squares

Degrees of
Freedom

Mean Square

Total

1773.000

8

b

1711.120

1

52.224

1

3.500

4

0.875

6.156

2

3.078

o

b1
Error

SS

Lack ofFit

F
ratio

3.52

F ( 2 ,4) at .95 = 6.94
F(2,4) at .90 = 4.32

■vj

o

Table XXXII
Determination of Manganese

Sample; Margruder fertilizer sample no. 6801
Method;

Atomic Fluorescence Flame Spectrometry

(x)
concentration (ppm)

(y)
Detector response

0.5

5

6
7
7
2.0

19
17
16

20
i
^

(fertilizer sample)

9

8
10
9

Empirical Equation;

y=2.33

+ 7.83 x
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Table XXXIII
Regression Analysis Table for Data of Table XXXII

Sum of Squares

Degrees of Freedom

Total

1465.000

8

b

1176.120

1

276.097

1

12.750

6

o

bx
Error
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Table XXXIV
Determination of Magnesium

Sample:

Margruder fertilizer sample no. 6901

Method:

Atomic Fluorescence Flame Spectrometry

(x)
concentration (ppm)

(y)
Detector response

0.5

10

11
9

10
1.25

27
28
25
25

(fertilizer sample)

18
19
17

Empirical Equation:

y = -1.00

+ 21.86 x
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Table XXXV
Regression Analysis Table for Data in Table XXXIV

Sum of Squares

Degrees of Freedom

Total

3165.000

8

b

2628.128

1

532.862

1

8.750

6

o

bx
Error
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Table XXXVI
Determination of Calcium

Sample; Margruder fertilizer sample no. 6901
Method;

Atomic Fluorescence Flame Spectrometry

(x)
concentration (ppm)

(y)
Detector response

1.25

7

8
6
7
5.00

26
28
25
26

(fertilizer

sample)

22

20
18

Empirical Equation:

y = 0.58

+ 5.14 x
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Table XXXVII
Regression Analysis Table for Data of Table XXXVI

Sum of Squares

Degrees of Freedom

Total

2959.000

8

b

2211.128

1

741.336

1

6.750

6

o

b1
Error
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Table XXXVIII
Results of Fertilizer Determinations by
Atomic Absorption and Atomic Fluorescence

Element
Determination

Stated
value (ppm)

Cu

5.46

Fe

AA value
% deviation

AF value
% deviation

5.5
0.7%

5.4
1.1%

41.04

40
2.5%

37
9.9%

Zn

23.29

23
1 .2%

23
1 .2%

Mn

17.18

17

17

1 .0%
Mg

Ca

138

1225

1.4 x 102
1.4%
1.2 x 103

2 .0%

1 .0%
1.4 x 102
1.4%
1.2 x 10'
103

2 .0%
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DISCUSSION

ACCURACY
In any analytical determination, a question of primary
importance is accuracy.

How well do the results of a deter

mination approach the true value?

Often the true value is

not known and, therefore, an estimate of the systematic
error must be inferred by other means.
experiments may be used.

For example, recovery

If the errors can be attributed to

random variations, then the precision of the measurement
process by which the value was obtained can be used as an
estimate of the accuracy.

Unfortunately, it is often diffi

cult to prove that only random variations are present.
This discussion considers only errors in the measure
ment systems* i.e., atomic absorption and atomic fluorescence.
Thus, the comparison will be restricted to "instrumental
error."

Errors associated with the sampling of the ferti

lizer and blood aliquots and the error associated with the
chemical treatment of the fertilizer and blood samples were
not investigated.
The data for the determination of the metal constitu
ents in fertilizer samples are shown in Table XXXVIII.

The

poorest accuracy was obtained for the determination of iron.
The atomic fluorescence value of 37 ppm is 9.9% low, while
the atomic absorption value of 40 ppm is 2.5% low. From
42 39
literature considerations
*
an air-acetylene mixture is
the fuel mixture preferred in the determination of iron,
rather than the air-hydrogen or hydrogen/entrained-air fuel
mixture used in this work.

The hotter air-acetylene flame

79

tends to break up refractory compounds in the flame to a
greater extent than the air-hydrogen flame.

Thus, although

the results obtained are not surprising, the question of
agreement or disagreement among these results still must be
resolved.
The question of accuracy was judged by comparing the
experimental value for the fertilizer with the stated value
46
by a Student's £ test.
The sample standard deviation value
which was used for this and all subsequent comparisons was
the square root of the Error Mean Square value, in units of
concentration, in the Regression Analysis Table.

The use of

this value of the standard deviation then permitted a _t
value to be calculated and compared with tabular values.

A

decision was then made as to whether or not the experimental
value was different from the stated value.
It should be noted that the direct use of the data in
the Regression Analysis Table in the calculation of the stan
dard deviation value was not possible.

The Error Mean Square

values in these tables are in detector response units, not
concentration units.

Thus,

in the

atomicfluorescenceiron

determination, for example,

it was

necessarytotransformall

detector measurements (see Table XXVIII) into concentration
terms through the use of the empirical equation fitted to the
data.

It was then possible to calculate a standard deviation

value for the atomic fluorescence system of 2.2 ppm.
Then:

41.04 = 37 +
or

t(2.2)

+ t = 1.8

At a 95% level of confidence, the £ value for the 5 degrees
of freedom associated with error is 2.57.

It cannot be con

cluded, therefore, that the two values are different; i.e.,
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at a 957c level of confidence, the atomic fluorescence value
obtained for the iron content in the fertilizer by this
determination was not significantly different from the true
stated value.
In a similar fashion, the atomic absorption deter
mination yielded a £ value
tabled _t value of 2.8.

of 0 .7 which did not exceed its

The conclusion drawn on the basis of

these experiments was that both methods gave results which
were not significantly different from the true stated value.
As all of the values for the other determinations were in
closer agreement with the stated value than the iron deter
mination, the other values were accepted as being no dif
ferent from the stated value.
From Table XIII, it may be seen that there was very
little agreement among the values for the various blood serum
calcium determinations.

57c to 37%.

The percent deviations ranged from

The results were clearly unacceptable by either

method.
It was felt, in retrospect, that a large portion of
these deviations was the fault of poor wet chemical tech
niques.

With so little blood serum available, perhaps 5 ml,

in sample A, Sample Fel25 and sample Jakes determinations,
it was necessary to pipet amounts such as 3.3 ml.
a good quality pipet was

Even when

used, this volume could not be

delivered to better than +0.02 ml, thereby introducing a
deviation of six parts per thousand in this step alone.

It

is perhaps noteworthy that when improved wet chemical tech
niques were used in the fertilizer determinations, a better
accuracy was obtained.
Not all of the deviation in the calcium blood serum
determination can be laid at the door of technique, however.
In the Chemtrol determination, ample serum was available for
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a large number of determinations, and while there was good
agreement between the atomic absorption value and the atomic
fluorescence value, both determinations were in poor agree
ment with the stated value.

Although some of the deviation

was undoubtedly caused by the transfer of small volumes and
the subsequent wet chemical preparation steps, it was felt
that the deviations encountered in the Chemtrol determination
were caused, in part, by the complex matrix.

Apparently, the

simplifying assumption, dilution of the sample with a releas
ing agent prior to analysis in the flame, was not justified
in this case.

Also, the assumption that the matrix in the

blood serum sample could be duplicated in the working curve
by the addition of standard calcium solution to the ion-free
Chemvarion base must have been faulty, as the results seem
to bear out.

It seems imperative, therefore, that some pre

liminary step such as prior precipitation of the protein or
the addition of a chelating agent such as ethylenediaminetetraacetic acid, along with the addition of the strontium
or lanthanum releasing agent, be inserted into the technique.
It is possible that a hotter flame rather than the cool burn
ing air-hydrogen flame might help break down refractory com
pounds in the flame and increase the calcium concentration in
the flame and hence the atomic absorption and atomic fluores
cence signals.

PRECISION
It was still possible to derive useful information
from the calcium blood serum determinations, even though the
consistently low results of the Chemtrol sample indicated a
systematic error.

A check of the reproducibility of the

measurement system used in the determination of the calcium

82

content in the Chemtrol sample should indicate whether or
not one system had a better precision than the other.

This

information was of interest, not only in the blood serum
determination, but also in the fertilizer analyses.
In making a comparison of precision between the two
systems, a direct comparison of the Error Mean Square value
between the two methods could not be made, as the error mean
square term in the atomic absorption analysis was a logarith
mic function, while the variance terms in the atomic fluores
cence analyses were linear terms, not logarithmic.

The

resolution of this problem, however, lay in the calculation
of the relative standard deviation, expressed as a percent,
for each method.

This is a unitless quantity defined as:
RSD - (s/u) (100)

where s = the sample standard deviation for the method
u = the mean value of the detector response
The square of this relative standard deviation term is a term
which is unitless and which is directly related to a variance
term.

It was then possible to compare these squared values

of the relative standard deviation for a given method by an
F test.
Thus in the atomic absorption determination of blood
serum calcium the average value for the absorbance was 3.2 x
10~2 (see Table XI).

From Table XII, since the Lack of Fit

sum of squares term was not significant at the 95% level, the
Error Sum of Squares term and Lack of Fit sum of squares were
pooled together to give a Total Error Sum of Squares value of
3.4 x 10 ^ with six degrees of freedom.

The use of Total

Error Sum of Squares value includes not only the error
associated with differences between replicates, but also all
other errors which cause a scatter of points about the working
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curve.

This Total Error Mean Square value would, for example,

contain errors associated with the preparation of the standard
solutions. The total Error Mean Square value was therefore
-7
-4
5.6 x 10
, and the standard deviation s = 7.5 x 10 . The
relative standard deviation, expressed as a percent, was:
RSD = 100 x 7.5 x 10"4/3.2 x 10“2 = 2.3%
By an analagous calculation from Tables

VIII and IX,

the relative standard deviation value for the atomic fluores
cence determination was calculated to be 9.8%.

Thus the

atomic absorption exhibited a variance-related value of
2
(2.3) and the atomic fluorescence exhibited a variance2
related value of (9.8) . The atomic absorption squared term
had six degrees of freedom associated with it, while the
atomic fluorescence squared term had 10 degrees of freedom
associated with it.
Then,

F = (9.8)2/(2.3)2 = 18

and

F(10,6) at .95 = 4.06 .

The conclusion which was drawn was that, at the 95% proba
bility level, the atomic absorption measurement system had
a better precision than the atomic fluorescence system.

SENSITIVITY
For a determination involving a linear calibration
curve as an integral part of the final determination, it is
obvious that the steeper the slope, the better the concentra
tion resolution; i.e., a small change in concentration will
result in a greater difference in detector response than for
a curve with a less steep slope.

However, associated with

any working curve is a measure of imprecision, the standard
deviation associated with the fitting of the curve.

When
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the value of the standard deviation becomes larger, the
concentration resolution decreases.

Another way of stating

this is to say that with a larger value of the standard
deviation the value of the slope becomes less definite and
thus the confidence intervals placed around the slope, or
any value on the curve itself, must become larger. The
47 57
definition for sensitivity
’
which was employed here is
SENS = slope b^/sample standard deviation, s_.
The comparison of the sensitivity, or concentration resolu
tion, could easily be made at this point, as the previous
work had provided all of the necessary data.

For the atomic

absorption determination of the Chemtrol calcium content,
-3
-1
the value for the slope b^ was 5.4 x 10
ppm . The sample
standard deviation had already been calculated to have a
-4
value of 7.5 x 10 .
The sensitivity value was therefore
SENS = 5.4 x 10*^/7.5 x 10 ^ = 7.2 ppm
Recall that this data had associated with it four degrees of
freedom.

For the atomic fluorescence determination, the

value for the slope was 5.7 and the sample standard deviation
for the calibration curve was 1.7.

Thus the sensitivity

value for the atomic fluorescence determination was
SENS = 5.7/1.7 = 3.3 ppm 1 .
The atomic fluorescence determination had associated with it
six degrees of freedom.
The comparison to be made between the two sensitivi47
ties is made by a K term.
This K term involves the sensi
tivity values for each determination along with a _t value for
the number of degrees of freedom associated with each deter
mination.
Thus:

K = (SENS)^^)

/ (SENS)Ap
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For the atomic fluorescence case, the number of degrees of
freedom associated with the _t value was 6; for 95% confi
dence t_ = 2.45.

For atomic absorption, the £ value, for

four degrees of freedom, at the 95% probability level, was
2.78.

Therefore,
K = (7.2)(2.78)/(3.3)(2.45) = 2.5.

On the basis of this calculation, the atomic absorption
method would be judged as being more sensitive than the
atomic fluorescence technique.
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DETECTION LIMIT

There is one final bit of information which can be
extracted from these calculations.

Since the units of the

sensitivity value are those of reciprocal concentration, it
is possible to take the reciprocal of the sensitivity and
obtain a concentration term that corresponds to a detection
limit.

It is also necessary to include a probability level

at which this calculation is made.

Thus for the atomic

fluorescence determination of calcium, the sensitivity value
was 3.3.

For the six degrees of freedom, the £ value at 957..

confidence is 2.45.

The detection limit for calcium using

atomic fluorescence in this experiment was
D.L. = 2.45/3.3 = 0.7 ppm.
For atomic absorption, the appropriate £ value is 2.78 and
the detection limit was
D.L. = 2.78/7.2 = 0.4 ppm.
The above calculations for the detection limit should
be viewed critically for the following reason.

The best way

to make this detection limit calculation is to use a solution
with the lowest concentration value which will give a good
useable signal.

Replicate determinations will then give rise

to a set of values from which may be calculated a standard
deviation more in line with the actual working conditions at
the low end of the curve.

This value of the standard devia

tion can be used in the calculation of the sensitivity and
the detection limit.

The assumption inherent in the calcula

tions of the detection limits above is that the standard
deviation will be the same at the detection limit as the stan
dard deviation along the whole calibration curve itself.
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Since a homogeneity of the standard deviation is a ncessary
criterion for any statistical calculations of any sort, this
detection limit calculation is useful as a first approxi
mation, although it is likely that the use of the standard
deviation for the whole line will give rise to a more opti
mistic detection limit value than is perhaps justified.
Consequently, in Tables XXXIX, XL, and XLI are found
all of the comparisons which have been made in the blood and
fertilizer determinations.

As the blood analysis has already

been fairly well discussed above, the fertilizer data will
now be considered.
If the precisions of the two techniques are considered,
one finds that in two cases, those of the Mn and Zn determina
tions, the atomic fluorescence precision was significantly
poorer than that of atomic absorption.

In all other cases,

there was no difference in the precisions of either measure
ment system.

Only in the calcium determination was the atomic

absorption value for the relative standard deviation larger
than that of the atomic fluorescence data.
It is reasonable to conclude that the improved sensi
tivity of atomic fluorescence for calcium was brought about
by the extended linearity of the atomic fluorescence working
curve.

This fact permitted analyses at higher concentration

levels than in the case of atomic absorption.
When the comparisons of sensitivities were noted, the
main feature of this data was the enormous K value for the
AA/AF Zinc ratio.

This suggested that the atomic fluores

cence technique was very poor in the determination of zinc
and was clearly surpassed by the atomic absorption methods.
The low sensitivity of zinc by atomic fluorescence was caused
by the low xenon lamp intensity in this spectral region.
The determination of zinc in the fertilizer samples

Table XXXIX
Analysis of Calcium in Chemtrol Standard Blood Samples

Atomic Absorption Value

Atomic Fluorescence Value

True value
80 ppm

66 ppm

67

% deviation

17.5%

16.3%

2.3%

9.8%

RSD
Comparison of
Precisions
Sensitivity
Comparison of
Sensitivities
at 95% level
Detection Limit
at .95 level

F(AF,AA) = (9.8)2/(2.3)2 = 18.4
F(10,6) at .95 = 4.06
7.2 (ppm)"1

3.3 (ppm)

K(AF/AA) = 2 . 5

0.4 ppm

0.7 ppm

-1

Table XL
Analysis of Metal Constituents in Fertilizer Samples - Part I

Element
true
value

AF value
% deviation

AA value
% deviation

Cu

5.4 ppm

5.5 ppm

5.46 ppm

1.1%

0.7%

Fe

37 ppm

40 ppm

41.04 ppm

9.9%

2.5%

Zn

23 ppm

23 ppm

23.29 ppm

1.2%

1.2%

Mn

17 ppm

17 ppm

17.18 ppm

1.0%

1.0%

Mg

1.4 x 10

138 ppm

1.4%

Ca

1.2 x 10

1225 ppm

2.0%

2

ppm

1.4 x 10

AF
Relative
Standard
Deviation
11%

AA
Relative
Standard
Deviation
6.5%

ppm

1.2 x 10
2.0%

— = 2 7
AA
F(.95) = 3

12%

9.6%

AF
AA

i
U6

F ( .95) = 4
8.7%

4.2%

AA

*

12%

3.8%

£|5
II
»-*
o

F(.95) = 3

F(.95) = 4
2

ppm

6.7%

4.2%

— = 2 5
AA
F(.95) = 4

1.4%
3

Comparison
Precisions

3

ppm

6.4%

8.4%

AA
q
AF “ 1 *8
F ( .95) = 4

Table XLI
Analysis of Metal Constituents in Fertilizer - Part II

AA
Sensitivity

Element

AF
Sensitivity

Cu

1.4

(ppm)"

3.0

Fe

0.47

(ppm)"

0.73 (ppm) "

Zn

0.057 (ppm) "

Mn

5.4

(ppm) "

5.0

Mg

18.1

(ppm) ~

20.4 (ppm) “

Ca

4.8

(ppm)"

3.5

(ppm) “

19.4 (ppm)
(ppm)"

(ppm)"1

AF
Detection
Limit
95% level

AA
Detection
Limit
95% level

— = 2 1
AF

1.8 ppm

0.9 ppm

I
? “ !-6
AF

5.5 ppm

3.8 ppm
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ppm

0.1 ppm

£ . 1 0
AA

0.4 ppm

0.5 ppm

M = u
AF
Lm x

0.1 ppm

0.1 ppm

AF
- .
AA " 1 A

0.5 ppm

0.7 ppm

Comparison of
Sensitivities, K
95% level

§ =

310

VO

o
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was the only example of a striking difference between the
two techniques.

One need only examine the data (Tables

XVIII and XXX) to get an idea of the very low value for
the slope of the zinc working curve when compared with any
other determination.

For the other five determinations, it

was felt that difference between the sensitivities encountered
were not great enough to warrant special comment.
It should be pointed out that all of these determina
tions using atomic absorption and atomic fluorescence were
made at the lowest attenuation which the instrument permitted,
and no change of the attenuation was allowed during a given
experimental run.
Along with the comparisons which have been already
mentioned, less quantitative considerations were given to
other areas of comparison between the two methods.

The

areas of comparison and the comments relating to them are
stated below.
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STABILITY
It would be convenient to be able to achieve long
term stability of the calibration data.

Such stability

might make it possible to run only one calibration point
once a reliable slope had been established, or better yet,
if the data reproduced itself perfectly, perhaps only one
working curve would suffice for a relatively long period of
time.
Figure 3 shows graphically the data obtained from
calcium calibration curves using atomic fluorescence spec
trometry over a one-week interval.

It is obvious that,

although the slopes were quite constant, the position of the
working curve was susceptible to shifts in a vertical direc
tion.
To check the stability of the slope for a working
curve, magnesium working curves were compared from deter
minations four months apart and for determinations one month
apart.

It was noted that the values for the slope of the Mg

working curve varied from a value of 28.00 to one of 25.50
over the four-month span, and the variation of the slope over
a one-month span was from a value of 25.50 to one of 26.00.
The conclusion reached was that the slope did not remain suf
ficiently constant to justify the omission of obtaining a
working curve each time a determination was made.

This result,

therefore, cut down the feasibility of achieving a multi
element determination by atomic fluorescence spectrometry
using a xenon source in a fairly short space of time.
Because of the difficulty of setting the hollow
cathode current at the same value for each run, and also the
difficulty in "retuning"

the system to the most sensitive
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Figure 3
Reproducibility of Calcium Calibration Curve
Atomic Fluorescence Spectrometry
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wavelength setting, it was decided that a stability check on
the atomic absorption equipment was not feasible, and no such
studies were made.

It was assumed that a working curve must

be re-established for each determination.

ANALYSIS TIME
The length of time for a typical determination for a
single element by atomic absorption and atomic fluorescence
spectrometry using a xenon arc lamp was noted.

It was felt

that this information would be of interest from a convenience
standpoint.

It was found that on the average, the length of

time for a 14 solution determination by atomic fluorescence
flame spectrometry was approximately 50 minutes or about 3.5
minutes per sample run, while the length of time for the same
determination by atomic absorption spectrometry was about 30
minutes, or about 2 minutes per sample run.

The difference

in time between the two methods may be attributed chiefly to
the cleaning and rinsing steps made necessary in the syringedrive mechanism used in the atomic fluorescence determinations.

MULTI-ELEMENT ANALYSIS CONSIDERATIONS
A topic of interest in this work was the feasibility
of carrying out a complete analysis for six metals in one
fertilizer sample all in one determination by atomic fluores
cence flame spectrometry.

It was felt that the ability of

the atomic fluorescence equipment to scan all wavelengths
might make this technique valuable.
Based on all of the considerations already presented,
it is felt that a multi-element analysis is practical depend
ing on the reliability desired in the results.

For a
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preliminary survey of quantitative content, such a multi
element determination would be quite practical.

However,

if quantitative results are desired, the above two con
siderations of stability and time per analysis indicate
that a multi-element determination is apt to become quite
lengthy in terms of total time expended.
For example, if one adopts the quite-acceptable
technique of using two known concentrations to fit the
working curve for the determination of a given metal, it
is necessary to work with three solutions.

Two of these

solutions are needed to establish the working curve for
the analysis of the third solution, the unknown solution.
In order to achieve even a minimum of reliability in the
working curve, it is felt that the two known concentrations
should be run at least four times each to establish at least
six degrees of freedom in the working curve.

If the sample

is also run four times, this makes a total of twelve runs
for the determination.

At the average time of 3.5 minutes

per sample, it would require about 42 minutes for this one
determination.

If a total of six ions were studied, this

would require 6 x 42 minutes, or about four and one-half
hours.

SAMPLE VOLUME
Certainly an important consideration is the amount
of sample volume which is necessary for an analysis to be
made.

The average results from all of the experiments per

formed indicated that the volume preferred for a four repli
cate sample determination was about 20 ml, or about 5 ml per
sample, in atomic absorption spectrometry, and about 35 ml,
or about 8 ml per sample, in atomic fluorescence spectrometry.
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The scanning technique used along with the cleaning and
rinsing of the syringe in the atomic fluorescence analyses
were the two main reasons why a greater volume was required
in the atomic fluorescence work as compared with the atomic
absorption analyses.

TREATMENT OF DATA
For a statistical manipulation of the experimental
data such as was performed in this work, it was found that
there was no difference between the atomic fluorescence and
atomic absorption techniques.

EXPENSE OF EQUIPMENT
This area of comparison was believed to be not
especially significant in the comparison of atomic absorp
tion and atomic fluorescence spectrometry.

It is estimated

that adequate equipment involving either technique may be
obtained for about $7500.
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SUMMARY

The work performed has indicated that in actual
analytical determinations, the techniques of atomic absorp
tion flame spectrometry and atomic fluorescence flame spec
trometry using a 450 watt xenon arc source are similar in
terms of accuracy, precision, and sensitivity.

It is not

possible from this work to recommend the newer technique of
atomic fluorescence flame spectrometry as being superior to
the more established atomic absorption flame spectrometry.
In fact, in a few cases, the technique of atomic absorption
spectrometry was significantly better than atomic fluores
cence flame spectrometry.
The work has also indicated that a xenon arc lamp in
atomic fluorescence flame spectrometry gave detection limits
which were comparable to those obtained in atomic absorption
flame spectrometry.

In difficult cases, such as analyses at

detection -limit concentrations, the direct-readout nature of
the atomic fluorescence signal could prove advantageous over
the difference signal which is obtained from atomic absorp
tion work.

In these cases, the use of more intense line

sources in atomic fluorescence flame spectrometry, rather
than the continuum source used in this work would be expected
to achieve a lower detection limit for atomic fluorescence
flame spectrometry over atomic absorption flame spectrometry.
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APPENDIX I

Optimization Studies of a Response S u r f a c e ^
In any work of this kind, the assumption is made
that a dependent variable, such as a recorder signal, is
functionally related to a group of quantitatively independent
variables.

Examples of these may be temperature, pressure,

or as in this case, concentration, burner height, organic
content, slit width, etc.

In this work the problem was to

obtain the best possible fluorescence signal to noise ratio
for a given metal.

There were a number of variables that

might possibly influence the recorder signal.

It was

necessary, then, to first decide which variables were tht'.
most important ones, and secondly, to place each variable
at a setting so that the total overall effect would
produce the best recorder signal possible.
A technique which encompassed both of these stated
aims was that of factorially designed experiments.

These

factorial experiments were used for screening variables for
their relative importance on the signal response, and were
also helpful in achieving an optimization of the variables
on the response surface.

This appendix will, therefore,

be concerned with so-called 2n factorials, where n represents
the number of variables to be studied, and 2 represents the
number of settings to be used for each of the variables.
Thus, for each variable, there will be a so-called "high"
and a "low" setting.
At this point it might be helpful to illustrate what
is meant by the term interaction.

Figure 4 represents a

situation where an experiment was performed.

In this
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Figure 4
Effect of Concentration and pH on Reaction Yield

reaction yields
High

Low

20
High

10
Low
Concentration
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experiment the yield of a reaction was influenced by a
concentration change and also by a change in the pH of the
solution.

A common sense analysis of the reaction yields
indicated:
1)

the effect of the concentration change from the

low to the high setting w a s :
Concentration Effect = (70 - 60) + (75 - 65)
2
_ (70 + 75)
2
=

2)

“

(60 + 65)
2

+10

the effect of the pH change from the low to the

high setting was:
pH effect = (75 + 65)
2

(70 - 60)
“

2

_

_
D

From these results one could predict, beginning at the Low
Concentration-Low pH setting of a yield of 60, that an
increase from Low to High Concentration would result in a
yield of 60 + (+10) or 70, and then that starting at 70, an
increase from Low pH to High pH would result in a yield of
75.

In the same way, going from High Concentration to Low

Concentration would result in a yield of 75 + (-10) or 65
units, and finally from High pH to Low pH the yield value
would return to 60.
The reason this common sense approach worked in this
example is that there were no interaction effects present;
another way to state this is that the reaction surface
generated by the yield values was planar; it had no hills of
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unusually high yields or valleys of unusually low yields.
The interaction effect was calculated in this example by
looking at the diagonal effects in the response surface.
The effect of interaction was = (75 + 60)
2
=

"

(70 + 65)
2

0
Figure 5 represents another experimental set of

results.

Note that in this case, the values of the two

variables X^ and X 2 have been coded:

That is, their low

setting has been represented by -1 and their high setting
by +1.

This method of notation is quite convenient and

lends itself nicely to later more complicated manipulations.
Then the effect of X. was = (90 + 66)
2
1

and the effect of X9 was = (90 + 70)
2
1

(70 + 60) = +13
2

“

"

(66 + 60) = +17
2

If the yield values, starting from (-1,-1), were predicted
as before, a value of 73 at the position (+1,-1) would be
obtained rather than the experimental value of 6 6 j similarly,
a predicted value of 77 would be obtained at the position
(-1,+1) instead of the actual experimental value of 70.
There would be a seven unit discrepancy between the predicted
and experimental values, too high in one case and too low
in the other case.

The reason for this discrepancy lay in

the interaction term.
The interaction effect was = (90 + 60)
2

"

(70 + 66) = +7
2

This example has indicated that it is not always
possible to predict yield values correctly by employing a
one-variable-at-a-time approach.

The common sense separation

of variable effects is applicable only to response surfaces
which are planar.

As there is usually no way beforehand of
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Figure 5
Effect of Variables X1 and

on the Reaction Yield, Y
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knowing whether or not the response surface is planar or
not, the possibility of interaction of the variables must be
considered and investigated.

The simplifying assumption is

usually made that the only interactions of physical signif
icance are two-factor interactions, interactions involving
only two experimental parameters.

Thus, three and higher-

order interactions are usually considered physically
unrealistic and are omitted from consideration.
Using the concept of coding the high and low
positions of the variable settings, it might be instructive
to design a factorial experiment for the assessment of
variable importance.

As a simple example, the Group I

variables will be considered (See Table 1).

There were two

variables in this group, the positioning of the lamp on the
flame profile, which was called variable A, and the distance
of the burner from the monochromator slit, which was called
2
variable B. There were, then, 2 or 4 possible permutations
of the permitted variable settings, and all of these possible
combinations of the variables were investigated.

A score

board called a design matrix was set up (See Table II) to
keep track of the various combinations and also to record
the detector response, or Y value, which was experimentally
obtained upon setting the variables at the settings pre
scribed in the design matrix.

Thus, for example, from Table

II, the low position of variable A and the low position of
variable B yielded a recorder response of 18 units the first
time this position was run and a response of 19 units the
next time this position was run.

The reason for duplicate

runs at the same setting was to obtain a measure of the
random error inherent in the system itself.
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In a similar fashion the rest of the design matrix
was filled in with experimental results.

It should be

stated that the numerical order in which the design matrix
was filled in with experimental data was obtained in a
random fashion.

This randomizing of the experimental runs

was a necessary criterion to insure that any difference
obtained in duplicate measurements could be attributed to
random non-systematic error in the system rather than some
systematic variance of a variable, or some unknown condition,
not being controlled during the course of the experiment.
One final point must be mentioned about the design
matrix in Table II.

It is noted that in the matrix, at the

bottom of each vertical contrast column, are to be found
two zeros.

These zeros represent the experimental position

ing of a so-called center point, the experimental datum
obtained by positioning each variable midway between its
high and low settings.

This center point is helpful in

giving a glimpse of the response surface at the center of
the design.
Once the design matrix has been completely filled
in with experimental data, the next step is to evaluate the
results.

Two simple formulae are needed.

Applicable to all

factorial experiments is the fact that the magnitude of any
effect, i, = 2 f X±Y/ £ x j2
Also, the sum of squares for any effect, i, is equal to
(

f

,

Thus, the effect of variable A calculated

from Table II w a s :
/ A Y = (-1)(18) + (-1)(19) + (+1)(14) + (+1)(16) + ... +
(0) (22) + (0) (20) = -34
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/ A 2 = (-1)2 + (-1)2 + (+1)2 + (+1)2 + - . + (O)2 + (O)2 = 8
Then the effect of A was equal to (2)(-34)

= -8.500

8
and the sum of squares associated with the change of
variable A from its low to its high setting was (-34)^ = 144.500

8
For variable B the effect turned out to be +6.000, and
the sum of squares equalled 72.000.
To calculate the interaction effect and sum of
squares, it is easiest to set up a contrast column for the
Interaction A B term.

It may be noted that the entries in

the Interaction AB contrast column are obtained from the
product of the A and B columns.

The interaction effect and

sum of squares term is calculated just like those of the
main effects A and B.
The final column left unexplained is the Lack of Fit
column.

This column represents a comparison of the center

point in the design matrix with the peripheral points.

In

a factorial experiment, if a planar response surface is
assumed, then the center point should yield experimental
data corresponding to valuer halfway between those of the
low and high values.

The lack of fit measurement then

measures the deviation of the response surface from a planar
surface.
Once all of the sums of squares data and variable
effects have been calculated, the decision making step is
reached.

This decision making process is usually achieved

by an Analysis of Variance Table (See Table III).

An

Analysis of Variance Table works in the following way:

the

first value obtained is the Total Sum of Squares value, £ y 2 .
The total sum of squares value is a measure of the total
variability of the system.

The next entry in the table is
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2
a Correction Factor, ( £Y) /n, where n equals the total
number of experimental points in the experiment.

The

Correction Factor gets its name from the fact that it
corrects the experimental values to a mean of zero.
Thus the* difference between the Total Sum of Squares and
the sum of squares associated with the Correction Factor
is known as the Total Corrected Sum of Squares.

This

Total Corrected Sum of Squares represents the variation
in the system caused by random error and by the effect of
having changed the variable conditions.

Bear in mind that

the purpose of this table is to be able to isolate the
effect of having changed a given variable and to compare
this effect with a measure of the random error in the
experiment.

Thus the entries in the Analysis of Variance

Table are Variable A, Variable B, Interaction AB, Lack of
Fit, and their corresponding sum of square values.

The

Error Sum of Squares may be obtained from the variation
in the duplicate measurements.
The variance associated with a variable may be com
pared with that of the random error in the experiment.

This

is accomplished by comparing the Mean Square values (the
sum of Squares/degree of freedom value) for the variable
and error by means of the calculation of a so-called F
ratio.

For a variable to have a significant effect, its F

ratio value must be larger than the tabled F value, which
has been calculated on the basis of purely random deviation
for the number of degrees of freedom involved.

Thus, in

Table III, variable A gave an F ratio of 13.63 compared to
an F value at 95% confidence of 6.61 and a 997. confidence
level of 16.26.

Thus, at the 95% probability level, there

is sufficient evidence to reject the hypothesis that the
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variables exerted no influence.

However, the hypothesis can

not be rejected at the 99% probability level.

For the Lack

of Fit measurement, the F value was about 0.2; thus it is con
cluded that there was a very low probability that the response
surface was not planar; it was concluded that the response
surface was planar.

In a similar fashion the lateral distance

from the monochromator slit, Variable B, had a significant
effect on the response signal as it was varied from its low
to high setting.

The magnitude of the sum of squares value

associated with Variable B implies, however, that Variable B
did not exert as large an influence on the response as did
Variable A.
It is possible to write an equation for the response
surface from the data.

Since the coded difference between

the high and low settings in the design matrix is always equal
to a value of 2, one-half of the magnitude of the effect term
is used as the coefficient of the polynomial equation which
fits the data.

The intercept of the equation is the mean of

the measurements.
Thus, for the Group I variables,
Y - 20.00

- 4.75A + 3.00B

The largest value of Y from this equation was obtained when
A = -1, B = +1, in agreement with the experimental data.
The value predicted from the equation was 27.75 against an
experimental value of 29.50.

Since the Lack of Fit term was

not significant, the difference between the experimental and
predicted values was attributed to random experimental error.
The above example illustrated the procedure which
was followed in the optimization of the variables associated
with the atomic fluorescence equipment.

No attempt will be

made to discuss the Group II optimization.

It is the same in

112

principle as the Group I and Group III optimizations; however,
dealing with five variables, the work involved becomes more
complicated, in theory and in the laboratory.

The book by

Davies'*^ is recommended if an understanding of more complex
optimization procedures is desired.

This appendix has

attempted to present only a basic understanding of the
principles involved in optimization studies.
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APPENDIX II

Fitting and Testing of Working C u r v e s ^
The whole intention of this work has been concerned
with the determination of the content of a given metallic
element in some matrix.

Thus the fitting of a working

curve and the subsequent use of this curve for the analysis
of an unknown sample is a very important process.

It was

decided to use a least squares model as the vehicle whereby
a polynomial equation might be generated which would satisfy
the experimental data.

The fitting of the least squares

model is a purely mathematical problem, and the method em
ployed, the so-called Forward Dolittle Loop, is not dis
cussed here.

The interested reader may learn about the
53
mechanism of this technique from Milne's book.
However,
the determination of the adequacy of the least squares model
chosen to fit the data is a statistical problem, and this
aspect of the determination of the proper working curve is
the topic of interest.
Consider a typical fitting of a working curve and
its subsequent analysis.

Table VIII gives the raw data

which were taken in the establishment of a calcium working
curve and the use of this same curve for the analysis of the
calcium content of the Chemtrol sample.

All fourteen pieces

of data, the Y values, were obtained in a random fashion.
This was done, as in the optimization studies, to insure
statistical independence of errors.
When the actual choice of a polynomial equation for
use to fit the collected data was considered, it was natural
to select a linear relationship between the recorder response

114

and the calcium concentration.

This relationship, of course,

was predicted by earlier theoretical considerations of
atomic fluorescence spectrometry.

Thus was postulated an

equation of the type,
Y = bo + b lx
where x = concentration of calcium solution
y = detector response
bQ = intercept
b^ = slope
Such an equation is called a regression equation, and b Q and
b^ are called regression coefficients.

From theoretical

considerations, it has been stated that the so-called "normal"
equations can be employed to evaluate the regression coef
ficients.

The normal equations for a linear model are

nbo + bx £ x =
bQ £ x + ^

£ x 2 = £xY

where n = the total number of points in the experiment which
were used to fit the working curve; in the case of Table
VIII, n - 12.
Then, from Table VIII, the value £ x

=

27.0

£x2 =

69.5

£Y

=

211.0

£ x Y = 524.5
thus,
*

12b

+ 27b= 211.0
1
27b + 69.5b- = 524.5
o
1
o

Solving the equation, bQ = 4.79 and

= 5.69.

The equation,

Y = 4.79 + 5.69x, then gave the best straight line that
described the data.

The next step was to decide whether or

not another model was needed.

For this the Regression
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Analysis Table (RAT) shown in Table IX was used.
The Regression Analysis Table is similar in its
function to an Analysis of Variance Table.
RAT table is used in the following way:
the table is the Total Sum of Squares.

The so-called

The first entry in
As in the Analysis

of Variance Table, the total sum of squares value represents
a measure of the total variability in the system.

The next

entry, bQ , is analagous to the correction factor in an
Analysis of Variance Table.
with b

o

The sum of squares associated

corrects for the fact that the mean value of the Y

values is not zero.

The difference between the Total Sum of

Squares and the bQ Sum of Squares is analagous to the Total
Corrected Sum of Squares.

The only things that are left in

the system after the bQ term has been removed are the random
error and the causal relationships that require any additional
regression coefficients.

The Error Sum of Squares is obtained

from replicate measurements.

A regression coefficient is

then fitted and checked to see if this coefficient is adequate
to explain the sum of squares relating to causal relationships;
if one coefficient is not satisfactory to explain the causal
relationship sum of squares, more coefficients are calculated
as necessary.
Thus, in Table IX, after the sum of squares associa
ted with the intercept bQ , the error, and the slope b^ had
been tabulated, the difference between the sum of these values
and the Total Sum of Squares was a value of 8.563.

This value

represented the lack of fit of the experimental data with the
polynomial which had been chosen to represent that data.
was done next were two things:

What

1) the F ratio was calculated

for the slope and a decision was made regarding its signifi
cance; 2) the F ratio for the Lack of Fit was calculated and
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a decision was made regarding the significance of the Lack of
Fit in terms of the random error in the system.
IX, the slope

From Table

was clearly significant while the Lack of

Fit value for the F ratio did not approach the F value at
the 95% decision-limit level.

Thus the linear equation

Y = 4.79 + 5.69x
represented the experimental data adequately, and this
equation was used to calculate the concentration of the
30:1 diluted unknown sample.

For Y = 17.5, the average

of the experimental runs, x had a value equal to 2.2, im
plying that the original sample contained (2.2)(30) or 66
ppm calcium.

