Introduction
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The Nordic Seas are shaped by a strong near-surface salinity contrast arising from the northward flow of saline Atlantic Water along their eastern rim and the southward flow of fresh Polar Water and sea ice along their western rim in the East Greenland Current (EGC) (Fig. 1) . Due to strong cooling in winter, the Nordic Seas are one of the few regions in the World Ocean where convection normally reaches depths of 500 to 2000 m (Nansen, 1906; Rudels et al., 1989; Budéus and Ronski, 2009) 
. With this intermediate water ventilation it contributes
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substantially to the Atlantic Overturning Circulation (Schmitz and McCartney, 1993; Lumpkin and Speer, 2003) .
The convective overturning depends on the density stratification, which in the cold Nordic Seas is mostly set through salinity. 
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The EGC transports between 50 % and 75 % of the liquid freshwater and sea ice output from the Arctic Ocean through the Nordic Seas to the subpolar North Atlantic (Aagaard and Carmarck, 1989; Serreze et al., 2006 ).
More freshwater is added to the current by the runoff from Greenland (Bamber et al., 2012) . The transport of Earth Syst. Sci. Data Discuss., https://doi.org/10.5194/essd-2018-141 Table 1 . The development of the ice coverage during the missions time is described in detail in Section 2.4.
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In this paper we describe the details of the two missions in the challenging region near the ice edge and the shallow shelf east of Greenland (Section 2), the processing of the data and appendant uncertainties and error estimates (Section 3). In the last section, we give a brief description of the observations.
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The hydrographic and drift data of both glider missions were published in the World Data Center PANGAEA.
Earth Syst. Sci. Data Discuss., https://doi.org/10.5194/essd-2018-141 
The western Greenland Sea
The glider missions in summer 2014 and 2015 took place in the GS, which is the northernmost basin of the Nordic Seas (Fig. 1) . The GS basin is up to 3600 m deep and flanked to the west by the steep continental slope east of Greenland. The EGC is flowing along the shelf break and the slope from the Arctic Ocean to the North 105 Atlantic, transporting water masses of Arctic origin and sea ice. The West Spitsbergen Current, the northward extension of the Norwegian Atlantic Current, is flowing to the north along the eastern shelf break and slope, transporting mainly water of Atlantic origin. In Fram Strait part of the flow continues to the Arctic Ocean, while another part of the Atlantic Water recirculates and joins the EGC, thereby subducting below the Polar Surface Water (Quadfasel et al., 1987; Hattermann et al., 2016; von Appen et al., 2015) .
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Sea ice is transported with the EGC from the Arctic Ocean to the Nordic Seas. During winter in the western Nordic Seas also ice formation takes place. The ice primarily covers the western shelf and only in extreme winters reaches the deep GS (Comiso et al., 2001; Comiso et al., 2008; Comiso and Hall, 2014) .
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Seagliders
Seagliders are buoyancy-driven autonomous underwater vehicles that move through the water in a sawtooth pattern between the sea surface and a prescribed dive depth (Davis et al., 2003; Rudnick et al., 2004) . Data are 120 recorded during the dive and climb (down-and upward motion) and transmitted via satellite to the basestation during every surfacing. At that time the glider can receive commands concerning his flight behavior and direction and his way of data sampling. Typically, the glider is instructed by a target file, containing waypoints, about the planned courses of the mission, and by a science-file about the sampling frequencies for the different sensors (see Table 1 and Section 3.1 with Table 2 ). New command files are sent if tuning of the flight behavior is 125 needed.
For a given dive depth and dive time the glider's internal flight model calculates the needed buoyancy change and trim of the instrument for a sawtooth-pattern of down-and upward motion in direction to the next waypoint.
The hydrodynamic shape and the small fins of the glider support the realization. The flight model additionally
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calculates the vertical velocity of the glider during dive and climb, which is used in the post-processing of the data. During every surfacing, the flight model compares the calculated position with the real one determined by GPS. From the discrepancy the depth-averaged current is calculated. If requested these depth averaged current can be used during the following dives in the flight model for an advanced calculation of the course to the next waypoint. If water depths lesser than the prescribed dive depth are expected information from altimeter bottom 135 tracking can be used for the ending of the downward motion.
The buoyancy of the glider is changed by changing the volume through inflation/deflation of an oil bladder (similar to profiling floats). The pitch (downward/upward orientation of the instrument) is changed by repositioning the center of mass by moving the battery pack forward/backward. To control the roll of the instrument (turn to the left/right) an additional weight is fixed axial asymmetric at the battery pack. By turning the battery to the right or left, in glider is turning accordingly.
Deep and slow dives need less energy and thus allow longer missions than shallow and fast dives; furthermore they allow better steering between waypoints. On the other hand, shallower dives increase the horizontal 145 resolution and faster dives allow capturing sections in shorter time. Seagliders were used in the described missions because high energy supply is characteristic for this type of gliders. The used instruments are restricted to work in ice-free water.
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The missions
During summers 2014 and 2015, Seaglider missions were carried out in the western GS. The measurements started with an east to west section in 2014, but later concentrated on a southeast to northwest section ( Fig. 2 ) perpendicular to the bathymetry (from 75°N/2°W to 76°N/6°W in 2014 and to 76°30'N/7°20'W in 2015). Table   155 1 summarizes information about both missions. 
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The focus of the project is on the near-surface hydrography and thus high horizontal resolution in the upper part of the water column is of foremost interest. Nevertheless, because of its unstable flight behavior during summer 2014 glider 127 was set to dive nearly always to 1000 m depth to achieve good steering. Glider 558, which had a 165 more stable flight, was set for more than 70 % of the dives to 500 m depth. During summer 2015, glider 127 had Earth Syst. Sci. Data Discuss., https://doi.org/10.5194/essd-2018-141 There altimeter bottom tracking kept the glider 50-100 m above the bottom.
170
The ice situation
Until middle of July, the ice situation in the observation site was quite similar in 2014 and 2015 (Fig 3) : the broad shelf east of Greenland was covered with ice and the ice reached at least the position of the 1000 m depth contour. In the months after July, however, the ice coverage evolved differently in the two years.
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In 2014, the ice between the perennial fast ice east of Greenland and the central Fram Strait reduced continuously until September. Nevertheless, during the whole summer an ice tongue remained above the shelf break and the upper slope. Thus the ice edge, located above deep waters, was always reached by the gliders at the northeastern-most position of the glider sections. But the ice tongue prevented the 180 glider to be operated across the EGC and to the shelf.
In 2015, a similar gap between the fast ice east of Greenland and the ice coverage in Fram Strait developed. But in that year the shelf break and slope have been completely ice-free from mid-July to mid-September. Large part of the shallow shelf was also ice-free, but was ice-covered again already beginning of September. This situation 185 gave the opportunity to extend the sections to the shelf. With altimeter bottom tracking a number of dives were carried out at around 300 m bottom depth. In August a more northern line across the shelf break to the inlet of the Norske Trough (Arndt et al., 2015) was executed. However, since the navigation of Seagliders in shallow water is problematic, the ice edge was never reached in 2015.
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Earth Syst. Sci. Data Discuss., https://doi.org/10.5194/essd-2018-141 Fig. 1 with a During every surfacing, the data of the gliders were sent ashore. On the basestation, the data of each dive were decoded and transformed into two files containing the scientific data (eng file) and the technical data as well as information about the setting of the piloting parameters (log file), respectively. These files were the basis for the 215 real-time analysis of the glider performance. If changes of the flight behavior were necessary the pilots submitted new command files to the basestation, which were transferred to the glider during the next surfacing. Sometimes also new target files were sent for changes in the planned track or new science-files for changes in the sampling of the sensors. Also the data processing is based on the eng and log files. 
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Development of an own data processing
The glider data are comparable to data from ship-based CTD measurements. Thus the processing for these data follows basically the processing for ship-based CTD data. The aim of the processing is to eliminate random erroneous data, to correct systematic erroneous data and finally deliver profiles of temperature, conductivity,
230
Earth Syst. Sci. Data Discuss., https://doi.org/10.5194/essd-2018-141 salinity and density on regular pressure steps. Expected systematic errors are a miss-alignment between temperature and conductivity measurements (time lag) (see for example Morison et al., 1994) , a long-term distortion of the conductivity measurements (thermal lag) (Garau et al., 2011) and problems with the applicability of the sensor calibration as the latter was conducted before the sensors were mounted on the instrument.
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For a proper calculation of salinity and density, temperature and conductivity measurements from the same water body are needed. Otherwise spikes occur, especially if the glider was diving trough strong gradients. Due to different response times and different placement of the sensors on the instrument, different water bodies were measured byt the temperature and conductivity sensors at the same time. This time lag was corrected by an alignment of temperature and conductivity data, which involves a vertical interpolation of the measured 240 conductivity values.
The thermal lag, induced by the different geometry and heat capacity of the cells, was corrected in a second step.
This error lasts over several consecutive measurements. The correction was derived from the original data but it failed if extreme outliers were still present in the data.
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Glider CTD data are more distorted than ship-based CTD data because 2. The vertical velocity of a glider is much more variable than that of a lowered CTD, because the change in buoyancy (which accelerates the glider) is calculated with the flight model using a prescribed vertical 255 density structure. The latter might deviate from the real local density structure. Due to the lower sampling rate information about the vertical velocity of the instrument is also much coarser for gliders than for ship CTDs. . 4. The quality of the interpolation for the time-lag correction depends on the vertical resolution, the information about the vertical velocity and the flushing time of the cell (see 1., 2. and 3., and Alvarez (2018) for numerical analysis of the performance of unpumped SBE sensors at low flushing rates).
5. The thermal-lag correction depends on the geometry and flushing time of the conductivity cell (see 2.
265 and 3.).
6. The sensors are calibrated before mounting them on the glider, which limits the applicability of the calibration.
Earth Syst. Sci. Data Discuss., https://doi.org/10.5194/essd-2018-141 For these reasons glider data are much noisier and the time-lag-and thermal-lag-correction are of lower quality 270 for glider CTD data than for ship-based CTD data. With respect to these problems, a data processing was set up at AWI, which consists of two parts (Table 3) .
First, the raw data, as provided by the KONGSBERG basestation, were transformed to physical units and merged with the pre-mission calibration information. Corrections were applied to the data according to 275 information from the gliders flight model and for the time lag and thermal lag of the sensors. This part was done by means of the UEA Seaglider Toolbox (UEA: University of East Anglia, Norwich, http://www.byqueste.com/toolbox.html). In addition to that, an extended processing was developed and applied to the glider data to exclude erroneous data, interpolate the data to discrete pressure levels, smooth the derived quantities and adjust absolute temperature and salinity to data from high-precision ship-based CTD casts close to 280 the glider mission in space and time. It was also analyzed if down-and upcast data show systematic discrepancies and thereupon it was decided if they can be used both or not. This second part of the processing involved knowledge of the regional hydrographic conditions. A prerequisite for a proper functioning of the thermal lag correction is the exclusion of erroneous data/spikes. Thus, the first and second part of the processing are entangled.
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Earth Syst. Sci. Data Discuss., https://doi.org/10.5194/essd-2018-141 The individual steps of Table 2 are described in the following.
A
UEA toolbox
A.1 load and merge profile data and sg calib constants
The information from eng and log files (see Section 3.1) as well as from the sg_calib_constants-file was merged in a matlab-file. The sg_calib_constants-file contains the information about the calibration constants of the individual glider; sg -Seaglider.
A.2 calculate preliminary values
Preliminary values of the flight characteristics as well as temperature, conductivity and derived variables such as salinity and density and corrected pressure for each sensor were calculated. Based on the information about the calibration constants from the sg_calib_constants-file the frequency measurements for temperature and conductivity were transformed into physical units.
The movement, and thus the exact position, of the glider under water was derived from a flight model. The maximum volume of the instrument was determined during pre-deployment tank tests and the reference environmental density was calculated from expected temperature and conductivity values for the mission region. Both values were adjusted to minimize differences between the flight-model vertical velocity and the observed vertical velocity.
A.4 vbd regression 2
The parameters of the hydrodynamic model were adjusted to minimize differences between the observed upward and downward velocities.
A.5 save changes in sg_calib_constants During the vbd regression 1 and 2 (A.3 and A.4) some glider-specific parameters were changed. The changes were saved in the sg_calib_constants-file.
A.6 calculate preliminary values with new sg_calib_constants See A.2; values of the flight characteristics as well as temperature, conductivity and derived variables such as salinity and density and corrected pressure for each sensor were recalculated after changes in the sg_calib_constants-file have been made.
Apply time-lag-correction and save thermal-lag correction
The time-lag-correction calculated from the UEA-toolbox was applied to the data. The thermal-lag correction was calculated from the UEA-toolbox but not applied to the data set at this step. Before a To eliminate spikes, data were deleted, when the difference between temperatures or conductivities of consecutive levels was larger than 0.25 °C or mS/cm, respectively. This gradient criterion was only applied below the thermo-or halocline.
Also all unrealistic data were deleted. The limits were temperatures lower than -2°C and higher than 15°C, conductivities lower than 23 mS/cm and higher than 38 mS/cm. These limits were chosen on the background of local hydrography.
The mean vertical velocity (w) during the dives was between 10 and 12 cm/s. Lower velocities occurred at the start of the dive, in the apogee between down-and upward motion and at the end of the dive, but could have also occured if the trim of the glider was wrong resulting in a slower vertical movement than normal. During these phases of low speed, the conductivity measurements can be wrong because of air bubbles in the water and insufficient flushing of the cell. Thus, data lines with vertical velocity smaller than 5 cm/s were deleted.
B.3 thermal-lag correction with UEA toolbox output
Calculation of salinity and density
The conductivity was corrected for thermal-lag according to the UEA toolbox output from A.6. Salinity and density were recalculated with the corrected conductivity.
Finally pressure, temperature with time-lag correction, conductivity with thermal-lag correction and the derived quantities salinity and density were saved.
B.4 calculation of 2 dbar mean interpolation on 2 dbar levels (+ individual corrections)
To reduce the noise, the data were averaged within depth levels.
Since we are interested to analyze the distribution of freshwater in the near-surface layer with a typical thickness of 5 to 25 dbar, we chose 2 dbar as the interval for calculation of mean values, which were then interpolated to discrete depth levels every 2 dbar from the surface to the dive depth. This vertical resolution was a compromise between a sufficient vertical resolution and the reliability of the mean values (see Section 3.2, 1. for details)
In the final data set the variable numrec gives the number of records from which 2 dbar-means were Salinity and density, calculated from the interpolated temperature, conductivity and pressure (B.4) were still very noisy. This was due to the lesser measurement accuracy of conductivity in relation to temperature, caused by the size of the conductivity cell. Particularly there were small instabilities in the density stratification. Thus, density was filtered by a running mean over 11 layers (22 dbar).
Afterwards salinity was iterative changed in steps of 0.000065 until the respective calculated density reached the density from running mean within ± 0.000125 kg/m³. Finally, for data consistencies conductivity was recalculated from temperature, pressure and new salinity.
B.6 comparison of down and up casts
Since the CTD sensors are mounted on the top of the main body of the glider they are equally flushed during the down-and upward motion. Consequently, profiles from both directions can be used. This is other than for ship-based CTD data, where only down-casts are used. Nevertheless, sometimes systematic discrepancies between down and up profiles have been reported (Garau et al., 2011) .
Fortunately for none of the missions reported here, systematic differences between down and up-casts were visible. Thus, data from both casts were stored in the final data set. The direction of the cast is archived as the parameter direction: D: down, U: up.
B.7 adjustment of temperature and conductivity with ship-based CTD-data; recalculation of salinity and density with new temperature and new conductivity During the deployment of each glider, a ship-based CTD cast was carried out. The ship-based CTD temperature and conductivity data between 500 and 1000 dbar were compared with the mean temperature and conductivity profiles of all glider data in the same depth range within a spatial distance of ± 0.5 ° in longitude and ± 0.25 ° in latitude (i.e. approx. 30 km). Average differences in temperature and conductivity were calculated and all glider profiles were corrected by these offsets.
* individual corrections
The data processing steps listed above were not able to remove a number of individual errors:
 spikes, especially in the depth range of the thermo/halocline
 wrong values during the apogee, which were not removed by the criterion w < 5 cm/s  outlier profiles of conductivity  profiles with large gaps in the depth of the largest gradient  incomplete profiles, because the dive was aborted by the glider-intrinsic software after an 3.4 Quality of the data set -reasons for and effects of the different steps of the data processing 300
CT sail specification:
Sea-Bird temperature sensor and free-flushed conductivity sensors, referred to as the CT sail, were installed on Seagliders 127 and 558. The CT Sail consists of three parts, the "CT" temperature sensor and conductivity cell,
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the temperature circuit board and the conductivity circuit board. These parts were disassembled and reassembled each time the CT Sail was calibrated and afterwards installed into the glider again. The calibration was conducted in advance to both missions. As the process of disassembly and assembly was not within the control of Sea-Bird, the applicability of the calibration is limited.
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The specification of the CT sail:
initial accuracy: conductivity ± 0.003 mS cm -1 , temperature ± 0.002°C typical stability: conductivity ± 0.003 mS cm -1 per month, temperature ± 0.0002°C per month (comparable to SBE 37, Sea-Bird Electronics: www.seabird.com) between maximum depth and thermo-/halocline and combined these in a gridded data set.
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By visual inspection of all individual profiles at different steps of the processing, several individual faulty values or profiles are detected. These are removed from the data set. It effects a reduction of the original data sets between 2 % and 5% (see Table 4 ).
Smoothing of the profiles 355
Averaging the original measurements over 2 dbar intervals
(data processing step B.4)
As described above (Section 3.4) the original measurements were averaged over 2dbar to reduce the noise of 360 temperature and conductivity. The 2dbar mean values were on average based on 3 or 4 original data. Figure 5 shows the number of values for the averages and the standard deviations, exemplarily for glider 127 during the mission 2015 (for glider 127 and 558, mission 2014, the figures look similar).
There was a small difference in the number of records between the down-and upcast due to slightly different 365 velocities. The reduced numbers at the maximum depth of the profiles and at the beginning of the downcast reflect the rejection of data during the start of the dive and during the apogee/bottom dead point, where the vertical velocity was below 5 cm/s. Larger numbers at the surface reflect measurements before the profile was started.
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The standard deviations are below 0.01 °C for temperature respectively 0.01 mS/cm for conductivity below 200 dbar depth, but up to 0.12 °C respectively mS/cm between 30 and 40 dbar, reflecting the strong temperature and salinity gradients belonging to the thermo-/halocline. For conductivity we additionally have an outstanding high standard deviation near the surface of up to 0.38 mS/cm. Near the surface there is a high risk that measurements of the conductivity are falsified by air bubbles (see 
Smoothing of density and salinity
(data processing step B.5)
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To quantify the noise reduction of step B.5 where the criteria of stable density was applied we calculated the variability of a profile before and after the step. The variability is here defined as the difference between consecutive values of salinity in a profile. Figure 6 shows the variability for all individual salinity profiles, again exemplarily for glider 127 during the mission 2015. Apart from the upper layers the variability was reduced by 50 % with step B.5.
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Adjustment of absolute values to ship-based CTD data
405
(data processing step B.7)
The adjustment of absolute values to ship-based CTD data was at least an order of magnitude larger than the accuracy of an SBE 37 and thus demonstrate the urgent need of high-quality ship-based CTD data in the vicinity of a glider mission.
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Surface Water (see Fig. 1 ) (Rudels et al., 2002) . The central GS is dominated by Arctic Intermediate Waters, which are relatively cold and salty (Blindheim and Rey, 2004; Rudels et al., 2005; Rudels et al., 2012) . (Fig. 7) . In 2014 the ice conditions did not allow to extend the sections that far to the west (see Section 2.4). The West Spitsbergen Current in the east was never reached.
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The glider observations give insight into the interannual variability close to the surface. The warm near-surface layer is around 20 m thick in 2014 but up to twice that thick in 2015 (see Fig. 7 ). We expect that due to a much summer 2015 (Fig. 3) , suggests that this water mass is not a signature of recent ice melt. Since beginning of
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August, the shelf break was not covered with ice. The ice retreated to the shallow shelf close to the coast until mid-September.
All profile data of the final data set along a specific section were gridded in the horizontal at 0.05° longitudinal 465 resolution (approximately 1.3 km). In the vertical, the profiles were already interpolated to 2 dbar levels during the data processing.
