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I. INTRODUCTION
͑Semi-͒empirical interatomic interaction models for realistic atomistic simulations of reactive processes including phase transitions have become quite popular due to their superior efficiency in comparison to methods based on ab initio theory and their improved accuracy during the last decades. Embedded atom methods, [1] [2] [3] [4] Stillinger and Weber type of potentials, [5] [6] [7] bond order potentials, [8] [9] [10] [11] [12] [13] [14] [15] and tight-binding oriented potentials [16] [17] [18] [19] are examples of models that made a significant evolution regarding their functional form and accuracy and have been parameterized for a variety of elements and mixtures. Of course, such potentials have to be thoroughly tested and compared to experimental and ab initio data in order to assess their performance, their weak and strong points, and their reliability in various circumstances to which they were not fitted.
An important property that one typically would like to know, and that is commonly not included in the fitting process, is the bulk melting temperature T m according to such a model. In the present work, we have determined the melting temperature of the pure nickel component of a recent interesting semiempirical model 19 for binary systems of carbon ͑C͒ and nickel ͑Ni͒, which is based on an efficient tightbinding ͑TB͒ scheme combined with the recursion method. 20 A technologically quite relevant application possibility of this model is the study of the catalytic role of Ni in single wall carbon nanotube growth by atomistic simulation. [21] [22] [23] In this growth process the Ni droplet is sticking to the open end of the growing tube and the carbon atoms are supplied from a ͑hydro͒carbon vapor phase via the Ni droplet to the tube. Knowledge of the bulk melting temperatures of the Ni component, which is an essential reference for the size dependent melting temperature of clusters, is of crucial importance for simulations of this process. Besides, it is an important test for the potential.
Accurate determination of T m is not a trivial task due to the large hysteresis that typically occurs during melting and recrystallizing of a system, especially for the bulk phase. One cannot simply heat up a crystalline bulk phase in a simulation box with periodic boundary conditions and then say that T m is equal to the temperature where the energy makes a jump and/or disorder/diffusion is observed. This can lead to quite large errors as is indeed indicated by the fact that, typically, recrystallization by cooling the liquid phase occurs at a much lower temperature. This problem has been recognized and several methods have been proposed to avoid or reduce it. One possibility is to determine T m by extrapolation of the melting temperatures of clusters of increasing size on the basis of simple models, including GibbsThompson-like models 24, 25 and models which include surface melting. 26 For clusters, hysteresis is expected to be ͑much͒ smaller. However, as we will show, it can still be significant, up to an extent that it hinders an accurate determination of T m . A second method is to construct a simulation box containing the solid and the liquid phase in contact with each other and then run simulations at various temperatures around a presumed estimate of T m in order to find that temperature for which the phase boundary does not move. 27, 28 However, even in this case, for nonrough surfaces, the results can be obscured by the presence of hysteresis, this time due to a two-dimensional ͑2D͒ nucleation barrier required for the formation of steps/islands on the solid surface. 29 From lattice Monte Carlo ͑MC͒ simulation based on the Kossel model it is well known that this 2D nucleation barrier can give rise to a large dead zone with zero growth rate in the growth rate curve. 30 However, for rough surfaces this is not the case and this method can give accurate results for T m as has been demonstrated. 27 The third, probably the most rigorous method to determine T m is the thermodynamic integration method 31 which allows for straightforward calculation of the free energy as a function of temperature ͑or pressure͒ for both phases. Two examples of the application of this method are given in Refs. 32 and 33. In the present paper, we have used the first and the last mentioned methods. This allowed us to assess the reliability of the cluster extrapolation method by comparing it to the more rigorous thermodynamic integration method.
In Sec. II we will give the basic ingredients of the TB model used for the total-energy evaluation in our MC simu-lations. In Sec. III we briefly describe the standard models explaining the size dependence of the melting temperature of clusters and apply it to our simulations of the melting of Ni clusters. Section IV presents the thermodynamic integration method and the T m resulting from it. The "discrepancy" of the latter result with that from cluster extrapolation is resolved in Sec. V. Section VI contains a brief summary and perspectives.
II. MONTE CARLO SIMULATION MODEL
Our Monte Carlo simulation model is based on an efficient TB scheme 19 in which the total energy is equal to the sum of atomic energies E i of all atoms i =1, ...N,
In this expression, the repulsive atomic energy E rep,i is given by
where V R is a spherical symmetric pair potential with a finite cutoff, preferentially between the first and second neighbor distances and F is a functional to optimize the transferability of the model for variable coordination environments. The cohesive atomic energy E coh,i in Eq. ͑1͒ is given by
where n i ͑E͒ is the local density of states ͑LDOS͒ projected on the atomic orbital and n i ͑E͒ = ͚ n i ͑E͒ is the total LDOS for atom i and where ⑀ i is the average cohesive energy per electron in a free atom. To prevent spurious charge transfer which in reality should play a minor role in C-Ni systems for which the potential has been designed, 19 a "local Fermi energy" is defined by the constraint Z i = ͐ ϱ E F n i ͑E͒dE where Z i is the number of valence electrons corresponding to the basis of orbitals of atom i. The pure Ni component, used here, is described within the 3d basis of orbitals and Z i =8.
The intrinsic computational gain of the model is based on the fact that the projected local density of states is approximated by a continued fraction expansion,
in which the a j i and b j i ͑j =1,2...͒ are directly related to the moments ͗i͉H m ͉i͘ ͑m =1,2,...͒ with H the TB Hamiltonian, and in which all higher order continued fraction coefficients a j i and b j i ͑j =3,4...͒ are taken equal to a 2 i and b 2 i , respectively. In practice, this constant tail prolongation of the continued fraction expression implies that only the first four moments ͑m =1,2,3,4͒ have to be computed, an approach which involves the neighborhood up to the secondnearest-neighbor shell. Within this approximation, the integration in Eq. ͑3͒ can be performed analytically. 34 On top of the intrinsic gain in computational efficiency of this approach ͑no matrix diagonalization required͒, we realized a very efficient MC implementation of the method 35 by maximally employing the locality of the changes in the contributions to the moments after a MC atomic displacement and by replacing the numerical integration ͓Eq. ͑3͔͒ by a numerically stable version of the analytical solution in Ref. 34 . For pure Ni systems considered here this led to a 400 ͑!͒ times faster code, making the here presented simulations feasible.
III. MELTING OF CLUSTERS

A. Gibbs-Thompson and Pavlov
In this section we briefly present the theoretical basis of the traditional, thermodynamic models which are commonly used to explain the melting behavior of clusters. This gives us the opportunity to define the symbols for the relevant thermodynamic quantities, which are reused in subsequent sections. In these models, it is assumed that the cluster can effectively be described in a spherically symmetric geometry.
The free energy of a solid ͑s͒ or liquid ͑l͒ cluster containing N particles, G P,cl ͑N͒, surrounded by a more fluid phase, i.e., a liquid or vapor/vacuum ͑v͒ phase, of the same pure species can be written as
where g P is the bulk free energy per particle in phase P ͑s or l͒, ␥ PP Ј is the free energy per unit area of the surface between phase P and PЈ and A P ͑N͒ is the surface area of the cluster in phase P which is a function of N. The condition for equilibrium, i.e., ‫ץ‬G P,cl / ‫ץ‬N = g P Ј , leads ͑for a spherical cluster͒ to
where ⌬g = g P Ј − g P , P is the ͑number͒ density and V P is the volume of the cluster in phase P. The Gibbs free-energy difference between the bulk liquid and solid phase is equal to
where T m is the bulk melting temperature and where ⌬h = h l − h s and ⌬s = s l − s s are, respectively, the bulk enthalpy and entropy difference between the two phases. At T m , ⌬h is the melting heat or latent heat and ⌬s = ⌬h / T m the melting entropy. However, whereas normally h P and s P have a significant dependence on temperature, the temperature dependencies of ⌬h and ⌬s are usually weak and often neglected, which justifies the most right-hand side of Eq. ͑6͒. Since the external pressure is zero in this work, which is representative for ambient conditions, enthalpy is equal to energy, i.e., h P = u P and ⌬h = ⌬u. Therefore, from now on we will use en-ergy u, with ⌬u being the bulk melting energy. Combining Eqs. ͑5͒ and ͑6͒ straightforwardly leads to the GibbsThompson equation
where T mcl is the melting temperature of the cluster, and R s is the ͑effective͒ radius of the solid cluster.
In our case of a free cluster the situation is different and we should consider the equilibrium between a solid cluster and a liquid cluster with the same number of atoms. Now the equilibrium condition is ‫ץ‬G l,cl / ‫ץ‬NЈ ͉ N = ‫ץ‬G s,cl / ‫ץ‬NЈ ͉ N . Using Eq. ͑4͒, and taking into account the density difference between liquid and solid phase, this can be worked out to
where we defined q ϵ͑ s / l ͒ 2/3 . Then, by substitution of Eq. ͑6͒ into Eq. ͑8͒, we find the Pavlov equation,
where we defined ⌬␥ sl ϵ ␥ sv − q ␥ lv . So essentially the Pavlov equation is equal to the Gibbs-Thompson equation but with a different interpretation of the surface term, i.e., ␥ sl is replaced by ⌬␥ sl . Equation ͑9͒ predicts a linear dependence of T mcl on the inverse cluster radius, 1 / R s , with T mcl extrapolating to T m at 1 / R s =0.
B. Results and Pavlov interpretation of cluster simulations
In Fig. 1 several heating energy curves at different "heating rates" in terms of MC cycles per degree and a cooling curve obtained from MC simulations of a free Ni cluster with 1289 atoms are presented. The initial cluster, shown in Fig.  2͑a͒ , has the Wulff shape, minimizing the surface energy at 0 K according to our interaction model and is a regular truncated octahedron. As we can see in Fig. 1 there is a large hysteresis of 470°. The fact that the energy after cooling does not reach the solid base line of the heating curve is due to the fact that the recrystallized system contains defects, as is demonstrated in Fig. 2͑d͒ . Due to the large hysteresis it can be argued that the cluster melting temperature T mcl cannot be unambiguously derived from Fig. 1 . For sure T mcl lies within the range marked by the sharp jumps in the heating and cooling curves, but this would imply an inaccuracy of 470/ 2°͑!͒ in this case. However, it is a known fact that in nature one can hardly supercool a solid, but the undercooling of a liquid phase is quite common. This is due to the fact that there is a nucleation barrier for crystallization. For melting no barrier is expected, especially for a cluster, with a permanent availability of kink sites at the edges of the surface. Using this fact implies that T mcl should be taken close to the jump in the heating curve. Here we adopt a procedure that is used in calorimetric measurements and which is illustrated in Fig. 1 . In this method T mcl is determined by the intersection of the line along the sharp jump in the heating curve and the solid base line.
Determining T mcl in the described way for clusters with the number of atoms ranging from N =38 to N = 5635 ͑see FIG. 1. ͑Color online͒ Melting energy curves for "heating rates" of 15, 30, and 60 MC cycles per degree, as indicated in the graph ͑one MC cycle is N MC atomic displacement trials͒, and a cooling energy curve for a "cooling rate" of 60 MC cycles per degree for a Ni cluster of 1289 atoms. Following the procedure in the experimental differential scanning calorimetry technique, the cluster melting temperature T mcl is determined by the intersection of the solid phase base line ͑lower dashed line͒ and the vertical dashed line located at the jump in the heating curve. The energy u is in eV per particle.
FIG. 2. ͑Color online͒ ͑a͒
Initial Wulff-shaped configuration, snapshots ͑b͒ during heating just before melting and ͑c͒ after melting, and ͑d͒ final recrystallized configuration after cooling. These configurations belong to the system and simulations with the slow "heating and cooling rates" of Fig. 1 . Note that the ͑d͒ recrystallized state is not monocrystalline in this case.
have taken on purpose a systematic sequence of Wulff clusters so that the solid-vapor interfacial energy is similar for each cluster and a smooth dependence of the melting temperature on the ͑inverse͒ cluster size can be expected facilitating the extrapolation to the bulk crystal. The best straightline fit of the cluster melting temperatures of the 6 largest clusters extrapolates, according to the Pavlov expression, to a bulk melting temperature of T m = 2335 K, well above the experimental value T m,exp = 1726 K.
IV. THERMODYNAMIC INTEGRATION
A. Thermodynamic integration method
The method of thermodynamic integration to determine the bulk melting temperature is based on the calculation of the Gibbs free energies as a function of temperature ͑or pressure͒ for both the liquid and the solid phases. Then, the melting temperature at a given pressure ͑or the equilibrium pressure at a given temperature͒ is given by the intersection of the two curves. In our case we will determine T m at a pressure P 0 =0.
For both liquid and solid phases the calculation based on MC simulation consists of four steps. In step 1 the equilibrium volume, V eq , at P 0 and a temperature T 0 close to a first estimate of T m is determined by means of ͑NPT͒ MC simulation. Next, in step 2, the so-called -integration ͑see below͒ is performed to calculate the Helmholtz free energy F P in phase P = l , s from the known Helmholtz free energy of a reference system, F P,ref , by means of ͑NVT͒ MC simulations at temperature T 0 and volume V eq . Subsequently, in step 3, the Gibbs free energy at ͑P 0 , T 0 ͒ is evaluated by G P = F P + P 0 V eq . Finally, in step 4, the ␤ integration ͑see below͒ is performed to compute G P ͑P 0 , T͒ as a function of T by means of ͑NPT͒ simulations at P = P 0 for a discrete grid of ␤ values ͑␤ = ͑k B T͒ −1 ͒. In the integration, the energy of the system is given by
where U P,ref is the energy of the reference system of known free energy and U P,TB is the energy according to our TB model. The Helmholtz free energy being equal to −␤ −1 ln Q͑N , V eq , T 0 ͒, with Q = dB −3N ͐dr N exp͑−␤U͑͒͒ the partition function at ͑N , V eq , T 0 ͒ and dB the de Broglie wave length, it follows that
For the liquid phase the reference system is a LennardJones ͑LJ͒ liquid described by so-called "cut and shifted" LJ potential,
for r Ͻ r c and U l,LJ = 0 for r Ն r c , where ͑r͒ is the standard 12-6 LJ potential and where r c =4. The LJ parameters were taken equal to ⑀ = 0.21 eV and = 2.1 Å. These parameters were chosen such that ͑i͒ LJ liquid is supercritical to avoid phase separation, and ͑ii͒ the structure of the LJ liquid resembles that of the TB model by matching the positions of first peak in the radial distribution function, to optimize the numerical conditions of the calculation. The Helmholtz free energy F l ͑ , T͒ as a function of the density and T for this LJ system has been accurately parameterized in Ref. 36 and we used this parametrization.
For the solid phase, the Einstein crystal was taken as reference system, with the potential energy as a function of the atomic positions r i given by
with ␣ a spring constant and u 0 an irrelevant shift and where Fig.  4 are determined following the procedure illustrated in Fig. 1 . yields an analytical solution for the dimensionless Helmholtz free energy per particle,
where the fourth ͑last͒ term on the right-hand side represents the finite-size correction for keeping the center of mass fixed during the simulation, necessary to avoid divergence of the Einstein reference energy for → 1. V is the volume of the simulation box containing N atoms. The Einstein potential parameters were taken equal to ␣ = 12.8 eV/ Å 2 , giving about the same mean-square displacement of the atoms as for the TB model, and u 0 = −5 eV, comparable to the TB model ground-state energy of −4.44 eV per atom.
Since P 0 = 0 is our case, the Gibbs free energy at ͑P 0 , T 0 ͒ is just G P ͑P 0 , T 0 ͒ = F P ͑P 0 , T 0 ͒. Finally, using G͑␤͒ =−␤ −1 ln Q͑N , P 0 , T͒ with Q͑N , P 0 , T͒ = dB −3N ͐dVdr N exp ͑−␤͑U + P 0 V͒͒ the partition function at ͑N , P 0 , T͒, G P ͑P 0 , T͒ at any T can be computed by integrating
where ͗U + P 0 V͘ ␤ Ј is determined in ͑NPT͒ MC simulation at P = P 0 . Figure 5 shows the results for the simulations and the Gibbs free energies as a function of T resulting from the ␤ integrations. To investigate size effects these calculations were done for two systems of different sizes. The integration was performed at different temperatures T 0 for the two systems to check consistency. In all cases a cubic simulation box was used. The numbers of atoms in the two systems were N = 256 and N = 500, and the corresponding T 0 was taken to be equal to 2300 and 2100 K, respectively. The first T 0 = 2300 K was based on our estimate from the cluster extrapolation method. To check for hysteresis, indicating undesired phase changes, the simulations for the integration were first done for values from =0 to = 1 in steps of d = 0.1. After that, starting from the final configuration at = 1, simulations were done for another set of values going back from = 0.95 to = 0.05, again in steps of d = 0.1, giving a total of 21 simulation points to perform the integration in Eq. ͑11͒ based on spline interpolations between points. As we can see in Fig. 5͑a͒ , no hysteresis occurs since all points are situated on a smooth curve, both for the solid and the liquid phases. Values of the various free-energy contributions are listed in Table I for both systems. The intersection points in Fig. 5͑b͒ give bulk melting temperatures equal to T m,256 = 2032Ϯ 45 K, and T m,500 = 1996Ϯ 40 K for the two systems. Although the results for the two systems are within the error margins, a difference of 36°is not very small. Although it can reasonably be expected that our result is converged, it might be interesting to perform a more detailed study of the size effects, which however is beyond the scope of the present paper. The experimental T m being equal to 1728 K, our result for T m can be considered as a quite reasonable performance of the TB interaction model and is considerably better than the prediction based on extrapolation in Sec. III B.
B. Bulk melting temperature from thermodynamic integration
After thoroughly checking and verifying the thermodynamic integration calculations, also by performing them with independently developed software tools for computing the free energy of the LJ liquid according to Johnson and the Einstein crystal, we consider these results much more reliable than those from cluster extrapolation as they are determined from a rigorous method without suffering from the metastability phenomena associated with the large hysteresis as observed in the cluster simulations. Hence, we conclude that T m is about 2010Ϯ 35 K, which leaves us to explain the "discrepancy" with the cluster extrapolation result.
V. ANALYSIS OF CLUSTER DATA BEYOND PAVLOV, CELESTINI MODEL
In the Celestini model the cluster is not necessarily completely liquid or solid, like in the Pavlov model, but it may Fig. 6͑a͒ where we plotted G cl ͑R sc ͒ − G cl ͑0͒ against R sc for a large Ni cluster with 5635 atoms at different temperatures T i ͑i =1, ...4͒, using values for ␥ sl and which are derived from a fit of the model to the simulation data ͑see below͒. For T = T 1 , G cl ͑R sc = R s ͒ = G cl ͑0͒; i.e., the completely liquid cluster and the completely solid cluster are equally stable. However, G cl has a minimum at a solid core radius R sc Ͻ R s , which implies surface melting. For the T = T 2 , the free energy of this coexistence state with a solid core and a liquid layer becomes equal to that of the completely liquid cluster. For T 2 Ͻ T Ͻ T 4 , the completely liquid cluster would be the most stable state but there is an energy barrier for melting. This barrier vanishes at T 4 , which we will call T c . At
2 R sc = 0 and these conditions can be worked out to
as has been presented by Celestini et 
͑18͒
If we substitute Eq. ͑18͒ into Eq. ͑17͒, we obtain T c as a function of 1 / R s , allowing for a straightforward fit to obtain values for T m , ␥ sl , ⌬␥, and . Since ␥ sl is normally positive, Eq. ͑17͒ tells us that T c should be below T m for any cluster size. Therefore, if we rely on the T m = 2010 K from the thermodynamic integration method, Eq. ͑17͒ can never explain our results. From a best fit of Eq. ͑17͒, after substitution of Eq. ͑18͒, to the T c 's of all clusters except the smallest with N = 38 atoms, shown in the inset of Fig. 4 , we find T m = 2339 K, ␥ sl = 25.5 meV/ Å, ⌬␥ = 3.25 meV/ Å, and = 0.31 Å, which were used for Fig. 6͑a͒ . So the predicted T m from this model is close to that predicted by the Pavlov model in this case. However, since the number of parameters is rather high with respect to the available simulation data, the accuracy of ␥ sl and especially ⌬␥, estimated on the basis of just the fitting process, is not very high, with errors of about 20% and 40%, respectively. Instead, the error for T m is much smaller in the sense that the range of T m values allowing for a reasonable fit according to this model and positive ⌬␥ is restricted to 2330Ͻ T m Ͻ 2350 K.
In the usually not considered case that ⌬␥ slv Ͻ 0 the situation becomes different. This is illustrated in Fig. 6͑b͒ . For the surface parameters indicated in the figure, at T 1 = 1982, below T m , the free energy of a completely liquid cluster is equal to that of a completely solid cluster. However, there is a large barrier for melting and there is no minimum at some R sc Ͻ R s , which means that surface melting is energetically not favorable due to a large ␥ sl and/or a small ␥ sv − ␥ lv . For the other temperatures, all well above T m = 2010 K, the completely liquid cluster is more stable, but there is a significant barrier for melting. Finally, at T 4 = T c = 2162 K, 150°͑!͒ above T m , this barrier vanishes. Now the condition at T c is dG cl / dR sc ͉ R cl =R s which leads to with a negative ⌬␥ slv , can describe a cluster melting process without surface melting, i.e., a nonwetting behavior. In that case the melting can be retarded by a significant barrier, which for the larger clusters lead to melting temperatures well above T m . In fact, in snapshot b of Fig. 2 , taken at a temperature just before complete melting, the nonwetting behavior is confirmed by the fact that large parts of the surface are still ordered, and that some surface melting only takes place at the corners of the solid cluster, which can explain the change in the slope in the energy curves before melting. We also note that a decay length of 6 Å for the interaction between the sl and the lv surfaces seems much more realistic than the value = 0.31 Å that followed from the best fit of Eq. ͑17͒ to the simulation data.
To some extent, one can argue that the observed retardation of melting is a matter of time scale of the simulation. However, we slowed down the "heating rate" until the melting temperature did not change anymore ͑see Fig. 1͒ . Thus, in practice, this problem is difficult to control and undermines the reliability of the determination of T m by extrapolation from the cluster melting temperatures. Note that this is also true for the case that ⌬␥ slv Ͼ 0 with surface melting. Indeed, looking at Fig. 6͑a͒ , the melting of the cluster could occur at any temperature between T 2 and T c . In addition, from the cluster melting data alone, i.e., without knowing T m or having information about surface melting, it cannot even be decided whether ⌬␥ slv is positive or negative.
It is interesting to compare our values for ␥ sl with those from the Turnbull expression 37,38
͑20͒
where L Ӎ ⌬u is the latent heat per atom and C T is the socalled Turnbull coefficient, which was originally estimated to be equal to C T = 0.45 for metals. Recent efforts based on atomistic simulation [39] [40] [41] have roughly confirmed the validity of the Turnbull expression, but with somewhat larger values for C T between 0.47 and 0.6 ͑Ref. 42͒ for an fcc crystal. In our case this corresponds to 33.3Ͻ ␥ sl Ͻ 42.6 meV/ Å 2 , a range which is consistent with the value based on Eq. ͑19͒ and larger than that from Eq. ͑17͒.
The nonwetting behavior we find is contrary to previous results for Ni cluster melting, 43 based on a bond order type of potential. 44, 45 So the disagreement may come from the difference in the interaction potentials. For our TB model we can say that it reproduces reasonably well the surface energies of several flat sv surfaces. 19 On the other hand, the disagreement may also be due to the fact that we started from Wulff clusters, minimizing ␥ sv and consequently ⌬␥ slv . It is indeed more likely for a Wulff cluster to have a negative spreading parameter than for less stable clusters.
To conclude, we now give an extension of the Celestini model which includes the difference in density between liquid and solid phase. For a not too large density difference, the cluster surface A cl as a function of the solid core radius R sc is very well approximated by 
which gives back Eq. ͑19͒ for q = 1. According to Eq. ͑23͒, the straight-line analysis shown in the inset of Fig. 4 still make sense, but the extraction of ␥ sl from the slope is much more difficult since ␥ lv and also q for a cluster are not ͑accurately͒ known. However, since q Ͼ 1 and ␥ lv Ͼ 0, the induced correction for ␥ sl is positive. Finally, for the wetting case, i.e., for positive ⌬␥ slv , the expression for T c / T m including the density difference, deduced by imposing dG cl 
In the limit of large clusters both correction terms at the right-hand side vanish, so that T c → T m in this limit. As in the nonwetting case, the correction of ␥ sl due to the last term on the right-hand side of Eq. ͑24͒ will be positive.
VI. SUMMARY, PERSPECTIVES
We have determined the bulk melting temperature T m of the pure Nickel component of a recent semiempirical interatomic interaction model, 19 based on a TB framework, for binary C-Ni systems via MC simulation. Rigorous calculation of the Gibbs free energies for the liquid and solid phases by using the thermodynamic integration method leads to T m = 2010Ϯ 35 K, not too far from the experimental melting temperature T m,exp = 1726 K.
We also performed simulations of the melting of a sequence of Wulff clusters, with sizes ranging from N =38 to N = 5635 atoms. Plotting the observed cluster melting temperatures against the inverse cluster radius gives approximately a straight line, but extrapolation of this line according to the Pavlov equation suggests a T m equal to 2335 K, 325°h
igher than the T m from thermodynamic integration. We found an explanation for the observed "discrepancy" by analyzing our cluster data in terms of the Celestini model. However, contrary to the usual case, for which the Celestini model gives an appropriate correction to the Pavlov model due to the effect of surface melting, our data require a negative value for the spreading parameter ⌬␥ = ␥ sv − ␥ lv − ␥ sl , implying a nonwetting behavior, i.e., no surface melting occurs, or at least it does not occur at the usual relatively low temperatures as predicted when ⌬␥ is positive. We have shown by Eq. ͑19͒ ͓or Eq. ͑23͔͒ that for negative ⌬␥ the cluster melting temperature against the inverse radius follows a straight line, which, however, does not extrapolate to T m in the large cluster limit but to a higher temperature. This can explain our observation of cluster melting temperatures lying above T m for the large clusters due to a barrier for melting which only vanishes at a T c Ͼ T m .
Usually, in literature, the T m resulting from cluster extrapolation is not compared with that from the more rigorous thermodynamic integration method, the latter method being more complicated and laborious. Here we have shown that a straight line of the observed cluster melting temperature against the inverse cluster radius is no guarantee for a good approximation of T m via extrapolation.
Since our finding is remarkable, one should be careful with definitive conclusions. Theoretically it could be possible that the Johnson expression and/or parametrization 36 for the LJ liquid is so inaccurate, contrary to what is claimed and what in commonly believed, that it can give rise to an error in T m of more than 300 K. It would be very useful to have an independent confirmation of our results, for example, by an alternative and accurate determination of the effective surface-free energies ␥ sv and ␥ lv , which should be enough to enable such confirmation. While it seems that ␥ sl can be determined rather accurately nowadays using recent simulation techniques, [39] [40] [41] 46, 47 it is not so clear to which extent these techniques and/or results can be used for or extrapolated to sv and especially lv surfaces. It would be very useful to find an answer to these questions and, if necessary, to develop additional techniques for the determination of ␥ sv and ␥ lv .
