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Abstract
The contaminated Gaussian distribution represents a simple heavy-tailed elliptical gen-
eralization of the Gaussian distribution; differently from the often-considered t-distribution,
it also allows for automatic detection of outlying or “bad” points in the same way that ob-
servations are typically assigned to the groups in the finite mixture model context. Starting
from this distribution, we propose the contaminated Gaussian factor analysis model as a
method for data reduction and detection of bad points in high-dimensions. A mixture of
contaminated Gaussian factor analyzers (MCGFA) model follows therefrom, and extends
the recently proposed mixture of contaminated Gaussian distributions to high-dimensional
data, i.e., where p (number of dimensions) is large relative to n (sample size). We in-
troduce a family of eight parsimonious models formed by introducing constraints on the
covariance structure of the general MCGFA model. We outline a variant of the classical
expectation-maximization algorithm for parameter estimation. Various implementation is-
sues are discussed, and the novel model is compared to competing models on both simulated
and real data.
Keywords: Contaminated Gaussian distribution; EM algorithm; Factor analysis model;
Mixture models; Model-based clustering.
1 Introduction
For p-variate data assumed to arise from a continuous random vector, statistical inference is
commonly focused on elliptical distributions (Cambanis et al., 1981); in this class, the Gaus-
sian distribution is the most widely considered because of its computational and theoretical
convenience. However, for many applied problems, the tails of the Gaussian distribution are
lighter than required. Because of its concentration parameter, i.e., the degrees of freedom, the
t distribution provides a common way to broaden the Gaussian tails (Lange et al., 1989 and
Kotz and Nadarajah, 2004). A further elliptical alternative is represented by the contaminated
Gaussian distribution (Tukey, 1960), a two-component Gaussian mixture in which one of the
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components, with a large prior probability, represents the “good” observations, and the other,
with a small prior probability, the same mean, and an inflated covariance matrix, represents the
“bad” observations (Aitkin and Wilson, 1980). It constitutes a common and simple theoretical
model for the occurrence of outlying or “bad” points. This is in agreement with the idea of
Davies and Gather (1993, see also Hennig, 2002) according to which bad observations should
be defined with respect to a reference distribution. That is, the shape of the good points has
to be assumed to define what a bad point is, and the region of bad points can be defined, e.g.,
as a region where the density of the reference distribution is low. The Gaussian distribution is
the reference distribution in the case of the contaminated Gaussian.
Punzo and McNicholas (2016) have recently proposed mixtures of contaminated Gaussian
distributions both as a robust generalization of mixtures of Gaussian distributions, and as
an improvement of mixtures of t distributions in terms of automatic detection of bad points
in a clustering perspective. However, the mixture of contaminated Gaussian distributions,
with unrestricted component-covariance matrices of the good observations, say Σg, is a highly
parametrized model with p (p+ 1) /2 parameters for each Σg, g = 1, . . . , G. To introduce
parsimony, Punzo and McNicholas (2016) also define thirteen variants of the general model
obtained, as in Celeux and Govaert (1995), via eigen-decomposition of Σ1, . . . ,ΣG; this family
of models can be fitted in the R software environment for statistical computing and graphics
(R Core Team, 2017) via the ContaminatedMixt package (Punzo et al., 2017). But if p is
large relative to the sample size n, it may not be possible to use this decomposition to infer an
appropriate model for Σ1, . . . ,ΣG. Even if it is possible, the results may not be reliable due to
potential problems with near-singular estimates of Σg when p is large relative to n.
To address this problem, following the literature on the adoption of factor analyzers within
mixture models (see, among many others, McLachlan and Peel, 2000, Chapter 8, McLachlan et al.,
2003, McNicholas and Murphy, 2008, Zhao and Yu, 2008, Montanari and Viroli, 2011, Subedi et al.,
2013, 2015, and McNicholas, 2016, Chapter 3), we propose mixtures of contaminated Gaussian
factor analyzers, where a contaminated Gaussian factor analysis model is used for each mixture
component. The result is a means of fitting mixtures of contaminated Gaussian distributions
in situations where p would be sufficiently large relative to the sample size n to cause potential
problems with singular or near-singular estimates of Σ1, . . . ,ΣG. The number of free parame-
ters is controlled through the dimension of the latent factor space. Additionally, we propose a
family of eight variants of this model obtained, in analogy with McNicholas and Murphy (2008),
by applying different constraints to the factor loading and error variance matrices of each mix-
ture component. These variants further reduce the number of model parameters, and allow
more accurate parameter estimation when mixture components share similar factor analysis
structure.
The paper is organized as follows. Section 2 briefly recalls the contaminated Gaussian
distribution (Section 2.1). It then introduces the contaminated Gaussian factor analysis model
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(Section 2.2), the mixture of contaminated Gaussian factor analyzers (MCGFA) model, and
the family of eight parsimonious variants of the MCGFA model (Section 2.3). This family
represents the core of the paper. A brief discussion about the identifiability of the MCGFA
model is provided in Section 2.4. Section 3 details the alternating expectation-conditional
maximization algorithm used for fitting the MCGFA model. Some computational details are
provided in Section 4. In Section 5, the performance of our family of models is evaluated with
respect to two alternative parsimonious family of models through several simulated and real
data analyses. Computationally, the heavy lifting is done in the C programming language, with
an R interface, and an R package will shortly be released. The paper concludes with a discussion
in Section 6.
2 Mixtures of Contaminated Gaussian Factor Analyzers
2.1 The Contaminated Gaussian Distribution
The p-variate random vector X is said to have a contaminated Gaussian distribution (Tukey,
1960) with mean µ, scale matrix Σ, proportion of good points α ∈ (0, 1), and contamination
factor η > 1, if its density is given by
pCN (x;µ,Σ, α, η) = αφ (x;µ,Σ) + (1− α)φ (x;µ, ηΣ) , (1)
where φ (·;µ,Σ) denotes the density of a p-variate normal distribution with mean µ and co-
variance matrix Σ. If X follows such a distribution, we write X ∼ CNp (µ,Σ, α, η). As we
can see in (1), a contaminated Gaussian distribution is a two-component Gaussian mixture in
which one of the components, typically with a large prior probability α, represents the “good”
observations, and the other, with a small prior probability, the same mean, and an inflated
covariance matrix ηΣ, represents the “bad” observations (Aitkin and Wilson, 1980). As a spe-
cial case of (1), if α and η tend to one, we obtain the Gaussian distribution with mean µ and
covariance matrix Σ; in symbols, X ∼ Np (µ,Σ).
The contaminated Gaussian distribution is a Gaussian scale mixture model, and is thus uni-
modal, symmetrical, and heavier tailed than the Gaussian distribution (see, e.g., Watanabe and Yamaguchi,
2003 and McLachlan and Peel, 2000, Section 7.4). The popular t-distribution is also a type of
Gaussian scale mixture. An advantage of (1) with respect to the t-distribution is that, once the
parameters in ϑ = {µ,Σ, α, η} are estimated, say ϑ̂ =
{
µ̂, Σ̂, α̂, η̂
}
, we can establish whether a
generic observation xi is either good or bad via the a posteriori probability. That is, compute
P
(
xi is good
∣∣∣ϑ̂) = α̂φ(xi; µ̂, Σ̂)/pCN (xi; ϑ̂) , (2)
and xi will be considered good if P
(
xi is good
∣∣∣ϑ̂) > 1/2, while it will be considered bad
otherwise.
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2.2 The Contaminated Gaussian Factor Analysis Model
The (Gaussian) factor analysis model (Spearman, 1904; Bartlett, 1953; Lawley and Maxwell,
1971) is a well-known, and widely used, data reduction tool aiming to find latent factors that
explain the variability in the data. Suppose we have X1, . . . ,Xn from a factor analysis model.
The model (see Bartholomew et al., 2011, Chapter 3) assumes that the p-variate random vector
Xi is modelled using a q-variate vector of factors U i ∼ Nq (0q, Iq), where q < p and the U i are
independently distributed. The model is
Xi = µ+ΛU i + ei, (3)
where Λ is a p × q matrix of factor loadings, ei ∼ Np (0p,Ψ) is the error term, with Ψ =
diag (ψ1, . . . , ψp), the ei are independently distributed and independent of the U i. It follows
from (3) that X ∼ Np (µ,ΛΛ
′ +Ψ).
The factor analysis model is, however, sensitive to bad points as it adopts the Gaussian
distribution for errors and latent factors. To improve its robustness, for data having longer
than Gaussian tails or bad points, McLachlan et al. (2007) introduce the t-factor analysis model
which considers the multivariate t for the distributions of the errors and the latent factors (see
also Andrews and McNicholas, 2011a). Although the t-factor analysis model robustifies the
classical factor analysis model, once applied to data at hand, it does not allow for automatic
detection of bad points. Truthfully, a procedure to detect bad points with the t distribution
is illustrated by McLachlan and Peel (2000, p. 232), but it relies on an approximation for the
distribution of the Mahalanobis squared distance and it is not natural as the procedure induced
by (2). Motivated by this consideration, we extend this branch of literature by introducing the
contaminated Gaussian factor analysis model.
Based on (3), the contaminated Gaussian factor analysis model generalizes the corresponding
Gaussian factor analysis model by assuming(
Xi
U i
)
∼ CNp+q (µ
∗,Σ∗, α, η) , (4)
where
µ∗ =
(
µ
0q
)
and Σ∗ =
(
ΛΛ′ +Ψ Λ
Λ′ Iq
)
.
This yields
Xi ∼ CNp
(
µ,ΛΛ′ +Ψ, α, η
)
,
U i ∼ CNq (0q, Iq, α, η) ,
ei ∼ CNp (0p,Ψ, α, η) .
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The factors U i and error terms ei are no longer independently distributed as in the usual
Gaussian factor analysis model; however, they remain uncorrelated.
2.3 The MCGFA Model
To robustify the classical mixture of Gaussian distributions to the occurrence of bad points, and
also to allow for their automatic detection, Punzo and McNicholas (2016) propose the mixture
of contaminated Gaussian distributions
p (x;ϑ) =
G∑
g=1
πgpCN
(
x;µg,Σg, αg, ηg
)
(5)
where, for the gth mixture component, πg is its mixing proportion, with πg > 0 and
∑G
g=1 πg = 1,
while pCN
(
x;µg,Σg, αg, ηg
)
is defined as in (1). For recent extensions of model (5) to the hidden
Markov model and regression settings, see Punzo and Maruotti (2016), Maruotti and Punzo
(2016), and Punzo and McNicholas (2017).
In (5), there are p (p+ 1) /2 parameters for each Σg, g = 1, . . . , G. This means that as the
number of components G grows, the total number of parameters can quickly become very large
relative to the sample size n, leading to overfitting. To model high-dimensional data, and to
add parsimony, we consider the contaminated Gaussian factor analysis model of Section 2.2 in
each mixture component; this leads to the mixture of contaminated Gaussian factor analyzers
given by (5) but with the component scale matrices given by
Σg = ΛgΛ
′
g +Ψg. (6)
Following the work of McNicholas and Murphy (2008) on mixtures of Gaussian factor analyz-
ers, we introduce a unified family of eight mixtures of contaminated Gaussian factor analyzers
by imposing different sets of constraints on {Λg}
G
g=1 and {Ψg}
G
g=1. First, the factor loading
matrices Λg may be constrained across groups. This constraint prevents local dimensionality
reduction, but if the mixture components indeed share similar covariance structures, provides
a simpler model and greater stability for parameter estimation. Second, the error variance
matrices Ψg may be constrained across groups; this is consistent with the interpretation of Ψ
as sensor noise that affects all observations in the same way. Third, we may assume that error
variances in each variable are the same within each group, or that we have isotropic errors. So
all together, the possible constraints are:
1. Loading matrices constrained across groups, Λ1 = · · · = ΛG = Λ;
2. Error variance matrices constrained across groups, Ψ1 = · · · = ΨG = Ψ;
3. Isotropic errors within groups Ψg = Iψg, g = 1, . . . , G.
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Each constraint may be applied or not, independently of the other two, yielding eight models.
The models are named in three letter codes where U indicates unconstrained and C indicates
constrained. Thus the unconstrained, or most general, MCGFA model is denoted UUU. The full
MCGFA family of models is presented in Table 1, along with their number of free parameters,
say m, related to the scale matrices Σ1, . . . ,ΣG. The best model variant is selected, as usual
in the literature about mixture models, by the Bayesian information criterion (BIC; Schwarz,
1978). The BIC is also used to determine the number of latent factors, q, in the final model.
Finally, in a clustering context, the BIC is used to choose the number of components G of the
best model.
Table 1: Eight parsimonious covariance structures of the MCGFA family.
Λg = Λ Ψg = Ψ Ψg = Iψg # Cov. Parameters (m)
C C C pq − q(q − 1)/2 + 1
C C U pq − q(q − 1)/2 + p
C U C pq − q(q − 1)/2 +G
C U U pq − q(q − 1)/2 +Gp
U C C G[pq − q(q − 1)/2] + 1
U C U G[pq − q(q − 1)/2] + p
U U C G[pq − q(q − 1)/2] +G
U U U G[pq − q(q − 1)/2] +Gp
2.4 Identifiability and number of free parameters
Intuitively, the identifiability of the family of mixtures of contaminated Gaussian factor analyz-
ers requires the identifiability of the family of mixtures of contaminated Gaussian distributions,
as well as the identifiability of the family of factor analysis models. Since the identifiability of the
class of contaminated Gaussian distributions has been established (see Punzo and McNicholas,
2016), this leaves the question of the identifiability of the family of factor analysis models; from
Lawley and Maxwell (1971), we must require that
(p − q)2 < p+ q.
Note that the overall number of free parameters in any of the eight model variants is
(G− 1) +Gp+m+ 2G,
where m is the number of covariance parameters indicated in Table 1.
6
3 Maximum likelihood estimation via the AECM algorithm
To find ML estimates for the parameters ϑ =
{
πg,µg,Λg,Ψg, αg, ηg
}G
g=1
of the MCGFA
model, we consider the application of the alternating expectation-conditional maximizations
(AECM) algorithm of Meng and van Dyk (1997). The AECM algorithm is an extension of
the expectation-conditional maximization (ECM) algorithm of Meng and Rubin (1993), where
the specification of the complete data is allowed to be different on each CM-step. The ECM algo-
rithm is itself a variant of the classical expectation-maximization (EM) algorithm (Dempster et al.,
1977), which is a natural approach for ML estimation when data are incomplete. In our case,
we have two sources of incomplete data: the component membership of each observation, and
the classification of each observation as good or bad within each component. To denote the
first source of incompleteness, we use z1, . . . ,zn, where zi = (zi1, . . . , ziG)
′ so that zig = 1 if
observation i is in component g, and zig = 0 otherwise. Similarly, for the second source we use
v1, . . . ,vn, where vi = (vi1, . . . , viG)
′ so that vig = 1 if observation i in group g is good and
vig = 0 if observation i in group g is bad.
To apply the AECM algorithm, we partition ϑ = {ϑ1,ϑ2}, where ϑ1 =
{
πg,µg, αg, ηg
}G
g=1
and ϑ2 = {Λg,Ψg}
G
g=1, so that the complete-data likelihood is easy to maximize for ϑ1 given
ϑ2 and vice versa. Therefore, the (k + 1)th iteration of the AECM algorithm consists of two
cycles: there is one E-step and two CM-steps for the first cycle and one E-step and one CM-
step for the second cycle. The two cycles correspond to the partition of ϑ into ϑ1 and ϑ2. The
two CM-steps of the first cycle correspond to the partition of ϑ1 as ϑ1 = {ϑ11,ϑ12}, where
ϑ11 =
{
πg,µg, αg
}G
g=1
and ϑ12 = {ηg}
G
g=1.
All maximization steps in the algorithm are solvable analytically. Thus all parameter up-
dates are available in closed form, avoiding any use of numerical optimization.
3.1 First cycle
For the first cycle of the AECM algorithm, we specify the missing data to be z1, . . . ,zn and
v1, . . . ,vn. Thus, the complete data are (x
′
1, . . . ,x
′
n,z
′
1, . . . ,z
′
n,v
′
1, . . . ,v
′
n) and the complete-
data log-likelihood can be written as
l1c (ϑ1) = l1c1
(
{πg}
G
g=1
)
+ l1c2
(
{αg}
G
g=1
)
+ l1c3
({
µg, ηg
}G
g=1
)
, (7)
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where
l1c1
(
{πg}
G
g=1
)
=
n∑
i=1
G∑
g=1
zig log (πg)
l1c2
(
{αg}
G
g=1
)
=
n∑
i=1
G∑
g=1
zig [vig log (αg) + (1− vig) log(1− αg)]
l1c3
({
µg, ηg
}G
g=1
)
= −
1
2
n∑
i=1
G∑
g=1
[
zig log
∣∣∣Σ(k)g ∣∣∣+ pzig(1− vig) log (ηg)
+ zig
(
vig −
1− vig
ηg
)(
xi − µg
)
′
(
Σ(k)g
)
−1 (
xi − µg
) ]
,
with Σ
(k)
g = Λ
(k)
g Λ
(k)′
g +Ψ
(k)
g .
3.1.1 E-step
The E-step on the first cycle of the (k + 1)th iteration requires the calculation of the expectation
of l1c given the observed data x1, . . . ,xn and ϑ
(k). To do this, we replace zig with
z
(k)
ig = E
(
Zig | xi,ϑ
(k)
)
=
π
(k)
g pCN
(
xi;µ
(k)
g ,Σ
(k)
g , α
(k)
g , η
(k)
g
)
G∑
j=1
π
(k)
j pCN
(
xi;µ
(k)
j ,Σ
(k)
j , α
(k)
j , η
(k)
j
) ,
and vig with
v
(k)
ig = E
(
Vig | xi,ϑ
(k)
)
=
α
(k)
g φ
(
xi;µ
(k)
g ,Σ
(k)
g
)
pCN
(
xi;µ
(k)
g ,Σ
(k)
g , α
(k)
g , η
(k)
g
) ,
where Zig and Vig are the random variables related to zig and vig, respectively.
3.1.2 CM-step 1
At the first CM-step on the first cycle of the (k + 1)th iteration, we maximize the expectation
of the complete-data log-likelihood with respect to ϑ11, fixing ϑ12 = ϑ
(k)
12 . Some algebra yields
the following updates
π(k+1)g = n
(k)
g /n,
α(k+1)g =
1
n
(k)
g
n∑
i=1
z
(k)
ig v
(k)
ig ,
µ(k+1)g =
n∑
i=1
z
(k)
ig
(
v
(k)
ig +
1− v
(k)
ig
η
(k)
g
)
xi
n∑
i=1
z
(k)
ig
(
v
(k)
ig +
1− v
(k)
ig
η
(k)
g
) , (8)
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where n
(k)
g =
n∑
i=1
z
(k)
ig .
3.1.3 CM-step 2
At the second CM-step on the first cycle of the (k+1)th iteration, we maximize the expectation
of the complete-data log-likelihood with respect to ηg, fixing ϑ11 = ϑ
(k+1)
11 . This yields the
following update:
η(k+1)g = max
{
1,
bg
pag
}
, (9)
where
ag =
n∑
i=1
z
(k)
ig
(
1− v
(k)
ig
)
(10)
and
bg =
n∑
i=1
z
(k)
ig
(
xi − µ
(k+1)
g
)
′
(
Σ(k)g
)
−1 (
xi − µ
(k+1)
g
)
. (11)
3.2 Second cycle
For the second cycle of the AECM algorithm, we specify the missing data to be z1, . . . ,zn,
v1, . . . ,vn, and the latent factors u1, . . . ,un. Therefore, the complete-data log-likelihood can
be written as
l2c (ϑ2) = C +
G∑
g=1
{
−
ng
2
log |Ψg| −
ng
2
tr
(
Ψ−1g S
(k+1)
g
)
+
n∑
i=1
zig
(
vig +
1− vig
η
(k+1)
g
)(
xi − µ
(k+1)
g
)
′
Ψ−1g Λguig
−
1
2
tr
[
Λ′gΨ
−1
g Λg
n∑
i=1
zig
(
vig +
1− vig
η
(k+1)
g
)
uigu
′
ig
]}
, (12)
where ng =
n∑
i=1
zig, C is a constant quantity with respect to ϑ2, and
S(k+1)g =
1
ng
n∑
i=1
zig
(
vig +
1− vig
η
(k+1)
g
)(
xi − µ
(k+1)
g
)(
xi − µ
(k+1)
g
)
′
. (13)
3.2.1 E-step
The E-step on the second cycle of the (k + 1)th iteration requires the calculation of the expec-
tation of l2c given the observed data and ϑ
(k+1/2) =
{
ϑ
(k+1)
1 ,ϑ
(k)
2
}
. This operationally involves
the substitution of zig and vig in (12) and (13) with z
(k+1/2)
ig and v
(k+1/2)
ig (cf. Section 3.1.1), as
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well as the computation of the following conditional expectations
E
ϑ
(k+1/2)
[
Zig
(
Vig +
1− Vig
η
(k+1)
g
)
U ig | xi
]
= z
(k+1/2)
ig
(
v
(k+1/2)
ig +
1− v
(k+1/2)
ig
η
(k+1)
g
)
β(k)g
(
xi − µ
(k+1)
g
)
,
E
ϑ
(k+1/2)
(
ZigVigU igU
′
ig | xi
)
= z
(k+1/2)
ig v
(k+1/2)
ig
[
Iq − β
(k)
g Λ
(k)
g
+ β(k)g
(
xi − µ
(k+1)
g
)(
xi − µ
(k+1)
g
)
′
β(k)
′
g
]
,
E
ϑ
(k+1/2)
(
Zig
1− Vig
η
(k+1)
g
U igU
′
ig | xi
)
= z
(k+1/2)
ig
1− v
(k+1/2)
ig
η
(k+1)
g
[
η(k+1)g
(
Iq − β
(k)
g Λ
(k)
g
)
+ β(k)g
(
xi − µ
(k+1)
g
)(
xi − µ
(k+1)
g
)
′
β(k)
′
g
]
,
where β
(k)
g = Λ
(k)′
g
(
Λ
(k)
g Λ
(k)′
g +Ψ
(k)
g
)
−1
. The precise formula for βg changes depending on
which constraints are imposed upon {Λg}
G
g=1 and {Ψg}
G
g=1. The formulas for each of the
eight models can be found in McNicholas and Murphy (2008, Appendix A). It follows that the
expected complete-data log-likelihood is
Q2 (ϑ2) = C +
G∑
g=1
n(k+1/2)g
{
1
2
log
∣∣Ψ−1g ∣∣− 12tr(Ψ−1g S(k+1)g )
+ tr
(
Ψ−1g Λgβ
(k)
g S
(k+1)
g
)
−
1
2
tr
[
Λ′gΨ
−1
g ΛgΘ
(k+1/2)
g
]}
, (14)
where n
(k+1/2)
g =
n∑
i=1
z
(k+1/2)
ig and Θ
(k+1/2)
g = Iq − β
(k)
g Λ
(k)
g + β
(k)
g S
(k+1)
g β
(k)′
g is a symmetric
q × q matrix.
3.2.2 CM-step
At the CM-step on the second cycle of the (k+1)th iteration, we maximize Q2 (ϑ2) with respect
to ϑ2, fixing ϑ1 = ϑ
(k+1)
1 . The resulting updates for ϑ2 can be derived from the expression for
Q2 (ϑ2). For the unconstrained UUU model, they are
Λ(k+1)g = S
(k+1)
g β
(k)′
g
(
Θ(k+1/2)g
)
−1
,
Ψ(k+1)g = diag
(
S(k+1)g −Λ
(k+1)
g β
(k)
g S
(k+1)
g
)
.
The updates for ϑ2 for each model variant can be found in McNicholas and Murphy (2008,
Appendix A).
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4 Further computational details
4.1 Initialization
The choice of the starting values for the AECM algorithm constitutes an important issue. The
standard initialization consists of selecting a value for ϑ(0). In particular, a random initialization
is usually repeated t times, from different random positions, and the solution maximizing the
observed-data log-likelihood l (ϑ) among these t runs is selected (see Biernacki et al., 2003,
Karlis and Xekalaki, 2003, and Bagnato and Punzo, 2013 for more complicated strategies).
Instead of selecting ϑ(0) randomly, we suggest the following technique. The mixture of
Gaussian factor analyzers (MGFA) model can be seen as nested in the corresponding MCGFA
model. In particular, the former can be obtained from the latter when αg → 1
− and ηg → 1
+,
g = 1, . . . , G. Based on this idea, for each member of the MCGFA family, the AECM algorithm
is initialized with the estimates of {πg,µg,Λg,Ψg}
G
g=1 provided by the corresponding MGFA
model, with same constraints set upon {Σg}
G
g=1. The contamination parameters are initialized
with fixed values close to, but not exactly 1, to avoid singularities in the initial AECM step.
In our implementation we initialize with α
(0)
g = 0.99 and η
(0)
g = 1.01, g = 1, . . . , G. The
(preliminary) MGFA model is estimated using the pgmmEM() function of the pgmm package for
R (McNicholas et al., 2011). The pgmmEM() function implements an AECM algorithm to obtain
ML estimates, and afitting models with the same covariance constraints as the eight MCGFA
models.
From an operational point of view, thanks to the monotonicity property of the AECM al-
gorithm, this nested relation between MGFA and MCGFA models also guarantees that the
observed-data log-likelihood of the MCGFA model will be always greater than, or equal to, the
observed-data log-likelihood of the corresponding MGFA model. This is a fundamental consid-
eration for the use of likelihood-based criteria for selecting between these mixtures (Punzo et al.,
2016).
Alternatively, k-means clustering may be used to generate an initial clustering of the data.
Initial parameter estimates are then generated from this clustering by ML. This is the default
initialization method applied by the pgmmEM() function itself. In Section 5, the AECM algorithm
for the MCGFA model is initialized using both initialization schemes to determine whether one
is clearly superior.
4.2 Convergence Criterion
The Aitken acceleration (Aitken, 1926) is used to estimate the asymptotic maximum of the
log-likelihood at each iteration of the AECM algorithm. Based on this estimate, we can decide
whether or not the algorithm has reached convergence; i.e., whether or not the log-likelihood is
sufficiently close to its estimated asymptotic value. The Aitken acceleration at iteration k + 1
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is given by
a(k+1) =
l(k+2) − l(k+1)
l(k+1) − l(k)
,
where l(k) is the observed-data log-likelihood value from iteration k. Then, the asymptotic
estimate of the log-likelihood at iteration k + 2 is given by
l(k+2)
∞
= l(k+1) +
1
1− a(k+1)
(
l(k+2) − l(k+1)
)
;
see Bo¨hning et al. (1994). The ECME algorithm can be considered to have converged when
l
(k+2)
∞ − l
(k+1)
∞ < ǫ, where ǫ is the desired tolerance.
4.3 Woodbury identity
The second cycle E-step of the AECM algorithm, in the computation of β
(k)
g , requires the
inversion of the p×p matrix Λ
(k)
g Λ
(k)′
g +Ψ
(k)
g , g = 1, . . . , G. This inversion can be slow for large
values of p. To ease it, we use the Woodbury identity (Woodbury, 1950)
(
Λ(k)g Λ
(k)′
g +Ψ
(k)
g
)
−1
=
(
Ψ(k)g
)
−1
−
(
Ψ(k)g
)
−1
Λ(k)g
[
Iq +Λ
(k)′
g
(
Ψ(k)g
)
−1
Λ(k)g
]
−1
Λ(k)
′
g
(
Ψ(k)g
)
−1
,
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which requires the simpler inversions of the diagonal p × p matrix Ψ
(k)
g and the q × q matrix
Iq +Λ
(k)′
g
(
Ψ
(k)
g
)
−1
Λ
(k)
g . This leads to a significant speed-up when q ≪ p.
5 Comparison with competing methods
In this section, we compare the clustering and classification performance of the MCGFA model
to two natural competitors.
EPGMM First is the expanded parsimonious Gaussian mixture model family (EPGMM), in-
troduced by McNicholas and Murphy (2010). EPGMM is a 12-member family of MGFA
models, that extends the 8-member PGMM family of McNicholas and Murphy (2008).
Model fitting for EPGMM is implemented by the pgmmEM() function of the pgmm pack-
age.
MMtFA Second is the family of mixtures of modified t-factor analyzers (MMtFA) models of
Andrews and McNicholas (2011b). MMtFA is a 24-member family of mixtures of factor
analyzers models based on the multivariate t-distribution as opposed to the Gaussian.
The 24 models are analogous to the 12 models of the EPGMM family, with an additional
possible constraint on the degrees-of-freedom parameter doubling the number of possibil-
ities. Model fitting for MMtFA is implemented by the mmtfa() function of the mmtfa
package for R (Andrews et al., 2015).
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Mixtures of modified t-factor analyzers are the closest competitor to MCGFA; both models are
factor analysis models based off of heavy-tailed elliptical distributions. The inherent advantage
of the MCGFA model is that bad points are, if required, automatically and explicitly identified.
The MMtFA model instead assimilates bad points into clusters. An additional advantage of the
MCGFA is a simplified AECM algorithm. Numerical optimization is necessary in the equivalent
algorithm for MMtFA model, because there is no closed-form update available for the degrees-
of-freedom parameter in each cluster.
The MCGFA model is applied using both initialization schemes described in Section 4.3.
When using the pgmm package for initialization, the method is denoted by MCGFA, and when
using a k-means initialization, by MCGFA kM.
For each application, every member of each family of models is fit with a range of values
for G and q, and the best model for family is selected using BIC. Thus each application of the
MCGFA, MCGFA kM, MMtFA, and EPGMM “methods” involve many models with different
covariance structures, numbers of components and numbers of latent factors and choosing the
best one. Thus the methods can be evaluated on both model fitting and the success of the BIC
model selection procedure.
To be precise, the methods are judged on their ability to
i. separate known clusters;
ii. recover known structure in the data (G and q) through model selection;
iii. produce parsimonious models with the best overall fit to the data.
The first criterion is measured using the adjusted Rand index (ARI) of Hubert and Arabie
(1985), which is a measure of agreement between partitions that is applicable even to partitions
of differing sizes. An ARI value of 1 indicates perfect agreement. When the methods are applied
to data with a known clustering, the results can be evaluated against this reference. The second
point is straightforward: when the true values of G or q are known, we see whether they match
the corresponding values in the selected models. The third criterion is measured by comparing
the BIC value directly. The BIC rewards models that closely fit the data, but penalizes models
that are highly parameterized and may suffer from overfitting.
It is worth noting that the MCGFA family of models is inherently less parsimonious than
the MMtFA family, for two reasons: (1) the MMtFA family allows the degrees-of-freedom
parameters to be constrained to be equal across groups and (2) the contaminated Gaussian
distribution has an additional parameter compared to the t-distribution. Thus the BIC values
for the MCGFA may tend to be lower than those of the MMtFA. On the other hand, the
MCGFA model uses these parameters to provide automatic classification of bad points. So, in
addition to the above criteria, the MCGFA method is evaluated on its ability to detect such
points, when appropriate.
In every case, the data are scaled to have mean 0 and standard deviation 1 on each variate
before the fitting methods are applied. This is the approach recommended by the mmtfa
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package. Scaling avoids numerical issues affecting the convergence of the fitting algorithm.
5.1 Simulated data analysis
In this section, five types of simulated data sets are considered:
1. Gaussian clusters;
2. Contaminated Gaussian clusters;
3. t-distributed clusters;
4. Gaussian clusters with noise;
5. Gaussian clusters with one gross outlier.
One hundred replications of each type of data are produced, each six-dimensional (p = 6) with
two components (G = 2). The first four types have no latent structure, while the last two types
are simulated as two-factor (q = 2) latent factor models.
Every parsimonious model in each of the MCGFA, MCGFA km, MMtFA and EPGMM
families is fit with G ∈ {1, 2, 3} components and q ∈ {1, 2, 3} latent factors, and the best model
in each family is selected by BIC.
5.1.1 Gaussian clusters
For each of the one hundred replications, two equally-sized six-dimensional Gaussian clusters
are generated. The first has mean at the origin and the other has a mean vector drawn from
a Gaussian distribution centred at the origin, with covariance matrix 16I. Random covari-
ance matrices are created for each component using the genPositiveDefMat() function of the
clusterGeneration package (Qiu and Joe., 2015). The clustering and model selection are
shown in Tables 2 and 3. Standard errors for mean values are given in parentheses.
Table 2: Clustering performance of mixtures of factor analyzers models on Gaussian clusters.
MCGFA MCGFA kM MMtFA EPGMM
Mean ARI 0.780 (0.34) 0.780 (0.34) 0.785 (0.32) 0.782 (0.32)
Mean BIC -3167.269 -3167.369 -3151.937 -3148.111
Table 3: Model selection performance of BIC on Gaussian clusters.
G MCGFA MCGFA kM MMtFA EPGMM
1 14 14 12 12
2 85 86 84 82
3 1 0 4 6
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As expected, EPGMM achieves the best BIC values—it does not include the extra unnec-
essary parameters that allow modelling of heavier tails. The MCGFA models have the worst
BIC, likely because they require the estimation of two extra parameters per group (αg and ηg),
while MMtFA needs only to estimate the degrees-of-freedom parameter for each group. Still,
it is confirmed that extending EPGMM to MCGFA does not significantly affect the ability of
the model to capture Gaussian clusters. In fact, the methods employing the MCGFA model are
most likely to select the correct number of components. We see that the different initialization
schemes in the MCGFA and MCGFA kM methods yield slightly different results. In this case,
the method based on a k-means initialization strategy made one less error in estimation the
number of components.
Finally, as shown in Table 4, application of all three methods tended to result in the correct
selection of models with a single latent factor.
Table 4: Number of latent factors (q) selected by BIC on Gaussian clusters.
q MCGFA MCGFA kM MMtFA EPGMM
1 91 92 94 95
2 7 7 5 5
3 2 1 1 0
5.1.2 Contaminated Gaussian clusters
One hundred replications of two six-dimensional clusters are generated using the same method-
ology as the previous section. However, a covariance inflation factor ηg for each component is
drawn from an exponential distribution (truncated at 1) with mean β = 10. Ten percent of
observations in the first group and twenty percent of those in the second group are designated
as “bad”; in other words, α = (0.9, 0.8). Each combination of these randomly generated pa-
rameters yields a pair of contaminated Gaussian clusters. The four methods are applied to each
replication and the results are shown in Tables 5 and 6. As expected, MCGFA performs best
Table 5: Clustering performance of mixtures of factor analyzers models on contaminated Gaussian clus-
ters.
MCGFA MCGFA kM MMtFA EPGMM
Mean ARI 0.822 (0.27) 0.832 (0.24) 0.800 (0.24) 0.700 (0.25)
Mean BIC -2793.4 -2791.5 -2808.3 -2835.5
on its own model, in terms of ARI and model selection. It is clear that the EPGMM algorithm is
greatly affected by this departure from normality. The application of MMtFA is successful, but
the BIC for model selection on this family does tend to overestimate the number of components.
Table 7 shows that again, the models with q = 1 were the most commonly selected. However,
we see that the BIC computed on EPGMM and MMtFA models is more likely to select a single
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Table 6: Model selection performance of BIC on contaminated Gaussian clusters.
G MCGFA MCGFA kM MMtFA EPGMM
1 7 5 0 0
2 87 86 82 19
3 6 9 18 81
latent factor. The EPGMM method notably selected q = 1 in all 100 repetitions. This could
be because that method required G = 3 to capture the contamination — this is an example
of the trade-off between the number of components and the number of latent factors. Then,
because the BIC harshly penalizes highly parameterized models, the three-component models
with q > 1 had no hope of being selected.
Table 7: Number of latent factors (q) selected by BIC on contaminated Gaussian clusters.
q MCGFA MCGFA kM MMtFA EPGMM
1 93 89 97 100
2 6 10 2 0
3 1 1 1 0
5.1.3 t-distributed clusters
Two six-dimensional t-distributed clusters are generated, one with mean at the origin and the
other with a mean drawn from a Gaussian distribution centred at the origin. Two positive
definite covariance matrices are created using genPositiveDefMat() as above. The degrees-
of-freedom parameter νg for each component is drawn uniformly from the integers 1, 2, . . . , 50
1.
The results for each of the four families of models are shown in Tables 8 and 9.
Table 8: Clustering performance of factor analyzer models on t-distributed clusters.
MCGFA MCGFA kM MMtFA EPGMM
Mean ARI 0.841 (0.28) 0.833 (0.30) 0.857 (0.25) 0.798 (0.32)
Mean BIC -2786.6 -2788.5 -2739.5 -2868.9
Table 9: Model selection performance of BIC on t-distributed clusters.
G MCGFA MCGFA kM MMtFA EPGMM
1 8 9 2 6
2 90 90 90 84
3 2 1 8 10
1When ν ≤ 2 the t-distribution does not have valid covariance matrix, and when ν = 1, it does not have
a valid mean vector. However, in either case the random variable may be generated from density functions
parameterized on a location vector µ and symmetric positive definite matrix Σ.
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While MCGFA, MCGFA kM and MMtFA correctly select 2-component models in 90 of the
simulations, they make roughly opposite errors: MMtFA tends to select too few groups, while
MCGFA and MCGFA kM select too many. Predictably, MMtFA performs best on these data
in terms of both BIC and ARI. The EPGMM model is better able to capture the t-distributed
clusters than the contaminated Gaussian ones in the previous section, perhaps because some of
the randomly generated degrees-of-freedom parameters are fairly large, and thus some of the
clusters approximately Gaussian.
As in the previous two simulations, the methods tended to select models with q = 1 latent
factor, as shown in Table 10.
Table 10: Number of latent factors (q) selected by BIC on contaminated Gaussian clusters.
q MCGFA MCGFA kM MMtFA EPGMM
1 90 93 93 88
2 7 6 5 12
3 3 1 2 0
5.1.4 Gaussian clusters with uniform noise
Two six-dimensional Gaussian clusters with n = 100 observations each are simulated from a
factor analysis model with q = 2 underlying factors. The mean vector for one cluster is held fixed
at the origin while the other is drawn from a Gaussian distribution centred at the origin, with
covariance matrix 4I. Two loading matrices, Λ1 and Λ2, are generated with components drawn
from independent, standard Gaussian distributions. As well, two error variance vectors, Ψ1 and
Ψ2, are generated with components drawn independently and uniformly from the range (0.5, 1).
Finally, 20 noise points are added to the data, drawn uniformly from [−5, 5]×· · · × [−5, 5]. The
noise observations are not considered in the evaluation of clustering performance. Results are
shown in Tables 11 and 12.
Table 11: Clustering performance of mixtures of factor analyzer models on Gaussian clusters with uni-
form noise.
MCGFA MCGFA kM MMtFA EPGMM
Mean ARI 0.901 (0.15) 0.897 (0.15) 0.898 (0.16) 0.840 (0.25)
Mean BIC -3254.8 -3259.8 -3265.6 -3338.0
The MCGFA model yielded the best performance on these data. While the mean ARI is
very similar for MCGFA and MMtFA, the BIC applied to the MCGFA models is more likely to
take on the correct number of components, and the MCGFA models have a higher mean BIC.
In addition to clustering performance, the MCGFA model may be judged on its ability to
detect “bad” points. Both sensitivity and specificity are considered. The sensitivity is the
proportion of bad points successfully detected, and the specificity is the proportion of good
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Table 12: Model selection performance of BIC on Gaussian clusters with uniform noise.
G q MCGFA MCGFA kM MMtFA EPGMM
1 1 0 0 0 0
2 0 0 0 0
3 0 0 0 0
2 1 5 7 5 2
2 91 86 87 14
3 1 2 1 0
3 1 1 2 1 28
2 1 3 5 56
3 1 0 1 0
points successfully labelled as such. The detection results for each initialization scheme of our
models are shown in Table 13. The specificity figures are impressive considering noise points
may easily lie within clusters.
Table 13: Outlier detection results for the different initialization strategies of the AECM algorithm to
fit the MCGFA models on Gaussian clusters with uniform noise.
MCGFA MCGFA kM
Mean # Correctly Detected 17.72 17.77
Mean # Falsely Detected 4.68 5.29
Mean Sensitivity 88.6% 88.9%
Mean Specificity 97.7% 97.4%
5.1.5 Gaussian clusters with one gross outlier
Two six-dimensional Gaussian clusters with a two-dimensional latent factor structure are gen-
erated using the same methodology as in the previous Section 5.1.4. One fixed outlying point
is added to every simulation, at (0, 0,−20, 0, 0,−20). Results are shown in Tables 14 and 15.
Table 14: Clustering performance of mixtures of factor analyzer models on Gaussian clusters with one
gross outlier.
MCGFA MCGFA kM MMtFA EPGMM
Mean ARI 0.920 (0.13) 0.915 (0.14) 0.924 (0.13) 0.896 (0.18)
Mean BIC -1272.9 -1273.7 -1289.7 -1312.6
Here the MMtFA proved to be the best tool for clustering performance and for selection of the
number of groups based on the BIC, while the best average BIC value is reached by the MCGFA
models. Overall, however, the three robust methods had very similar ARI scores. Predictably
the application of EPGMM is most likely to lead to the selection of a three-component model,
as this is the only way the model without heavy tails can capture outlying points. On the other
hand, MMtFA is most likely to lead to the correct 2-component model. This reflects the ability
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Table 15: Model selection performance of BIC on Gaussian clusters with one gross outlier.
G q MCGFA MCGFA kM MMtFA EPGMM
1 1 0 0 0 0
2 0 0 0 0
3 0 0 0 0
2 1 9 12 8 7
2 60 59 74 14
3 0 0 0 0
3 1 8 9 9 30
2 15 15 6 49
3 8 5 3 0
of its fitting algorithm and model to capture the outlying point as an anomalous member of one
of the two main components, rather than a separate component.
As in the preceding Section 5.1.4, the ability of the algorithm to detect the outlying point
is considered. With either initialization approach, the outlying point is detected on 86% of
the runs, as shown in Table 16. Considering the severity of the outlier, this is not impressive.
This occurs because a three component model is often selected, with the outlier as the centre
of the third component. When considering only runs that lead to the selection of one- or two-
component models, the outlier is correctly detected in every instance, for both initialization
schemes.
Table 16: Outlier detection results for MCGFA methods on data with one gross outlier.
MCGFA MCGFA kM
Mean # Correctly Detected 0.86 0.86
Mean # Falsely Detected 4.08 5.36
Mean Sensitivity 86% 86%
Mean Specificity 95.9% 94.6%
5.2 Real data analyses
5.2.1 Wine data set
The wine data set (Forina et al., 1986) consists of p = 27 chemical properties of n = 178 bottles
of wine, of three different types: Barolo, Grigolino and Barbera. The data set is available
with the pgmm package for R. Each method is fit to the data with every set of constraints,
G ∈ {1, . . . , 5} components and q ∈ {1, . . . , 5} latent factors. The results are shown in Tables 17
and 18.
Application of both versions of MCGFA, as well as MMtFA, give the exact same partition.
Each partition perfectly separates the three types of wine, except for two Grignolino wines that
are assigned to the Barolo component. The Barbera group is separated perfectly. For both
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Table 17: Contingency tables for mixtures of factor analyzers models applied to the wine data.
MCGFA MCGFA kM MMtFA EPGMM
1 2 3 1 2 3 1 2 3 1 2 3 4
Barolo 59 0 0 59 0 0 59 0 0 59 0 1 0
Grignolino 2 69 0 2 69 0 2 69 0 0 48 23 0
Barbera 0 0 48 0 0 48 0 0 48 0 0 1 47
Table 18: Performance measures for each mixtures of factor analyzers models applied to the wine data.
MCGFA MCGFA kM MMtFA EPGMM
model CUU CUU CUUC CCUU
q 4 5 4 4
ARI 0.964 0.964 0.964 0.812
BIC -11353.76 -11353.78 -11339.01 -11548.55
MCGFA and MCGFA kM, the Barolo component has 4 observations classified as bad points,
and the two misclassified Grignolino wines are marked as such. It is encouraging that the model
automatically indicates there could be an issue with the misclassified points.
The selected EPGMM model has an extra component, breaking up the Grignolino group.
Besides this, the model is quite able to accurate partition the data. Again only two errors are
made, however the misclassified observations in this case come from the Barolo and Barbera
groups and are both put into the Grignolino group, so no cluster is perfectly separated. The
MMtFA model achieved the best BIC value. This is likely because the larger MMtFA family
includes some parsimonious models that have no analogue in the MCGFA family. The best
MMtFA model was CUUC; the final “C” indicates that the degrees-of-freedom parameter was
held equal across the groups, so there is only one parameter in the model that controls the shape
of the tails of the component distributions. Meanwhile, the best MCGFA has 6 parameters (αg
and ηg, g = 1, 2, 3) for the same task.
In the case of the wine data, the EPGMMmodel performed almost as well as the more robust
methods. However, the model required an extra component to capture the non-Gaussian shape
of the data, while true number of components sufficed for the more robust methods. This further
supports the idea that the more robust methods are still able to capture data that is nearly
Gaussian. To explore the effect of outliers on model performance, a new version of the wine
data was added with two artificial observations. These observations are generated by copying
the first two observations from the Barolo group and giving them an alcohol level of 25%. All
models are fit in the same way as above, and the results are shown in Tables 19 and 20.
While the BIC selects three components for the EPGMM model, the superiority of the
robust methods is clear. The EPGMM mislabels 16 wines (ARI = 0.743), while the MCGFA
is not affected whatsoever, still mislabelling only 2 wines (ARI = 0.964). The MMtFA and
MCGFA kM models behave worse than MCGFA making 3 and 4 errors respectively. The
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Table 19: Contingency tables for mixtures of factor analyzers models applied to the contaminated wine
data.
MCGFA MCGFA kM MMtFA EPGMM
1 2 3 1 2 3 1 2 3 1 2 3
Barolo 61 0 0 61 0 0 61 0 0 52 9 0
Grignolino 2 69 0 4 67 0 3 68 0 7 64 0
Barbera 0 0 48 0 0 48 0 0 48 0 0 48
Table 20: Performance measures for each mixtures of factor analyzers models applied to the contaminated
wine data.
MCGFA MCGFA kM MMtFA EPGMM
model CUU CUU CUUC CCUU
q 4 5 4 4
ARI 0.964 0.929 0.946 0.743
BIC -11405.33 -11407.96 -11392.34 -11624.72
MMtFA model still achieves the best BIC value on the contaminated variant of the wine data.
5.2.2 Breast cancer Wisconsin data set
The breast cancer Wisconsin data set, first studied in Street et al. (1993) consists of n = 569
observations of p = 32 numerical variables. The numerical features are derived from digital
images of breast mass, and each observation is classified as either malignant or benign.
We use the breast cancer data to investigate the performance of each model in semi-
supervised classification. In a classification problem, a subset of the data are labelled by true
component membership, and the true number of components is known. The objective is to
accurately assign the unlabelled data to the correct components using some classification rule.
The fully supervised approach uses only the labelled data to determine the classification rule.
In a semi-supervised approach, both the labelled and unlabelled data are used to classify the
unlabelled data.
Classification performance is evaluated by the average misclassification rate over six tri-
als. The data are randomly partitioned into six equally sized, stratified subsamples using the
createFolds() function of the caret package for R (Kuhn et al., 2016). In turn, each subsam-
ple is used as labelled data set, and the remaining data are treated as unlabelled.
For classification, the provided labels are used to initialize the AECM algorithm for MCGFA;
each labelled observation is assigned to its known class, and the unlabelled observations are given
non-informative prior probability of class membership. Thus there is no distinction between
MCGFA and MCGFA kM, and only one version of MCGFA is run.
Every variation of MCGFA, MMtFA2 and EPGMM are fit with q ∈ {1, . . . , 5} latent factors
2The source code for the mmtfa() function from themmtfa package was modified slightly to allow for semisu-
pervised classification. The model-fitting procedure was not altered beyond keeping labelled data fixed to their
respective groups.
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and G = 2 components. The classification results are shown in Table 21. In detail, Table 21
Table 21: Misclassification rates (%) for mixtures of factor analyzers models applied to breast cancer
Wisconsin data.
Trial MCGFA MMtFA EPGMM
1 4.01 7.38 5.91
2 8.46 5.50 8.25
3 6.13 8.46 11.42
4 6.98 6.98 9.51
5 5.91 6.54 11.18
6 6.13 9.94 12.68
Mean 6.27 7.47 9.82
shows that the MCGFA method outperforms the competing models at the classification task for
all but one trial (the second one), and on the average. Note that the MMtFA models achieve the
best BIC in every case and this highlights the fact that a lower BIC does not at all guarantee
superior performance in classification.
The BIC selected MMtFA and EPGMM models with q = 5 latent factors for every trial, and
MCGFA models with q = 5 latent factors for every trial except the second, in which it selected
q = 4. As the data were the same in each trial, with only the known labels changing, it is to be
expected that the dimension of the latent factor structure be estimated consistently.
5.2.3 AIS data set
The Australian Institute of Sport data set (Cook and Weisberg, 1994) consists of p = 11 nu-
merical measurements of n = 202 athletes, along with their classification by gender and sport.
There are 9 women’s sports and 8 men’s sports, for a total of 17 nested classes. The ratio of
observations to classes is too low to hope to uncover the 17 component structure, so we evaluate
the models primarily based on their ability to separate the athletes by gender. However, we will
also investigate how each method partitions athletes with regards to sport. All versions of each
method are fit to the data with G ∈ {1, . . . , 5} components and q ∈ {1, . . . , 5} latent factors,
and models are selected via BIC as usual.
Table 22 shows that MCGFA and MCGFA kMmethods are the most successful at separating
the athletes by gender, misclassifying only 3 and 5 athletes respectively. The best MMtFA model
Table 22: Contingency tables for mixtures of factor analyzers models applied to the AIS data set, by
gender.
MCGFA MCGFA kM MMtFA EPGMM
1 2 3 4 1 2 1 2 3 1 2 3
female 58 40 1 1 100 0 57 43 0 93 6 1
male 0 1 55 46 5 97 3 5 94 1 17 84
puts 8 athletes in the wrong category, while the EPGMM misclassifies 19. Table 23 indicates
22
that even though its clustering performance was weaker, the MMtFA has the best BIC overall.
All four methods choose models with four latent factors.
Table 23: Performance measures for mixtures of factor analyzers models applied to the AIS data set.
MCGFA MCGFA kM MMtFA EPGMM
Model UUU UUU UCCC UUU
q 4 4 4 4
ARI 0.478 0.903 0.644 0.757
BIC -2269.175 -2279.171 -2165.358 -2315.489
The ARI values vary widely, but this is essentially a reflection of the number of components
selected by BIC for each model. For example, because MCGFAmethod selects a four-component
model, many athletes of the same gender are separated into sub-components, thus the miserable
ARI score. Meanwhile the MCGFA kM method, with its alternative initialization scheme, leads
to the selection of a two-component model. This matches the original partitioning of the data
only into genders, and thus the high ARI. However, the low score for the MCGFA method does
not necessarily indicate poor performance; the method may have simply uncovered sensible
sub-groups within each gender.
To investigate further, we examine the contingency table of each clustering by each athlete’s
gender and sport, shown in Figure 24. The partition given by the MCGFA method separates the
Table 24: Contingency tables for mixtures of factor analyzers models applied to the AIS data set, by
gender and sport
MCGFA MCGFA kM MMtFA EPGMM
1 2 3 4 1 2 1 2 3 1 2 3
Female Row 19 3 0 0 22 0 21 1 0 22 0 0
Netball 18 5 0 0 23 0 16 7 0 23 0 0
BBall 9 3 1 0 13 0 8 5 0 12 0 1
Field 6 1 0 0 7 0 6 1 0 2 0 5
Swim 4 5 0 0 9 0 4 5 0 9 0 0
Tennis 2 5 0 0 7 0 2 5 0 7 0 0
Gym 0 4 0 0 4 0 0 4 0 4 0 0
TSprnt 0 4 0 0 4 0 0 4 0 4 0 0
T400m 0 10 0 1 11 0 0 11 0 10 1 0
Male Row 0 1 14 0 1 14 0 1 14 1 13 1
WPolo 0 0 15 2 0 17 0 0 17 0 10 7
BBall 0 0 9 3 0 12 0 0 12 0 11 1
Field 0 0 8 4 1 11 3 0 9 0 5 7
Swim 0 0 7 6 0 13 0 0 13 0 12 1
TSprnt 0 0 2 9 0 11 0 0 11 0 11 0
Tennis 0 0 0 4 0 4 0 0 4 0 4 0
T400m 0 0 0 18 3 15 0 4 14 0 18 0
data by gender, with only 3 misclassifications, and then roughly into two categories of sports.
The first includes rowers, netball, waterpolo, and basketball players, and field athletes; these are
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generally sports that attract taller players. The second includes track sprinters, 400m runners,
tennis players, and gymnasts. Swimmers of both are split evenly across both categories. The
MCGFA kM partition divides athletes only by gender, with only 5 misclassified males. The
MMtFA partition splits the female athletes into the categories of sports that roughly agree with
the MCGFA partition, but leaves all of the men together.
On the other hand, the EPGMM partition divides female and male athletes in its first two
components but its third component has a mix of both genders. There is no consistent division
of athletes into different classes of sports. The reason this occurs is that the application of
the EPGMM method requires that one mixture component be used to account for outlying
points. These points cannot then properly be divided by gender, and the component cannot be
used to further subdivide the data into useful categories. This is an illustrative example of the
superiority of the robust MCGFA when working with non-Gaussian data.
6 Discussion
In this paper, methodological contributions have been contextualized in the high-dimensional
setting and have mainly involved the definition of both the contaminated Gaussian factor anal-
ysis (CGFA) model — as a generalization of the classical (Gaussian) factor analysis model —
and the mixture of contaminated Gaussian factor analyzers (MCGFA) model. In the fashion
of McNicholas and Murphy (2008), a family of eight parsimonious MCGFA models has been
also introduced that allow different constraints to be placed on to the factor loading and error
variance matrices of different components in the mixture. These parsimonious variants help to
reduce the variance of parameter estimates and provide smaller, more easily interpretable mod-
els. In one sense, the CGFA model can be viewed as a generalization of the (Gaussian) factor
analysis model, while the MCGFA model as a generalization of the mixture of (Gaussian) factor
analyzers model; these generalizations aim to accommodate outliers which we have collectively
referred to as bad points. Although approaches for high-dimensional data, such as the t-factor
analysis model and the mixture of t-factor analyzers model, can be used for data comprising
bad points, they do not give the opportunity to detect them (in a natural way).
Computational contributions have concerned the detailed illustration of AECM algorithms
for fitting the above family of parsimonious MCGFA models. A further advantage of the pro-
posed approach over the mixture of t-factor analyzers model, in computational terms, is related
to the fact that all of the parameters of the MCGFA model are available in a closed form in
the iterations of the AECM algorithm, while the same does not hold for the mixture of t-factor
analyzers model. This avoids the use of numerical optimization for model fitting, making the
computational procedure simpler to implement and more efficient to run.
Through systematic simulation and application to real data, our models have shown their
supremacy with respect to their Gaussian counterparts. It has also been shown to give similar
or better performance to the mixture of modified t-factor analyzers model, another robust
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high-dimensional factor analysis model. However, our method yields automatic and explicit
detection of bad points. Future work will explore high-dimensional contamination of non-
elliptical densities. Once realized, will lead to an even more flexible modelling paradigm.
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