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ABSTRACT: We reveal three-dimensional strain evolution in
situ of a single LiNi0.5Mn1.5O4 nanoparticle in a coin cell
battery under operando conditions during charge/discharge
cycles with coherent X-ray diﬀractive imaging. We report
direct observation of both stripe morphologies and coherency
strain at the nanoscale. Our results suggest the critical size for
stripe formation is 50 nm. Surprisingly, the single nanoparticle
elastic energy landscape, which we map with femtojoule
precision, depends on charge versus discharge, indicating
hysteresis at the single particle level. This approach opens a
powerful new avenue for studying battery nanomechanics,
phase transformations, and capacity fade under operando
conditions at the single particle level that will enable profound
insight into the nanoscale mechanisms that govern electrochemical energy storage systems.
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Lithium ion batteries are ubiquitous in mobile devices,1increasingly used in transportation,2 and promising
candidates for renewable energy integration into the electrical
grid,3 provided the degradation of electrochemical performance
upon use can be understood, mitigated, and ideally eliminated.4
Central to degradation mechanisms in nanostructured electro-
des, which are increasingly used in batteries due to their
enhanced functionality, are the nanomechanics of lithium ions,
which remains insuﬃciently characterized at the single particle
level under operando conditions.5,6 In particular, nano-
structured spinel materials such as disordered LiNi0.5Mn1.5O4
(LNMO) are appealing as high voltage, high capacity,
environmentally friendly, and low cost cathodes for use in
numerous markets.7 However, capacity loss due to degradation
is limiting its current use. Important degradation processes,
including active material cracking, disconnection, and impe-
dance increase can be understood in terms of strain evolution at
the single particle level. Strain needs to be imagined in situ
under operando conditions in order to provide insight into real
processes and mechanisms.8
Thermodynamic considerations characterize the type of
strain induced in particular sections of the voltage proﬁle.9 A
composition-dependent voltage indicates a solid solution
regime in which (de)insertion kinetics induce strain, which is
an indirect probe of lithium concentration.10 Flat, or
composition-independent, voltage proﬁles typically indicate
two-phase coexistence,9 which induces strain required to
maintain coherent (or semicoherent) interfaces between the
phases, known as coherency strain.11 Several key material
properties can be derived from both the number and width of
coherent interfaces formed in a single particle,12 although there
is some debate as to the mechanics of two-phase coexistence in
several important materials (e.g., LiFePO4) due to the high
elastic energy required.13
Elastic energy is useful in describing structural two-phase
coexistence in battery materials, which is key to understanding
degradation due to damage induced by the lattice mismatch.4,14
The strain generated during, for example, the cubic-tetragonal
phase transformation in LiM2O4 causes irreversible damage,
including defect nucleation, which leads to large capacity fade.4
Structural transformations can be understood by mapping the
elastic energy landscape, that is, the barrier height and width
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between the two energy minima. This two-state formalism is
ubiquitous and very successful in describing diverse phenomena
including formation of ferromagnetic and ferroelectric
domains,15 spinodal decomposition,11 early universe scenar-
ios,16 and simple molecules.17 Applied to batteries, it could
suggest avenues to mitigate phase transformation induced
damage.
Nanoscale strain measurement is thus useful in mapping
lithium inhomogeneity, determining key material properties,
and discerning the energy landscape, provided the full three-
dimensional information is known. Coherent X-ray diﬀraction
imaging (CXDI) in Bragg geometry is a powerful tool that can
provide this strain information at the nanoscale by utilizing
interference from coherent X-rays coupled with phase retrieval
algorithms to reconstruct the electron density and out of
equilibrium displacement of nanocrystals.18−21 Recently, we
used CXDI to map strain in pristine LNMO cathode particles
and discovered inhomogeneous strain distributions that can be
explained by a competition between various eﬀects.10
In this Letter, we elevate CXDI to in situ, operando
conditions to study the spatial and temporal strain evolution of
a single nanoparticle in a LNMO cathode over the entire
voltage proﬁle during (dis)charge. Upon charging, solid
solution exists for high lithium content, whereas multiple
cubic phases coexist for low lithium content.22The quantitative
impact of each regime on the strain is largely unknown, and the
fundamental lithiation mechanism (i.e., core/shell or phase
ﬁeld) is unresolved. Additionally, the spatial and temporal
kinetics of the cubic-to-cubic phase transformation are largely
unknown. Thus, this material displays phenomena pertinent to
many promising batteries.
The experimental setup is depicted in Figure 1. Focused
coherent X-rays are incident on an in situ coin cell (Supporting
Information Figure S1) and the signal scattered by an individual
LNMO particle satisfying the Bragg condition is recorded at the
detector. The central location of the Bragg peak deﬁnes the
average lattice constant of the single particle while the
asymmetry indicates the strain. Both change in response to
Lithium concentration.19 Lattice evolution during charge
(squares) is consistent with our ex situ X-ray diﬀraction
(XRD) measurement (red stars) taken during charge and
literature values.22 We will denote the α, β, and γ phase as the
phases with 8.15, 8.1, and 8.0 Å lattice constants, respectively,
all of which are cubic (Supporting Information Figure S2).
During discharge (diamonds) the single particle lattice shows a
diﬀerent behavior compared to XRD data for the β phase,
which is likely due to the decrease in diﬀusivity at low lithiation
and hysteresis between charging and discharging.23
From the coherent diﬀraction data, we reconstruct the three-
dimensional displacement ﬁeld u111 in an individual cathode
particle with 40 nm resolution as deﬁned by the phase retrieval
transfer function (Supporting Information Figure S3). The
conversion from phase to displacement for each charge state
uses the average lattice constant of the particle at that charge
state. In the two-phase regions, the initial phase is the reference
state. Figure 2 displays the compressive (blue) and tensile (red)
strain (∂x111 u111) evolution on the shell and core as the battery
underwent the ﬁrst discharge at a C/2 rate (2 h for full
discharge, see Supporting Information Figure S4 for electro-
Figure 1. Experimental schematic of the in situ CXDI setup with
lattice constant evolution inset. Diamonds and squares show lattice
evolution during discharge and charge, respectively. Stars show ex situ
X-ray diﬀraction data during charge. Errors are within the symbols.
The scale bar for diﬀraction data is 0.05 nm−1.
Figure 2. Isosurface projections of strain evolution. The nanoparticle shell and core both show inhomogeneous strain during discharge. Images are
labeled by their respective lattice constant values and open circuit voltages. The highest lattice strain occurs immediately prior to the phase
transformation.
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chemical data). The [111] direction is indicated. A schematic
indicates that discharge corresponds to lithium insertion. The
particle is octahedral in shape and roughly 400 nm in diameter,
which is a size and shape commonly observed using scanning
electron microscopy (Supporting Information Figure S5). We
use our coherent powder diﬀraction study (Supporting
Information Figure S6) to ensure the particle is representative
of the average and stable. Eﬀects due to X-ray exposure were
conﬁrmed to be negligible by repeated measurements. Note
that the voltage is a global measurement, whereas the particle
lattice constant is a single particle measurement.
The strain inhomogeneity in Figure 2 is striking. Early in the
discharge cycle (4.7 V, 8.09 Å), strain manifests itself on the
surface in the form of domain-like structures. State 2 (4.6 V,
8.08 Å) shows the onset of coherency strain, which we expect
due to the ﬂat voltage proﬁle and phase coexistence in this
region. State 3 (4.5 V, 8.09 Å) shows the strain builds as the
particle nears the structural phase transformation, and then
ﬁnally relaxes after the phase transformation (4.2 V, 8.14 Å). X-
ray diﬀraction data (Figure 1) suggests that the material at 8.14
Å (4.2 V) and 8.18 Å (3.5 V) is in the solid solution regime,
where compressive/tensile strain correlates to lithium concen-
tration.10 The strain is clearly inhomogeneous, indicating that
phase ﬁeld models of lithiation24 are more applicable than
core−shell models,25 despite the 3D diﬀusion pathways in this
structure. Strain is minimized at full lithiation (8.18 Å, 3.5 V),
as all unit cells are in principle equivalent at this point.
Full 3D strain evolution inside the particle during charging is
shown in Figure 3 and quite revealing. Beginning with 8.19 Å
(3.5 V), we observe competition between pristine state strain
and compressive strain at the edges of the particle due to the
geometric eﬀect described by the Young−Laplace model.26
During charge, both 8.143 Å (4.67 V) and 8.142 Å (4.8 V) are
in the multiple phase regions of the lattice constant data
(Figure 1), which indicates two-phase coexistence and, thus,
coherency strain. Two-phase coexistence is conﬁrmed at the
single particle level by an in situ powder diﬀraction study
(Supporting Information Figure S6). To interpret phase
separation, we apply the theory developed by Cahn and
Hilliard.11 The free energy of a nonuniform binary solution is
∫ κ σ= + ∇ + ϵ⎜ ⎟⎛⎝
⎞
⎠F N f c c V( ) ( )
1
2
dij ijV 0
2
(1)
where the local lithium ion concentration, c, is the order
parameter of the phase ﬁeld model, NV is the number of
molecules per unit volume, and f 0(c) = Ωc(1 − c) + kT(c log c
+ (1 − c) log(1 − c)) where Ω, k, and T represent the regular
solution parameter, Boltzmann constant, and temperature,
respectively. The ﬁrst and second part of f 0(c) are the enthalpic
and entropic contributions that favor phase separation and
phase mixing, respectively. The second term in eq 1 represents
the “gradient energy” with coeﬃcient κ. The ﬁnal term is the
sum of the product of the stress and strain tensors, which is the
elastic energy. Both the gradient and elastic energy penalize
spatial concentration modulation. An initially homogeneous,
marginally stable mixture governed by eq 1 phase separates
under perturbations, despite coherency strain, into a striped
morphology that is preferred due to elastic energy relaxation at
the particle boundaries.12,27
The width of the stripes (see Figure 3, 8.143 Å (4.67 V) and
8.142 Å (4.8 V)) can be related to the interfacial energy by a
scaling relation12 derived from minimization of eq 1
λ γ γ= =
Δ
∼w L
f
2
2
106 mJ/mc 2
Here, λ is the period of the striping, γ is the interfacial energy,
Lc is the width of the particle along which the phase separation
occurs, and Δf is the diﬀerence in free energy density between
the homogeneous and coherent phase-separated state. This
interfacial energy is similar to LiFePO4
12,28 and roughly
equivalent to the surface tension of water. The diﬀuse width
of the stripe boundary, estimated from the images as 50 nm,
provides an estimate for the minimum size for two-phase
coexistence.12 Particles below this size should not phase
separate but exist entirely as one phase or the other. The
width of both the stripes and the interface, thus, reveal
signiﬁcant information about this LNMO particle.
We also map the elastic energy landscape by utilizing the full
three-dimensional strain distribution to evaluate the elastic
energy which, under isotropic shear-free conditions,11 is
Figure 3. Interior strain distribution on selected cross sections at positions shown by the leftmost ﬁgure. Single-particle strain cross sections show the
onset of coherency strain and resulting stripe patterns at 8.143 and 8.142 Å. Note the ﬁrst slicing is scaled diﬀerently than the other two. Blue and
red represent the α and β phases, respectively, for the cross sections at 8.143 and 8.142 Å.
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where G and I are the Lame constants for the material,
estimated using molecular dynamics simulations of LiMn2O4
spinel,29,30 and the volume integral is over the entire particle.
LNMO always maintains a cubic lattice structure (Figure 1 and
Supporting Information Figure S2), so one strain component is
suﬃcient to evaluate the sum. Elastic strain energy counts the
strain due to deviations of the atoms from their equilibrium
position, regardless of the underlying cause of the displacement.
Figure 4 shows the values of the elastic energy, on the order of
femtojoules, at diﬀerent charge states.
The mapping of the energy landscape reveals surprising
dynamics, including a clear diﬀerence in the location, energy,
and asymmetry of the energy barrier between charge and
discharge (conﬁrmed for another particle, see Supporting
Information Figure S7). Although hysteresis in a globally
averaged variable, such as the voltage, is expected, this
hysteresis is at the single particle level and involves the three-
dimensional strain ﬁeld. It is unexpected and can perhaps be
explained by accounting for losses in the form of irreversible
elastic energy release via sound waves, cracks, and dislocation
nucleation.28 Electrostatic repulsion may also play a role in
determining the height of the energy barrier because it is much
greater in the high δ vs low δ states as observed in diﬀusion
coeﬃcient measurements.23 Alternatively, the “uphill” diﬀusion
required to form stripes can explain the decrease in eﬀective
diﬀusion coeﬃcients. During discharge, we successfully pushed
the particle from the β phase to the α phase. During charge, we
believe we were on the cusp of transforming from the α phase
to either the β or γ phase due to the similarity in the strain
distributions between the highest strain state during discharge
and that during charge. The landscape indicates the phase
transformation from large to small lattice constant is much
worse in terms of elastic energy per unit cell than the reverse
transformation, which must be included in modeling. The map
suggests that focusing on ways to minimize the elastic energy,
especially upon charge, for example, via the creation of more
stripes by decreasing the interfacial energy in some way, is of
paramount importance in increasing capacity retention and
lifetime of LNMO spinel materials.
We studied strain evolution in situ at the single particle level
under operando conditions during (dis)charging using CXDI.
We discovered a surprisingly rich set of phenomena related to
strain formation and propagation, coherency strain and striping,
and the evolution of the elastic energy landscape with 40 nm
spatial resolution and 0.5 femtojoule energy resolution. Going
beyond traditional imaging, we used the strain mapping to
determine key material properties, including the minimum size
for two-phase coexistence and the interfacial energy, and we
mapped the asymmetric energy barrier to the structural phase
transformation. This approach unlocks a new, powerful way to
conduct in situ studies under operando conditions of
nanomechanics in many electrochemical energy storage
systems at the single particle level.
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