Using the model of random censorship, a necessary and sufficient condition for the consistency of the standard (actuarial) life table estimate of a survival distribution is derived. We establish the asymptotic normality of this estimate, showing that Greenwood's variance formula is nearly correct. In the case of a continuous survival distribution we establish limiting normality for the product limit estimate and for the closely related cumulative hazard process. Some applications of these results are outlined.
I . Introduction.
Although the life table is one of the statistical tools most commonly used by applied statisticians, rigorous derivations of many of its formal properties seem strangely to be lacking from the literature. This is true even of properties which are widely quoted and used. For example, Greenwood's (1926) formula for the variance of the cumulative survival probability (cf. (5.9) below and discussion) depends for its validity o n the asymptotic independence of the estimates of the conditional probabilities of survival over the intervals used for grouping of the data. Chiang (1968, page 228) is often cited as a source for this result, although his proof applies only to the case of no live withdrawals. Derivations of the same result for life table estimates based on a specific parametric model are given only under the assumed model (Elveback (1958)).
The purpose of the present paper is to outline a general theory for the life table in which its familiar large sample properties can be rigorously established. In large part the material presented consists of a review and extension, in the light of both classical and modern large sample methods, of the fundamental papers on the subject by Kaplan and Meier (1 958) and Chiang (1 960a, b, 1961). Our Theorem 5 was first stated without proof by Efron (1967) , so that the paper also consists of a review and formalization of his work.
In order to keep the mathematics as simple as possible, the theoretical development uses the device of random censorship introduced by Gilbert (1962) and later exploited by Efron (1967), Breslow'(1969 Breslow'( , 1970 , Thomas (1972) and others. This is a very convenient tool for studying the large sample effects of censorship and the results obtained can, in many cases, easily be extended to the case of fixed or conditional censorship. The type of life table which is considered in this paper is the cohort table used for estimation of a survival distribution from right censored data. Hence the material presented here will be of greatest interest to statisticians concerned with medical follow-up studies and life testing, and of some interest to actuaries and demographers. It is anticipated that the methodology employed may prove useful in the study of extensions of the life table method, such as that proposed recently by D. R . Cox (1972) . .c min (/ynO, 1,) and 6 , = f~t~% a .~~= j 2 where 6, indicates whether X;, is censored (3, = 0) or not (ci,, = 1).
Under the random censorship model the censoring variables Y, (n = 1 , . . 
. , .V)
are also assumed to be a random sample, drawn independently of the X," , from
Hence the observed X's constitute a random sample from the distribution function F given by while the sub-distribution function F o f a n uncensored observation may be written
The standard life table estimate (grouped data).
Classical life table estimates are calculated from grouped data arising from a partition of the range [0, T ] of observation into, let us say, K intervals I, = ({,_,, E,] with endpoints 0 = to< < . . . < 5, < 7'. The conditional probabilities of death in each interval are the pararneters of interest. They are combined by multiplication in order to obtain the probability of survival past E,, written P,
Before giving an explicit definition of the most commonly used estimate of the q k , we introduce the following statistics ( k = 1 , . . . , K ) :
"ere as elsewhere I I denotes the characterist~c function of the event A . 4, = Dk/(.Yk-3Wk).
PRODUCT LIMIT ESTIMATES U N D E R R A N D O M C E N S O R S H I
The fact that it is undefined if :1', = 0 is of no consequence since we are concerned only with large sample properties. However, the ambiguity may (and will) be resolved by taking 4, = 1 in such cases.
Maximum likelihood estimates based on models which specify a parametric form for the survival distribution, and in which all withdrawals occur at the midpoint of each interval, have been proposed by Elveback (1958) and Chiang (1968) among others. While large sample properties for such estimates may be derived from the corresponding likelihoods, these can only be expected to hold under the assumed model. Kaplan and Meier (1958) studied the reduced sample (RS) estimate (3.4) 4, = Dlk/iVlic which is calculated solely from individuals not due for withdrawal in I,. This estimate is consequently not commonly used and we introduce it here mainly for reference during later (theoretical) developments.
Only the RS estimate will generally be consistent for q,. The S D estimate, in common with the parametric estimates, utilizes information from the N,, individuals who are at risk of death for less than the entire interval and is thus (see Section 4) consistent only under special conditions relating the survival and censoring distributions. Nevertheless, it has been used by actuaries on an ad hoc basis for centuries: the 3W, term in the denominator is supposed to adjust for the fact that tha N, individuals are not all at risk for the entire interval. Littel (1952) has suggested modifying the constant 3 in order to improve the approximation in certain circumstances. Since the S D estimate is the one most widely used and quoted, we confine our attention to it. However, it will be readily apparent that the techniques developed can also be used to establish similar large sample properties for the other estimates. 
Conversely, any F O satisfying ( 4 . 3 ) will yield a consistent estimate at 5,. Furthermore, ( 4 . 3 ) ensures that the conditional survival distributions over each of the K -1 subsequent intervals satisfy an analogous condition with respect to the distribution of censoring variables in that interval, and this proves the theorem.
A good approximation to the censoring distribution in many cases will be the uniform H ( x ) = x/T, 0 < x < T , in which case the distributions yielding a consistent estimate satisfy
only at the interval midpoints as assumed by some of the cited authors, the requirement for consistency (4.
2) becomes F 0 ( 2 t 1 )= 2 F 0 ( t l ) / ( l+ F O ( t l ) ) .This
has as a family of solutions Essentially the same argument leads to the conclusion that the asymptotic variance of Nh($, -q,*) is given by
These results may be summarized in THEOREM The normalized vector Nh(q q*) of the S D estimates of the con-2.
ditional probabilities of death has a limiting multivariate normal distribution with mean 0 and a diagonal covariance matrix, the elements of which are given by (5.7).
It is of interest to compare (5.7) with the classical formula used routinely to estimate the variance of q,. Derived Formula (5.9), with (5.8) used in place of (5.7) to estimate Var (cj,) and with pksubstituted for P,*, is the classical approximation established by Greenwood (1926). In view of the preceding discussion, it too, from the viewpoint of asymptotic theory, will yield a slight overestimate of the variation in the estimated survival probability. 
Kaplan and Meier (1958) studied the product limit (PL) estimate $,-" = lim,+,i',9 .y, where the right continuous limit is taken under any nested sequence of partitions such that sup , , , , , I [ , , , -[ ,-,,,1 -to. In calculating the limit they adopted the convention, also used here, of adjusting each of the censoring variables a n infinitesimal amount to the right. Thus withdrawals occurring at the endpoint t,do not contribute to W,. This is reasonable since these individuals are not at risk for even a portion of the interval 1, and hence should not be used in determining the "effective number at risk." Likewise, uncensored observations are ranked ahead of censored observations with which they are tied. With these adjustments to the data and with the 4, calculated according to any of the methods previously mentioned, the limit becomes
where X,,., = inax ( X I , . . . , X,) and R , is the rank of (X,, 1 -6,) in the lexicographic ordering of the sequence ( X I ,1 -G I ) , . . 
. , ( X , , 1 -6 , ) .
A heuristic derivation of the large sample properties of $, . " can be given from the corresponding properties of the life table estimate studied in Sections 4 and 5 , merely by interchanging the two limiting operations K + and N + a. For example, since the PL estimate is the limit as K + co of the RS estimate, and since this latter is consistent as N -+ co,it "follows" that the PL estimate will be consistent as well. T o obtain the asymptotic distribution define the
stochastic process Z,,-"(t) = i~i ( P , " ( t )-F O ( t ) )for 0 < t < T . Choose a se-
quence of partitions and let k , 1 and K approach infinity in such a way that s I, and t E I,. I n view of Corollary 1 it follows upon interchanging the two limits that the finite dimensional distributions of Z,* are asymptotically normal. It would follow further from this that Z,y* converges weakly to a mean zero Gaussian process Z * , provided the property of uniform tightness could be established (Billingsley (1968) ). The covariance structure of the limiting process Z* can be formally obtained by taking the limit in (5.7) and (5.9). Since the bias of the life table estimate tends to 0 in the limit, we have PkC+ 1 -F O ( t )and
) and qkC-d F O ( t ) / ( l-F O ( t-0 ) )so that for s 5 t

Cov ( Z C ( s ) , Z C ( t ) ) ( 6 . 3 ) = ( 1 -F O ( s ) ) ( l-F O ( t ) )S; ( 1 -F ( x
It is easy to formalize this argument for the case of a discrete survival distribution taking values t, < . . . < t,, say. For, redefining N , = C;\i and D k = C?' [.l .,=fk,6,=11to be the number of individuals at risk and dying at t,, respectively, it follows from the same multinomial arguments used in Section 5 that, almost surely as
/N, --t ( F O ( t , )-F O ( t k-0 ) ) / ( 1-F O ( t k-0 ) ) = q,.
Working through equations (5.3)-(5.7) in this simpler situation shows that
Nb(q -q) ' is again asymptotically normal, with mean 0 and a diagonal covariance matrix with diagonal elements q,p,/Il;". Consequently the normalized vector of estimated survival probabilities, as in Corollary 1 , will be multivariate normal with a covariance matrix given by ( 6 . 4 ) 
But ( 6.4) is just ( 6 . 3 ) for the case of a discrete distribution. ( 7 . 5 ) and the Appendix). It also means that, almost surely, there will be no ties among the observations, so that the ranks R , especially of the uncensored observations among X I , . . 
PROOF. Using the elementary inequality
Denote by respectively, the left continuous versions of the E D F of the observations and the sub-EDF of the uncensored obs?rvations. Then Axemay be written Due to Thomas (1972 
Cov ( X ( s ) , X ( t ) ) = F ( s ) ( l -F ( t ) ) (7.6? Cov ( Y ( s ) , Y ( t ) ) = F(s)(l -F ( t ) ) Cov ( Y ( s ) , X ( t ) ) = F(s)(l -F ( t ) )
Cov (~( s ) ,
= -F ( s ) F (~) . ( t ) ) F ( S )
PROOF. The fact that the finite dimensional distributions of ( X , , Y , y ) are multivariate normal with covariance structure ( 7 . 6 ) follows, as with the EDF, from the representation For technical reasons it will also prove helpful to introduce the special Skorohod (1956) constructions, as elucidated by Pyke and Shorack (1968) , and replace (X,., Y,.) and ( X , Y ) with a sequence of random functions having the same distributions for each !V, but which satisfy also 
We will show that A , and B, converge a.s, in p,, the supremum metric on 
PROOF. TO prove limiting normality it suffices to examine the convergences mentioned above. Since pT(A,, A ) 5 pT(X,, X ) . j ,T ( 1 -F ) -~~F B) 5
and p,(B,.,
, convergence of the two leading terms in (7.9) follows straight away from (7.8) . Turning to the remainder terms,
e(T))p,2(X.,, 0 ) . Since the distributions in-
duced by the X, are tight and since F X e ( T ) -+ F ( T ) a.s., the last two terms in this expression are bounded in probability. Hence p,, (R,,, 0 
The first term is o,(l) in view of (7.8 ) and the a.s. boundedness of ( 1 -F,ve(T)).
The second term is bounded by 2N-+p,(X, O)p,(X,,, 0)(1 -F ( T ) ) -Z ( l-F,,"T))-l
and is thus o p ( l )by the same argument. For the third term, consider a subset Q, of the underlying probability space such that (i) P(Q,) = 1 and (ii) for w E Q,, 
which tends to 2e as N -+ co. Since E is arbitrary, this shows that the third term also converges to 0 a.s. and completes the proof of normality.
The evaluation of the covariance structure of the limiting process consists of a lengthy and tedious but straightforward calculation of the covariances for the additive terms (7.10) which make up Z(t) and Z(s), using (7.6) and repeated integration by parts. It is given in detail in the Appendix.
The asymptotic normality of the PL estimate follows from Theorem 4 upon one further application of the 8-method. For thinking now also of fl," as a random function in D[O, TI, we have from (7.2) and (7.5) on the set [X,,, > TI, (7.12) h'i($,," -F O )= -Na(e- 
The two remainder terms converge to 0 in probability while the leading term converges in distribution to the Gaussian process Z*(t) = -(1 -FO(t))Z(t). Since the set [X,,., > TI has probability one in the limit, this proves T H E O R E M 5. Let T < oo satis[v F ( T ) < 1 and su/~,~)ose F0and H a r e continuous. Then the random function ha(fl," -F O ) ,for 0 < t < T, converges weak!,, to a mean 0 Gaussian process ZA(t)with If the distribution H of censoring variables has support on all of (0, CQ), then F ( t ) < 1 for all 0 < t < CQ. In this case Theorem 5 can probably be extended to yield weak convergence on the entire half line as required in one of the applications suggested below. However, in most realistic applications the censoring variables will be bounded and as T approaches the upper limit of the range of observation, the variance of the limiting process increases to +oo unless the limit is also the limit of support of the underlying F O .This suggests that care be taken in applying the result in a region where only a few uncensored observations are available.
Applications.
We outline briefly a few of the possible applications of the preceding. According to Theorem 5, any continuous functional of fl," will have, when appropriately normalized, a limiting distribution which can be determined from the distribution of Z*. Since many statistics calculated from simple random samples can be expressed as linear functionals of EDF's, they are easily generalized to the censored data case by substituting PL estimates for the EDF's. The asymptotic distribution of such a statistic will be normal with a variance which may be estimated by substituting F,.', F-\-' and p.," for F , E and FOin (7.13). Thus, for example, providing that H has support on all of (0, a ) , the moments of the underlying distribution may be estimated by integrating the following expression by parts:
The asymptotic variance of the mean, estimated from (8.1) with r = 1, is for example which reduces to the usual o"iV in case TI. Coefficients in this expansion are estimated by Theorem 5 is useful in establishing asymptotic variances for the estimated coefficients, which can then be used in a selection rule to choose the terms in the asymptotic expansion (8.4) which are actually used for estimation of the density.
It is not inconceivable that Theorem 5 could be used to investigate asymptotic properties of a Kolmogorov-Smirnov type test appropriately generalized to censored data.
Finally, in a two sample application, Efron (1967) obtains a generalization of Wilcoxon's statistic by setting where P," and i',["are PL estimates calculated from independent samples of size N and M. 9 . The case o f fixed censorship. It is in many ways more satisfying to regard the censoring variables Y , as fixed numbers rather than as random variables: one would like to study the asymptotic properties of the life table and PL estimates conditionally, in terms of the Y,, actually observed, rather than in terms of a n unknown distribution. In ccnclusion we merely note that the previous results may indeed be extended to fixed censoring variables, provided that these behave in the limit as if they were a random sample from some distribution. Liapunov's version of the central limit'theorem and a moment inequality established by Koul (1970) are useful in making these extensions. However, due to limitations of space, we leave the detailed arguments to the reader.
Note added in proof. While this article was in press the authors' attention was directed to the paper by Odd Aalen (1973) .
Cov ( 5 ; X ( l -F ) -2 d F , Y ( t ) ( l -F(t))-' -Y ( s ) ( l -F(s))-') (B.2)
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