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Abstract
For each non-commutative ring R, the commuting graph of R is a graph with vertex set R \ Z(R)
and two vertices x and y are adjacent if and only if x 6= y and xy = yx. In this paper, we consider the
domination and signed domination numbers on commuting graph Γ(R) for non-commutative ring R
with Z(R) = {0}. For a finite ring R, it is shown that γ(Γ(R)) + γ(Γ(R)) = |R| if and only if R is
non-commutative ring on 4 elements. Also we determine the domination number of Γ(∏ti=1 Ri) and
commuting graph of non-commutative ring R of order p3, where p is prime. Moreover we present an
upper bound for signed domination number of Γ(∏ti=1 Ri).
keywords: Noncommutative ring; Commuting graph; Domination number; signed domination number.
1. Introduction
Let R be a non-commutative ring, Z(R)denoted the center of R and for a ∈ R,C(a) denotes the centeralizer of a in R.
The commuting graph of R, denoted by Γ(R),
is a graph with vertex set R \ Z(R) and joined
two vertices x and y if and only if x 6= y and
xy = yx. This graph was introduced by Akbari
et al. [2], and the complement of commuting
graph of R is denoted by Γ(R). See [1], [2], [3],
[4] and [14] for more details.
Let G = (V, E) be a simple graph comprising
a set V(G) of vertices together with a set E(G)
of edges. A graph G is said to be connected if
each pair of vertices are joined by a walk. The
number of edges of the shortest walk joining
v and u is called the distance between v and u
and denoted by d(v, u). The maximum value
of the distance function in a connected graph
G is called the diameter of G and denoted by
diam(G). The neigbours of a vertex v ∈ V(G)
is the set of edges incident to the v and denoted
by N(v) and |N(v)| = deg(v). The maximum
degree of a graph G denoted by ∆(G), and
the minimum degree of a graph G denoted by
δ(G), are the maximum and minimum degree
of its vertices. The complete graph, Kn, is a
graph with n vertices in which each pair of
vertices are adjacent. A complete bipartite graph
is a graph whose vertices can be divided into
two disjoint set A and B such that each edge is
incident to a vertex in A and a vertex in B and
denoted by Kn,m where |A| = n and |B| = m.
The strong product, G H, of graphs G and H
is a graph whose structure is as follows:
i) The vertex set of G  H is the Cartesian
product V(G)×V(H).
ii) Any two distinct vertices (v, v′) and (u, u′)
are adjacent in G H if and only if v is adja-
cent to u in G and v′ = u′, or v = u and v′ is
adjacent to u′ in H, or v is adjacent to u in G
and v′ is adjacent to u′ in H.
The corona G = G1 ◦ G2 is the graph formed
from one copy of G1 and |V(G1)| copies of G2
where the ith vertex of G1 is adjacent to every
vertex in the ith copy of G2.
A dominating set of G is a subset D of V(G)
such that every vertex not in D is adjacent to at
least one vertex in D. The domination number
of G is the number of vertices in a minimal
dominating set for G and denoted by γ(G).
See [8], [9] and [15] for more details.
The closed neighbour of v, denoted by N[v], is
the set N(v)∪{v}. A function f : V → {−1, 1}
is a signed dominating function if for every
vertex v ∈ V(G), the closed neighbour of v
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contains more vertices with function value 1
than with -1. Thus f is a signed dominating
function if f [v] ≥ 1 for all v ∈ V(G), where
f [v] = ∑v∈V(G) f (v). The weight of f , denoted
f (G), is the sum of the function value of all
vertices in G, i.e., f (G) = ∑x∈V(G) f (x) . The
signed domination number of G, denoted γs(G),
is the minimum weight of signed dominating
functions of G. Also the set of vertices with
function value −1 is denoted by V−(G).
In this paper, we consider the domination
and signed domination numbers on commut-
ing graph Γ(R) for non-commutative ring R
with Z(R) = {0}. For a finite ring R, it is
shown that γ(Γ(R)) + γ(Γ(R)) = |R| if and
only if R is the non-commutative ring on 4
elements. Also we determine the domination
number of Γ(∏ti=1 Ri) and commuting graph
of non-commutative ring R of order p3, where
p is prime. Moreover we present an upper
bound for the signed domination number of
Γ(∏ti=1 Ri). The main results in this paper are
the following.
Theorem A. Let R be a non-commutative ring
of order n and Z(R) = {0}. Then
i) γ(Γ(R)) + γ(Γ(R)) = n if and only if R is
isomorphic with one of the following rings:
E = 〈x, y : 2x = 2y = 0 , x2 = x , y2 =
y , xy = x, yx = y〉
F = 〈x, y : 2x = 2y = 0 , x2 = x , y2 =
y , xy = y, yx = x〉.
ii) γ(Γ(R)) + γ(Γ(R)) 6= n− 1.
iii) γ(Γ(R)) + γ(Γ(R)) = n− 2 if and only if n
is even and Γ(R) = K3 ∪ (n− 4)K1.
Theorem B. Let R be a non-commutative ring
of order p3 and Z(R) = {0}. Then
i) γ(Γ(R)) = p2 + p + 1.
or
ii) γ(Γ(R)) = `1 + `2, where `1 and `2 satisfy
in `1 + (p + 1)`2 = p2 + p + 1.
Theorem C. Let Ri, (1 ≤ i ≤ t), be non-
commutative ring of order ni and Z(Ri) = {0}.
Then γ(Γ(∏ti=1 Ri)) = Min1≤i≤t(γ(Γ(Ri))).
Theorem D. Let R be a non-commutative ring
of order n and Z(R) = {0}.
i) Let n be even. Then γs(Γ(R)) = n − 1 if
and only if R is isomorphic with one of the
following rings:
E = 〈x, y | 2x = 2y = 0, x2 = x, y2 = y, xy =
x, yx = y〉
F = 〈x, y | 2x = 2y = 0, x2 = x, y2 = y, xy =
y, yx = x〉.
ii) Let n be odd. Then γs(Γ(R)) = n− 1 if and
only if Γ(R) is the union of n−12 copies of P2.
Theorem E. Let Ri, 1 ≤ i ≤ t be non-
commutative ring such that |Ri| = ni and
Z(Ri) = {0}. Also, let δi be minimum degree
of Γ(Ri).
i) If for all 1 ≤ i ≤ t, δi is odd, then
γs(Γ(∏ti=1 Ri)) ≤ ∏ti=1 ni −∏ti=1(δi + 2) + 2.
ii) Otherwise, γs(Γ(∏ti=1 Ri)) ≤ ∏ti=1 ni −
∏ti=1(δi + 2) + 1.
2. Preliminaries
First we give some facts that are needed in the
section III.
2.1. On commuting graph
Lemma 2.1.1 Let R be a non-commutative ring
of order n and Z(R) = {0}. If Γ(R) contains a
vertex of degree k, then k > n−12 .
Proof. On the contrary, let v be a vertex of
degree k in Γ(R) such that k ≤ n−12 . So
|C(v)| ≥ n−12 + 1. Thus |C(v)| - n, which is
impossible. Hence deg(v) > n−12 , for each
v ∈ Γ(R). 
Lemma 2.1.2 Let R be a non-commutative ring of
order n and Z(R) = {0}. Then Γ(R) is not a cycle.
Also, Γ(R) does not have C4 as a component.
Proof. On the contrary, let Γ(R) = Cn−1
and v1, . . . , vn−1 ∈ V(Cn−1), such that vi ∈
N(vi+1). So C(vi) = {0, vi−1, vi, vi+1}. Since
C(vi) is a subgroup of (R,+), vi−1 + vi+1 ∈
C(vi). If vi−1 + vi+1 = 0, then vi−1 = −vi+1. It
follows that vi−2 ∈ N(vi+1), which is impossi-
ble. If vi−1 + vi+1 ∈ {vi−1, vi+1}, then vi−1 = 0
or vi+1 = 0, a contradiction. Thus vi−1 +
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vi+1 = vi. Also, C(vi−1) = {0, vi−1, vi−2, vi}.
Similarly, vi−2 + vi−1 = vi. Hence vi−2 = vi+1,
which is a contradiction. Therefore Γ(R) is not
a cycle.
Also let Γ(R) has C4 as a component and let
V(C4) = {x1, x2, x3, x4} such that x1 /∈ N(x2).
Then |C(x1) ∩ C(x2)| = 3, which is impossible.

Lemma 2.1.3 Let R be a non-commutative ring of
order n and Z(R) = {0}. Then Γ(R) does not
have both an isolated vertex and a vertex of degree
one.
Proof. On the contrary, let x be an isolated
vertex and y be a vertex of degree 1 in Γ(R).
So C(x) = {0, x} and C(y) = {0, y,−y}. If
C(x) + C(y) = H, then H is a subgroup of
(R,+) and |H| = 6. Since x + y ∈ H and
O(x + y) = 6, (H,+) is a cyclic group. Thus
C(x + y) = H. It follows that K5 is a subgraph
of commuting graph. So x is not an isolated
vertex, which is contradiction. 
Theorem 2.1.4 [14] Let R be a non-commutative
finite ring with |R| > 4. Then diam(Γ(R)) = 2.
Theorem 2.1.5 [14] Let R be a non-commutative
ring. Then Γ(R) is not a complete bipartite graph.
Lemma 2.1.6 Let R be a non-commutative ring of
order n and Z(R) = {0}. Then n 6= 6.
Proof. On the contrary, let n = 6. By Lemma
2.1.1, δ(Γ(R)) ≥ 3. If δ(Γ(R)) = 4, then
Γ(R) = K5, contrary to Theorem 2.1.4. So
δ(Γ(R)) = 3. Since there is no 3−regular graph
on 5 vertices, ∆(Γ(R)) = 4. Hence Γ(R) is one
of the graphs that are shown in figure 1.
In both graphs, Γ(R) is a union of isolated ver-
tices and copies of P2, contrary to Lemma 2.1.3.
Therefore n 6= 6. 
Corollary 2.1.7 Let R be a non-commutative ring
of order n and Z(R) = {0}. Then n = 4 or n ≥ 8.
Lemma 2.1.8 Let R be a ring of order p, where p
is prime. Then R is a commutative ring.
Proof. The proof is straightforward. 
Theorem 2.1.9 [14] Let R be a non-commutative
ring of order p2, where p is a prime number. Then
R is one of the following rings.
E = 〈x, y : px = py = 0 , x2 = x , y2 =
y , xy = x, yx = y〉
F = 〈x, y : px = py = 0 , x2 = x , y2 =
y , xy = y, yx = x〉.
Theorem 2.1.10 [14] Let R be a non-commutative
finite ring with diam(Γ(R)) = 1. Then R is of
type E or F (see Theorem 2.1.9).
Theorem 2.1.11 [2] For any non-commutative
ring R and x, y ∈ V(Γ(R)), there is a path be-
tween x and y in Γ(R) whose length is at most
two.
Lemma 2.1.12 Let R be a finite ring of order p2
and Z(R) 6= {0}. Then R is commutative.
Proof. On the contrary, let R be a non-
commutative ring. It follows immediately that
|Z(R)| = p. Clearly, for any x ∈ R \ Z(R),
|C(x)| > p and |C(x)| | p2. So |C(x)| = p2
and x ∈ Z(R), a contradiction. Therefore R is
commutative ring. 
Lemma 2.1.13 Let R be a non-commutative ring
and x, y ∈ V(Γ(R)) such that C(x) and C(y) are
commutative. If y ∈ C(x), then C(x) = C(y).
Proof. The proof is straightforward. 
Theorem 2.1.14 [17] (Scorza) Let {Ai : 1 ≤
i ≤ 3} be an irredundant cover with core-free in-
tersection D for a group G. Then D = 1 and
G ∼= Z2 ⊕ Z2.
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2.2. On domination number
Lemma 2.2.1 [12] Let G be a graph on n vertices.
Then γ(G) = 1 if and only if ∆(G) = n− 1.
Theorem 2.2.2 [13] Let G be a graph on n ver-
tices. Then
i) γ(G) + γ(G) ≤ n + 1.
ii) γ(G)γ(G) ≤ n.
Theorem 2.2.3 [7] Let G be a graph without iso-
lated vertices on n vertices such that n is even. Then
γ(G) = n2 if and only if the components of G are
C4 or H ◦ K1 where H is a connected graph.
Theorem 2.2.4 [15] Let G be a graph with no iso-
lated vertex. Then γ(G) ≤ n2 .
Theorem 2.2.5 [5], [18] For any graph G,
d n1+∆(G) e ≤ γ(G) ≤ n− ∆(G).
Theorem 2.2.6 [16] If a graph G has no isolated
vertices, then
γ(G) ≤ n+2−δ(G)2 .
2.3. On signed domination number
Lemma 2.3.1 [10] A graph G has γs(G) = n if
and only if every v ∈ G is either isolated, an end-
vertex or adjacent to an endvertex.
Lemma 2.3.2 Let G be a graph on n vertices and
α be an odd number. Then γs(G) 6= n− α.
Proof. The proof is straightforward. 
Theorem 2.3.3 [11] Let Kn be a complete graph
on n vertices. Then
γs(Kn) =
{
2 n be even
1 n be odd.
Lemma 2.3.4 Let G be a graph with δ(G) ≥ 6.
Then |V−(G)| ≥ 3.
Proof. Let v ∈ V(G) and deg(v) = δ(G) ≥ 6.
If N(v) = {v1, . . . , vδ(G)}, then consider the
function f : V(G)→ {−1, 1} for which f (v) =
f (v1) = f (v2) = −1. Clearly, f [w] ≥ 1 where
w ∈ {v, v1, v2}. So |V−(G)| ≥ 3. 
Lemma 2.3.5 Let R be a non-commutative ring of
order 8 and Z(R) = {0}. Then γs(Γ(R)) = 1.
Proof. Let v ∈ V(Γ(R)) such that deg(v) = k.
By Lemma 2.1.1, k ≥ 4. If k = 5, then
|C(v)| - |R|, which is a contradiction. Hence
k ∈ {4, 6}. If δ(Γ(R)) = 6, then Γ(R) = K7,
contrary to Theorem 2.1.4.
Let δ(Γ(R)) = 4. Then ∆(Γ(R)) ∈ {4, 6}. If
∆(Γ(R)) = 4, then Γ(R) is a 4-regular graph
on 7 vertices, which are depicted in figure 2.
In both graphs, Γ(R) = C7, contrary to Lemma
2.1.2.
Let ∆(Γ(R)) = 6. Then Γ(R) has at least two
vertices v and u of degree 4. We consider the
following two cases.
Case 1. Let v ∈ N(u) in Γ(R). Then C(v) =
{0, v, x1, x2} and C(u) = {0, u, y1, y2}. So
|C(v) ∩ C(u)| ∈ {1, 2}.
If |C(v) ∩ C(u)| = 1, then |C(v) + C(u)| > |R|,
which is impossible.
Let |C(v)∩C(u)| = 2, C(v) = {0, v, x1, x2} and
C(u) = {0, u, x1, y2}. Thus x1 /∈ N(v) ∪ N(u),
y2 ∈ N(v) and x2 ∈ N(u) in Γ(R) and there ex-
ist z1, z2 ∈ V(Γ(R)) such that z1, z2 ∈ N(v) ∩
N(u). This case will be divided into 2 subcases.
Subcase i. If deg(x1) = 6, then x1 ∈ N(v) ∩
N(u), a contradiction.
Subcase ii. Let deg(x1) = 4. Since x1 /∈ N(v)∪
N(u), it follows that {y2, x2, z1, z2} ⊆ N(x1).
Similarly, since y2 ∈ N(v) and x2 ∈ N(u), it
follows that {z1, z2} ⊆ N(y2) ∩ N(x2). Thus
deg(x2) = deg(y2) = 4. We claim that z1 /∈
N(z2) in Γ(R). For let z1 ∈ N(z2). Then
by the above argument, z1 and z2 have ex-
actly two common neigbours. But v, u, y2, x2 ∈
N(z1)∩N(z2), which is a contradiction. Hence
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z1 /∈ N(z2), as claimed. Thus deg(z1) =
deg(z2) = 5, which is impossible. Therefore
this case will not happen.
Case 2. Let v /∈ N(u) in Γ(R). Then C(v) =
C(u) = {0, v, u, α}. So there exist z1, z2, z3, z4 ∈
V(Γ(R)) such that z1, z2, z3, z4 ∈ N(v) ∩ N(u)
in Γ(R).
If deg(α) = 6 in Γ(R), then α ∈ N(v), a contra-
diction. So deg(α) = 4 and z1, z2, z3, z4 ∈ N(α).
We claim that deg(zi) = 6, where 1 ≤ i ≤ 4. On
the contrary, let there exist 1 ≤ i ≤ 4 such that
deg(zi) = 4. Since zi ∈ N(v), as in the Case 1,
zi and v should have two common neigbours.
Hence deg(zi) = 5, which is a contradiction.
Thus deg(zi) = 6.
Consider the function f : V(Γ(R)) → {−1, 1}
for which f (v) = f (u) = f (α) = −1 and
f (zi) = 1, where 1 ≤ i ≤ 4. Clearly, f [w] ≥
1, for all w ∈ V(Γ(R)). This implies that
|V−(Γ(R))| ≥ 3.
If g is a signed domination function on Γ(R)
and |{w; g(w) = −1}| > 3, then g[`] = −1
for some ` ∈ {z1, z2, z3, z4}, which is a contra-
diction. Therefore |V−(Γ(R))| = 3, and this
completed the proof. 
Lemma 2.3.6 Let R be a non-commutative ring of
order 2p, where p is an odd prime and Z(R) = {0}.
Then γs(Γ(R)) = 2.
proof. Let |R| = 2p. Then by Lemma 2.1.6, p >
3. Let v ∈ V(Γ(R)) such that deg(v) = k. By
Lemma 2.1.1, k ≥ p. Clearly, if k /∈ {p, 2p− 2},
then |C(v)| - 2p, which is impossible. Thus
k ∈ {p, 2p − 2}. If δ(Γ(R)) = 2p − 2, then
Γ(R) is a complete graph, contrary to Theorem
2.1.4. If ∆(Γ(R)) = p, then we have a p-regular
graph on 2p− 1 vertices, which is impossible.
So ∆(Γ(R)) = 2p− 2 and Γ(R) has at least two
vertices v and u of degree p. The following two
cases will be considered.
Case 1. Let v ∈ N(u) in Γ(R). Then
C(v) = {0, v, x1, . . . , xp−2} and C(u) =
{0, u, y1, . . . , yp−2}. Thus |C(v) ∩ C(u)| = 1
and so |C(v) + C(u)| = p2 > 2p, which is im-
possible.
Therefore this case will not happen.
Case 2. Let v /∈ N(u) in Γ(R). Then
C(v) = {0, v, u, x1, . . . , xp−3} and C(u) =
{0, u, v, y1, . . . , yp−3}. Thus |C(v) ∩ C(u)| = p
and so C(v) = C(u) = {0, v, u, z1, z2, . . . , zp−3}.
Hence there exist α1, . . . , αp ∈ V(Γ(R)) such
that α1, . . . , αp ∈ N(v) ∩ N(u) in Γ(R). Obvi-
ously, z1, z2, . . . , zp−3 /∈ N(v)∪N(u). We claim
that induced subgraph on {z1, z2, . . . , zp−3}
is empty. On the contrary, let z1 ∈ N(z2).
By Case 1, deg(z1) 6= p, deg(z2) 6= p
or deg(z1), deg(z2) 6= p. Whithout loss of
generality, let deg(z1) = 2p − 2. Since
|{z2, z3, . . . , zp−3}| + |{α1, . . . , αp}| = 2p − 4,
it follows that deg(z1) ≤ 2p − 4, which is a
contradiction. Thus z1 /∈ N(z2). Similarly,
zi /∈ N(zj), where 1 ≤ i, j ≤ p− 3, and so in-
duced subgraph on {z1, z2, . . . , zp−3} is empty,
as claimed. Hence deg(zi) = p, where 1 ≤ i ≤
p− 3 and by Case 1, for each ` ∈ {α1, . . . , αp},
deg(`) = 2p− 2.
Consider the function f : V(Γ(R)) → {−1, 1}
for which f (v) = f (u) = f (zi) = −1, where
1 ≤ i ≤ p− 3 and f (αj) = 1, where 1 ≤ j ≤ p.
Clearly, f [w] ≥ 1, for all w ∈ V(Γ(R)). This
implies that |V−(Γ(R))| ≥ p− 1.
If g is a signed domination function on Γ(R)
and |{w; g(w) = −1}| > p− 1, then g[`] = −1
for some ` ∈ {α1, . . . , αp}, which is contradic-
tion. Therefore |V−(Γ(R))| = p− 1 and this
completed the proof. 
3. Main Results
In this section we prove our main results.
3.1. Domination number in Γ(R)
Theorem 3.1.1 Let R be a non-commutative ring
of order odd number n and Z(R) = {0}. Then
γ(Γ(R)) = n−12 if and only if Γ(R) is a union of
n−1
2 copies of P2. Also n = 3
k for k > 1.
Proof. Let γ(Γ(R)) = n−12 . Since n is odd, Γ(R)
does not have isolated vertex. By Theorem
2.2.3, the components of Γ(R) are C4 or H ◦ K1
where H is a connected graph. By Lemma
2.1.2, Γ(R) does not have C4 as a component.
Hence the components of Γ(R) are H ◦ K1. Let
x be an endvertex in Γ(R) and x ∈ N(y). Then
C(x) = {0, x, y}. If O(x) = 2, then n is even,
5
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which is false. So O(x) 6= 2. If −x 6= y, then x
is adjacent to −x in Γ(R), which is a contradic-
tion. Hence −x = y and so deg(y) = 1. Thus
Γ(R) is union of n−12 copies of P2. Therefore
for every 0 6= z ∈ R, C(z) = {0, z,−z} and so
O(z) = 3. Hence n = 3k for k > 1. The proof
of converse is easy. 
Corollary 3.1.2 Let R be a non-commutative ring
of order n such that n and |Z(R)| = t are odd.
Then γ(Γ(R)) = n−t2 if and only if Γ(R) is the
union of n−t2 copies of P2.
Lemma 3.1.3 Let R be a non-commutative ring of
order n and Z(R) = {0}. Then γ(Γ(R)) ≥ 3.
Proof. On the contrary, let γ(Γ(R)) < 3. If
γ(Γ(R)) = 1, then there exist x ∈ R \ Z(R)
such that C(x) = R, which is impossible. Let
γ(Γ(R)) = 2 and D = {x, y} be a dominating
set in Γ(R). Then R = C(x) ∪ C(y). Hence
C(x) ⊆ C(y) or C(y) ⊆ C(x). Without loss of
generality, let C(x) ⊆ C(y). Then R = C(y)
and so y ∈ Z(R), which is a contradiction. 
Lemma 3.1.4 Let R be a non-commutative ring of
order n and Z(R) = {0}. Then γ(Γ(R)) = 3 if
and only if R is isomorphic with one of the following
rings:
E = 〈x, y : 2x = 2y = 0 , x2 = x , y2 = y , xy =
x, yx = y〉
F = 〈x, y : 2x = 2y = 0 , x2 = x , y2 = y , xy =
y, yx = x〉.
Proof. It is not hard to see that γ(Γ(E)) =
γ(Γ(F)) = 3. Conversely, let γ(Γ(R)) = 3
and D = {x, y, z} be a dominating set in Γ(R).
Then R = C(x) ∪ C(y) ∪ C(z). By Theorem
2.1.14, (R,+) ∼= Z2 ⊕ Z2. On the other hand,
exactly E and F are non-commutative rings be-
tween all rings of order four. 
Corollary 3.1.5 Let R be a non-commutative ring
of order n and Z(R) 6= {0}. Then γ(Γ(R)) ≥ 4.
Lemma 3.1.6 Let R be a non-commutative ring of
order n with Z(R) = {0}. If γ(Γ(R)) = 1, then
n = 2t for positive integer t.
Proof. Let D = {x} be a dominating set in
Γ(R). So x is an isolated vertex in Γ(R), and
so O(x) = 2. Hence n = 2k. On the con-
trary, let p | n, where p is an odd prime. So
there exist y ∈ R such that O(y) = p. Hence
py = 0, px = x and 2y 6= 0. So 2ypx = 0.
Thus 2y ∈ C(x) and so 2y = x. It follows that
O(y) = 4, which is a contradiction. Therefore
n = 2t. 
Lemma 3.1.7 Let R be a non-commutative ring of
order odd number n, Z(R) = {0} and 3 - n. Then
3 < γ(Γ(R)) < n−12 .
Proof. Since n is odd, Γ(R) does not have iso-
lated vertex. So by Theorem 2.2.4, γ(Γ(R)) ≤
n−1
2 . If γ(Γ(R)) =
n−1
2 , then by Theorem 3.1.1,
n = 3k for k > 1, which is a contradiction. By
Lemma 3.1.3, γ(Γ(R)) ≥ 3. if γ(Γ(R)) = 3,
then by Lemma 3.1.4, n = 4, which is impossi-
ble. Therefore 3 < γ(Γ(R)) < n−12 . 
Lemma 3.1.8 Let R be a non-commutative ring of
order n and Z(R) = {0}. Then γ(Γ(R)) < n−12 .
Proof. Since Γ(R) is a connected graph,
γ(Γ(R)) ≤ n−12 . If γ(Γ(R)) = n−12 , then by
Theorem 2.2.3, Γ(R) = C4 or Γ(R) = H ◦ K1
where H is a connected graph. In both cases
γ(Γ(R)) = 2, contrary to Lemma 3.1.3. There-
fore γ(Γ(R)) < n−12 . 
Theorem 3.1.9 Let R be a non-commutative ring
and Z(R) 6= {0}. Then γ(Γ(R)) ≥ 2.
Proof. On the contrary, let γ(Γ(R)) = 1 and
D = {x} be a dominating set in Γ(R). So
C(x) = Z(R) ∪ {x}. Let 0 6= y ∈ Z(R). So
x(y + x) = (y + x)x, and so y + x ∈ C(x). If
y + x = x, then y = 0, which is impossible.
Also if y + x ∈ Z(R), then x ∈ Z(R), which is
a contradiction. Therefore γ(Γ(R)) ≥ 2. 
Corollary 3.1.10 If R is a non-commutative ring
with unity, then Γ(R) has no isolated vertices.
Proof of Theorem A.
i) Let γ(Γ(R)) + γ(Γ(R)) = n. If Γ(R) has
no isolated vertex, then γ(Γ(R)) ≤ n−12 , by
Theorem 2.2.4. Since Γ(R) is a connected
graph, γ(Γ(R)) ≤ n−12 . Thus γ(Γ(R)) +
6
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γ(Γ(R)) ≤ n − 1, which contradicts the as-
sumption. Hence Γ(R) has at least one iso-
lated vertex. Thus γ(Γ(R)) = 1 and so
γ(Γ(R)) = n− 1. Therefore Γ(R) = (n− 1)K1
and Γ(R) = Kn−1. By Theorem 2.1.10, R is of
type E or F. The proof of converse is clear.
ii) Let γ(Γ(R)) + γ(Γ(R)) = n− 1. Since Γ(R)
is a connected graph, γ(Γ(R)) ≤ n−12 . If Γ(R)
has no isolated vertex, then by Theorem 2.2.4,
γ(Γ(R)) ≤ n−12 . So γ(Γ(R)) = γ(Γ(R)) = n−12 ,
contrary to Lemma 3.1.8. Hence Γ(R) has at
least one isolated vertex and so γ(Γ(R)) = 1.
Thus γ(Γ(R)) = n − 2. It is easy to see that
Γ(R) = (n − 3)K1 ∪ P2, contrary to Lemma
2.1.3. Therefore γ(Γ(R)) + γ(Γ(R)) 6= n− 1.
iii) Let γ(Γ(R)) + γ(Γ(R)) = n − 2. If Γ(R)
has no isolated vertex, then by Theorem 2.2.4,
γ(Γ(R)) ≤ n−12 . Since Γ(R) is connected
graph, γ(Γ(R)) ≤ n−12 . By Lemma 3.1.8,
γ(Γ(R)) < n−12 . If γ(Γ(R)) =
n−1
2 − 1, then
γ(Γ(R)) = n−12 . By Theorem 3.1.1, Γ(R) is
a union of n−12 copies of P2. It follows that
Γ(R) is a regular multipartite graph of size two.
Hence γ(Γ(R)) = 2, which contradicts the fact
that n is not prime. Also if γ(Γ(R)) ≤ n−52 ,
then γ(Γ(R)) > n−12 , contrary to Theorem
2.2.4.
Thus Γ(R) has at least one isolated vertex and
so γ(Γ(R)) = n− 3. Let D = {x1, x2, . . . , xn−3}
be a dominating set in Γ(R). Then there exist
unique vertices xi, xj ∈ D such that xn−1 ∈
N(xi) and xn−2 ∈ N(xj) in Γ(R). It is clear
that induced subgraph on D \ {xi, xj} is empty.
Let A = {xi, xj, xn−1, xn−2}. The proof will be
divided into 2 cases.
Case 1. If xi 6= xj, then by Lemma 2.1.3, in-
duced subgraph on A is C4, contrary to Lemma
2.1.2.
Case 2. If xi = xj, then by Lemma 2.1.3, in-
duced subgraph on A is K3 and so Γ(R) =
K3 ∪ (n − 4)K1. Also we has C(xn−1) =
{0, xn−1, xn−2, xi = xj}. So 4 | n. Hence
|R| = n is even. The proof of converse is clear.

Theorem 3.1.11 Let R be a non-commutative ring
of order p2 and Z(R) = {0}. Then γ(Γ(R)) =
p + 1.
Proof. We refer the reader to [[14], Th. 4]. 
Lemma 3.1.12 Let R be a non-commutative ring
of order p3 and Z(R) = {0}. If x, y ∈ V(Γ(R))
and xy 6= yx, then C(x) ∩ C(y) = {0}.
Proof. Let z ∈ V(Γ(R)). Since C(z) is the ad-
dition subgroup of R, |C(z)| ∈ {p, p2}. The
following 3 cases will be considered.
Case1. Let |C(x)| = |C(y)| = p. Then
|C(x) ∩ C(y)| ∈ {1, p}.
If |C(x) ∩ C(y)| = 1, then C(x) ∩ C(y) = {0}.
If |C(x) ∩ C(y)| = p, then |C(x) ∩ C(y)| =
|C(x)|. Since C(x) ∩ C(y) ⊆ C(x), C(x) ∩
C(y) = C(x). Thus C(x) ⊆ C(y). This contra-
dicts the fact that y /∈ C(x).
Case 2. Let |C(x)| = |C(y)| = p2. Then
|C(x) ∩ C(y)| ∈ {1, p, p2}.
If |C(x) ∩ C(y)| = 1, then C(x) ∩ C(y) = {0}.
If |C(x) ∩ C(y)| = p, then there exist z ∈
V(Γ(R)) such that z ∈ C(x) ∩ C(y). By
Lemmas 2.1.12 and 2.1.13, C(x) = C(z) and
C(y) = C(z). Thus C(x) = C(y), a contradic-
tion.
If |C(x) ∩ C(y)| = p2, then |C(x) ∩ C(y)| =
|C(x)|. Since C(x) ∩ C(y) ⊆ C(x), C(x) ∩
C(y) = C(x). Thus C(x) ⊆ C(y). This contra-
dicts the fact that y /∈ C(x).
Case 3. Let |C(x)| = p and |C(y)| = p2. Then
|C(x) ∩ C(y)| ∈ {1, p}.
If |C(x) ∩ C(y)| = 1, then C(x) ∩ C(y) = {0}.
If |C(x) ∩ C(y)| = p, then |C(x) ∩ C(y)| =
|C(x)|. Since C(x) ∩ C(y) ⊆ C(x), C(x) ∩
C(y) = C(x). Thus C(x) ⊆ C(y). By Lemma
2.1.12, C(y) is commutative. So for every
z ∈ C(y), zx = xz. Thus z ∈ C(x) and so
C(y) ⊆ C(x). Hence C(y) = C(x), which con-
tradicts the fact that y /∈ C(x). This completes
the proof. 
Proof of Theorem B. Let x, y ∈ V(Γ(R)) and
y /∈ C(x). Then |C(x)|, |C(y)| ∈ {p, p2}. Also
by Lemma 3.1.12, C(x) ∩ C(y) = {0}. Let
|C(x)| = |C(y)| = p. If z ∈ C(x), t ∈ C(y) and
zt = tz, then by Lemma 2.1.13, C(x) = C(z),
C(y) = C(t) and C(z) = C(t). So C(x) = C(y),
which is impossible. Therefore Γ(R) is the dis-
joint union of ` copies of the complete graph
of size p − 1. So |V(Γ(R))| = `(p − 1). On
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the other hand we have |V(Γ(R))| = p3 − 1.
Thus ` = p2 + p + 1. Since γ(Kp−1) = 1,
γ(Γ(R)) = p2 + p + 1, and (i) is proved.
Suppose |C(x)| = p and |C(y)| = p2. If
z ∈ C(x), t ∈ C(y), then zt 6= tz. There-
fore Γ(R) is the disjoint union of `1 copies
of the complete graph of size p − 1 and `2
copies of the complete graph of size p2 − 1.
So |V(Γ(R))| = `1(p − 1) + `2(p2 − 1). On
the other hand we have |V(Γ(R))| = p3 − 1.
Thus `1(p − 1) + `2(p2 − 1) = p3 − 1 and
so `1 + (p + 1)`2 = p2 + p + 1. Obviously,
γ(Γ(R)) = `1 + `2, and (ii) is proved. Finally,
if |C(x)| = |C(y)| = p2, then |C(x) + C(y)| =
p4, which is impossible. 
Proof of Theorem C. Let γ(Γ(Ri)) = mi
and Di = {vi1, vi2, . . . , vimi} be a dominat-
ing set in Γ(Ri), where 1 ≤ i ≤ t. With-
out loss of generality, let m1 ≤ mi, for
every 1 ≤ i ≤ t. We claim that, D =
{(v1j, 0, . . . , 0) | 1 ≤ j ≤ m1} is a dominat-
ing set in Γ(∏ti=1 Ri). For let (u1, u2, . . . , ut) ∈
V(Γ(∏ti=1 Ri)) be an arbitrary vertex. Since
D1 is a dominating set in Γ(R1), there exist
v1j ∈ D1 such that v1ju1 = u1v1j or v1j = u1.
Thus (u1, u2, . . . , ut) ∈ N((v1j, 0, . . . , 0)) in
Γ(∏ti=1 Ri). Let D
′ = {(v1j, v2j, . . . , vtj) | vij ∈
V(Γ(Ri)), j = 1, . . . , m1 − 1} ⊆ V(Γ(∏ti=1 Ri))
be a dominating set in Γ(∏ti=1 Ri). Let
(u1, u2, . . . , ut) be an arbitrary vertex in
Γ(∏ti=1 Ri). Since D
′ is a dominating set in
Γ(∏ti=1 Ri), there exist a v1j ∈ V(Γ(R1)) such
that u1v1j = v1ju1 or u1 = v1j. Whenever
{v11, v12, . . . , v1(m1−1)} is a dominating set in
Γ(R1). This contradicts the fact that D1 is a
dominating set in Γ(R1). Hence D is a domi-
nating set in Γ(∏ti=1 Ri), as claimed. Therefore
γ(Γ(∏ti=1 Ri)) = Min1≤i≤t(γ(Γ(Ri))). 
Theorem 3.1.13 Let R1 be a non-commutative
ring of order n1 and Z(R1) = 0. Also, let R2
be a commutative ring of order n2. Then
γ(Γ(R1 × R2)) = γ(Γ(R1)).
Proof. Let G = Γ(R1 × R2) and G′ = Γ(R1)
Kn2 such that the members of V(Kn2) are the
elements of R2. It is easy to see that G ∼= G′.
It is sufficient to prove that γ(G′) = γ(Γ(R1)).
Let γ(Γ(R1)) = m and D = {v1, v2, . . . , vm}
be a dominating set in Γ(R1). It will be
claimed, D′ = {(vi, u0) | vi ∈ D} is a dom-
inating set in G′, where u0 ∈ V(Kn2). Let
(v, u′) ∈ V(G′) be an arbitrary vertex. Since D
is a dominating set in Γ(R1), there exist vi ∈ D
such that viv = vvi or v = vi. By strongly
product structure, (v, u′) ∈ N((vi, u0)). Let
D′′ = {(xi, ui)|i = 1, . . . , m − 1} ⊆ V(G′) be
a dominating set in G′. Let (v, u) be an arbi-
trary vertex in G′. Since D′′ is a dominating
set in G′, there exist a vi ∈ V(Γ(R1)) such that
(v, u) is adjacent to (vi, ui). By strongly prod-
uct structure, v = vi or vvi = viv. whenever
{v1, v2, . . . , vm−1} is a dominating set in Γ(R1).
This contradicts the fact that D is a dominating
set in Γ(R1). Thus D′ is a dominating set in G′,
as claimed. Hence γ(G′) = γ(Γ(R1)). 
3.2. Signed domination number in
Γ(R)
Proof of Theorem D. Let γs(Γ(R)) = n − 1.
By Lemma 2.3.1, every v ∈ V(Γ(R)) is either
isolated, an endvertex or adjacent to an endver-
tex. Let v ∈ V(Γ(R)) such that deg(v) = 1 and
v ∈ N(u). Then C(v) = {0, v, u}. Thus u = −v
and deg(u) = 1. Hence by Lemma 2.1.3, Γ(R)
is an empty graph or union of edges.
If n is even, then Γ(R) containing isolated ver-
tices. Thus Γ(R) is a complete graph. By Theo-
rem 2.1.10, R ∼= E or R ∼= F and (i) is proved.
If n is odd, then Γ(R) is a union of n−12 copies
of P2 and (ii) is proved. The proof of converse
is simple. 
Theorem 3.2.1 Let R be a non-commutative ring
of order n, where n is an odd number and |Z(R)| =
c 6= 0. Then γs(Γ(R)) = n− 1 if and only if Γ(R)
is the union of n−c2 copies of P2.
proof. Let γs(Γ(R)) = n− 1. By Lemma 2.3.1,
every v ∈ V(Γ(R)) is either isolated, an endver-
tex or adjacent to an endvertex. If x is an iso-
lated vertex in Γ(R), then C(x) = Z(R) ∪ {x}.
Thus O(x) = 2, a contradiction. Let v ∈
V(Γ(R)) such that deg(v) = 1 and v ∈ N(u).
Then C(v) = Z(R) ∪ {v, u}. Since n is an odd
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number, u = −v and so deg(u) = 1. There-
fore Γ(R) is the union of n−c2 copies of P2. The
proof of converse is simple. 
Theorem 3.2.2 Let the situation be as in Theorem
B. Then
i) γs(Γ(R)) = 2(p2 + p + 1).
or
ii) γs(Γ(R)) = 2(`1 + `2), where `1 and `2 satisfy
in `1 + (p + 1)`2 = p2 + p + 1.
proof.
i) As in the proof of Theorem B, Γ(R) is the
disjoint union of p2 + p + 1 copies of the com-
plete graphs of size p− 1. By Theorem 2.3.3,
γs(Kp−1) = 2. Hence γs(Γ(R)) = 2(p2 + p +
1), and (i) is proved.
ii) As in the proof of Theorem B, Γ(R) is
the disjoint union of `1 copies of the com-
plete graphs of size p − 1 and `2 copies of
the complete graph of size p2 − 1, where
`1 + (p + 1)`2 = p2 + p + 1. By Theorem 2.3.3,
γs(Γ(R)) = 2(`1 + `2), and (ii) is proved. 
Lemma 3.2.3 Let R be a non-commutative finite
ring and Z(R) = {0}. If 0 6= |V−(Γ(R))| = t,
then the followings are hold.
i) δ(Γ(R)) ≤ 2t + 1
ii) |R| ≤ 4t + 2.
proof.
i) On the contrary, let v ∈ V(Γ(R)) and
deg(v) = δ(Γ(R)) ≥ 2t + 2. If N(v) =
{v1, . . . , vδ(Γ(R))}, then consider the function
f : V(G) → {−1, 1} for which f (w) = −1 if
and only if w ∈ {v1, v2, . . . , vb δ(Γ(R)2 c}. Clearly,
f [w] ≥ 1, for all w ∈ V(Γ(R)). So f is a
signed dominating function. This implies that
|V−(Γ(R))| ≥ t + 1, contrary to assumption.
ii) On the contrary, let |R| ≥ 4t+ 3. By Lemma
2.1.1, δ(Γ(R)) ≥ 2t + 2, which is a contradic-
tion. 
Theorem 3.2.4 Let R be a non-commutative ring
of order n and Z(R) = {0}. Then γs(Γ(R)) /∈
{n− 1, n− 5}.
proof. On the contrary, let γs(Γ(R)) ∈ {n −
1, n− 5}. We consider the following two cases.
Case 1. Let γs(Γ(R)) = n− 1. If n = 4, then
Γ(R) = K3 and so γs(Γ(R)) 6= n− 1. By corol-
lary 2.1.7, n ≥ 8. Since Γ(R) is a connected
graph, by Lemma 2.3.1, every v ∈ Γ(R) is an
endvertex or adjacent to an endvertex. We
claim that Γ(R) have exactly one vertex with
degree greater than 1.
Suppose that deg(u), deg(v) > 1. So there
are x, y ∈ V(Γ(R)) such that x ∈ N(u) and
y ∈ N(v). Since Γ(R) is a connected graph
and by theorem 2.1.4, diam(Γ(R)) = 2, v = u
and x− v− u. Hence Γ(R) ∼= K1,n, contrary to
Theorem 2.1.5. Therefore γs(Γ(R)) 6= n− 1.
Case 2. Let γs(Γ(R)) = n − 5. Then
|V−(Γ(R))| = 2. By Lemma 3.2.3, δ(Γ(R)) ≤ 5
and n ≤ 10. By Corrolary 2.1.7, n ≥ 8. By Lem-
mas 2.3.5 and 2.3.6, n /∈ {8, 10}. Let n = 9 and
v ∈ V(Γ(R)) such that deg(v) = k = δ(Γ(R)).
By Lemma 2.1.1, k ≥ 5 and so δ(Γ(R)) = 5.
Hence |C(v)| - 9, a contradiction. Therefore
γs(Γ(R)) 6= n− 5. 
Theorem 3.2.5 Let R be a non-commutative ring
of order n and Z(R) = {0}. Then γs(Γ(R)) =
n− 3 if and only if R is isomorphic with one of the
following rings
E = 〈x, y | 2x = 2y = 0, x2 = x, y2 = y, xy =
x, yx = y〉
F = 〈x, y | 2x = 2y = 0, x2 = x, y2 = y, xy =
y, yx = x〉.
Proof. Let γs(Γ(R)) = n − 3. Then
|V−(Γ(R))| = 1. By Corrolary 2.1.7 and
Lemma 3.2.3, n = 4 and δ(Γ(R)) = 2. Thus
Γ(R) = K3. Hence by Theorem 2.1.10, R is one
of the following rings
E = 〈x, y | 2x = 2y = 0, x2 = x, y2 = y, xy =
x, yx = y〉
F = 〈x, y | 2x = 2y = 0, x2 = x, y2 = y, xy =
y, yx = x〉.
The proof of converse is straightforward. 
Corollary 3.2.6 Let the situation be as in 3.2.5. If
γs(Γ(R)) = n− 3, then γ(Γ(R)) = 1.
Proof of Theorem E.
Let vi ∈ V(Γ(Ri)) and deg(vi) = δi, where
1 ≤ i ≤ t. Since Z(Ri) = {0}, Z(∏ti=1 Ri) =
0. If (v1, v2, . . . , vt) ∈ V(Γ(∏ti=1 Ri)),
then N[(v1, v2, . . . , vt)] = {(x1, x2, . . . , xt) |
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xi ∈ N[vi]⋃{0}} \ {(0, 0, . . . , 0)}. Thus
deg((v1, v2, . . . , vt)) = (∏ti=1(δi + 2))− 2. Also
(v1, v2, . . . , vt) is a vertex of minimum degree
in Γ(∏ti=1 Ri). Let δ = (∏
t
i=1(δi + 2))− 2 and
use ui ∈ V(Γ(∏ti=1 Ri)), 1 ≤ i ≤ δ, to de-
note the neighbors of (v1, v2, . . . , vt). Consider
the function f : V(Γ(∏ti=1 Ri)) → {−1, 1}
for which f (uj) = −1 and f (uk) = 1,
such that 1 ≤ j ≤ b δ2c and b δ2c + 1 ≤
k ≤ δ. Also, for each u ∈ V(Γ(∏ti=1 Ri))
such that u 6= ui, f (u) = 1. Clearly,
f [w] ≥ 1, for all w ∈ V(Γ(∏ti=1 Ri)).
Therefore f is a signed dominating func-
tion. Hence |V−(Γ(∏ti=1 Ri))| ≥ b δ2c.
Since γs(Γ(∏ti=1 Ri)) = |V(Γ(∏ti=1 Ri))| −
2|V−(Γ(∏ti=1 Ri))|, it follows that
γs(Γ(∏ti=1 Ri)) ≤ (∏ti=1 ni) − 1 − 2b δ2c. We
consider the following two cases.
Case 1. Let δ be odd. Then γs(Γ(∏ti=1 Ri)) ≤
(∏ti=1 ni) − 1 − 2b δ2c. It follows that
γs(Γ(∏ti=1 Ri)) ≤ (∏ti=1 ni) − 1 − 2b δ−12 c.
Hence γs(Γ(∏ti=1 Ri)) ≤ (∏ti=1 ni) − δ and
(i) is proved.
Case 2. Let there exist 1 ≤ i ≤ t such that δi be
even. Then γs(Γ(∏ti=1 Ri)) ≤ (∏ti=1 ni)− 1− δ
and (ii) is proved. 
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