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IMAGES OF ANALYTIC MAP GERMS
CEZAR JOIŢA AND MIHAI TIBĂR
Abstract. The image of a map germ is not necessarily a well defined set germ. We
find classifying conditions for holomorphic map germs (f, g) : (Cn, 0) → (C2, 0) and for
real map germs f g¯ : (Cn, 0)→ (C, 0) in order that their images are set germs.
1. Introduction
Let f : (Cn, 0) → (C, 0) be a non-constant holomorphic function germ. By the Open
Mapping Theorem, the image of some small enough neighbourhood of the origin where
f is well-defined contains a neighbourhood of 0 ∈ C. This can be written in a more
condensed way as the equality of set germs (Im f, 0) = (C, 0).
In general, the image of a map germ F : (Cn, 0)→ (Cp, 0), for n ≥ p ≥ 2, is well-defined
as a set germ if the germ at 0 of F (Bε) is independent of the (small enough) radius ε > 0
of the ball Bε. We shall then simply say that ImF is a germ (or, if the contrary occurs,
that it is not a germ).
For instance (x, y) 7→ (x, xy) is the simplest example of map germ (C2, 0) → (C2, 0)
the image of which is not a germ at 0. This leads to the following question:
The image problem. Under what conditions the image of an analytic map germ is as
a well-defined set germ?
The image problem arises for instance when defining local fibrations of map germs.
Milnor did this for holomorphic functions and for map germs with isolated singularity
[Mi]. It is well-known that complex map germs F : (Cn, 0) → (Cp, 0) defining ICIS (i.e.
isolated complete intersection singularities) do have this property, more precisely that
(ImF, 0) = (Cp, 0), and moreover that the image F (SingF ) of the singular locus is a
set germ (actually a hypersurface) [Ha, Lo]. Since the fibration over the germ at 0 of
Cp \F (SingF ) is well-defined, one may further study the algebraic topology of the Milnor
fibre, its monodromy group, Mixed Hodge Structure, etc.
In case of nonisolated singularities, one shows for instance in [PT, ART] that local
fibrations of analytic real and complex map germs may be defined under supplementary
conditions, namely that the image is a well-defined germ in the target, and the discrimi-
nant of the map germ is well-defined as a set germ too.
We consider here the case of holomorphic map germs (f, g) : (Cn, 0)→ (C2, 0) and the
case of the real map germs f g¯ : (Cn, 0)→ (C, 0). We shall see that their behaviour with
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respect to the Image Problem is quite different. For f g¯ we have the following complete
characterisation:
Theorem 1.1. Let f, g : (Cn, 0)→ (C, 0), n > 1, be non-constant holomorphic germs.
(a) If f 6= ug for any invertible function germ u, then f g¯ : (Cn, 0) → (C, 0) is a well
defined set germ, more precisely (Im f g¯, 0) = (C, 0).
(b) If f = ug for some invertible function germ u, then Im f g¯ is a well defined set
germ if and only if Im (f, g) is the complex curve germ.
This is based on the following classification of the maps (f, g):
Theorem 1.2. Let (f, g) : (Cn, 0) → (C2, 0) be a non-constant holomorphic map germ.
Then:
(a) If dimZ(f)∩Z(g) = n−2, then Im (f, g) is a well defined set germ, more precisely
(Im (f, g), 0) = (C2, 0).
(b) If dimZ(f) ∩ Z(g) = n− 1 then:
(i) in case Z(g) ⊂ Z(f) or Z(f) ⊂ Z(g), the image Im (f, g) is a well defined
set germ if and only if Im (f, g) is an irreducible plane curve (C, 0).
(ii) in case Z(f) 6⊂ Z(g) and Z(g) 6⊂ Z(f), the image Im (f, g) is a well defined
set germ if and only if (Im (f, g), 0) = (C2, 0).
From Theorem 1.1 and Theorem 1.2 one gets immediately:
Corollary 1.3. If Im (f, g) is a germ then Im (f g¯) is a germ. 
Remark 1.4. The converse of the above corollary is not true, Im (f g¯) may be a germ
without Im (f, g) being a germ, and this is the case in all the examples 1.1 below.
By Theorem 1.2(a), the general position of Z(f) and Z(g) implies (Im (f, g), 0) =
(C2, 0), and therefore Im (f g¯) = (C, 0) by Theorem 1.2(a). In the case (b) of Theorem 1.2
one may say that (f, g) is a (or has) blow-up. The examples displayed below show that
all situations of (i) and (ii) are really possible.
In case (b)(i), where one needs to decide whether the image of (f, g) is a curve or not,
we provide an algorithmic procedure in §3.1. It then turns out that the image of Im (f, g)
is a well defined germ, hence a curve (C, 0)), if and only if (f, g) = (h ◦ φ, φq), for some
holomorphic function germs φ : (Cn, 0)→ (C, 0), h : (C, 0)→ (C, 0) and for some positive
integer q, which represents a lift by (f, g) of the Puiseux parametrisation (h(t), tq) of the
plane curve (C, 0).
In case (b)(ii) we give a sufficient and a necessary criterium in §3.3 and show by examples
that they are not equivalent and therefore the exact characterisation of this case is still
open.
It is very easy to produce examples in the case (a) of Theorem 1.2, and we have seen
that in case (b)(i) too, thus we give only one example for the later.
1.1. Examples where the image of (f, g) is not a germ.
Case (b)(i): Let G : C2 → C2, G(x, y) = (x, xy). The global image of this algebraic map
is the semi-algebraic set C2 \ {x = 0}, but the images of small neighbourhoods of the
origin are not at all similar.
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For the 2-disks Dt := {|x| < t, |y| < t} as basis of open neighbourhoods of 0 for t > 0,
the image At := G(Dt) is the open angle of vertex 0, having the horizontal axis as bisector,
and of slope t. Since the angle At depends of t and becomes smaller and smaller with
decreasing t, this means that the image of G is not well-defined as a germ.
Case (b)(ii): F : C2 → C2, F (x, y) = (x(x + y), xy). The global image of this algebraic
map is C2\∆, where ∆ denotes the diagonal line. Nevertheless the image of the map germ
F at 0 is not a germ. More precisely, the images of the line segments x + (1 − α)y = 0
inside a small ball Bε at the origin are line segments centred at 0 in the target. When
α tends to 1, the image segments tend to the diagonal ∆, and their lengths tend to 0.
It follows that the images of small balls intersected with arbitrarily small balls Dδ in the
target are different, namely F (Bε1) ∩Dδ 6= F (Bε2) ∩Dδ.
The property “the image of G is well defined as a germ” is clearly invariant under change
of coordinates in the source or in the target. If we consider the linear change of coordinates
(a, b) 7→ (a − b, b) in the target, then the resulting map germ G : (C2, 0) → (C2, 0),
G(x, y) = (x2, xy), has blow-up and one single gap direction {x = 0} (see §3.3), and the
image ImG is not well defined as set germ. Note that this becomes case (b)(i).
1.2. Examples where the image of (f, g) is a germ.
Case (b)(ii): Let F : (C3, 0)→ (C2, 0), F (x, y, z) = (xy, xz). This is a blow-up, the fibers
are not equidimensional, i.e. all fibres are curves except of the one over the origin which
is the plane {x = 0} and coincides with SingF .
However, the image of any open ball Bε ⊂ C
3 centred at 0 contains the open ball
Bε2 ⊂ C
2 centred at 0, thus the image of the map germ F is a germ and (ImF, 0) = (C2, 0).
Let F : (C2, 0)→ (C2, 0), F (x, y) = (x(y + x2), y(y+ x2)). It is not trivial but still not
difficult to show that (ImF, 0) = (C2, 0). In §3.3 we give a sufficient criterion (Proposition
3.5) for the image to be (C2, 0) which is easily verified by this example, cf Example 3.7.
1.3. Examples for the image of f g¯.
Here too the case (a) of Theorem 1.1 is easy to put into examples. We stick to case
(b). Le us consider f, g : (C2, 0)→ (C2, 0), f = x(1 + x), g = x. The map (f, g) depends
of one variable, it is just a parametrisation of a curve (see the more general result Lemma
4.1). It corresponds to Theorem 1.1(b), thus Im (f g¯) is a germ.
Another example for the same Theorem 1.1(b) is f = x(1 + y), g = x, but here Im (f g¯)
is not a germ since Im (f, g) is not a curve germ.
2. The image of the map germ (f, g)
2.1. Proof of Theorem 1.2(a).
Let (H, 0) ⊂ (Cn, 0) be a general complex 2-plane germ such that 0 is an isolated point
of H ∩ (f, g)−1(0). Then, by e.g. [GR, Proposition, page 63], it follows that there exist
an open ball B at 0 in Cn and an open neighbourhood U of the origin in C2 such that
(f, g)(H ∩ B) ⊂ U and the induced map (f, g)|H∩B : H ∩ B → U is finite. By the Open
Mapping Theorem (cf [GR, page 107]), this implies that (f, g)(H ∩ B) is open, thus
(Im (f, g), 0) = (C2, 0). 
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2.2. Proof of Theorem 1.2(b)(i).
“⇐”. If the image (f, g) is a curve (necessarily irreducible) then it is a germ by definition.
We may also remark here that if Im (f, g) is only included in a curve without being reduced
to the point 0 only, then Im (f, g) must be the whole irreducible curve by Lemma 3.1.
“⇒”. If Z(g) ⊂ Z(f) then Im (f, g) cannot be (C2, 0) since the axis C × {0} is missing
from the image. By the next result, if Im (f, g) is a well defined set germ then it must be
an irreducible curve germ.
Proposition 2.1. Let (f, g) : (Cn, 0)→ (C2, 0) be non-constant holomorphic map germ.
If Im (f, g) is a well defined set germ at the origin, then either (Im (f, g), 0) = (C2, 0)
or (Im (f, g), 0) = (C, 0) where (C, 0) ⊂ (C2, 0) is an irreducible complex curve germ.
To prove this proposition we need the following:
Lemma 2.2. Suppose that X is a complex space and F : X → C2 is a holomorphic map.
Then ImF can be written as a disjoint union as U ⊔A where U is a (possibly empty) open
subset of C2 and A has 3-Hausdorff measure equal to 0.
Proof. We prove the statement by induction on dimX. For dimX = 0 there is nothing
to prove. Assume that we have proved the statement for dimX = n− 1 and we prove it
for dimX = n.
If two subsets W1 and W2 of C
2 have decompositions W1 = U1 ⊔A1 and W2 = U2 ⊔A2
as in the statement of the lemma then the same thing is true for W1 ∪ W2, namely
W1 ∪W2 = [U1 ∪ U2)]
⊔
[(A1 ∪A2) \ (U1 ∪ U2)].
This reduces our proof to the case “X is irreducible”. Since the nonsingular part
RegX ⊂ X is a complex space, we may further reduce the proof to the setting “X is
nonsingular” since F (X) = F (RegX) ∪ F (SingX) and one may apply the induction
hypothesis to the lower dimensional complex space set SingX.
Let X0 denote the set of points of X where F has rank 2. If X0 6= ∅ then F (X0) is open,
and X \X0 is an analytic subset of X of dimension ≤ n− 1 which verifies the statement
by the induction hypothesis.
If X0 = ∅ then F has rank at most 1 at every point of X. If F has rank 0 at every
point of X then F is constant and there is nothing to prove. If not, let X1 6= ∅ be the
set of points where F has rank 1. Since X \X1 6= X is the analytic subset of X of points
where F has rank 0, it has dimension ≤ n− 1, thus it verifies the induction hypothesis.
We are left with X1. By the rank theorem, for any point a ∈ X1 we can find a
neighbourhood D ⊂ X of a such that F|D is the projection on the first coordinate in some
local system of complex coordinates. In particular F (X1∩D) is a 1-dimensional complex
analytic subset of a neighbourhood of f(a) and therefore has 3-Hausdorff measure equal
to 0. The set X1 can be covered by countably many open sets {Dk}k∈N of this type, and
the conclusion follows. 
Proof of Proposition 2.1. Let Bε ⊂ C
n be an open ball centred at the origin of radius ε
such that (f, g) is holomorphic on Bε. By our hypothesis, for all 0 < ε
′ < ε we have the
equality of germs ((f, g)(Bε), 0), 0) = ((f, g)(Bε′), 0).
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We fix 0 < ε′ < ε and r > 0 such that (f, g)(Bε′)∩Dr = (f, g)(Bε)∩Dr where Dr ⊂ C
2
denotes the open ball centred at 0 and of radius r. Since
(f, g)(Bε′) ∩Dr ⊂ (f, g)(Bε′) ∩Dr ⊂ (f, g)(Bε) ∩Dr
we get the equality (f, g)(Bε′) ∩Dr = (f, g)(Bε) ∩Dr.
By the above equality, since K := (f, g)(Bε′) is a compact subset of C
2, the image
(f, g)(Bε) ∩Dr = K ∩Dr is closed in Dr.
By Lemma 2.2 we have that K∩Dr is equal to a disjoint union U ⊔A of an open subset
U ⊂ Dr and a subset A ⊂ Dr which has 3-Hausdorff measure equal to zero.
We thus have the disjoint union K ∩Dr = (U ∩Dr) ⊔ (A ∩Dr) which implies:
(1) Dr \ A = (U ∩Dr) ⊔ (Dr \K)
which implies in turn that A∩Dr is closed in Dr. Since A has 3-Hausdorff measure equal
to zero, it follows that Dr \ A is connected, see e.g. [Ch, Prop. 6, pag 347].
We distinguish two cases, where the notation int(A) is for the interior of the set A.
Case 1: 0 ∈ int((f, g)(Bε)).
Our assumption implies that 0 ∈ ∂U¯ , hence U ∩ Dr 6= ∅. Then the disjoint union
decomposition (1) of the connected set Dr \ A into open sets shows that Dr \ K = ∅.
Therefore we have the equality Dr ∩ K = Dr, which shows that the image (f, g)(Bε′)
contains the ball Dr. We conclude that (Im (f, g), 0) = (C
2, 0) in this case.
Case 2: 0 6∈ int((f, g)(Bε)).
By shrinking Bε we may assume that int(f, g)(Bε) = ∅. This implies that all non-empty
fibres (f, g)−1((f, g)(p)) arbitrarily close to (f, g)−1(0) have pure dimension n−1. Indeed,
if there is a sequence of points xi → 0 in the source, such that the local dimension of
the fibre (f, g)−1((f, g)(xi)) is n − 2 then we use the reasoning in the proof of Theorem
1.2(a) which shows (f, g)(xi) is an interior point of the image for any i, and thus 0 ∈
int((f, g)(Bε)), which contradicts the hypothesis.
In order to finish the proof we need the following result:
Proposition 2.3. [Na, Prop. 3, Ch. VII] Let X and Y be complex spaces such that X is
pure dimensional and f : X → Y be a holomorphic map. If dimx f
−1(f(x)) is independent
of x ∈ X then any point a ∈ X has a fundamental system of neighbourhoods U such that
f(U) is analytic at f(a). 
Since all non-empty fibres of (f, g) have dimension n−1, it follows from Proposition 2.3
that there exists a connected neighbourhoodW ⊂ Cn of 0 such that (f, g)(W ) is a complex
analytic subset of C2, thus a complex curve C containing the origin, by Proposition 2.1
and since in our case the image cannot be (C2, 0). Since W is connected, we get that C
is also irreducible, thus we get the equality (Im (f, g), 0) = (C, 0).
This ends the proof of Proposition 2.1 and thus of the implication “⇒” of Theorem
1.2(b)(i). 
2.3. Proof of Theorem 1.2(b)(ii).
If the image Im (f, g) is a germ then by Proposition 2.1 it is either a curve germ or
(C2, 0). Let us show that it cannot be a curve. Indeed, if it is a curve (C, 0) different from
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the axes, then this has a Puiseux parametrisation, say (h(t), tγ), for some holomorphic
function h with ord0h > 0, and some positive integer γ. Then g(x) = 0 implies that t = 0,
thus f(x) = 0, which means Z(g) ⊂ Z(f), and this contradicts the hypothesis. If the
curve (C, 0) is one of the axes, then we immediately the same contradiction. For instance
if the axis is C× {0} then this implies Z(f) ⊂ Z(g). 
3. The image of (f, g), is it a curve or not? An algorithm
We have seen that in case of Theorem 1.2(b) one has to decide either whether the
image of (f, g) is a curve or not, or whether the image is (C2, 0). We start with proving
an algorithm for (b)(i) and then we give criteria for (b)(ii).
The next lemma shows that in order to show that the image of a non-constant map
(f, g) is a curve it is sufficient to prove that Im (f, g) is contained in a curve.
Lemma 3.1. Let X be a complex irreducible space, let C be an irreducible and locally
irreducible complex curve, and f : X → C a non-constant holomorphic map. Then f is
an open map.
Proof. This is well-known but for lack of precise reference we give a sketch of proof.
For any x ∈ X, we show that f(x) is an interior point of Im f . By repeatedly slicing we
may assume that dimxX = 1, and by passing to normalisation, that X is irreducible and
non-singular at x. Taking the local normalisation C˜ of C at f(x), we use the Riemann
Extension Theorem to show that f˜ : X → C˜ is holomorphic at x and thus open by the
Open Mapping Theorem. 
3.1. The Algorithm. We first give the algorithm and then we prove it. In order to
justify the algorithm we need to prove the convergence of the series that appears in the
process. This resembles to the proof of the Puiseux parametrisation via with the Newton
diagram algorithm, with the crucial difference that here we do not have the equation of
the curve (hence no Newton diagram), since no curve is given. We need to find a relation
between f and g step by step, to produce a series and to show that it is convergent.
The other challenge is to show that in case the algorithm stops in finitely many steps,
then not only that the image of (f, g) cannot be included into a curve (and thus this
image is not a set germ, by Theorem 1.2(b)(i)), and moreover the image of f g¯ is not a
set germ too. This later claim will be shown in §4.1.
Let g = gα11 · · · g
αs
s be the decomposition of the holomorphic germ g into irreducible
factors. Let γ := gcd(α1, . . . , αs) ≥ 1, β1 :=
α1
γ
, . . . , βs :=
αs
γ
and φ := gβ11 · · · g
βs
s . Then
φγ = g and gcd(β1, . . . , βs) = 1.
We fix a connected neighbourhood U of the origin such that f, g and all gj, j = 1, . . . , s,
are defined on U and each irreducible component of the hypersurface {x ∈ U | g(x) = 0}
passes trough 0.
Unless otherwise stated, in the following all functions are considered as germs. As
usual, when we say “germ” we tacitly mean “germ at 0”. As before we shall call “units”
the invertible germs.
Step 1. Three cases:
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(1.a) The equality f = a1φ
q1 holds for some positive integer q1 and some a1 ∈ C. Then
the algorithm stops with a label (C).
(1.b) The equality f = u1φ
q1 holds for some positive integer q1 and some non-constant
invertible holomorphic function germ u1. Then the quotient
f
φq1
is a well-defined holo-
morphic function on U \ Z(φ) which extends to a holomorphic function over some small
open neighbourhood of 0 where u1 is defined. One has the following well-known result
which follows easily from e.g. [FG, Proposition 1.4, p. 46]:
Proposition 3.2. Let M be a complex manifold, H ⊂M an irreducible hypersurface and
W ⊂ M an open subset such that W ∩ H 6= ∅. Then any holomorphic function defined
on (M \H) ∪W extends to a holomorphic function on M . 
By applying the preceding proposition to M := U and to our hypersurface H :=
{x ∈ U | g(x) = 0}, and taking into account that every irreducible component of the
hypersurface contains 0 by our hypothesis, it follows that u1 =
f
φq1
is a holomorphic
function over the whole open set U . Setting a1 := u1(0) 6= 0 and v1 := u1 − a1, we get:
f = (a1 + v1)φ
q1
where v1 ∈ O(U), v1 is not constant and v1(0) = 0. Then go Step 2.
(1.c) If f cannot be written as f = u1φ
q1 as in (1.a) or (1.b), then the algorithm stops
with label (NC).
Step 2. We apply Step 1 to v1:
(2.a) The equality v1 = a2φ
r1 holds for some positive integer r1 and some a2 ∈ C. The
algorithm stops with label (C).
(2.b) The equality v1 = u2φ
r1 holds for some positive integer r1 and some non-constant
invertible holomorphic function germ u2. It turns out like in (1.b) above that u2 ∈ O(U).
Setting q2 := r1 + q1, a2 := u2(0), v2 := u2 − a2, we get
f = a1φ
q1 + (a2 + v2)φ
q2
where v2 ∈ O(U) and v2(0) = 0. Go to the next step.
(2.c) If v1 is not of the form v1 = u2φ
r1 like in (1.a) or in (1.b), then the algorithm stops
with label (NC).
Step n > 2. One defines inductively each step in the same manner as Step 2.
Namely at (n.a) the algorithm stops with label (C), at (n.b) one defines from the
preceding data the positive integer qn, the unit un and the holomorphic function vn, and
one goes to the next step. At (n.c) one stops with label (NC).
3.2. Proof of the algorithm.
3.2.1. The algorithm stops with label (C). If it stops with label (C) at Step j, then f =
a1φ
q1 + · · ·+ ajφ
qj and g = φγ, hence the image of (f, g) is included in the curve C ⊂ C2
with Puiseux expansion y = tγ , x = a1t
q1 + · · ·+ ajt
qj .
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3.2.2. The algorithm never stops. We then obtain an increasing sequence of positive inte-
gers {qj}j≥1 and a sequence of complex numbers {aj}j≥1 such that for every j ≥ 1 there
exists a holomorphic function vj : U → C, vj(0) = 0, and that the following equality
holds:
(2) f = a1φ
q1 + · · ·+ ajφ
qj + vjφ
qj .
Let us show that there exits a holomorphic function h : D → C defined on a neigh-
bourhood D of 0 ∈ C such that f = h ◦ φ on φ−1(D).
Proof of the claim. We first show that the series
∑∞
i=1 aiλ
qi has a positive radius of con-
vergence.
Let Λ : C → Cn be some linear function such that φ ◦ Λ 6≡ 0 on a neighbourhood
of the origin. One then has φ ◦ Λ(λ) = λpu(λ) for some p ≥ 1 and some unit u. Thus
φ◦Λ(λ) = (λu˜(λ))p for some unit u˜ defined on a neighbourhood of 0 ∈ C such that u˜p = u.
It follows that the change of coordinate λ 7→ λu˜(λ) is biholomorphic on a neighbourhood
of 0, and denoting by ψ its inverse, we obtain: φ ◦ Λ ◦ ψ(ξ) = ξp.
Composing (2) with Λ ◦ ψ one gets:
f˜(ξ) = a1ξ
pq1 + · · ·+ ajξ
pqj + v˜j(ξ)ξ
pqj
where f˜ := φ ◦Λ ◦ψ, v˜j := vj ◦Λ ◦ψ, and v˜j(0) = 0, all holomorphic functions defined on
some neighbourhood V ⊂ C of 0 which does not depend on j.
Computing the derivatives of f˜ , it follows that ai =
1
(pqi)!
f˜ (pqi)(0) for any i > 0. For some
closed disk D(0, r) ⊂ V of radius r > 0, if we set M := max(1, sup{|f˜(ξ)| | ξ ∈ D(0, r)}),
then the Cauchy inequalities yield |ai| ≤
1
rpqi
M .
Since 1 ≤ M , this implies: |ai|
1/qi ≤ 1
rp
M1/qi ≤ 1
rp
M , which proves that the series∑∞
i=1 aiλ
qi has a positive radius of convergence.
Consequently there exists a neighbourhood D ⊂ C of 0 such that the function:
h(λ) :=
∞∑
i=0
aiλ
qi
is holomorphic on D. Then the equality f = h ◦ φ follows by the fact that, for every
multi-index I, the partial derivative ∂
I(f−h◦φ)
∂zI
(0) has value 0. 
We have proved that f = h ◦ φ on some neighbourhood of 0 ∈ Cn, where h is a
holomorphic function defined on a neighbourhood D ⊂ C of 0. Thus (f, g) = (h(φ), φγ)
and the image of (f, g) is included in the curve C which has Puiseux expansion y = tγ,
x = h(t).
3.2.3. The algorithm stops with label (NC). We will show that in this case the image of
(f, g) is not included in a curve.
The fact that the algorithm stops with a label (NC) means that there exists an index
j such that the equality (2) holds, but that vj cannot be written as vj = uφ
r for some
positive integer r and some unit u.
It then follows that, moreover, there are no positive integers p and q such that vqj = uφ
p
for some invertible u. Indeed, if by contradiction we have vpj = uφ
q, then vj and φ have
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the same irreducible factors g1, . . . , gs. Hence modulo some multiplicative unit one has
vj = g
θ1
1 · · · g
θs
s . It follows that qθ1 = pβ1, . . . , qθs = pβs with gcd(β1, . . . , βs) = 1 (see
§3.1 for the decomposition of φ). We deduce that q is a divisor of p and therefore, setting
r := p/q we get that vj = uφ
r with u, contradicting our assumption.
Lemma 3.3. There exist an irreducible hypersurface germ (X, 0) ⊂ (Cn, 0), a holomor-
phic function germ h˜ : (Cn, 0)→ (C, 0), and p0, q0 ∈ N, with q0 > 0, such that v
q0
j = h˜φ
p0,
φ|X ≡ 0, and h˜|X 6≡ 0.
Proof. In case Z(φ) 6⊂ Z(vj), we take p0 = 0, q0 = 1 (thus h˜ := vj) and X = {w = 0} for
some irreducible irreducible factor w of φ which is not a factor of vj .
In the complementary case Z(φ) ⊂ Z(vj), we consider the decomposition into irre-
ducible factors of φ and vj, up to multiplication by invertible elements, φ = g
β1
1 · · · g
βs
s ,
vj = g
ζ1
1 · · · g
ζu
u where s ≤ u, with βj > 0 and ζj > 0 for j ≤ s. We may assume that the
indices are ordered such that β1
ζ1
≤ · · · ≤ βs
ζs
.
If s < u we have vβsj = φ
ζs · gβ1ζs−ζ1βs1 · · · g
βs−1ζs−ζs−1βs
s−1 · g
ζs+1βs
s+1 · · · g
ζuβs
u . Note that
βjζs − ζjβs ≥ 0 for j < s, and = 0 for j = s. We then define p0 := ζs, q0 := βs,
h˜ := gβ1ζs−ζ1βs1 · · · g
βs−1ζs−ζs−1βs
s−1 · g
ζs+1βs
s+1 · · · g
ζuβs
u and X := Z(gs).
If s = u, we repeat the above reasoning and we notice that the hypothesis of our lemma
does not allow the sequence of equalities β1
ζ1
= · · · = βs
ζs
, thus we must have β1
ζ1
< βs
ζs
, and
therefore β1ζs − ζ1βs > 0. Then the only difference to the case s < u is in the definition
of h˜, namely h˜ := gβ1ζs−ζ1βs1 · · · g
βs−1ζs−ζs−1βs
s−1 . 
In the conditions of the above lemma, let U˜ ⊂ Cn be a neighbourhood of the origin
such that U˜ ⊂ U , that our h˜ is holomorphic on U˜ , that our X is defined as a closed
hypersurface in U˜ .
We consider the level hypersurfaces Hτ := {h˜ = τ} ⊂ U˜ , for τ ∈ C. Since h˜|X is an
open map and h˜(0) = 0, one has Hτ ∩X 6= ∅ for all τ close enough to 0.
We clearly have g(Hτ ∩X) = 0 since φ|X ≡ 0 by Lemma 3.3. Next, by (2) we have the
equality f = P (φ) + vjφ
qj where P (z) := a1z
q1 + · · · + ajz
qj . From Lemma 3.3 we have
vq0j = h˜φ
p0, thus φ = 0 implies f = 0, hence f(Hτ ∩X) = 0 too. We may conclude that,
for all τ close enough to 0, the image (f, g)(Hτ) contains 0.
Moreover, it follows that, by setting φ = λq0 and h˜ = τ = δq0, with λ ∈ C as a
parameter and δ as a constant, one can write:
(3) (f, g) =
(
P (λq0) + δλp0+q0qj , λγq0
)
The right side of the above equality (3) is a parametrisation of a plane curve. This
shows that the image (f, g)(Hτ ) is contained in a non-degenerate curve Cτ ⊂ C
2 (possibly
not irreducible if Hτ is not irreducible).
Moreover, since the map germ (f, g) is not constant and the levels Hτ exhaust some
neighbourhood of the origin, it follows that the restriction (f, g)|Hτ is not constant and
hence the image (f, g)(Hτ) is a non-degenerate complex curve, and this holds for infinitely
many values of τ arbitrarily close to 0. In fact this is true for any small enough τ since
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if one had g|Hτ ≡ 0, then Hτ ⊂ {g = 0} ∩ U , because we have assumed that in U all
irreducible components of {g = 0} contain 0, whereas the level hypersurface Hτ does not;
thus a contradiction.
Now let us observe that for fixed τ one can have only finitely many parametrisations
like in (3), i.e. they differ by some roots of unity concerning the exponents of λ and δ.
Therefore, by varying τ ∈ C in a neighbourhood of the origin, it follows that the image
Im (f, g) contains infinitely many irreducible curve germs. And this means that Im (f, g)
cannot be included in a curve, qed.
3.3. Necessary and sufficient conditions for the case (b)(ii) of Theorem 1.2.
For [α : β] ∈ P1, we say that [α : −β] is a gap direction for (f, g) if (f, g)|Z(βfˆ+αgˆ) ≡ 0,
where f = hfˆ , g = hgˆ, and h = gcd(f, g), up to invertible elements in On.
Remark 3.4. There are only finitely many gap directions. Indeed, since fˆ and gˆ are
co-prime, we have dimZ(β1fˆ + α1gˆ) ∩ Z(β2fˆ + α2gˆ) = n− 2 for any [α1 : β1] 6= [α2 : β2].
As Z(h) has finitely many irreducible components, our conclusion follows.
Proposition 3.5. Let dimZ(f) ∩ Z(g) = n − 1, Z(f) 6⊂ Z(g) and Z(g) 6⊂ Z(f). Let
f = hfˆ , g = hgˆ, where h = gcd(f, g).
(a) If the image Im (f, g) is a well defined germ then there are no gap directions.
(b) The image Im (f, g) is a well defined germ if dimZ(h) ∩ Z(βfˆ + αgˆ) = n − 2 for
any [α : β] ∈ P1.
The above result does not give an equivalence although it looks close to that, in the
following sense:
1). the condition in (b) implies that there are no gap directions, but the converse is
not true, see Example 3.9.
2). the implication (b) itself is not an equivalence, see Example 3.8.
Proof. By Theorem 1.2(b)(ii), the image Im (f, g) is a well defined germ if and only if
(Im (f, g), 0) = (C2, 0).
(a). If (Im (f, g), 0) = (C2, 0) then there are no gap directions. So this is trivial.
(b). Let us suppose by contradiction that (Im (f, g), 0) 6= (C2, 0). We have the following
result:
Lemma 3.6. Let F : (Cn, 0) → (Cp, 0) be a holomorphic map germ with (ImF, 0) 6=
(Cp, 0). Then there exists a complex curve germ (C, 0) ⊂ (Cp, 0) and an open neighbour-
hood U of 0 ∈ Cn such that F (U) ∩ C = {0}.
Proof of Lemma 3.6. Our assumption (ImF, 0) 6= (Cp, 0) implies that there exists an
open ball B ⊂ Cn centred at the origin such that 0 ∈ ∂(Cp \ F (B)). Since Cp \ F (B) is
a subanalytic set, the Curve Selection Lemma implies that there exists γ : (−ε, ε) → Cp
a real analytic function such that γ(0) = 0 and that γ(0, ε) ⊂ Cp \ F (B). We consider
the complexification of γ(−ε, ε), i.e. the (unique) irreducible complex curve C containing
γ(−ε, ε). The analytic set germ (B∩F−1(C), 0) has finitely many irreducible components
and we may apply to each of them Lemma 3.1. We deduce that F (B) ∩ C = {0}. 
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By applying Lemma 3.6 to our setting, it follows that there exists a complex curve
germ (C, 0) ⊂ (C2, 0) which intersects (Im (f, g), 0) at 0 only. If {ϕ = 0} is a local
equation for C, then we have Z(ϕ(f, g)) ⊂ Z(f) ∩ Z(g) = Z(h) ∪ (Z(fˆ) ∩ Z(gˆ)). Since
Z(ϕ(f, g)) has pure dimension n − 1 and since dimZ(fˆ) ∩ Z(gˆ) = n − 2, we deduce
the inclusion Z(ϕ(f, g)) ⊂ Z(h). In local coordinates we may write ϕ(x, y) = P (x, y) +∑
i+j≥p+1 ci,jx
iyj, where P (x, y) is a homogeneous polynomial of degree p ≥ 1. Therefore
ϕ(f, g)) = P (fˆ , gˆ)hp + hp+1h˜, for some holomorphic function h˜. Then Z(ϕ(f, g)) ⊂
Z(h) implies that Z(P (fˆ , gˆ) + hh˜) ⊂ Z(h). We then deduce Z(P (fˆ , gˆ) + hh˜) ⊂ Z(h) ∩
Z(P (fˆ , gˆ)), and in particular dimZ(h) ∩ Z(P (fˆ , gˆ)) = n− 1.
Writing now the homogeneous polynomial P (x, y) as a product of linear factors, we
deduce that there exists [α : β] ∈ P1 such that dimZ(h)∩Z(βfˆ +αgˆ) = n− 1. This ends
the proof of our proposition. 
Example 3.7. Let F : (C2, 0)→ (C2, 0), F (x, y) = (x(y + x2), y(y + x2)). It is trivial to
check the criterion of Proposition 3.5(b), thus we have (ImF, 0) = (C2, 0).
Example 3.8. Let (f, g) : C2 → C2, (f, g)(x, y) = (xy, x2y2 + y3).
Then h(x, y) = y, fˆ(x, y) = x, gˆ(x, y) = x2y + y2.
If [α : β] 6= [1 : 0] then Z(βfˆ + αgˆ) ∩ Z(h) = {(0, 0)} and hence Z(βfˆ + αgˆ) 6⊂ Z(h).
If [α : β] = [1 : 0] then Z(βfˆ + αgˆ) = Z(y(x2 + y)) 6⊂ Z(y).
We deduce that (f, g) has no gap direction (but has a “curve gap”). On the other hand
Im f ∩ {(u, v) ∈ C2 : v = u2} = (0, 0) and hence, by Theorem 1.2(b)(ii), Im (f, g) is not a
well defined set germ.
Example 3.9. Let (f, g) : C2 → C2, (f, g)(x, y) = (x(x4 + y), y(x4 + y)2). Note that
h(x, y) = x4 + y, fˆ(x, y) = x, gˆ(x, y) = y(x4 + y) and hence dimZ(h)∩Z(gˆ) = n− 1. We
claim that (Im (f, g), 0) = (C2, 0).
Let Dr ⊂ C centred at the origin and of radius r. We will show that for any
1
2
> ε > 0,
there is r > 0 such that f(Dε ×Dε) ⊃ Dr ×Dr. We shall actually prove this inclusion in
the following by assuming that r < ε10.
We need to show that for any (a, b) ∈ Dr×Dr there exists (x0, y0) ∈ Dε×Dε such that
(f, g)(x0, y0) = (a, b). The proof falls into two cases.
Case 1. |a|2 ≥ |b|. Let k := b
a2
, thus |k| ≤ 1. We consider the equation x(x4 + k2x2) = a.
This has five complex solutions and their product is a. It follows that for at least one of
them, say x0, we have |x0| ≤ |a|
1/5 < r1/5 < ε. For y0 := kx
2
0 we get (x0, y0) ∈ Dε × Dε
and f(x0, y0) = (a, b).
Case 2. |a|2 ≤ |b|. Let k′ := a
2
b
, thus |k′| ≤ 1. We consider the equation y((k′)2y2+y)2 = b
and claim that this equation has at least three solutions in Dε2 ⊂ Dε. Since the three
solutions of the equation y3 − b = 0 are in Dε2, by Rouche’s Theorem it suffices to show
that |(k′)4y5+2(k′)2y4| < |y3−b| on ∂Dε2 . However, if |y| = ε
2, we have |y3−b| ≥ ε6−r >
ε6 − ε10 ≥ 15
16
ε6 (since ε < 1/2). On the other hand |(k′)4y5 + 2(k′)2y4| < ε10 + 2ε8 <
( 1
16
+ 1
2
)ε6 < 15
16
ε6, and therefore we have |(k′)4y5 + 2(k′)2y4| < |y3 − b| on ∂Dε2 indeed.
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We then use such a solution y0. For x0 :=
a
(k′)2y2
0
+y0
we get x20 =
a2
b
y0 = k
′y0 and
therefore |x0|
2 < ε2, thus |x0| < ε. We also have x0(x
4
0 + y0) = a and y0(x
4
0 + y0)
2 = b,
thus (f, g)(x0, y0) = (a, b).
4. The image of f g¯
We start with two preparatory results.
Lemma 4.1. Let (C, 0) ⊂ (C2, 0) be a curve germ, and let uv¯ : C2 → C. Then the image
of the restriction uv¯|(C,0) is a germ.
Proof. It is sufficient to treat the case (C, 0) is irreducible. The trivial case is when the
curve C is one of the axes; then the image uv¯|(C,0) is the point 0. We therefore assume
in the following that (C, 0) has a Puiseux parametrisation (which is also a normalisation)
(u(λ), v(λ)) with p := ord0(u) > 0 and q := ord0(v) > 0.
Case p 6= q. We show that Im uv = (C, 0).
By straightforward computation (see e.g. [PT, Lemma 2.5]), the restriction (uv)|U\{0}
is a submersion, for some small enough neighbourhood U ⊂ C of 0, thus it is an open
map.
We consider a small enough disk Dε ⊂ U centred at 0, and the image of a small circle,
namely let δr : [0, 2pi] → C, δr(t) := (uv)(re
it), for some ε > r > 0. Then a direct
computation shows that the winding number of δr around 0 is p−q 6= 0. This means that
the circle δr([0, 2pi]) contains 0 in the interior of some compact subset of C bounded by
this circle. Since δr converges uniformly to the constant function 0 as r → 0, these imply
that 0 is an interior point of the image (uv)(Dε).
Case p = q. We have u(λ) = λpa(λ) and v(λ) = λpb(λ) where a and b are units, thus
uv¯ = |λ|2pab¯.
In order to prove that the image uv¯|(C,0) is a germ, it is sufficient to show that 0 is not an
accumulation point of f(Bε1\Bε2), and hence not an accumulation point of f(Bε1)\f(Bε2),
for any 0 < ε2 < ε1.
Let r > 0 be such that m := min{|a(λ)||b(λ)| | λ ≤ r} > 0, which is possible since a and
b are units. For 0 < ε2 < ε1 < r and λ ∈ Bε1 \ Bε2, we then get |(uv¯)(λ)| ≥ |ε2|
2pm > 0,
which finishes our proof.

We shall need the following observation:
Lemma 4.2. The following statements are equivalent:
(a) f = ug, where u is invertible
(b) there exists a ball B ⊂ Cn centred at the origin such that, for any ball B1 centred
at the origin, B1 ⊂ B and for any complex line L, the roots of f|B1∩L and of g|B1∩L
are the same, and with the same multiplicities.
Proof. (a) ⇒ (b). Let B be a small ball where the involved holomorphic functions are
well-defined and such that u(z) 6= 0 for any z ∈ B. Then the restrictions f|B∩L and
(uf)|B∩L obviously have the same roots with the same multiplicities.
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(b) ⇒ (a). We consider a linear change of coordinates such that both f and g are xn-
normalised. By applying the Weierstrass Preparation Theorem, one gets the following
equalities on a possibly smaller ball B1 ⊂ B, and modulo multiplication of f and g by
some unit functions without zeros on B1:
(4)
f = xpn +
∑p−1
j=0 aj(x
′)xjn,
g = xqn +
∑q−1
j=0 bj(x
′)xjn,
where x′ = (x1, · · · , xn−1), aj(0) = 0 and bj(0) = 0. By our hypothesis, the restrictions
of f and g to the line {x′ = 0} ∩ B1 have the same roots counting multiplicities. It then
follows that, in particular, the Weierstrass polynomials of (4) have the same vanishing
order at the origin, which implies p = q. By the same hypothesis, for any ξ′ ∈ Cn−1 and
Lξ′ := {ξ
′}×C, the roots of f|Lξ′∩B1 and of g|Lξ′∩B1 coincide, including their multiplicities.
There exists some small enough ball Dε ⊂ C
n−1 at 0, such that for any ξ′ ∈ Dε the
restriction to the full line Lξ′ of the Weierstrass polynomials from (4) have all their roots
inside B1, thus all p roots, counting multiplicities.
It follows that for any ξ′ ∈ Dε, the Weierstrass polynomials x
p
n +
∑p−1
j=0 aj(ξ
′)xjn and
xpn +
∑p−1
j=0 bj(ξ
′)xjn have the same roots in Lξ′ ∩ B1, with the same multiplicities, and
hence these Weierstrass polynomials have the same coefficients. And since aj(ξ
′) = bj(ξ
′)
for any ξ′ ∈ Dε, we obtain the equality of function germs aj = bj , for all j. Thus the
Weierstrass polynomials (4) are the same, and our proof is done.

4.1. Proof of Theorem 1.1.
(a). If f 6= ug, where u is invertible, then by Lemma 4.2 there exists some small ball
B and a complex line L such that roots of f|B∩L and of g|B∩L are not the same, or with
different multiplicities. So let x0 ∈ L ∩ B such that ordx0f|B∩L 6= ordx0g|B∩L. By Lemma
4.1, the one variable holomorphic function (f g¯)(B ∩ L) is a neighborhood of 0, and thus
(f g¯)(B) is a neighborhood of 0.
(b). If Im (f, g) is a complex curve then Lemma 4.1 implies that (Im f g¯, 0) = (C, 0).
The rest of the proof is devoted to the converse, namely we show that if f = ug and
Im (f, g) is not a complex curve then Im f g¯ is not germ.
We will use the algorithm introduced in the previous section to decide if the image of a
holomorphic map germ (Cn, 0) → (C2, 0) is included in a curve (and consequently equal
to an irreducible curve). We may assume without lowering the generality that u(0) = 1.
If the image of (u − 1, g) is included in a curve, then the algorithm applied to u − 1
and g (instead of f and g) produces a holomorphic function germ ψ : (C, 0)→ (C, 0) such
that u− 1 = ψ(φ), thus (f, g) = (ψ(φ)φγ, φγ) and hence Im (f, g) is included in a curve.
So if Im (f, g) is not included in a curve, then Im (u − 1, g) is not included in a curve,
and we will prove in the following that the later implies that fg is not a well-defined set
germ.
As in §3.1, we write g = φγ, with γ ≥ 1. According to our algorithm, the fact that
(u − 1, g) is not included in a curve means that there exists j ≥ 1 such that u is of the
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form, see (2):
(5) u = 1 + a1φ
q1 + · · ·+ ajφ
qj + vjφ
qj
and by Lemma 3.3 there exist two integers p ≥ 0 and q > 0, a holomorphic function germ
h˜ and an irreducible hypersurface germ at the origin X, such that:
(6) vqj = φ
ph˜, φ|X ≡ 0, h˜|X 6≡ 0, h˜(0) = 0.
As in the proof of the algorithm (see after Lemma 3.3), we choose a neighbourhood of
the origin U˜ such that h˜, φ, vj are holomorphic on U˜ and that X is a a closed hypersurface
in U˜ . Moreover, we assume (by eventually shrinking U˜) that on U˜ we have:
|a1φ
q1|+ · · ·+ |ajφ
qj |+ |vjφ
qj | <
1
2
.
Let {δk}k≥1 be a sequence of non-zero complex numbers tending to 0, such that:
a1δ
q1
k + · · ·+ ajδ
qj
k ∈ R
for every k ≥ 1. Such an infinite sequence exists because the imaginary part of the
holomorphic function λ 7→ a1λ
q1 + · · · + ajλ
qj is a non-constant harmonic function and
therefore its set of zeros is non-isolated.
In the following we denote by ℜ and ℑ the real and the imaginary part, respectively.
Let ν ′k :=
ℜ
(
δ
qj q+p
k
)
|δk|
qjq+p
and ν ′′k :=
ℑ
(
δ
qjq+p
k
)
|δk|
qjq+p
. Since (ν ′k, ν
′′
k) ∈ R
2 is of norm 1, {(ν ′k, ν
′′
k )}k≥1
has a convergent subsequence. We may thus assume without lowering the generality that
{(ν ′k, ν
′′
k)} is convergent. Let then (ν˜
′, ν˜ ′′) be its limit, which is still of norm 1, thus different
from (0, 0). Since h˜|X is an open map, there is x ∈ X such that ν˜
′ℑ(h˜(x))+ν˜ ′′ℜ(h˜(x)) 6= 0.
Since φ is a non-constant holomorphic function, φ(W ) is open for any open neigh-
bourhood W of x, and by Lemma 3.3 we have φ(x) = 0. Then there exists a sequence
{xk}k≥1 ⊂ U˜ converging to x such that:
φ(xk) = δk.
By Lemma 3.3 we have that (φqjvj)
q = φqjq+ph˜, hence the equality:
ℑ (φqjvj)
q
|φ|qjq+p
=
ℑ(φqjq+p)
|φ|qjq+p
ℜ(h˜) +
ℜ(φqjq+p)
|φ|qjq+p
ℑ(h˜).
Applying this to xk we get:
ℑ (φqj(xk)vj(xk))
q
|φ(xk)|qjq+p
=
ℑ(δ
qjq+p
k )
|δk|qjq+p
ℜ(h˜(xk)) +
ℜ(δ
qjq+p
k )
|δk|qjq+p
ℑ(h˜(xk))
and the right-hand side converges to ν˜ ′ℑ(h˜(x)) + ν˜ ′′ℜ(h˜(x)).
Since the sequence
{
(φqj (xk)·vj(xk))
q
|φ(xk)|
qjq+p
}
k≥1
is bounded, it follows that the sequence
{
φqj (xk)·vj(xk)
|φ(xk)|
qj+p/q
}
k≥1
is bounded too, thus it has a convergent subsequence. By economy
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of notations, we may therefore assume that
{
φqj (xk)·vj(xk)
|φ(xk)|
qj+p/q
}
is convergent. So let η be its
limit. It then follows that ℑ(ηq) = ν˜ ′ℑ(h˜(x)) + ν˜ ′′ℜ(h˜(x)) 6= 0 and this implies that
ℑ(η) 6= 0.
4.2. End of the proof of Theorem 1.1. By the definition of the sequence {xk} we
have that (fg)(xk)→ 0 as k →∞.
Lemma 4.3. There exists ε > 0 and M > 0 such that (fg)(xk) 6∈ (fg)(Bε) for all k > M .
From the above lemma it follows that 0 is an accumulation point of (fg)(U˜)\ (fg)(Bε).
This shows that the image of fg is not a well-defined set germ, ending the proof of
Theorem 1.1.
Proof of Lemma 4.3. By contradiction, let us assume that
(7) (fg)(xk) = (fg)(x
′)
for some x′ close to 0.
Setting µ := a1φ
q1 + · · ·+ ajφ
qj , we have by (5): u = 1 + µ+ φqjvj and fg = (1 + µ+
φqjvj)|h|
2. Applying this to (7) we get:
(8) (1 + µ(xk) + φ
qj(xk)vj(xk))|h(xk)|
2 = (1 + µ(x′) + φqj(x′)vj(x
′))|h(x′)|2.
Taking the real and imaginary parts, and since by definition µ(xk) ∈ R, we obtain:
(9)
(1 + µ(xk) + ℜ(φ
qj(xk)vj(xk)))|h(xk)|
2 = (1 + µ(x′) + ℜ(φqj(x′)vj(x
′)))|h(x′)|2,
ℑ(φqj(xk)vj(xk))|h(xk)|
2 = ℑ(φqj(x′)vj(x
′))|h(x′)|2.
Dividing these two relations we obtain:
ℑ(φqj(xk)vj(xk))
1 + µ(xk) + ℜ(φqj(xk)vj(xk))
=
ℑ(φqj(x′)vj(x
′))
1 + µ(x′) + ℜ(φqj(x′)vj(x′))
and therefore:
ℑ(φqj(xk)vj(xk))
|φ(xk)|qj+p/q
=
ℑ(φqj(x′)vj(x
′))
|φ(x′)|qj+p/q
·
|φ(x′)|qj+p/q
|φ(xk)|qj+p/q
·
1 + µ(xk) + ℜ(φ
qj(xk)vj(xk))
1 + µ(x′) + ℜ(φqj(x′)vj(x′))
We have assumed that on U˜ we have |a1φ
q1|+· · ·+|ajφ
qj |+|φqj ·vj | <
1
2
. This inequality
implies now that:
(10)
1
3
<
∣∣∣∣1 + µ(xk) + ℜ(φ
qj(xk)vj(xk))
1 + µ(x′) + ℜ(φqj(x′)vj(x′))
∣∣∣∣ < 3,
and by (8) we get 1
3
< |h(x
′)|2
|h(xk)|2
< 3.
From this, and since h = φγ by definition, we next get:
(11)
(
1
3
) qj+p/q
2γ
<
|φ(x′)|qj+p/q
|φ(xk)|qj+p/q
< 3
qj+p/q
2γ .
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We also have the following:
|ℑ(φqj(x′)vj(x
′))|
|φ(x′)|qj+p/q
≤
|φqj(x′)vj(x
′)|
|φ(x′)|qj+p/q
= |h˜(x′)|1/q,
where the inequality is obvious and the equality comes from the definition of h˜, see (6).
Since h˜(0) = 0 this inequality implies that
|ℑ(φqj (x′)vj(x
′))|
|φ(x′)|qj+p/q
→ 0 for x′ → 0.
By taking into account the bounds (10) and (11), it follows that there exists ε > 0 such
that for any 0 < x′ < ε, the expression:
ℑ(φqj(x′)vj(x
′))
|φ(x′)|qj+p/q
·
|φ(x′)|qj+p/q
|φ(xk)|qj+p/q
·
1 + µ(x′) + ℜ(φqj(xk)vj(xk))
1 + µ(x′) + ℜ(φqj(x′)vj(x′))
may be strictly bounded from above by |ℑ(η)|/2. But since this expression is equal to
ℑ(φqj (xk)vj(xk))
|φ(xk)|
qj+p/q
which converges to ℑ(η) 6= 0, as we have seen just before §4.2. It follows
that there exists M > 0 such that for any k > M this same expression is strictly bounded
from below by |ℑ(η)|/2. We thus get a contradiction, and out lemma is proved. 
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