Abstract-We present a new inner bound for the admissible rate region of the t-stage successive-refinement problem with sideinformation. We also present a new upper bound for the ratedistortion function for lossy-source coding with multiple receivers and side-information. A single-letter characterisation of this ratedistortion function is a long-standing open problem, and it is widely believed that the tightest upper bound is provided by In [3, Thm. 2], Heegard and Berger claimed that a certain functional, R 0 (d), is an upper bound for R (d). For the past twenty-five years, R 0 (d) has been universally considered to be the tightest upper bound in the rate-distortion literature. In
The Kaspi/Heegard Berger problem was further generalised by Heegard and Berger in [3, Sec . VII] to the problem shown in Figure 3 . There are t-receivers, each with side-information, and the objective is to characterise the rate-distortion function R(d). Unfortunately, this function has eluded characterisation for all but a few special cases. For example, Heegard and Berger [3] have characterised R(d) for stochastically degraded side-information; Tian and Diggavi [7] , [8] have characterised R(d) for a Gaussian source and side-information; and Sgarro's result [4] subsumes the corresponding lossless problem. Notwithstanding this difficulty, however, this problem has helped stimulate a number of important results [2] , [5] [6] [7] [8] .
In [3, Thm. 2] , Heegard and Berger claimed that a certain functional, R 0 (d), is an upper bound for R (d) . For the past twenty-five years, R 0 (d) has been universally considered to be the tightest upper bound in the rate-distortion literature. In Finally, we study a new lossless source coding problem in Section IV. The paper is concluded in Section V. Proofs and additional discussions can be found in the extended version of the paper [9] .
Notation: The non-negative real numbers and natural numbers are R + and N, respectively. For s, t ∈ N with s ≤ t, let [s, t] {s, s + 1, s + 2, . . . , t}. Similarly, for t ∈ N, let [t] [1, t] . Proper subsets and subsets are ⊂ and ⊆, respectively. Random variables and random sequences are identified by upper case and bolded uppercase letters, respectively. For example, X = X 1 , X 2 , . . . , X n . The alphabets of random variables are identified by matching calligraphic typeface, e.g. X is the alphabet of the random variable X. A generic element of an alphabet is identified by the matching lowercase letter, e.g. x ∈ X . The t-fold Cartesian product of a single alphabet/set is identified with a superscript, e.g. X t and R t + . Tuples from product spaces are identified by boldfaced lowercase letters, e.g.
. Mutual information and entropy are written in the standard fashion using I and H, respectively [10] . Finally, we use subscripts for I and H to emphasize that random variables under consideration are defined by a particular pmf, e.g.
II. FORMAL DEFINITIONS & COUNTEREXAMPLE

A. Successive Refinement with Side-Information
denote n (t + 1)-tuples of random variables that are drawn in an iid manner from X × Y * according to a generic pmf q,
We assume that X = X 1 , X 2 , . . . , X n is known to transmitter and
(n) (X) are sent over channels 1 through t, respectively. Finally, the rate of the encoder on channel l is given by κ
Consider receiver l. LetX l be a finite reconstruction alphabet, and let δ l : X ×X l → R + be a per-letter distortion measure. Observe thatX l and δ l can be different to those used at the other receivers. We assume that δ l (x,x * (x)) = 0 for every x ∈ X , wherex * (x) arg minx ∈X δ l (x,x). This receiver is required to generate a replicaX l
of X using a decoder of the form g
Finally, the quality of this replica is measured by the average 
Note, this definition matches Tian and Diggavi [8] in that the l th channel rate κ
is characterised in an incremental manner. In contrast, Steinberg and Merhav [5] define l th channel rate in a cumulative manner, e.g.
We conclude this section with a summary of some fundamental properties of R(d). These properties can be deduced directly from Definition 1.
Proposition 1: Let q and q be pmfs on X × Y * , and let
We note that Proposition 3 also holds in a more universal setting. Suppose r ∈ R t + . Consider all combinations of the source distribution, distortion measures and distortion tuple (e.g.,X ,Ỹ * ,q, [12] .
We give an inner bound for R(d) in Theorem 1. However, before giving this bound, it is useful to first define R(d) ( fig. 3 ) and then review Heegard and Berger's functional R 0 (d).
B. Rate Distortion with Side-Information at Many Receivers
The rate-distortion function R(d) for the problem shown in Figure 3 can be efficiently recovered from R(d) by restricting the code rate on channels 2 through t to be zero.
Definition 2: The rate-distortion function for lossy source coding with side-information at t-receivers is defined by
, where the indicated minimum exists because R(d) is closed and bounded from below.
As a brief diversion, we note that Definition 2 permits the use of codes with asymptotically-vanishing rates on channels 2 through t. That is, the d-admissibility of rates approaching R(d) can be proved using a sequence of codes where κ
. Such codes, however, are not permitted in the rate-distortion problem (fig. 3) ; we can only use codes with κ (n) l = 0 for all l ∈ [2, t] . Despite this subtle difference, Definition 2 is equivalent to the definition used in [3] because any message transmitted on channels 2 through t can be transferred to channel 1 (see Proposition 3). In general, it is difficult to prove the equivalence of asymptoticallyvanishing rates and zero-capacity channels (i.e. "deleting the channel") without such a rate-transfer argument [13] .
Using the time-sharing principle, it can be shown that 
denote the set of all p ∈ P for which the following two properties are satisfied: (P1) p factors to form the Markov chain:
Heegard and Berger claimed [3, Thm. 2] that, for any choice of finite alphabets U Sj , j = 1, 2, . . . , 2 t − 1 for which P(d) is non-empty, the functional
is an upper bound for R(d 
where the minimization is taken over all p ∈ P (d 1 , d 2 , d 3 ) .
Suppose that X =X 1 =X 2 =X 3 = {0, 1, 2}, and let X be uniform on X . Finally, choose δ 1 , δ 2 and δ 3 to be the Hamming distortion measure:
Let C be independent of X and uniform on {0, 1, 2}. Using modulo-3 arithmetic, choose U 12 = C, U 13 = X + C, and U 23 = X + 2C . (3c) Note, X can be written as a function of any pair of U 12 , U 13 and U 23 , and the Markov chain
is trivially satisfied. It follows that these auxiliary random variables are defined by some p ∈ P(0, 0, 0). From (3b), it follows that (2) is bound by R 0 (0, 0, 0) ≤ I p (X; U 12 )+I p (X; U 13 )+I p (X; U 23 ) . (4) Furthermore, every mutual information term on the right hand side of (4) is zero from (3c). Since R 0 (0, 0, 0) is non-negative, it follows that R 0 (0, 0, 0) = 0; however, from Proposition 5 we know that R(0, 0, 0) = H(X) > 0. This counterexample demonstrates that R 0 (d) is not an upper bound for R(d).
It appears that this counterexample does not invalidate any result in the rate-distortion literature. In particular, those papers that cite [3, Thm. 3] are either concerned with the special case of 2 receivers, or the special case of degraded side-information. See, for example, [2] , [5] [6] [7] [8] . The case of degraded sideinformation is discussed in the next section.
C. Rate-Distortion with Degraded Side-Information
The side-information, as defined by q, is said to be degraded
forms a Markov chain. Similarly, the side-information is said to be stochastically degraded if there exists a pmf
When the side-information is degraded, R(d) can be characterised using t auxiliary random variables. These variables are U [1,t] , U [2,t] , . . ., U {t} , and the corresponding subsets of receivers are [1, t] , [2, t] , . . ., {t}. To formally define these variables using the notation of Section II-B, choose |U Sj | = 1 whenever S j = [l, t] for some l ∈ [t], and let P deg (d) denote the set of p ∈ P that satisfy properties (P1) and (P2). 
III. NEW BOUNDS FOR R(d) AND R(d)
We now present a new inner bound for R(d). This bound will require an auxiliary random variable for each non-empty subset of receivers. 
and let
where co(·) denotes the closure of the convex hull.
It can be shown (see [9, Recall Figure 3 and the rate-distortion function R(d). Theorem 2:
For one receiver (t = 1), the right hand side of (7) becomes min
which is the Wyner-Ziv formula [1, Thm. 1]. For t-receivers and degraded side-information, the right hand side of (7) [16, Thm. 1] . In this section, we consider a more complex scenario wherein each receiver is required to decode one part of X losslessly.
Consider the problem shown in Figure 5 . To formally state this problem in terms of R(d) (Definition 2), let X = W 1 × W 2 × · · · × W t , let X = (W 1 , W 2 , . . . , W t ), and let X l = W l , where W l , l = 1, 2, . . . , t, are finite alphabets.
It is required that receiver l losslessly reconstructs W l with vanishing symbol error probability. To this end, let δ l be the Hamming measure for the l th -source: R(d) , the counterexample demonstrates that this minimization needs to include a certain conditional independence structure on the auxiliary random variables. However, imposing such conditional independence can be unnecessarily restrictive. We gave a new upper bound for R(d) in Theorem 2. This bound followed from a new inner bound for R(d) that we presented in Theorem 1.
