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On Absolutely Continuous Invariant Measures and
Krieger-Type of Markov Subshifts
Nachi Avraham-Re’em
Abstract. It is shown that for a non-singular conservative shift on a topo-
logically mixing Markov subshift with Doeblin Condition the only possible
absolutely continuous shift-invariant measure is a Markov measure. Moreover,
if it is not equivalent to a homogeneous Markov measure then the shift is of
Krieger-type III1. A criterion for equivalence of Markov measures is included.
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1. Introduction and Main Theorems
In recent years some general results were obtained about the classification of
the Bernoulli shift according to its Krieger-type. The basic problem is classical:
for a given sigma-finite Borel measure µ on a standard Borel space X and a non-
singular Borel transformation T : (X,µ)→ (X,µ), determine whether there exists
a sigma-finite Borel measure ν which is both absolutely continuous with respect
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to µ and invariant to T . Such measure ν is abbreviated as a.c.i.m. (absolutely
continuous invariant measure) for µ and T . Hamachi [19] showed that there is a
Bernoulli shift without a.c.i.m but he did not determine its Krieger-type. It was
an open question, famously attributed to Krengel and Weiss [13,24,27] (see also
the MathSciNet review of Krengel on [20]), whether Krieger-types II∞ and IIIλ
(0 6 λ 6 1) can appear in the non-singular conservative shift. More details on the
history of the problem can be found in the survey of Danilenko and Silva [13].
Only in the last few years some general results were discovered on the Bernoulli
shift. First, Kosloff [24] showed that in the half-stationary Bernoulli shift on 2-
states space, when the distribution on all the negative coordinates is (1/2, 1/2), if
the shift is non-singular and conservative then it is either equivalent to a corre-
sponding stationary Bernoulli measure, and then it is of Krieger-type II1, or that
there is no any a.c.i.m.. Moreover, in the latter case it is of Krieger-type III1. This
result was later extended by Danilenko and Lemanczyk [12] when the distribution
of the negative coordinates is (p, 1− p) for some 0 < p < 1.
Recently, a significant progress has been achieved for Bernoulli actions of count-
able groups. Vaes and Wahl [36] formulated a characterization of a countable group
to admit a Krieger-type III1 Bernoulli action in terms of the first l
2-cohomology of
the group, and proved this characterization for a large family of groups. Bjo¨rklund
and Kosloff [2] showed that every countable amenable group admits a Krieger-type
III1 Bernoulli action on two states. The recent result of Bjo¨rklund, Kosloff and
Vaes [3] confirms the conjecture of Vaes and Wahl, showing that every countable
group which is either amenable or has non-trivial first l2-Betti number admits a
Bernoulli action of Krieger-type III1.
In contrast to the Bernoulli shift, very few is known about Markov shift. The er-
godicity of a non-singular conservative Markov subshift was studied by Kosloff [26]
and Danilenko [11]. The Markov subshift model was used by Kosloff to construct
examples of Anosov diffeomorphisms of a new type [25]. A special case of a half-
stationary Markov shift was studied by Danilenko and Lemanczyk [12], and they
asked about a general half-stationary Markov shift on two states (see [12, Prob-
lem (1)]). Here we solve the Markov case to a relatively large extent under the
Doeblin Condition and we remove the restrictive assumption of half-stationarity.
We now introduce our general setting. Let X = SZ for a finite state space
S and consider the left-shift T : X → X defined by (Tx)n = xn+1 for every
n ∈ Z, where xn denotes the nth coordinate of x. For a {0, 1}-valued |S| × |S|-
matrix A let XA ⊂ X be the subshift of finite type (SFT) that is determined
by A as its adjacency matrix. A SFT XA is called topologically-mixing if A is
a primitive matrix. Denote the sequence of coordinates random variables of X
by (Xn : n ∈ Z). A Markov measure µ on a SFT XA is specified by a sequence
(Pn : n ∈ Z) of transition matrices which are row-stochastic |S|× |S|-matrices with
Pn (s, t) = µ (Xn+1 = t | Xn = s,Xn−1 = s1, . . . , Xn−k = sk) ,
for all t, s, s1, . . . , sk ∈ S and n ∈ Z. If µ is a Markov measure on a SFT XA then
trivially Pn (s, t) = 0 for all n ∈ Z whenever A (s, t) = 0. Denote the distributions
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of the coordinates under µ by
πn (t) = µ (Xn = t) =
∑
s∈S
Pn−1 (s, t) , t ∈ S, n ∈ Z.
Let us denote the reverse transition matrices of µ by
P̂n (s, t) = µ (Xn−1 = t | Xn = s) = πn−1 (t)
πn (s)
Pn−1 (t, s) , s, t ∈ S, n ∈ Z.
We say that a Markov measure µ on a SFT XA satisfies Doeblin Condition if
there exists δ > 0 such that
(♦) Pn (s, t) > δ ⇐⇒ A (s, t) = 1, s, t ∈ S, n ∈ Z.
In the following Theorems A, B, C and D, we consider a topologically-mixing
SFTXA on a finite state space S, with a Markov measure µ with transition matrices
(Pn : n ∈ Z) that satisfies Doeblin Condition (♦). We further assume that the shift
T : (XA, µ)→ (XA, µ) is non-singular and conservative.
In the case that we describe as divergent scenario the following theorem fully
answers the question of possible Krieger-type of the shift.
Theorem A. If either limn→∞ Pn or limn→∞ P−n does not exist, then the
shift is of Krieger-type III1.
In the other case that we describe as convergent scenario the situation is more
complicated. The first essential step is to use the conservativeness of the shift.
Theorem B. If limn→∞ Pn and limn→∞ P−n both exist, then a necessary con-
dition for the shift to be conservative is that these limits are equal.
Then we can determine the Krieger-type of the shift as follows.
Theorem C. Suppose that S = {0, 1}. Then the Krieger-type of the shift is
either II1 or III1. Moreover, the shift is of Krieger-type II1 if, and only if, there
exists a row-stochastic matrix Q such that limn→∞ Pn = limn→∞ P−n = Q and∑
n>1
∑
s,u,v,t∈S
(√
P̂−n (u, s)Pn (v, t)−
√
Q̂ (u, s)Q (v, t)
)2
<∞.
In this case the absolutely continuous invariant measure for the shift is the homo-
geneous Markov measure defined by Q.
Consider the Golden-Mean SFT on S = {0, 1, 2}, which is the topologically-
mixing SFT defined by the primitive adjacency matrix
A =

 1 0 11 0 1
0 1 0

 .
Theorem D. For the Golden-Mean subshift on S = {0, 1, 2}, the Krieger-type
of the shift is either II1 or III1. These alternatives are determined by the same test
of Theorem C.
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1.1. About the Proof. In the first works [12,24] the authors proved the case
of a half-stationary Bernoulli shift by computing the ratio set of the shift using the
appropriate cocycle. However, this method relies on the Bernoullicity and the half-
stationarity of the shift, and in the Markov case the computation of this cocycle
becomes more involved. In later works [2,3,11,26] it has been found useful to study
the ergodicity of the shift by the action of the permutations that change only finitely
many coordinates. This approach applied by Bjo¨rklund, Kosloff and Vaes [3] for
amenable groups, using a ratio ergodic theorem by Danilenko [11], to replace the
computation of the ratio set of the Bernoulli shift by the computation of the ratio set
of the finite permutations action. However, also in this approach the Bernoullicity
plays a crucial role in two aspects. The first is that the cocycle of the shift satisfies
a special identity with respect to finite permutations (see [3, Lemma 3.1]) and
this identity no longer holds in the Markov case. The second is that the finite
permutations action is ergodic with respect to Bernoulli measures. This is far from
being true in general and in the Markov case it is not true even when the shift is
measure-preserving. See Example 3 of Blackwell–Freedman [4]. In particular, the
action of the finite permutations when is not ergodic does not fall under the Krieger
classification.
Here we place the above approach for amenable groups in a more general con-
text. We develop a notion of Renormalization Group (Definition 4.1) of one action
of countable group with respect to another action of countable group, where the
latter satisfies a metric property with respect to the former. This metric prop-
erty is the Maharam extension-version of the notion of equivalence underlying the
well-known Hopf Argument. We then establish a version of Hopf Argument for
the Maharam extension (Theorem 4.3), which allows one to study the ergodicity
of the Maharam extension of the first action by the ratio set of the corresponding
renormalization group action. This can be viewed, in a sense, as replacing the
computation of the ratio set of groups with a notion of past and future, like the
shift, with the computation of the ratio set of some symmetry group.
Acknowledgment. I would like to express my deep gratitude to my advisor,
Zemer Kosloff, for his patient, generous guidance and for the help in this research.
Many important insights in this work are inspired by oral discussions with him.
2. Preliminaries
In this work all the measurable spaces are standard Borel spaces and all the
measures are Borel and sigma-finite. Two measures ν and µ on a standard Borel
spaceX are called equivalent if each of ν and µ is absolutely continuous with respect
to the other. An automorphism of a measurable space (X,µ) is a bi-measurable
invertible transformation V of X onto X , which is non-singular with respect to
µ; that is, µ and µ ◦ V −1 are equivalent measures. The automorphisms group of
(X,µ) is denoted by Aut (X,µ). When there is no confusion we write
V ′ (x) =
dµ ◦ V
dµ
(x) ∈ L1 (X,µ) , V ∈ Aut (X,µ) .
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Let Γ be a countable group. We write Γ y (X,µ) for a group homomorphism
T : Γ→ Aut (X,µ). When there is no confusion we write γx for T (γ) (x). Such ac-
tion is called ergodic if for every Borel set E ⊂ X , if γE ⊂ E for all γ ∈ Γ then either
µ (E) = 0 or µ (X\E) = 0. It is called conservative if for every Borel set E ⊂ X
with µ (E) > 0 there exists γ ∈ Γ not the identity with µ (E ∩ γE) > 0. Note that
ergodicity is stronger then conservativeness. Also note that non-singularity, ergod-
icity and conservativeness are invariant properties under equivalence of measures.
Let Γ y (X,µ) be a non-singular ergodic action. Suppose that there exists
a measure ν on X which is both absolutely continuous with respect to µ and
invariant under the action Γy (X, ν). Such measure ν is called a.c.i.m. (absolutely
continuous invariant measure) for Γy (X,µ). In that case the action is said to be
of Krieger-type II1 or of Krieger-type II∞, depending on whether its a.c.i.m. is finite
or infinite (this does not depend on the choice of the a.c.i.m. by the ergodicity). If
the action does not admit an a.c.i.m. it is said to be of Krieger-type III.
The Full-Group, Orbital Cocycles and Essential Values. A Borel equiv-
alence relation R is a Borel subset of X×X for which x ∼ y ⇐⇒ (x, y) ∈ R is an
equivalence relation. For a Borel set E ⊂ X we write R (E) for the R-saturation
{y ∈ X : ∃x ∈ E, (x, y) ∈ R} of E. For x ∈ X write R (x) for R ({x}).
Such R is called countable if R (x) is a countable set for µ-almost every x ∈ X .
It is called non-singular if µ (R (E)) = 0 whenever µ (E) = 0. A fundamental
type of Borel countable equivalence relation is the orbital equivalence relation OΓ
of a countable group action Γ y (X,µ). It consists of all (x, γx) for x ∈ X and
γ ∈ Γ. By the Feldman–Moore Theorem [15] every non-singular countable Borel
equivalence relation R is the orbital equivalence relation of some (non-unique)
countable group of automorphisms FM(R)y (X,µ).
The full-group [R] of R consists of all V ∈ Aut (X,µ) such that (x, V x) ∈ R for
µ-almost every x ∈ X . The pseudo full-group [[R]] of R consists of all non-singular
one-to-one Borel transformations V : D → V (D) for some Borel domain D ⊂ X ,
such that (x, V x) ∈ R for all x ∈ D. We write [Γ] and [[Γ]] for [OΓ] and [[OΓ]],
respectively. An orbital cocycle, or simply cocycle, for a Borel equivalence relation
R is a function ϕ : R → R that satisfies
ϕ (x, z) = ϕ (x, y) + ϕ (y, z) for µ-almost every (x, y) , (y, z) ∈ R.
For such orbital cocycle we write ϕV (x) = ϕ (x, V x) for every V ∈ [[R]]. For a
non-singular Borel equivalence relation R on (X,µ) there is a fundamental orbital
cocycle called the (log) Radon–Nikodym cocycle. This can be define for every choice
of Γ = FM(R) by
ϕγ (x) = log
dµ ◦ γ
dµ
(x) ∈ L1 (X,µ) , γ ∈ Γ.
This definition does not depend on the choice of FM (R) up to a µ-null set.
A number r ∈ R is called an essential value for Γ y (X,µ), if for every Borel
set E with µ (E) > 0 and every ǫ > 0 there exists V ∈ [[Γ]] such that
µ
(
E ∩ V −1E ∩ {|ϕV − r| < ǫ}
)
> 0.
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The following lemma is useful to compute essential values. It can be found in
several formulations [7, Lemma 2.1] [12, Lemma 1.1] [25, Lemma 7].
Lemma 2.1. Let Γ y (X,µ) be a countable group of automorphisms and let
ϕ be its Radon–Nikodym cocycle. Let C be a µ-dense countable algebra in the Borel
sigma-algebra. Then r ∈ R is an essential value of e (Γ, ϕ) if there exists η > 0
depending only on r, such that the following condition holds:
For every ǫ > 0 and every C ∈ C with µ (C) > 0 there exists
F ⊂ C and V ∈ [[Γ]], such that V : F → V (F ) ⊂ C and
µ (F ) > ηµ (C) and |ϕV (x)− r| < ǫ for all x ∈ F .
Krieger’s Ratio Set and The Maharam Extension. The collection of all
essential values for the Radon–Nikodym cocycle of Γy (X,µ) is called the Krieger
ratio set following [28] (see also Schmidt’s monograph [31, Chapter 3]), or simply
the ratio set, and is denoted by e (Γ, µ). When there is no confusion we write
e (Γ) for e (Γ, µ). Observe that e (Γ, ν) = e (Γ, µ) whenever ν and µ are equivalent
measures. It is well-known that the ratio set is not empty if, and only if, the action
is conservative, and that the ratio set is a closed additive subgroup of R. Hence,
the ratio set of a conservative action is one of the following:
{0} , R, or {n logλ : n ∈ Z} for some 0 < λ < 1.
The ratio set has been defined by Krieger in order to classify non-singular ergodic
actions of type III into types IIIλ, 0 6 λ 6 1 as follows: Type III0 corresponds
to ratio set that contains, in an appropriate sense, infinite values, and we do not
deal with this here; type III1 corresponds to ratio set e (Γ, ϕ) = R; and, type IIIλ
for 0 < λ < 1 corresponds to ratio set e (Γ, ϕ) = {n logλ : n ∈ Z} for 0 < λ < 1,
respectively. For more information on the ratio set and its role as an invariant of
orbital equivalence we refer to [19,21,22].
Let Γ y (X,µ) be a countable group of automorphisms. Consider the space
X˜ = X ×R with the measure dµ˜ (x, t) = dµ (x) exp (t) dt. The Maharam extension
of Γy (X,µ) is the action of Γ on
(
X˜, µ˜
)
defined by
γ˜ (x, t) :=
(
γx, t− log dµ ◦ γ
dµ
(x)
)
, γ ∈ Γ.
The Maharam extension is an infinite sigma-finite measure-preserving action and
we denote this action by Γ˜y
(
X˜, µ˜
)
, although the group Γ˜ is in fact Γ itself. By a
well-known theorem of Maharam [29] [1, Chapter 3.4] the Maharam extension of a
conservative action is conservative. The Maharam extension of an ergodic countable
group of automorphisms Γ y (X,µ) is itself ergodic if, and only if, Γ y (X,µ) is
of type III1 [31, Corollary 5.4], [1, Corollary 8.2.5].
3. Notations and Asymptotic Symbols
We use the following common notations and abbreviations. The function
sign (x) is +1 if x is a non-negative number and −1 if x is a negative number.
For a random variable Y with distribution µ we write Eµ (Y ) for its mean and
A.C.I.M AND KRIEGER-TYPE OF MARKOV SUBSHIFTS 7
Varµ (Y ) for its variance. We abbreviate the mean by E (Y ) and the variance by
Var (Y ) when there is no confusion. For a SFT XA and a set I ⊂ Z we write
σ (Xn : n ∈ I) for the sigma-algebra generated by cylinders supported on the coor-
dinates of I. The operation ∗ will be used for concatenation of finite sequences of
symbols or numbers: For finite sequences B = (b1, . . . , bL) and B
′ = (b′1, . . . , b
′
L′)
we let B ∗B′ be the finite sequence (b1, . . . , bL, b′1, . . . , b′L′).
Another notation we use is for partial limits sets. For a sequence (an : n > 1)
in a metric space M denote by L (an : n > 1) the set consists of all a ∈ M, such
that every open neighborhood U ⊂M of a contains infinitely many elements of the
sequence (an : n > 1).
We use asymptotic symbols similar to the Vinogradov notations as follows. For
sequences (an : n > 1) and (bn : n > 1) of numbers write
an 4 bn ⇐⇒ ∃C > 0 with |an| 6 C |bn| for all but at most finitely many n > 1.
Write also
an ≍ bn ⇐⇒ an 4 bn and bn 4 an.
This defines an equivalence relation on sequences of numbers.
We use extensively the basic approximation
a− b
a
< log (a/b) <
a− b
b
for all a, b > 0.
Restricting ourselves to numbers greater then δ for some fixed δ > 0, one can derive
that for sequences (an : n > 1) and (bn : n > 1) with an, bn > δ for all n > 1,
(3.0.1) log (an/bn) ≍ an − bn.
In particular, if (an : n > 1) and (bn : n > 1) satisfy 0 < δ 6 bn 6 an then∑
n>
log (an/bn) =∞ ⇐⇒
∑
n>1
(an − bn) =∞.
4. Renormalization and The Hopf Argument
Let (X,µ) be a standard Borel space, G be a countable group and TG y (X,µ)
be an action of G by automorphisms. For a Borel countable equivalence relation
R ⊂ X ×X we say that an element (x, y) ∈ R is an asymptotic pair for TG if
d (Tg (x) , Tg (y)) −−−→
g→∞
0,
where d is a standard Borel metric on X . The collection R (TG) ⊂ R of all asymp-
totic pairs for TG is a Borel sub-equivalence relation of R and in particular it is
countable. Note that this is the notion of equivalence underlying the well-known
Hopf Argument [10]. The term ”asymptotic pair” is the common name for the
analogous notion in topological dynamics [5,8].
Let Γy (X,µ) be another countable group of automorphisms. We say that Γ
is asymptotic for TG if (x, γx) ∈ OΓ is an asymptotic pair for TG for µ-a.e. x ∈ X
and every γ ∈ Γ.
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Definition 4.1. (Renormalization Group) Let TG and Γ be actions of countable
groups of automorphisms and suppose that Γ is asymptotic for TG. Consider the
Maharam extensions T˜G y
(
X˜, µ˜
)
and Γ˜ y
(
X˜, µ˜
)
. Define the renormalization
group of TG with respect to Γ to be
R (TG; Γ) :=
{
V ∈ [Γ] :
(
(x, t) , V˜ (x, t)
)
∈ OΓ˜
(
T˜G
)
for µ˜-a.e. (x, t) ∈ X˜
}
.
There is a simple description of this object. As Γ is asymptotic for TG the
equivalence relation OΓ˜
(
T˜G
)
⊂ OΓ˜ consists of all
(
(x, t) , V˜ (x, t)
)
∈ OΓ˜ for some
V ∈ [Γ] such that(
t− log (Tg)′ (x)
)− (t− logV (x) − log (Tg)′ (V x))
= log
(Tg ◦ V )′ (x)
(Tg)
′
(x)
−−−→
g→∞
0.
The occurrence of this condition does not depend on the second variable t. We
then see that an element V ∈ [Γ] belongs to R (TG; Γ) if, and only if,
(Tg ◦ V )′ (x)
(Tg)
′
(x)
−−−→
g→∞
1 for µ-a.e. x ∈ X.
To see that R (TG; Γ) is a subgroup, recall that by the chain rule(
Tg ◦ V −1
)′
(x)
(Tg)
′
(x)
=
(Tg)
′ (V −1x)
(Tg ◦ V )′ (V −1x)
, g ∈ G, V ∈ [Γ] ,
and
(Tg ◦ V ◦W )′ (x)
(Tg)
′ (x)
=
(Tg ◦ V )′ (Wx)
(Tg)
′ (Wx)
(Tg ◦W )′ (x)
(Tg)
′ (x)
, g ∈ G, V,W ∈ [Γ] .
The Renormalization Group may be uncountable, but its orbital equivalence
relation OR(TG;Γ) is countable as a sub relation of OΓ. It is also Borel since
OR(TG;Γ) =
⋃
γ∈Γ
Oγ ,
where Oγ for γ ∈ Γ is the set of all (x, γx) ∈ X ×X for which
(Tg ◦ γ)′ (x)
(Tg)
′
(x)
−−−→
g→∞
1.
Then by the Feldman–Moore Theorem we can consider the ratio set e (R (TG; Γ)).
Example 4.2 (Bernoulli Shift). Let X = SZ for some finite set S and suppose
that G = Z acting by the shift T and that Γ = Π is the group of of all permutations
of Z that change only finitely many elements. This group acts naturally on (X,µ)
by letting π ∈ Π be the automorphism defined by (πx)n = xπ(n) for all n ∈ Z
and x ∈ X. It is clear that Γ is asymptotic for T . Consider a product measure
µ =
∏
n∈Z µn on X and suppose that µ satisfies Doeblin Condition. We claim that
if the shift is non-singular with respect to µ then the renormalization group R (T ; Π)
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of the shift with respect to the finite permutations is [Π] itself. First note that the
shift satisfies
(T n)′ (x) =
∏
k∈Z
µk−n (xk)
µk (xk)
, n ∈ Z.
Let V := Va,b ∈ [Π] for some a, b ∈ Z be the transposition defined by (V x)a = xb,
(V x)b = xa and (V x)k = xk for any other k ∈ Z. Then we have the formula
V ′ (x) =
µa (xb)µb (xa)
µa (xa)µb (xb)
,
so one can see that
(T n ◦ V )′ (x)
(T n)
′
(x)
=
(T n)
′
(V x)
(T n)
′
(x)
V ′ (x) =
µa−n (xb)
µa−n (xa)
µb−n (xa)
µb−n (xb)
.
Assuming that the shift is non-singular with respect to µ, we later see in Corollary
5.3 that it satisfies µn (s) − µn−1 (s) −−−−→
|n|→∞
0 for all s ∈ S. Using the Doeblin
Condition we conclude that µn (s) /µn−1 (s) −−−−→
|n|→∞
1 for all s ∈ S which implies
that µa−n (s) /µb−n (s) −−−−→
|n|→∞
1 for fixed a, b ∈ Z. This shows that V ∈ R (T ; Π).
Theorem 4.3 (The Hopf Argument for the Maharam Extension). Let (X,µ)
be a standard Borel probability space. Let G be a countable amenable group and let
TG y (X,µ) be a conservative action of G by automorphisms. Let Γ y (X,µ) be
a countable group of automorphisms and assume that Γ is asymptotic for TG.
If the renormalization group satisfies e (R (TG; Γ)) = R then also e (TG) = R.
In particular, if TG is ergodic and e (R (TG; Γ)) = R then TG is of type III1.
We formulate two lemmas that together imply Theorem 4.3. The first lemma
is a refinement of [3, Lemma 3.1].
Lemma 4.4. Let TG and Γ be as in Theorem 4.3. Then every T˜G-invariant
L∞
(
X˜, µ˜
)
-function is also ˜R (TG; Γ)-invariant.
The second lemma is a refinement of the well-known fact that an ergodic action
is of type III1 if, and only if, its Maharam extension is ergodic.
Lemma 4.5. Let Γ y (X,µ) be a countable group of automorphisms on a
standard Borel probability space. Then e (Γ) = R if, and only if, every Γ˜-invariant
function F ∈ L∞
(
X˜, µ˜
)
is of the form F (x, t) = f (x) for µ˜-a.e. (x, t) ∈ X˜.
Of course, when Γ is ergodic then the only such functions are the constant functions.
Proof of Theorem 4.3 assuming Lemmas 4.4 and 4.5. By Lemma 4.5
we need to show that if every Γ˜-invariant function F : X˜ → R is of the form
F (x, t) = f (x) in L1 (µ˜), then the same holds for every T˜G-invariant function.
This is straightforward from Lemma 4.4. 
10 NACHI AVRAHAM-RE’EM
Proof of Lemma 4.4. Let F : X˜ → R be a bounded T˜G-invariant function
and V ∈ R (TG; Γ). Instead of the usual infinite sigma-finite measure on X˜ we
consider the probability measure
dµ̂ (x, t) = dµ (x) e (t) dt, e (t) := exp (− |t|) /2.
Then the Maharam extension T˜G is still non-singular and conservative with respect
to µ̂. Denote by I˜ the sigma-algebra of Borel T˜G-invariant sets. Consider the class
L ⊂ L1 (µ̂) of functions L : X˜ → R of the form L (x, t) = φ (x)ϕ (t), where φ :
X → R and ϕ : R→ R are both non-zero uniformly continuous bounded functions.
Then by the choice of µ̂, the collection of linear combinations of the elements of L
generates L1 (µ̂) and it is also dense with respect to µ̂-a.e. convergence. We show
that for every L ∈ L,
(4.5.1) E
(
L | I˜
)
= E
(
L | I˜
)
◦ V˜ µ̂-a.e.
It will follow that for a sequence (Lk : k > 1) ⊂ L with Lk −−−−→
k→∞
F in L1 (µ̂), by
the T˜G-invariance of F we get
E
(
Lk | I˜
)
−−−−→
k→∞
E
(
F | I˜
)
= F in L1 (µ̂) .
Passing to a subsequence, we can make this convergence to be µ̂-a.e. so that also
E
(
Lk | I˜
)
◦ V˜ −−−−→
k→∞
F ◦ V˜ µ̂-a.e.
Combining this with 4.5.1 we get F ◦ V˜ = F µ̂-a.e. and the proof will complete.
We prove 4.5.1. Let L (x, t) = φ (x)ϕ (t) ∈ L. Then for µ̂-a.e. (x, t) ∈ X˜ ,
L
(
T˜g
(
V˜ (x, t)
))
L
(
T˜g (x, t)
) = φ (TgV x)ϕ
(
t− logV ′ (x)− logT ′g (V x)
)
φ (Tgx)ϕ
(
t− logT ′g (x)
)
=
φ (TgV x)
φ (Tgx)
ϕ
(
t− log (Tg ◦ V )′ (x)
)
ϕ
(
t− logT ′g (x)
) −−−→
g→∞
1.
(4.5.2)
The first factor converges to 1 as g → ∞ for µ-a.e. x ∈ X , since (x, V x) is an
asymptotic pair and φ is uniformly continuous. The second factor also converges
to 1 as g → ∞ for µ̂-a.e. (x, t) ∈ X˜ , since V ∈ R (TG; Γ) and ϕ is uniformly con-
tinuous. Applying the ratio ergodic theorem of [11, Theorem 0.4] for the Maharam
extension T˜G, there exists an increasing sequence of finite sets G1 ⊂ G2 ⊂ . . .
whose union is G for L, such that
(4.5.3)
E
(
L (x, t) | I˜
)
= lim
N→∞
∑
g∈GN
T˜ ′g (x, t)L
(
T˜g (x, t)
)
∑
g∈GN
T˜ ′g (x, t)
for µ̂-a.e. (x, t) ∈ X˜,
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where here and in the next calculations, the notation T˜ ′g refers to the Radon–
Nikodym derivative with respect to µ̂. By the conservativeness of TG and T˜G,
lim
N→∞
∑
g∈GN
T˜ ′g (x, t) =∞ for µ̂-a.e. (x, t) ∈ X˜.
Then using 4.5.2 and 4.5.3, it is easy to see that
E
(
L (x, t) | I˜
)
= lim
N→∞
∑
g∈GN
T˜ ′g (x, t)L
(
T˜g
(
V˜ (x, t)
))
∑
g∈GN
T˜g (x, t)
for µ̂-a.e. (x, t) ∈ X˜.
Since V ∈ R (TG; Γ), by the Fubini Theorem for the Radon–Nikodym derivative of
the Maharam extension with respect to µ̂, we get that for µ̂-a.e. (x, t) ∈ X˜,
T˜ ′g
(
V˜ (x, t)
)
T˜ ′g (x, t)
=
(Tg)
′ (V x)
(Tg)
′ (x)
e
(
t− logT ′g (V x)
)
e
(
t− logT ′g (x)
) −−−→
g→∞
(V ′ (x))
−1
> 0.
We finally get that
E
(
L | I˜
)
◦ V˜ (x, t) = lim
N→∞
∑
g∈GN
T˜ ′g
(
V˜ (x, t)
)
L
(
T˜g
(
V˜ (x, t)
))
∑
g∈GN
T˜g
(
V˜ (x, t)
)
=
(V ′ (x))
−1
(V ′ (x))
−1 limN→∞
∑
g∈GN
T˜ ′g (x, t)L
(
T˜g
(
V˜ (x, t)
))
∑
g∈GN
T˜g (x, t)
= E
(
L (x, t) | I˜
)
for µ̂-a.e. (x, t) ∈ X˜. 
Before we prove Lemma 4.5, let us mention some basic facts about the ergodic
decomposition and its relation to the Maharam extension. Let Γ y (X,µ) be a
countable group of automorphisms. As described by Bowen following Zimmer [6],
the ergodic decomposition of this action is the standard Borel space (E , ν), where
E is the space of all Γ-non-singular Γ-ergodic probability measures on X and ν is
a Borel measure on E that satisfies µ (·) = ∫
E
κ (·) dν (κ). Moreover, there exists a
regular choice of Radon–Nikodym cocycle with respect to the ergodic decomposition
in the following sense. There exists a Borel function ϕγ (x) : Γ × X → R that
satisfies the cocycle identity
(4.5.4) ϕγ1 (x) + ϕγ2 (γ1x) = ϕγ1γ2 (x) , ∀γ1, γ2 ∈ Γ, ∀x ∈ X,
such that
(4.5.5) ϕγ (x) = log
dκ ◦ γ
dκ
(x) , ∀γ ∈ Γ, ν-a.e. κ ∈ E , κ-a.e. x ∈ X.
Fix such a cocycle and a corresponding ν-full measure set E0 ⊂ E . Consider the
Maharam extension Γ˜y
(
X˜, µ˜
)
and the Maharam extensions Γ˜y
(
X˜, κ˜
)
for the
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ergodic components κ ∈ E0. Note that the property
(4.5.6) µ˜ (·) =
∫
E0
κ˜ (·) dν (κ)
can be easily verified on the sets in B (X)× B (R) using Fubini Theorem.
Proof of Lemma 4.5. We prove the Lemma for indicator functions, showing
that e (Γ) = R if, and only if, every Γ˜y
(
X˜, µ˜
)
-invariant set E ⊂ X˜ with µ˜ (E) > 0
is of the form E = E′ × R mod µ˜ for some E′ ⊂ X .
One implication is standard: Suppose that r ∈ R\e (Γ, µ). Then there exists
ǫ > 0 and some E0 ⊂ X with µ (E0) > 0, such that − log γ′ (x) /∈ (r, r + ǫ) for
µ-a.e. x ∈ E0 for every γ ∈ Γ. Consider the Γ˜y
(
X˜, µ˜
)
-invariant set
E :=
⋃
γ∈Γ
γ˜ (E0 × (0, ǫ/2)) ⊂ X˜.
Note that for µ˜-a.e. (x, t) ∈ E0 × (0, ǫ/2) and every γ ∈ Γ,
proj
R
(γ˜ (x, t)) = t− log γ′ (x) /∈ (r + ǫ/2, r + ǫ) .
Hence proj
R
(E)∩ (r + ǫ/2, r+ ǫ) = ∅ so that E can not be of the form E = E′×R.
For the other implication, assume that e (Γ, µ) = R and let E ⊂ X˜ be a
Γ˜ y
(
X˜, µ˜
)
-invariant Borel set. For x ∈ X let Ex = {t ∈ R : (x, t) ∈ E}. Let λ
be the Lebesgue measure on R. Fix a cocycle ϕ satisfying 4.5.4 and 4.5.5 and a
corresponding ν-full measure set of ergodic components E0 ⊂ E . Note that since E
is Γ˜y
(
X˜, µ˜
)
-invariant, using formula 4.5.6 we have that
0 = µ˜
(
E△γ˜−1E) = ∫
E0
κ˜
(
E△γ˜−1E) dν (κ) , γ ∈ Γ,
so for every γ ∈ Γ there is a ν-full measure set Eγ ⊂ E0 such that κ˜
(
E△γ˜−1E) = 0
for every κ ∈ Eγ . Letting the ν-full measure set E1 :=
⋂
γ∈Γ Eγ ⊂ E0, we get that
E is Γ˜y
(
X˜, κ˜
)
-invariant for every κ ∈ E1.
By Bowen’s theorem [6, Theorem 2.1] and our assumption, the ratio set of
ν-a.e. κ ∈ E satisfies e (Γ, κ) = e (Γ, µ) = R. Let E2 ⊂ E1 be a ν-full measure
set satisfying this property. By Schmidt’s theorem [31, Theorem 5.2] [1, Theorem
8.2.4], the ratio set of an ergodic action is the same as its periods set, which means
that in our case for every κ ∈ E2,
R = e (Γ, κ) =
{
r ∈ R : SrF = F mod κ˜, ∀Γ˜y
(
X˜, κ˜
)
-invariant set F ⊂ X˜
}
,
where for r ∈ R, Sr (x, t) = (x, t+ r). Then for every κ ∈ E2 we have that SrE = E
mod κ˜ for every r ∈ R, hence Ex = Ex−r mod λ for every r ∈ R. As the Lebesgue
measure λ is translation-invariant, it has the property that every pair of positive
Lebesgue measure sets A0 and A1 admits a positive length interval I such that
λ (A0 ∩ (A1 − r)) > 0 for every r ∈ I, so it is impossible that both λ (Ex) > 0
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and λ (R\Ex) > 0. That is, Ex ∈ {∅,R} mod λ for κ-a.e. x ∈ X for every
κ ∈ E2 which is a ν-full measure set. By the Fubini Theorem and the above ergodic
decomposition, this is equivalent to E = E′ × R mod µ˜ where E′ is the set of all
x ∈ X for which Ex = R mod λ, so the proof is complete. 
5. Markov Subshift of Finite Type (MSFT)
A Markov Subshift of Finite Type (Markov SFT or MSFT) is a measure space
(XA, µ) where XA is a SFT on a finite state space S with adjacency matrix A, and
µ is a Markov measure on XA which is compatible with A in the sense that if the
transition matrices of µ are (Pn : n ∈ Z) then
Pn (s, t) > 0 ⇐⇒ A (s, t) = 1, s, t ∈ S, n ∈ Z.
For a pair of integers n < m denote
P (n,m) = Pn · · · · · Pm,
which is a row-stochastic |S| × |S|-matrix that has the interpretation
P (n,m) (s, t) = µ (Xm+1 = t | Xn = s) , s, t ∈ S.
Note that if (XA, µ) is a topologically-mixing MSFT with A
M > 0 then
P (n,n+M−1) (s, t) > 0, n ∈ Z, s, t ∈ S.
The following proposition will be used constantly in our work and we include
its proof in Appendix A.
Proposition 5.1. Let (XA, µ) be a topologically-mixing MSFT with A
M > 0,
that satisfies Doeblin Condition (♦) for δ > 0. Let (Pn : n ∈ Z) be the transition
matrices of µ and let (πn : n ∈ Z) be the coordinates distributions of µ. Then:
(1) For every n ∈ Z,
δM 6 πn (s) 6 1− δM , s ∈ S.
(2) For every integer N >M and n ∈ Z,
δM 6 P (n,n+N) (s, t) 6 1− δM , s, t ∈ S.
(3) There exists a constant C (δ,M) ∈ (0, 1) depending only on δ and M , such
that for every n,m ∈ Z and every pair of Borel sets E ∈ σ (. . . , Xn−1, Xn)
and F ∈ σ (Xm, Xm+1, . . . ), if m− n >M then
C (δ,M)µ (E)µ (F ) 6 µ (E ∩ F ) 6 C (δ,M)−1 µ (E)µ (F ) .
A fundamental tool for us is the following deterministic criterion for equiva-
lence of Markov measures, which is also of an independent interest. We prove this
criterion in Appendix B.
Theorem 5.2. Let ν and µ be Markov measures on a topologically-mixing SFT
XA defined by (Pn : n ∈ Z) and (Qn : n ∈ Z), respectively. Suppose that both satisfy
Doeblin Condition (♦). Then ν ≪ µ if, and only if,∑
n>1
∑
s,u,v,t∈S
d2n [ν, µ] (s, u, v, t) <∞,
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where for n > 1 and s, t, u, v ∈ S we denote
d2n [ν, µ] (s, u, v, t) :=
(√
P̂−n (u, s)Pn (v, t)−
√
Q̂−n (u, s)Qn (v, t)
)2
.
In particular, as d2n [ν, µ] (s, u, v, t) = d
2
n [µ, ν] (s, u, v, t) for all n > 1 and s, u, v, t ∈
S, it follows that ν ≪ µ ⇐⇒ µ ≪ ν so that every such two measures are either
equivalent or that none of them is absolutely continuous with respect to the other.
Corollary 5.3. Let (XA, µ) be a topologically-mixing MSFT that satisfies Doe-
blin Condition. The coefficients for the non-singularity of the shift T are
d2n
[
µ, µ ◦ T−1] (s, u, v, t) = (√P̂−n (u, s)Pn (v, t)−√P̂−(n+1) (u, s)Pn+1 (v, t)
)2
.
Thus, if the shift is non-singular then by the convergence of the above series
Pn−1 (v, t)− Pn (v, t) −−−−→
n→∞
0, v, t ∈ S
and
P̂−n (u, s)− P̂−(n+1) (u, s) −−−−→
n→∞
0, s, u ∈ S.
Corollary 5.4. Let (XA, µ) be a MSFT and let (Pn : n ∈ Z) be the sequence
of transition matrices of µ. Then a necessary condition for µ to be equivalent to a
homogeneous Markov measure ν defined by a matrix Q, is that
lim
|n|→∞
Pn = Q.
If this holds, then µ is equivalent to ν if, and only if,∑
n>1
∑
s,u,v,t∈S
(√
P̂−n (u, s)Pn (v, t)−
√
Q̂ (u, s)Q (v, t)
)2
<∞.
5.1. Renormalization in MSFT. Let (XA, µ) be a topologically-mixing
MSFT that satisfies Doeblin Condition. Consider the action of G = Z by the
shift T : (XA, µ) → (XA, µ). Let Π be the group of all permutations of Z that
change only finitely many coordinates, and consider the equivalence relation that
consists of all (x, y) ∈ XA × XA for which y = πx for some π ∈ Π. This is a
Borel countable equivalence relation, so by the Feldman–Moore Theorem it is the
orbital equivalence relation of a countable group of automorphisms. A choice of
such group is sometimes called restricted permutations and we denote it by ΠA.
The renormalization group R (T ; ΠA) is usually a proper subgroup of [ΠA]. We
then identify a collection of elements of [ΠA] inside R (T ; ΠA).
A block B in a SFT XA is a finite sequence B = [b1, . . . , bL] of symbols from S,
such that A (bl, bl+1) = 1 for 1 6 l 6 L− 1. We write L = Length (B). For a block
B in XA with L = Length (B) and for i ∈ Z, we have the corresponding cylinder
B (i) := {x ∈ XA : [xi, . . . , xi+L−1] = B} ⊂ XA.
A pair (B,B′) of two blocks in XA is called an admissible pair in XA with length
L > 1, and we write Length (B,B′) = L, if it satisfies the following properties:
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(1) Length (B) = Length (B′) = L.
(2) B and B′ have the same prefix symbol.
(3) B and B′ have the same suffix symbol.
To avoid trivialities we always assume that B 6= B′. In particular we always have
Length (B,B′) > 3. An example for admissible pair (B,B′) in the Golden Mean
SFT, is the one of length L = 4 defined by B = [0, 0, 0, 0] and B′ = [0, 2, 1, 0].
Definition 5.5. Let XA be a topologically-mixing SFT with A
M > 0 for some
M > 1. An admissible configuration is a sequence (Bk (ik) , B
′
k (jk)), k > 1, built
out the following ingredients:
• A sequence (Bk, B′k), k > 1, of admissible pairs in XA such that for some
L > 1,
Length (Bk, B
′
k) 6 L for all k > 1.
• A sequence (jk : k > 1) of positive integers with
jk+1 − jk > L+M, k > 1.
• A sequence (ik : k > 1) of negative integers with
ik − ik+1 > L+M, k > 1.
Definition 5.6. Let µ be a Markov measure on XA defined by (Pn : n ∈ Z). Let
(B,B′) be an admissible pair in XA and let i, j ∈ Z with |i− j| > Length (B,B′).
Denote
Ei,j := B (i) ∩B′ (j) and E′i,j := B′ (i) ∩B (j) .
We define two types of elements of the pseudo full-group [[ΠA]].
• The corresponding (asymmetric) admissible permutation is of the form
V : Ei,j → E′i,j
and is defined to exchange the block B in the coordinates {i, . . . , i+ L− 1}
with the block B′ in the coordinates {j, . . . , j + L− 1}. We write such
element by
V : B (i)⇋ B′ (j) ∈ [[ΠA]] .
• The corresponding symmetric admissible permutation is of the form
V : Ei,j ∪E′i,j → Ei,j ∪ E′i,j
and is defined on Ei,j by V : B (i) ⇋ B
′ (j) and on E′i,j by V : B
′ (i) ⇋
B (j). We write such element by
V : B (i) 	 B′ (j) ∈ [[ΠA]] .
Note that if we define admissible permutations to be the identity mappings
outside of their domains, then symmetric admissible permutations remain one-to-
one while asymmetric admissible permutations no longer remain one-to-one.
Let us establish a notation. Given a Markov measure µ on XA defined by
(Pn : n ∈ Z), for a block B = [b1, b2, . . . , bL] and i ∈ Z we write
Pi (B) := Pi (b1, b2) · · ·Pi+L−1 (bL−1, bL) .
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The following formula is a direct computation using the properties of admissible
permutations and of the Radon–Nikodym derivative.
Claim 5.7. For an asymmetric admissible permutation V : B (i) ⇋ B′ (j) we
have
V ′ (x) =
Pi (B
′)Pj (B)
Pi (B)Pj (B′)
for x ∈ B (i) ∩B′ (j) .
In particular, V ′ is taking exactly one value on B (i)∩B′ (j) and this value depends
only on the coordinates of its admissible pair. Similarly, for a symmetric admissible
permutation V : B (i) 	 B′ (j) we have
V ′ (x) =


Pi (B
′)Pj (B)
Pi (B)Pj (B′)
for x ∈ B (i) ∩B′ (j)
Pi (B)Pj (B
′)
Pi (B′)Pj (B)
for x ∈ B′ (i) ∩B (j)
.
For an admissible configuration (Bk (ik) , B
′
k (jk)), k > 1, we denote by (Dk : k > 1)
the sequence of numbers
Dk := log
(
Pik (B
′
k)Pjk (Bk)
Pik (Bk)Pjk (B
′
k)
)
≍ Pik (B′k)Pjk (Bk)− Pik (Bk)Pjk (B′k) ,(5.7.1)
where the approximation is by the approximation of the logarithm in 3.0.1.
Lemma 5.8. Let (XA, µ) be a topologically-mixing MSFT that satisfies Doeblin
Condition and suppose that the shift is non-singular with respect to µ. Then every
admissible permutation, either symmetric or asymmetric, belongs to the renormal-
ization group RA := R (T ; ΠA).
Proof. Since any symmetric admissible permutation is defined by two asym-
metric admissible permutations on disjoint domains, it is enough to consider only
the asymmetric case. First note that for every V ∈ [ΠA] we have
(T n ◦ V )′ (x)
(T n)
′
(x)
=
(T n)
′
(V x)
(T n)
′
(x)
V ′ (x)
=
∏
k∈Z
µk−n
(
(V x)k , (V x)k+1
)
µk
(
(V x)k , (V x)k+1
) µk (xk, xk+1)
µk−n (xk, xk+1)
µk
(
(V x)k , (V x)k+1
)
µk (xk, xk+1)
=
∏
k∈Z
µk−n
(
(V x)k , (V x)k+1
)
µk−n (xk, xk+1)
.
Let V : B (i)⇋ B′ (j) be an admissible permutation with L = Length (B,B′) and
write B = [b1, b2 . . . , bL−1, bL] and B
′ =
[
b1, b
′
2, . . . , b
′
L−1, bL
]
. Then by the above
computation we get that for every n ∈ Z,
(T n ◦ V )′ (x)
(T n)
′
(x)
=
L∏
l=1
Pj−n+l−1 (bl, bl+1)
Pi−n+l−1 (bl, bl+1)
Pi−n+l−1
(
b′l, b
′
l+1
)
Pj−n+l−1
(
b′l, b
′
l+1
) ,
A.C.I.M AND KRIEGER-TYPE OF MARKOV SUBSHIFTS 17
where we abbreviated b′1 = b1 and b
′
L = bL. By the Doeblin Condition and the
condition for the non-singularity of the shift as in Corollary 5.3, for every s, t ∈ S
with A (s, t) = 1 and every 1 6 l 6 L,
Pj−n+l−1 (s, t)
Pi−n+l−1 (s, t)
≍ 1 + (Pj−n+l−1 (s, t)− Pi−n+l−1 (s, t)) −−−−→
|n|→∞
1.
As the length of the product is bounded by L uniformly in n, this shows that
(Tn◦V )′(x)
(Tn)′(x)
−−−−→
|n|→∞
1 for µ-a.e. x ∈ XA. 
6. Proof of the Divergent Scenario
Here we prove Theorem A. Throughout the discussion we write RA for the
renormalization group R (T ; ΠA) of the shift T with respect to the action of the
restricted permutations group ΠA.
Lemma 6.1. For every admissible configuration (B (ik) , B
′ (jk)), k > 1, the
set L (Dk : k > 1) of partial limits of (Dk : k > 1) that was defined in 5.7.1 is con-
tained in the ratio set e (RA). In particular, if this partial limits set contains a
positive length interval, or at least two numbers independent over the rationals,
then e (RA) = R.
Proof. Let r ∈ L (Dk : k > 1). Let 0 < ǫ < min {r, δ}, where δ > 0 is the
constant of Doeblin Condition. Let E ∈ σ (Xk : |k| 6 N) for some N > 1. Fix
some large K > 1 such that
jK > N +M, iK < −N −M and |DK − r| < ǫ,
where M is such that AM > 0. Let
F := BK (iK) ∩B′K (jK) ∩ E ⊂ E
and consider the asymmetric admissible permutation V : BK (iK) ⇋ B
′
K (jk).
Then V is a mapping of the form V : F → E and by Claim 5.7 it satisfies
logV ′ (x) = DK ∈ (r − ǫ, r + ǫ) for x ∈ F.
Finally, since jK −N > M and iK +N < M , we apply Proposition 5.1 twice to get
µ (F ) > C (δ,M)
2
µ (BK (iK))µ (B
′
K (jK))µ (E)
> C (δ,M)
2
δ2(M+L)µ (E) ,
where we used that in general, for every admissible block B = [b1, . . . , bL] and every
i ∈ Z, by Proposition 5.1 we have
µ (B (i)) = πi (b1)Pi (b1, b2) · · · · · Pi+L−1 (bL−1, bL) ∈
[
δM+L,
(
1− δM) (1− δ)L] .
(6.1.1)
This shows that the condition for extending r to be an essential value of e (RA) as
in the Lemma 2.1 is fulfilled for η := C (δ,M)
2
δ2L > 0. 
The following topological lemma will be essential to our proof.
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Lemma 6.2. Let (M, d) be a compact, connected metric space with the property
that balls are connected. Then for a set C ⊂M the following are equivalent:
(1) C is a compact, connected subset of M.
(2) C is the partial limits set of a sequence (an : n > 1) in M that has the
property
d (an, an+1) −−−−→
n→∞
0.
Remark 6.3. One should bear in mind a compact hyper-cube in an Euclidean
space. However, the same proof holds in the more general setting where only balls
with radius small enough are connected. For instance, this includes Jordan curves
(by the Lebesgue’s number Lemma) but excludes the topologist’s sine curve.
Proof. The implication 1 =⇒ 2 holds also without assuming that balls are
connected: It is an elementary fact that for every connected set C, for every ǫ > 0
and every a, b ∈ C, there exists a finite sequence (a = a0, a1, . . . , an = b) in C with
d (ai, ai+1) < ǫ for 0 6 i < n. For C that is also compact, one can use this to find
for every ǫ > 0 and a ∈ C a finite sequence (a = a0, a1, . . . , an = a) which is both
ǫ-dense in C and d (ai, ai+1) < ǫ for 0 6 i < n. Given a compact, connected set
C ⊂M, fix any a ∈ C and for every k > 1 fix a finite sequence
Fk :=
(
a = a
(k)
0 , a
(k)
1 , . . . , a
(k)
n(k) = a
)
which is both 1/k-dense in C and d
(
a
(k)
i , a
(k)
i+1
)
< 1/k for 0 6 i < n (k). Given
this collection of finite sequences, concatenating all of them into (F1 ∗ F2 ∗ · · · ) is
a sequence with the desired properties.
We now show the implication 2 =⇒ 1: Suppose that C is the partial limits set
of some sequence (an : n > 1) with the property d (an, an+1) −−−−→
n→∞
0. Obviously
C is compact. Suppose toward a contradiction that C ∩ U and C ∩ V are both
non-empty sets for some open, disjoint subsets U and V inM. LetK =M\ (U ∪ V )
which is a compact set. Fix u ∈ U ∩ C and v ∈ V ∩ C with subsequences
anj −−−→
j→∞
u ∈ U and amj −−−→
j→∞
v ∈ V.
Assume without loss of generality that
(
anj : j > 1
) ⊂ U and (amj : j > 1) ⊂ V .
For every ǫ > 0, as d (an, an+1) −−−−→
n→∞
0 there are infinitely many finite sequences
(am, am+1, . . . , am+l) := (b0, b1, . . . , bl)
inside (an : n > 1) such that b0 ∈ U , bl ∈ V and d (bi, bi+1) < ǫ for every 0 6 i < l.
For each such sequence, letting i0 := inf {0 < i < l : bi /∈ U} we observe that either
d (bi0−1,K) < ǫ or d (bi0 ,K) < ǫ in any possible case: If any of bi0−1 or bi0 is in
K then this is clear. If not, then bi0−1 ∈ U and bi0 ∈ V , while d (bi0−1, bi0) < ǫ so
the ball Bǫ (bi0) intersects both U and V . Since balls are connected Bǫ (bi0) ∩K is
non-empty so that d (bi0 ,K) < ǫ. Finally, as ǫ > 0 is arbitrary there is (bi : i > 1)
a subsequence of (an : n > 1) for which d (bi,K) −−−→
i→∞
0. Then K ∩ C 6= ∅ as K
and C are compact, which is a contradiction. 
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Corollary 6.4. Let S ′ ⊂ S ×S be some set and let d′ be the cardinality of S ′.
Consider the vectors
P ′n := (Pn (s, t) : (s, t) ∈ S ′) ∈ [δ, 1− δ]d
′
, n > 1.
Then the set L (P ′n : n > 1) of partial limits of (P ′n : n > 1) is a compact, connected
subset of [δ, 1− δ]d′ . In particular, the image of every continuous real-valued func-
tion on L (P ′n : n > 1) is a compact interval.
Proof. By Corollary 5.3, for every such S ′ we have
d
(
P ′n, P
′
n−1
) −−−−→
n→∞
0,
where d is some Euclidean metric on [δ, 1− δ]d′ . Then it follows straightforward
from Lemma 6.2 that this partial limits set is connected. 
Lemma 6.5. Let S be a finite set. Let P and Q be a pair of different irreducible
and aperiodic stochastic |S| × |S|-matrices such that
P (s, t) = 0 ⇐⇒ Q (s, t) = 0, s, t ∈ S.
Then there is L > 1 and a pair of elements α and β in S, as well as a pair of finite
paths [b1, . . . , bL] and [b
′
1, . . . , b
′
L] in S that are admissible for P (and Q), such that
P (α, b1) · · ·P (bL, β)
P (α, b′1) · · ·P (b′L, β)
6= Q (α, b1) · · ·Q (bL, β)
Q (α, b′1) · · ·Q (b′L, β)
.
Before the proof we establish some notations. For a matrix P and a block
B = [b1, . . . , bL] we write
P (B) = P (b1, b2) · · ·P (bL−1, bL) .
For a stochastic matrix P , consider the topologically-mixing SFT XA of SZ where
A is the {0, 1}-valued |S| × |S|-matrix defined by
A (s, t) = 1 ⇐⇒ P (s, t) > 0, s, t ∈ S.
For every α and β in S and every integers n < m denote by B[n,m]A (α, β) the finite
collection of all A-admissible blocks on the coordinates {n, . . . ,m}, who take the
form [α, sn+1, . . . , sm−1, β] for some sn+1, . . . , sm−1 in S.
Proof of Lemma 6.5. Suppose toward a contradiction that the assertion in
the lemma is false. This means that
(6.5.1) P (B)Q (B′) = Q (B)P (B′) for every admissible pair (B,B′) in XA,
where A is the adjacency matrix corresponding to P (and Q). Consider the space
XA ×XA ⊂ SZ × SZ with the Borel sigma-algebra B (XA ×XA) and let
A = {B (n)×B′ (n) : (B,B′) is an admissible pair in XA and n ∈ Z} .
We consider the two trivial ways to define joining on XA ×XA:
µ(P,Q) := µP ⊗ µQ and µ(Q,P ) := µQ ⊗ µP .
Then assumption 6.5.1 means that µ(P,Q) = µ(Q,P ) on A.
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Claim 6.6. The product of the shifts
T × T : XA ×XA → XA ×XA
is ergodic with respect to µ(P,Q).
Proof. It is well-known [30, Corollary 1.1] that for an irreducible and aperi-
odic stochastic matrix P the shift is (strongly-)mixing with respect to the Markov
measure µP . In our case, since the shift T is mixing with respect to both µP and
µQ it follows that T × T is ergodic with respect to µ(P,Q).
Claim 6.7. A is generating B (XA ×XA) up to µ(P,Q)-null sets.
Proof. Consider a basic cylinder C0 × C1 ∈ B (XA) × B (XA) supported on
the coordinates {−N, . . . , N} × {−N, . . . , N} for some N > 1. Define stopping
times τ+ and τ− on XA ×XA by
τ+ (x, y) = inf {n > N : xn = yn} and τ− = inf {n > N : x−n = y−n} .
By Claim 6.6 T × T is ergodic with respect to µ(P,Q), so by the pointwise ergodic
theorem we have that
lim
N→∞
1
N
N−1∑
n=0
1{xn=yn} = µ(P,Q) (x0 = y0) > 0 for µ(P,Q)-a.e. (x, y) ∈ XA ×XA.
This shows that τ+ <∞, µ(P,Q)-a.e. and similarly, by the ergodicity of T−1×T−1,
also τ− < ∞, µ(P,Q)-a.e.. Observe that for every s and t in S and every choice of
B0 and B1 in B
[τ−,τ+]
A (s, t) it holds that
(C0 ∩B0)× (C1 ∩B1) ∈ A for µ(P,Q)-a.e. (x, y) ∈ XA ×XA.
This shows that
C0 × C1 =
⋃
s,t∈S
⋃
n<−N,N<m
⋃
B0,B1∈B
[τ−=n,τ+=m]
A
(s,t)
(C0 ∩B0)× (C1 ∩B1)
up to a µ(P,Q)-null set.
Claim 6.8. Every finite intersection of elements in A is a disjoint union of
finitely many elements of A.
Proof. For some integers n1 6 n2, let
B1 := B1 (n1)×B′1 (n1) of length L1
and
B2 := B2 (n2)×B′2 (n2) of length L2
be elements in A such that B1 ∩B2 is non-empty. If the sets of coordinates
{n1, . . . , n1 + L1} and {n2, . . . , n2 + L2}
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are not disjoint and B1 ∩ B2 is non-empty then simply B1 ∩ B2 ∈ A. The same
holds also if n1+L1 = n2− 1. Assume then that n1+L1 < n2− 1. In this case we
can write
B1 (n1) ∩B2 (n2) =
⋃
s,t∈S
⋃
B∈B
[n1+L1,n2−1]
A (s,t)
B1 (n1) ∗B ∗B2 (n2) ,
where some of the concatenated blocks may be empty. Of course, we can write
B′1 (n1) ∩B′2 (n2) in an identical way. Observe that
(B1 (n1) ∗B ∗B2 (n2) , B′1 (n1) ∗B′ ∗B′2 (n2))
is an admissible pair on the coordinates {n1, . . . , n2 + L2} for every choice of B and
B′ in B
[n1+L1,n2−1]
A (s, t). Thus, as
B1 ∩B2 = (B1 (n1) ∩B2 (n2))× (B′1 (n1) ∩B′2 (n2)) ,
we conclude that it is a disjoint union of finitely many elements of A and the proof
of Claim 6.8 is complete.
We now conclude that µ(P,Q) = µ(Q,P ) as measures on B (XA ×XA). Let
F = {E ∈ B (XA ×XA) : µ(P,Q) (E) = µ(Q,P ) (E)} .
Then F is closed under the operations of complement and countable disjoint unions
so it is a λ-system. Recall our assumption that A ⊂ F . By Claim 6.8 if B1 and
B2 are in A then B1 ∩B2 ∈ F . Thus, the π-system π (A) generated by A, which
consists of all finite intersections of elements of A, is also contained in F . Then by
the Dynkin’s π-λ Theorem the sigma-algebra generated by π (A) is contained in F .
By Claim 6.7 this sigma-algebra is B (XA ×XA) so that B (XA ×XA) = F .
Finally, we get the contradiction by showing that P = Q. For every s ∈ S let
B =
⋃
t∈S
Bt for Bt = {(x, y) ∈ XA ×XA : x0 = s, y0 = t} , t ∈ S.
Then µ(P,Q) (B) = πP (s) and µ(Q,P ) (B) = πQ (s) so that πP (s) = πQ (s) for all
s ∈ S. Next, for every s, t ∈ S let
B =
⋃
u∈S
Bu for Bu = {(x, y) ∈ XA ×XA : (x0, y0) = (s, t) , (x1, y1) = (s, u)} , u ∈ S.
Then µ(P,Q) (B) = πP (s)P (s, t)πQ (s) and µ(Q,P ) (B) = πQ (s)Q (s, t)πP (s). As
πP (s) = πQ (s) we see that P (s, t) = Q (s, t). 
We are now in a position to prove Theorem A.
Proof of Theorem A. Since (XA, µ) is topologically-mixing and satisfies
Doeblin Condition, by a theorem of Kosloff [26, Theorem 17] if the shift is non-
singular and conservative then it is ergodic. In fact, by a theorem of Danilenko [11]
in this case it is weakly-mixing. Thus, by our Hopf Argument 4.3 if we show that
R (T ; ΠA) = R then it will follow that the shift is of type III1.
We consider the case where (Pn : n > 1) does not converge regardless the con-
vergence of (P−n : n > 1), and the other case is being similar. For the rest of
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the proof we fix an arbitrary sequence ik −−−−→
k→∞
−∞ of coordinates that satisfies
ik − ik+1 −−−−→
k→∞
∞, such that Pik −−−−→
k→∞
R for some arbitrary stochastic matrix R.
For every partial limit Pjk −−−−→
k→∞
P for some jk −−−−→
k→∞
∞ and for every admissible
pair of the form
(6.8.1) (B,B′) for B = [b1, b2, . . . , bL−1, bL] , B
′ =
[
b1, b
′
2, . . . , b
′
L−1, bL
]
,
assuming without loss of generality that jk − jk−1 > L + M for all k > 1, the
sequence of admissible permutations Vk : B (ik)⇋ B
′ (jk) satisfies
V ′k (x) =
Pik (B
′
k)Pjk (Bk)
Pik (Bk)Pjk (B
′
k)
−−−−→
k→∞
R (B′)
R (B)
· P (B)
P (B′)
, x ∈ B (ik) ∩B′ (jk) ,
where in this convergence we used the non-singularity of the shift and Corollary
5.3 to see that for every fixed l ∈ Z it holds that
lim
k→∞
Pik+l (s, t)
Pik (s, t)
= 1 and lim
k→∞
Pjk+l (s, t)
Pjk (s, t)
= 1 for all s, t ∈ S.
Letting c := log (R (B′) /R (B)) we see by Lemma 6.1 that
c+ log
P (B)
P (B′)
∈ e (R (T ; ΠA)) .
Note that by the non-singularity of the shift and Corollary 6.4, for every admissible
pair (B,B′) of the form of 6.8.1 the set of partial limits
L ((Pn (b1, b2) , . . . , Pn+L−2 (bL−1, bL) , Pn (b1, b′2) , . . . , Pn+L−2 (b′L−1, bL)) : n > 1)
is a compact, connected subset of [δ, 1− δ]2(L−1). Denoting this partial limits set
by L (B,B′), we see that the image F (L (B,B′)) of the set L (B,B′) under the
continuous function F : [δ, 1− δ]2(L−1) → R defined by
F :
(
r1, . . . , rL−1, r
′
1, . . . , r
′
L−1
) 7→ log r1 · · · rL−1
r′1 · · · r′L−1
,
is a compact, connected set of R, which is simply a compact interval. By the above
argument we have that c + F (L (B,B′)) ⊂ e (R (T ; ΠA)). We then only need to
show that there can be found some L > 3 and an admissible pair (B,B′) of length
L such that F (L (B,B′)) is an interval of positive length or, equivalently, that F
is not constant on L (B,B′). This is straightforward from Lemma 6.5. 
7. Proof of the Necessary Condition for Conservativeness
Here we prove Theorem B. First let us establish a general simple necessary
condition for conservativeness of the shift. For a fixed m ∈ N and a real-valued
function f (s1, . . . , sm) on Sm we consider f as a function on SZ by letting f (x) =
f (x1, . . . , xm) for x ∈ SZ. Denote the ergodic sums of such f by
S+Nf (x) =
N−1∑
n=0
f (T nx) and S−Nf (x) =
N−1∑
n=0
f
(
T−nx
)
for N > 1.
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Lemma 7.1. Let (XA, µ) be a MSFT. If there is some m ∈ N and a function
f (s1, . . . , sm) on Sm such that for some numbers a < b the set
E =
{
lim sup
N→∞
1
N
S−Nf 6 a < b 6 lim infN→∞
1
N
S+Nf
}
is of µ-positive measure, then the shift T : (XA, µ)→ (XA, µ) is not conservative.
Proof. Let ǫ = (b− a) /3. By the assumption there exists K > 1 such that
µ (EK) > 0 where EK :=

 ⋂
N>K
{
1
N
S−Nf 6 a+ ǫ
} ∩ {b 6 lim inf
N→∞
1
N
S+Nf
}
.
Then EK is not in the conservative part of the shift for the following reasoning.
Let x ∈ EK . Find K (x) > 1 such that 1N S+Nf (x) > b − ǫ for every N > K (x).
Then for every N > max {K,K (x)} we get that
1
N
S−Nf
(
TN+mx
)
=
1
N
S+Nf (x) > b − ǫ > a+ ǫ,
so that TN+mx /∈ EK for all but at most finitely many N ∈ N. This holds for every
x ∈ EK , hence by Halmos’ Recurrence Theorem [1, Chapter 1.1] EK is a µ-positive
measure set which is not in the conservative part of the shift. 
Theorem 7.2 ( [37,38]). Let (Xn : n > 0) be a non-homogeneous one-sided
Markov chain and (fn : n > 0) be a bounded sequence of functions on S ×S. Then
1
N
N−1∑
n=0
(fn (Xn, Xn+1)−E (fn (Xn, Xn+1) | Xn)) a.e.−−−−→
N→∞
0.
Once we observe that
ξn := fn (Xn, Xn+1)−E (fn (Xn, Xn+1) | Xn) , n > 1,
is a sequence of martingale differences for the natural filtration, Theorem 7.2 follows
from the Law of Large Numbers for martingales [18, Theorem 2.18].
Applying Theorem 7.2 to the functions 1{Xn+1=t0}, t0 ∈ S and to the functions
1{(Xn,Xn+1)=(s0,t0)}, s0, t0 ∈ S we get that:
Corollary 7.3. In the conditions of Theorem 7.2, we have
(7.3.1)
1
N
N−1∑
n=0
(
1{Xn+1=t0} − Pn (Xn, t0)
) a.e.−−−−→
N→∞
0, t0 ∈ S,
and
(7.3.2)
1
N
N−1∑
n=0
(
1{(Xn,Xn+1)=(s0,t0)} − 1{Xn=s0}Pn (Xn, t0)
) a.e.−−−−→
N→∞
0, s0, t0 ∈ S.
In the following discussion it will be useful to use the notation
WN ≈W ′N ⇐⇒ WN −W ′N a.e.−−−−→
N→∞
0,
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which defines an equivalence relation on the collection of all sequences of random
variables on a specified probability space.
Recall that for a homogeneous Markov measure defined by a transition matrix
P with stationary distribution π, being weakly-ergodic is equivalent to P being
irreducible and aperiodic. In this case, the convergence theorem for homogeneous
Markov chains says that Pn (s, t) −−−−→
n→∞
π (t) (exponentially fast) for all s, t ∈ S,
where Pn is the matrix
∏n
i=1 P , and in particular this limit does not depend on s.
Proposition 7.4. (Wen–Weiguo) Let (Xn : n > 0) be a Markov chain with the
distribution defined by (πn, Pn : n > 0). If Pn (s, t) −−−−→
n→∞
P (s, t) for all s, t ∈ S
for an irreducible and aperiodic stochastic matrix P , then
(7.4.1)
1
N
N−1∑
n=0
1{Xn=t0} ≈ π (t0) , t0 ∈ S
and
(7.4.2)
1
N
N−1∑
n=0
1{(Xn,Xn+1)=(s0,t0)} ≈ π (s0)P (s0, t0) , s0, t0 ∈ S.
Proof. Observe that by Corollary 7.3 and the Cesaro convergence,
1
N
N−1∑
n=0
1{(Xn,Xn+1)=(s0,t0)} ≈
1
N
N−1∑
n=0
1{Xn=s0}Pn (s0, t0)
≈ 1
N
N−1∑
n=0
1{Xn=s0}P (s0, t0)
so the first limit implies the second limit. The following argument is a simplified
version of [37, Theorem 6]. Using Corollary 7.3 and the Cesaro convergence,
1
N
N−1∑
n=0
1{Xn+1=t0} ≈
1
N
N−1∑
n=0
Pn (Xn, t0) =
1
N
N−1∑
n=0
∑
s∈S
1{Xn=s}Pn (s, t0)
≈
∑
s∈S
P (s, t0)
1
N
N−1∑
n=0
1{Xn=s} ≈
∑
s∈S
P (s, t0)
1
N
N−1∑
n=0
1{Xn+1=s}.
Note that for each s ∈ S, the term 1N
∑N−1
n=0 1{Xn+1=s} is of the same type as the
general term we are calculating, so recursively we get
1
N
N−1∑
n=0
1{Xn+1=t0} ≈
∑
s∈S
P k (s, t0)
1
N
N−1∑
n=0
1{Xn+1=s} for every k > 1.
Let ǫ > 0. By the weak-ergodicity there is k0 such that∣∣P k0 (s, t0)− π (t0)∣∣ < ǫ/ |S| for all s ∈ S.
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Then we get∣∣∣∣∣ 1N
N−1∑
n=0
1{Xn+1=t0} − π (t0)
∣∣∣∣∣ 6
∣∣∣∣∣ 1N
N−1∑
n=0
1{Xn+1=t0} −
∑
s∈S
π (t0)
1
N
N−1∑
n=0
1{Xn+1=s}
∣∣∣∣∣
6
∣∣∣∣∣ 1N
N−1∑
n=0
1{Xn+1=t0} −
∑
s∈S
P k0 (s, t0)
1
N
N−1∑
n=0
1{Xn+1=s}
∣∣∣∣∣
+
∑
s∈S
∣∣P k0 (s, t0)− π (t0)∣∣ 1
N
N−1∑
n=0
1{Xn+1=s}.
The first summand converges a.e. to 0 as N →∞ by the above argument and, the
second summand is bounded uniformly everywhere by ǫ. As ǫ > 0 is arbitrary the
proof is complete. 
Before we prove Theorem B note that if (XA, µ) is a topologically-mixingMSFT
that satisfies Doeblin Condition then its corresponding Markov chain is weakly-
ergodic. This follows by Hajnal’s characterization for weak ergodicity [17, Theorem
3] using a proper coefficient of ergodicity. The Hajnal’s coefficient is defined for a
stochastic matrix P by
H (P ) := min
s,s′∈S
∑
t∈S
min (P (s, t) , P (s′, t)) ,
and by Proposition 5.1 in our case it satisfies H
(
P (n,n+M−1)
)
> δM for all n ∈ Z.
Proof of Theorem B. Let π and λ be the stationary distributions of P
and Q, respectively. By Proposition 7.4 we have
1
N
N−1∑
n=0
1{Xn=s0} ≈ λ (s0) , s0 ∈ S.
Note that the reversed sequence (X0, X−1, X−2 . . . ) is a Markov chain with the
transition matrices
(
πn, P̂n : n 6 0
)
, where
P̂n (s, t) =
πn−1 (t)
πn (s)
Pn−1 (t, s) , s, t ∈ S, n > 1.
This sequence converges to P̂ (s, t) := π(t)π(s)P (t, s). Note also that P ans P̂ share
the same stationary distribution π so by Proposition 7.4 we have
1
N
N−1∑
n=0
1{X−n=s0} ≈ π (s0) , s0 ∈ S.
If π (s0) 6= λ (s0) for some s0 ∈ S, then applying Lemma 7.1 to the function
f (x) = 1{X0=s0} shows that the shift is not conservative. Assume then that π = λ.
Fix s0, t0 ∈ S and let f (x) = 1{(X0,X1)=(s0,t0)}. By Proposition 7.4 we have
1
N
S+Nf (x) =
1
N
N−1∑
n=0
1{(Xn,Xn+1)=(s0,t0)} ≈ λ (s0)Q (s0, t0) = π (s0)Q (s0, t0) .
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By the reasoning mentioned above, we can apply Proposition 7.4 to the reversed
chain to get that
1
N
S−Nf (x) =
1
N
N−1∑
n=0
1{(X−n+1,X−n)=(t0,s0)} ≈ π (t0) P̂ (t0, s0) = π (s0)P (s0, t0) .
Thus, if P (s0, t0) 6= Q (s0, t0) for some s0, t0 ∈ S, applying Lemma 7.1 to the
function f (x) = 1{(X0,X1)=(s0,t0)} shows that the shift is not conservative. 
8. Proofs of the Convergent Scenarios
We start with a sufficient condition for the Central Limit Theorem (CLT).
Theorem 8.1. (Dobrushin) Let (Xn : n > 1) be a non-homogeneous Markov
chain and, suppose that its distribution satisfies Doeblin Condition (♦). Let (fn : n > 1)
be a uniformly bounded sequence of real-valued functions. If∑
n>1
V (fn (Xn)) =∞,
then the sequence (fn (Xn) : n > 1) satisfies
SN −E (SN )√
V (SN )
d−−−−→
n→∞
N ,
where SN :=
∑N
n=1 fn (Xn) for N > 1 and N is the standard normal distribution.
This formulation is a special case of a sufficient condition for CLT established
by Dobrushin [14]. See also the Sethuraman and Varadhan’s proof [32]. In their
notations, the constants Cn are uniformly bounded as (fn : n > 1) is uniformly
bounded, and the ergodic coefficients αn are all in [2δ, 1].
Lemma 8.2. Let (XA, µ) be a topologically-mixing MSFT that satisfies Doeblin
Condition. If there is an admissible configuration (Bk (ik) , B
′
k (jk)), k > 1, (recall
Definition 5.5) such that for the corresponding sequence (Dk : k > 1) defined in
5.7.1 it holds that
Dk −−−−→
k→∞
0 and
∑
k>1
D2k =∞,
then e (RA) = R for the renormalization group RA := R (T ; ΠA).
Proof. Consider the sequence of symmetric admissible permutations
Vk : Bk (ik) 	 B
′
k (jk) , k > 1.
Let the random variables
(8.2.1) Yk (x) := 1Bk(ik)∩B′k(jk) (x) − 1B′k(ik)∩Bk(jk) (x) , k > 1,
so that according to Claim 5.7 and the notation in 5.7.1,
logV ′k (x) = DkYk (x) , k > 1.
We claim that the sequence (logV ′k : k > 1) satisfies the following properties:
(1) log V ′k (x) −−−−→
k→∞
0 for µ-a.e. x ∈ XA;
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(2)
∑
k>1 E (logV
′
k) = −∞; and
(3)
∑
k>1V (logV
′
k) =∞.
The first property is clear. For the second property, first observe that since every
(Bk, B
′
k) is an admissible pair, if we denote the mutual prefix symbol by b0 and the
mutual suffix symbol by b1 we have that
µ (Bk (ik) ∩B′k (jk)) = πik (b0)Pik (Bk)P (ik+L−1,jk) (b1, b0)Pjk (B′k)
and
µ (B′k (ik) ∩Bk (jk)) = πik (b0)Pik (B′k)P (ik+L−1,jk) (b1, b0)Pjk (Bk) .
It then follows that
E (logV ′k) = DkE (Yk)
= Dk (µ (Bk (ik) ∩B′k (jk))− µ (B′k (ik) ∩Bk (jk)))
≍ Dk (Pik (Bk)Pjk (B′k)− Pik (B′k)Pjk (Bk))
≍ −D2k,
where the first approximation is by the above observation and Proposition 5.1, and
the second approximation is the one that was mentioned in 5.7.1. As for the third
property, since Bk (ik) ∩ B′k (jk) and B′k (ik) ∩Bk (jk) are disjoint, by Proposition
5.1 it can be seen that lim infk→∞V (Yk) > 0 hence
V (logV ′k) = D
2
kV (Yk) ≍ D2k.
We further claim that the sequence (Yk : k > 1) defined in 8.2.1 is essentially
a non-homogeneous one-sided Markov chain on the state space {0, 1}, with respect
to the distribution induced from µ, where the initial distribution is
P (Y1 = a) = µ
(
(B1 (i1) ∩B′1 (j1))c(a)
)
, a ∈ {0, 1} ,
and the transition probabilities are
P (Yk+1 = a | Yk = b)
= µ
((
Bk+1 (ik+1) ∩B′k+1 (jk+1)
)
c(a) | (Bk (ik) ∩B′k (jk))c(b)
)
, a, b ∈ {0, 1} ,
where for a set E ⊂ XA we denote Ec(0) = XA\E and Ec(1) = E. Note that
since in admissible configuration we require that ik − ik+1 and jk+1 − jk are both
greater then L +M and AM > 0, this chain is a (one-sided) full-shift. That this
distribution satisfies the Markov property follows from the Markov Field property
of the Markov chain (Xn : n ∈ Z), by which we have that for all n > 1,
σ (Xk : |k| > n) conditioned on σ (X−n, Xn) is independent on σ (Xk : |k| < n) .
It is well-known [16, Remark 10.9(3)] that the classical Markov property implies
the Markov Field property. A discussion on the relations between these properties
can be found in [16, Chapter 10].
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A further observation is that if µ satisfies Doeblin Condition for δ > 0, then the
distribution P of the one-sided Markov chain (Yk : k > 1) satisfies Doeblin Condi-
tion for some δ′ > 0. This follows from Proposition 5.1 since ik− ik+1 and jk+1−jk
are both greater then L+M , so we see that for every a ∈ {0, 1} and k > 1,
P (Yk+1 = 1 | Yk = a) > C (δ,M)2 µ (Bk+1 (ik+1))µ
(
B′k+1 (jk+1)
)
> C (δ,M)
2
δ2LM
and
P (Yk+1 = 0 | Yk = a) > µ
(
Bk+1 (ik+1)
c | (Bk (ik) ∩B′k (jk))c(a)
)
> C (δ,M)
(
1− (1− δM)L) .
Thus, the Markov chain (Yk : k > 1) satisfies Doeblin condition for δ
′ > 0 depending
only on the constants δ, M and L. Note that logV ′k (x) = DkYk (x) for k > 1 and
that (Dk : k > 1) is a bounded sequence. Then by Theorem 8.1 the divergence∑
k>1V (logV
′
k) =∞ ensures that (logV ′k : k > 1) satisfies the CLT.
We now establish that e (RA) = R. Since the ratio set is an additive subgroup
of R it is enough to show that it contains every negative number. Let r < 0 and
0 < ǫ < |r|. Let E ∈ σ (Xk : |k| 6 N) for some N > 1. Denote
SKk (x) :=
K∑
i=k
logV ′i (x) , 1 6 k 6 K.
Note that by the CLT and since
∑
k>1E (logV
′
k) = −∞, we have that
lim inf
K→∞
P
(
SKk0 < r
)
> lim
K→∞
P
(
SKk0 < E
(
SKk0
))
= 1/2, k0 > 1.
Fix some positive integers k0 6 K0 to satisfy the following:
(1) ik0 +N 6 −M and jk0 −N >M ;
(2) |logV ′k (x)| < ǫ everywhere for all k > k0; and
(3) µ
(
SK0k0 < r
)
> 1/4.
Consider the set F := E ∩
{
SK0k0 < r
}
⊂ E. We now define V ∈ [[RA]] of the form
V : F → E with logV ′ (x) ∈ (r − ǫ, r + ǫ): For every x ∈ F let
k (x) := inf
{
k > k0 : S
K0
k0
(x) < r
}
6 K0
and
K (x) := {k0 6 k 6 k (x) : |Yk (x)| = 1} ⊂ {k0, . . . , k (x)} .
Define V x for x ∈ F to be the composition of all Vkx for k ∈ K(x).
Recall that jk+1 − jk and ik − ik+1 are both greater then L+M for all k > 1,
and in particular the coordinates that are being changed by the Vk’s are distinct,
so that V x is a well-defined function. Also note that V x ∈ E for all x ∈ F , since
ik0 + N 6 −M and jk0 − N > M while E ∈ σ (Xk : |k| 6 N). We show that V
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is one-to-one on F . Assume that V x = V y for x, y ∈ F . If k (x) < k (y), since
V x = V y implies that xk = yk for all |k| 6 k (x), we get that
S
k(x)
k0
(y) = S
k(x)
k0
(x) < r,
a contradiction to the definition of k (y). By the symmetric reasoning it is also
impossible that k (x) > k (y), hence k (x) = k (y). Then we see that for every
k0 6 k 6 k (x) = k (y),
x ∈ Bk (ik) ∩B′k (jk)
⇐⇒ V y = V x ∈ x ∈ B′k (ik) ∩Bk (jk)
⇐⇒ y ∈ Bk (ik) ∩B′k (jk) ,
and similarly x ∈ B′k (ik) ∩ Bk (jk) ⇐⇒ y ∈ B′k (ik) ∩ Bk (jk). It follows that
K (x) = K (y). Finally, since each of the Vk’s is one-to-one on F and since V x = V y
is the composition of all Vk’s for k ∈ K(x) = K (y), we see that x = y so that V is
one-to-one on F . We also see that for every x ∈ F ,
logV ′ (x) =
∑
k∈K(x)
logV ′k (x) = S
k(x)
k0
(x) ∈ (r − ǫ, r + ǫ) ,
by the definition of k (x) and since |logV ′k (x)| < ǫ for k > k0. In order to finish
we establish the condition in Lemma 2.1. Note that since ik0 + N 6 −M and
jk0 −N >M while E ∈ σ (Xk : |k| 6 N), by Proposition 5.1 we have that
µ (F ) > C (δ,M)
2
µ
(
SK0k0 < r
)
µ (E) >
C (δ,M)
2
4
µ (E) .
Thus, η := C (δ,M)
2
/4 satisfies the condition in Lemma 2.1 and r ∈ e (RA). 
We are now in a position to prove Theorems C and D. With the same reasoning
we used in the divergent scenario, by our Hopf Argument 4.3 it is enough to show
that e (RA) = R for the renormalization group RA := R (T ; ΠA) to conclude that
the shift is of type III1.
Note that if
∑
n>1
∑
s,t∈S
(√
Q (s, t)−√Pn (s, t))2 <∞ then by Theorem 5.2
we can assume that Pn = Q for all n > 1 without changing the equivalence class
of the measure. In a similar way, if
∑
n>1
∑
s,t∈S
(√
P̂−n (s, t)−
√
Q̂ (s, t)
)2
<∞
we can assume without loss of generality that P̂−n = Q̂ for n > 1. It follows that if
both of those series are finite, then µ is equivalent to the Markov measure that is
specified on the positive coordinates byQ (forward) and on the negative coordinates
by Q̂ (backward), so that µ is equivalent to a homogeneous Markov measure and
the shift is of type II1. Thus, if the shift is not of type II1 then necessarily one of
the above series diverges. We consider the case where the first series diverges,∑
n>1
∑
s,t∈S
(√
Q (s, t)−
√
Pn (s, t)
)2
=∞,
and the other case is being similar.
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Proof of Theorem C. Let us consider first the full-shift T : (X,µ)→ (X,µ)
where X = {0, 1}Z and µ is the Markov measure defined by the transition matrices
Pn =
(
pn 1− pn
p′n 1− p′n
)
, n ∈ Z.
Assume that lim|n|→∞ Pn = Q for
Q =
(
q 1− q
q′ 1− q′
)
.
If the shift is not of type II1 we assume without loss of generality that∑
n>1
(
√
pn −√q)2 +
(√
1− pn −
√
1− q
)2
+
∑
n>1
(√
p′n −
√
q′
)2
+
(√
1− p′n −
√
1− q′
)2
=∞.
By the Doeblin Condition the square roots do not affect this divergence so that∑
n>1
(pn − q)2 +
∑
n>1
(p′n − q′)2 =∞.
We consider the case of
∑
n>1 (pn − q)2 = ∞ regardless
∑
n>1 (p
′
n − q′)2. The
other case can be treated symmetrically.
We now construct an admissible configuration that is satisfying the conditions
of Lemma 8.2. Let
I := {n > 1 : sign (pn − q) = sign (pn+1 − q)} .
Then one can easily see that (pn − pn+1)2 > (pn − q)2 for all n /∈ I so by the
non-singularity of the shift, using Corollary 5.3 we get that∑
n/∈I
(pn − q)2 6
∑
n/∈I
(pn − pn+1)2 <∞.
It follows that ∑
n∈I
(pn − q)2 =∞.
Then we can find a subsequence (jk : k > 1) ⊂ I satisfying
• jk − jk−1 > 3 for all k > 1;
• sign (pjk − q) = sign (pjk+1 − q) is constant for k > 1; and
• ∑k>1 (pjk − q)2 =∞.
Write s := sign (pjk − q) for any k > 1. Since pn −−−−−→n→−∞ q there is a sequence
(ik : k > 1) of negative integers satisfying
• ik − ik+1 > 3 for all k > 1;
• sign (pjk − pik) = s for all k > 1; and
• ∑k>1 (pjk − pik)2 =∞.
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Consider the admissible pairs
(B0, B
′
0) for B0 = [0, 0, 0] , B
′
0 = [0, 1, 0] ,
and
(B1, B
′
1) for B1 = [0, 0, 1] , B
′
1 = [0, 1, 1] .
For every k > 1 we have that
D0,k := log
(
Pik (B
′
0)Pjk (B0)
Pik (B0)Pjk (B
′
0)
)
= log
pjk
pik
+ log
1− pik
1− pjk
+ log
pjk+1
pik+1
+ log
p′ik+1
p′jk+1
and that
D1,k := log
(
Pik (B
′
1)Pjk (B1)
Pik (B1)Pjk (B
′
1)
)
= log
pjk
pik
+ log
1− pik
1− pjk
+ log
1− pjk+1
1− pik+1
+ log
1− p′ik+1
1− p′jk+1
.
Define for k > 1,
g (k) =


0 sign
(
log
p′ik+1
p′jk+1
)
= s
1 sign
(
log
1−p′ik+1
1−p′jk+1
)
= s
.
Claim 8.3. Let Dk := Dg(k),k for k > 1. Then
Dk −−−−→
k→∞
0 and
∑
k>1
D2k =∞.
Proof of Claim 8.3. It is clear that Dk −−−−→
k→∞
0. We prove the second part.
By the approximation in 3.0.1 we have that
log
pjk
pik
≍ log 1− pik
1− pjk
≍ log pjk+1
pik+1
≍ pjk − pik .
By the definition of I we have that
sign
(
log
1− pik
1− pjk
)
= sign
(
log
pjk+1
pik+1
)
= s, k > 1.
It follows that for g (k) = 0 we have
Dk = D0,k < pik − pjk ,
so in case of
∑
g(k)=0 (pjk − pik)2 =∞ we have∑
k>1
D2k >
∑
g(k)=0
D2k =∞.
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In case of
∑
g(k)=0 (pjk − pik)2 < ∞ we must have
∑
g(k)=1 (pjk − pik)2 = ∞. For
g (k) = 1 the general term of the sequence Dk = D1,k is the sum of the general
term of the sequence
log
pjk
pik
+ log
1− p′ik+1
1− p′jk+1
< pjk − pik
and the general term of the sequence
log
1− pik
1− pjk
+ log
1− pjk+1
1− pik+1
≍ (pik+1 − pik) + (pjk − pjk+1) ,
which is square-summable by the non-singularity of the shift as in Corollary 5.3. It
follows that also in this case we have∑
k>1
D2k >
∑
g(k)=1
D2k =∞,
so the proof of Claim 8.3 is complete.
By Claim 8.3 we see that the admissible configuration
(
Bg(k) (ik) , B
′
g(k) (jk)
)
,
k > 1, satisfies the conditions of Lemma 8.2 so that e (RA) = R. This completes
the proof of the full-shift.
Let us now consider a subshift on two states. The primitive adjacency matrices
in this case, except from the full-shift, are(
1 1
1 0
)
and
(
0 1
1 1
)
.
The treatment in these two subshifts is similar, and we consider the first one. Let
the transition matrices
Pn =
(
pn 1− pn
1 0
)
, n ∈ Z.
Assume that lim|n|→∞ Pn = Q for
Q =
(
q 1− q
1 0
)
.
If the shift is not of type II1 then without loss of generality
∑
n>1 (pn − q)2 = ∞.
Choose sequences (ik : k > 1) and (jk : k > 1) in the same way we did in the full-
shift and consider the admissible pair
(B,B′) for B = [0, 1, 0] , B′ = [0, 0, 0] .
Then (B (ik) , B
′ (jk)), k > 1, is an admissible configuration that satisfies
Dk := log
(
Pik (B
′)Pjk (B)
Pik (B)Pjk (B
′)
)
= log
pik
pjk
+ log
1− pjk
1− pik
+ log
pik+1
pjk+1
≍ pik − pjk ,
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as sign (pik − pjk) = sign (pik+1 − pjk+1) is constant for k > 1. Then
∑
k>1D
2
k =∞
and clearly Dk −−−−→
k→∞
0. By Lemma 8.2 we conclude that e (RA) = R. 
Remark 8.4. In a similar way, one may prove the Bernoulli case on a gen-
eral finite state space that is extending the results of [12,24] concerning the half-
stationary two-state space. Consider the following setting. Let S = {0, 1, . . . , d− 1}
for some d ∈ N and X = SZ with a product measure µ = ∏n∈Z µn where
µn = (pn (0) , pn (1) , . . . , pn (d− 1)) for n ∈ Z. Suppose that µ satisfies the Doeblin
Condition and that the shift T : (X,µ)→ (X,µ) is non-singular and conservative.
Denote lim|n|→∞ pn (s) = q (s) for s ∈ S.
If the shift is not of type II1 then there exists α ∈ S such that without loss of
generality
∑
n>1 (pn (α)− q (α))2 =∞. Take a subsequence (jk : k > 1) of positive
integers with jk+1− jk > 3 such that s := sign (pjk (α)− q (α)) is constant in k > 1
and
∑
k>1 (pjk (α)− q (α))2 =∞. It is easy to see that for every k > 1 there exists
βk ∈ S such that sign (pjk (βk)− q (βk)) = −s. Then choose a sequence (ik : k > 1)
of negative integers with ik− ik+1 > 3 and sign (pjk (βk)− pik (βk)) = s is constant
for k > 1. Then the sequence of admissible pairs
(Bk, B
′
k) for Bk = [α, α, α] , B
′
k = [α, βk, α] , k > 1,
satisfies that
Dk = log
(
Pik (B
′
k)Pjk (Bk)
Pik (Bk)Pjk (B
′
k)
)
≍ (pjk (α)− pik (α)) + (pik (βk)− pjk (βk)) .
Then in the same way of the proof of Theorem C we conclude that e (RA) = R.
Proof of Theorem D. Let T : (XA, µ) → (XA, µ) be a non-singular and
conservative Golden-Mean shift, where µ is defined by the transition matrices
Pn =

 pn 0 1− pnp′n 0 1− p′n
0 1 0

 , n ∈ Z.
Assume that lim|n|→∞ Pn = Q for
Q =

 q 0 1− qq′ 0 1− q′
0 1 0

 .
If the shift is not of type II1 then without loss of generality we have that∑
n>1
(pn − q)2 +
∑
n>1
(p′n − q′)2 =∞.
Case 1. Suppose that
∑
n>1 (pn − q)2 = ∞. As the shift is non-singular, by
the same reasoning we used in the full-shift there is a subsequence I0 ⊂ N with
sign (pn − q) = sign (pn+1 − q) for all n ∈ I0 such that
∑
n∈I0
(pn − q)2 =∞. Let
I := {n ∈ I0 : sign (pn − q) = sign (pn+2 − q)} ⊂ I0.
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By the non-singularity of the shift, using Corollary 5.3 and the Cauchy-Schwartz
inequality we see that∑
n/∈I
(pn − q)2 6
∑
n/∈I
(pn − pn+2)2 <∞.
We then get that ∑
n∈I
(pn − q)2 =∞
on an index set I ⊂ N with the property
sign (pn − q) = sign (pn+1 − q) = sign (pn+2 − q) , n ∈ I.
Write s := sign (pn − q) for any n ∈ I. We can find a subsequence (jk : k > 1) ⊂ I
and a sequence (ik : k > 1) of negative integers with the same properties as in the
full-shift. Since in the Golden-Mean shift AM > 0 for M = 3 and the admissible
pairs we will find will have length L = 4, we further require that jk − jk−1 > 7 and
ik − ik+1 > 7 for all k > 1. This can be done using the same considerations as in
the full-shift. Consider the admissible pairs
(B0, B
′
0) for B0 = [0, 0, 0, 0] , B
′
0 = [0, 2, 1, 0] ,
and
(B1, B
′
1) for B1 = [0, 0, 0, 2] , B
′
1 = [0, 2, 1, 2] .
For every k > 1 we have that
D0,k := log
(
Pik (B
′
0)Pjk (B0)
Pik (B0)Pjk (B
′
0)
)
= log
pjk
pik
+ log
pjk+1
pik+1
+ log
1− pik
1− pjk
+ log
pjk+2
pik+2
+ log
p′ik+2
p′jk+2
and that
D1,k := log
(
Pik (B
′
1)Pjk (B1)
Pik (B1)Pjk (B
′
1)
)
= log
pjk
pik
+ log
pjk+1
pik+1
+ log
1− pik
1− pjk
+ log
1− pjk+2
1− pik+2
+ log
1− p′ik+2
1− p′jk+2
.
Define for k > 1,
g (k) =


0 sign
(
log
p′ik+2
p′jk+2
)
= s
1 sign
(
log
1−p′ik+1
1−p′jk+1
)
= s
.
Similarly to the full-shift, by the approximation in 3.0.1 we have that
log
pjk
pik
≍ log pjk+1
pik+1
≍ pjk − pik ;
we also have that
sign
(
log
1− pik
1− pjk
)
= sign
(
log
pjk+1
pik+1
)
= s, k > 1;
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and by the non-singularity of the shift
log
1− pik
1− pjk
+ log
1− pjk+2
1− pik+2
≍ (pjk − pjk+2) + (pik+2 − pik)
is a square-summable sequence. Then the very same proof of Claim 8.3 shows that
the sequence Dk := Dg(k),k, k > 1, satisfies
Dk −−−−→
k→∞
0 and
∑
k>1
D2k =∞.
Thus, the admissible configuration
(
Bg(k) (ik) , B
′
g(k) (jk)
)
, k > 1, satisfies the
conditions of Lemma 8.2 and we conclude that e (RA) = R.
Case 2. Suppose that
∑
n>1 (pn − q)2 < ∞. Then by Theorem 5.2 we can
assume that pn = q for all n > 1 without changing the equivalence class of the
measure. Note that in this case we have that
∑
n>1 (p
′
n − q′)2 = ∞. Choose
sequences (ik : k > 1) and (jk : k > 1) in the same way we chose in the first case.
Consider the admissible pair
(B,B′) for B = [1, 0, 0, 2] , B′ = [1, 2, 1, 2]
for which
Dk := log
(
Pik (B
′)Pjk (B)
Pik (B)Pjk (B
′)
)
= log
1− p′ik
1− p′jk
+ log
p′jk
p′ik
+ log
1− p′ik+2
1− p′jk+2
+ log
q
pik+1
+ log
1− q
1− pik+2
.
We can choose the sequence (ik : k > 1) such that pik −−−−→
k→∞
q fast enough so that
∑
k>1
(
log
q
pik+1
)2
+
∑
k>1
(
log
1− q
1− pik+2
)2
<∞,
using the non-singularity of the shift as in Corollary 5.3. Then since
sign
(
p′ik − p′jk
)
= sign
(
p′ik+1 − p′jk+1
)
= sign
(
p′ik+2 − p′jk+2
)
is constant for k > 1 it follows that
∑
k>1D
2
k = ∞. It is clear that Dk −−−−→
k→∞
0
so that (B (ik) , B
′ (jk)), k > 1, is an admissible configuration that satisfies the
conditions of Lemma 8.2 so that e (RA) = R. 
Appendix A. Mixing Properties of Markov Measures
Let (XA, µ) be a topologically-mixing MSFT that satisfies Doeblin Condition
(♦). The sequence of transition matrices of µ will be denoted by (Pn : n ∈ Z) and
the coordinates distributions by (πn : n ∈ Z). The integerM will stand for the first
positive integer for which AM > 0 and the constant δ is the positive constant of
the Doeblin condition.
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Lemma A.1. The marginals of µ satisfy
δM 6 πn (s) 6 1− δM , n ∈ Z, s ∈ S.
Also for every N > 1 sufficiently large, specifically N >M , we have that
δM 6 P (n,n+N) (s, t) 6 1− δM , n ∈ Z, s, t ∈ S.
Proof. We start by bounding the transition matrices. It is an immediate
observation that
P (n,n+M−1) (s, t) > δM , n ∈ Z, s, t ∈ S.
Thus, for any N >M ,
P (n,n+N) (s, t) =
∑
u∈S
P (n,n+N−M) (s, u)P (n+N−M+1,n+N) (u, t)
>
∑
u∈S
P (n,n+N−M) (s, u) δM = δM , n ∈ Z, s, t ∈ S,
Now we easily deduce the same bound for the coordinate distributions:
πn (s) =
∑
t∈S
πn−M (t)P
(n−M,n−1) (t, s)
>
∑
t∈S
πn−M (t) δ
M = δM , n ∈ Z, s ∈ S.
Those lower bounds yield the upper bounds so the proof is complete. 
Lemma A.2. There exists a constant C (δ,M) ∈ (0, 1) depending only on
M and δ, such that for every pair of Borel sets E ∈ σ (. . . , Xn−1, Xn) and F ∈
σ (Xm, Xm+1, . . . ), if m− n >M then
C (δ,M)µ (E)µ (F ) 6 µ (E ∩ F ) 6 C (δ,M)−1 µ (E)µ (F ) .
Proof. observe that if E ∈ σ (. . . , n− 1, n) then for everym with m−n >M ,
µ (E ∩ {Xm = s}) =
∑
t∈S
µ (E ∩ {Xn+1 = t})µ ({Xm = s} | E ∩ {Xn+1 = t})
=
∑
t∈S
µ (E ∩ {Xn+1 = t})µ ({Xm = s} | {Xn+1 = t})
=
∑
t∈S
µ (E ∩ {Xn+1 = t})P (n+1,m−1) (t, s)
> δM
∑
t∈S
µ (E ∩ {Xn+1 = t}) = δMµ (E) , s ∈ S,
where we used the Markov property and the lower bound of Lemma A.1. If instead
we use the upper bound of Lemma A.1 we get that
µ (E ∩ {Xm = s}) 6
(
1− δM)µ (E) , s ∈ S.
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Now we conclude
µ (E ∩ F ) =
∑
s∈S
µ (E ∩ {Xm−1 = s})µ (F | E ∩ {Xm−1 = s})
=
∑
s∈S
µ (E ∩ {Xm−1 = s})µ (F | {Xm−1 = s})
> δMµ (E)
∑
s∈S
µ (F | {Xm−1 = s})
= δMµ (E)
∑
s∈S
µ (F ∩ {Xm−1 = s})
πm−1 (s)
>
δM
1− δM µ (E)
∑
s∈S
µ (F ∩ {Xm−1 = s})
=
δM
1− δM µ (E)µ (F ) ,
where we used the Markov property, the above observations and the lower bound
of Lemma A.1. A similar use of the upper bound of Lemma A.1 shows that
µ (E ∩ F ) 6 1− δ
M
δM
µ (E)µ (F ) .
Then the Lemma holds for the constant C (δ,M) = δM/
(
1− δM) > 0. 
Appendix B. A Criterion for Equivalence of Markov Measures
Let S be a finite state space and let XA be a topologically-mixing SFT in SZ.
Let ν and µ be a pair of Markov measures on XA defined by (πn, Pn : n ∈ Z) and
(λn, Qn : n ∈ Z), respectively. Recall that
(
πn, P̂n : n ∈ Z
)
is the sequence of the
reversed sequence of transitions of ν,
P̂n (s, t) = µ (Xn−1 = t | Xn = s) = πn−1 (t)
πn (s)
Pn−1 (t, s) , s, t ∈ S, n ∈ Z.
Then πnP̂n = πn−1 for n ∈ Z. Clearly, a Markov measure that is specified by
(Pn : n ∈ Z) with the usual convention of the dependence direction is also specified
by
(
P̂n : n ∈ Z
)
for the reversed dependence direction.
For the sake of completeness we repeat the formulation of Theorem 5.2.
Theorem B.1. Let ν and µ be Markov measures on a topologically-mixing
SFT XA defined by (Pn : n ∈ Z) and (Qn : n ∈ Z), respectively. Suppose that both
satisfy Doeblin Condition (♦). Then ν ≪ µ if, and only if,∑
n>1
∑
s,u,v,t∈S
d2n [ν, µ] (s, u, v, t) <∞,
where for n > 1 and s, t, u, v ∈ S we denote
d2n [ν, µ] (s, u, v, t) :=
(√
P̂−n (u, s)Pn (v, t)−
√
Q̂−n (u, s)Qn (v, t)
)2
.
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In order to prove Theorem 5.2 we use a significant generalization of the Kaku-
tani dichotomy, established by Kabanov, Lipcer and Shiryaev [33]. Their theorem
is formulated in the following setting. Let X be a standard Borel space and fix
(An : n > 1) a filtration of X . Let ν and µ be probability measures on X . For
every n > 1 let νn and µn be the restriction of ν and µ to An, respectively, and
suppose that νn ≪ νn for all n > 1. Let mn (x) := dνndµn (x) for n > 1. Then
(mn : n > 1) is a martingale with respect to the natural filtration and it satisfies∫
X
mn (x) dµ (x) = 1 for every n > 1, so by the martingale convergence theorem
m∞ (x) := lim
n→∞
mn (x) exists for µ-a.e. x ∈ X.
In fact, this limit exists also for ν-a.e. x ∈ X [33], [34, Chapter 6].
Theorem B.2. (Kabanov-Lipcer-Shiryaev [33]) In the above setting, let
Mn (x) := mn (x)m
−1
n−1 (x) , where Mn (x) := 0 if mn−1 (x) = 0.
Then
ν ≪ µ ⇐⇒
∑
n>1
(
1−Eµ
(√
Mn (x) | An−1
))
<∞ for ν-a.e. x ∈ X.
We then consider a SFT XA with (An : n > 1) the natural filtration defined
by An = σ (Xk : |k| 6 n). In the setting of Theorem 5.2 it is clear that every
ν and µ with Doeblin Condition are satisfying νn ≪ µn for all n > 1. Let us
calculate Eµ
[√
Mn | An−1
]
of the Markov measure ν and µ explicitly. First, the
Radon–Nikodym derivatives are given by
mn (x) :=
dνn
dµn
(x) =
π−n (x−n)
λ−n (x−n)
n−1∏
i=−n
Pi (xi, xi+1)
Qi (xi, xi+1)
,
so that
Mn (x) =
π−n (x−n)
λ−n (x−n)
λ−(n−1)
(
x−(n−1)
)
π−(n−1)
(
x−(n−1)
) P−n (x−n, x−(n−1))
Q−n
(
x−n, x−(n−1)
) Pn−1 (xn−1, xn)
Qn−1 (xn−1, xn)
=
P̂−(n−1)
(
x−n, x−(n−1)
)
Pn−1 (xn−1, xn)
Q̂−(n−1)
(
x−n, x−(n−1)
)
Qn−1 (xn−1, xn)
.
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It follows that
Eµ
(√
Mn (x) | An−1
)
=
∑
s,t∈S
√
Mn
(
s ∗ [x]n−1−(n−1) ∗ t
)
µ
(
s ∗ [x]n−1−(n−1) ∗ t | [x]n−1−(n−1)
)
=
∑
s,t∈S
√
P̂−(n−1)(s,x−(n−1))Pn−1(xn−1,t)
Q̂−(n−1)(s,x−(n−1))Qn−1(xn−1,t)
Q̂−(n−1)(s,x−(n−1))Qn−1(xn−1,t)
=
∑
s,t∈S
√
P̂−(n−1)(s,x−(n−1))Pn−1(xn−1,t)Q̂−(n−1)(s,x−(n−1))Qn−1(xn−1,t)
= 1− 1
2
∑
s,t∈S
(√
P̂−(n−1)(s,x−(n−1))Pn−1(xn−1,t)−
√
Q̂−(n−1)(s,x−(n−1))Qn−1(xn−1,t)
)2
.
This shows that
1−E
(√
Mn (x) | An
)
=
1
2
∑
s,t∈S
d2n [ν, µ]
(
s, x−(n−1), xn−1, t
)
, n > 1,
where we use the notation d2n as in Theorem 5.2. Thus, by Theorem B.2 we have
(B.2.1)
ν ≪ µ ⇐⇒
∑
n>1
∑
s,t∈S
d2n [ν, µ]
(
s, x−(n−1), xn−1, t
)
<∞ for ν-a.e. x ∈ XA.
It follows that if
∑
n>1
∑
s,t,u,v∈S d
2
n [ν, µ] (s, u, v, t) <∞ then ν ≪ µ by condition
B.2.1. Thus, to prove Theorem 5.2 we need to show that the right-hand side of
condition B.2.1 does not hold if
∑
n>1
∑
s,t,u,v∈S d
2
n [ν, µ] (s, u, v, t) = ∞. For this
we use the following probabilistic lemma.
Lemma B.3. Let (an : n > 1) be a sequence of non-negative numbers such that∑
n>1 an =∞. Let (Ω,P) be a probability space and let (An : n > 1) be a sequence
of events in Ω. Then
P

∑
n>1
an1An =∞

 > lim inf
n→∞
P (An) .
Proof. Denote p := lim infn→∞ P (An). Excluding trivialities assume p > 0.
Let 0 < ǫ < p be arbitrary. Fix N > 1 such that P (An) > ǫ for every n > N . For
every C > 0 let
FC :=


∑
n>N
an1An 6 C

 ,
and suppose toward a contradiction that P (FC) > 1− ǫ for some C > 0. Then
P (FC)− P (Acn) > P (FC)− (1− ǫ) > 0, n > N.
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We then have
∞ =
∑
n>N
an (P (FC)− (1− ǫ))
6
∑
n>N
an (P (FC)− P (Acn))
6
∑
n>N
anP (FC ∩An) =
∑
n>N
anE [1FC1An ]
= E

1FC ∑
n>N
an1An


6 CP (FC) ,
where the second inequality is general: P (E ∩ F ) > P (E)−P (F c), the next equality
is by monotone convergence and the last one is the Markov inequality. This is a
contradiction so that P (FC) 6 1− ǫ for all C > 0. It follows that
P

∑
n>1
an1An <∞

 = P

∑
n>N
an1An <∞


6 lim sup
C→∞
P (FC) 6 1− ǫ.
Since 0 < ǫ < p is arbitrary the proof is complete. 
Proof of Theorem 5.2. One of the implications is immediate after the above
calculation as we mentioned. For the other implication suppose that∑
n>1
∑
s,t,u,v∈S
d2n [ν, µ] (s, u, v, t) =∞.
Then
∑
n>1
∑
s,t∈S d
2
n [ν, µ] (s, u0, v0, t) =∞ for some u0, v0 ∈ S. Consider the sets
An :=
{
X−(n−1) = u0, Xn+1 = v0
}
, n > 1.
By the topologically-mixing, Doeblin Condition and Proposition 5.1,
lim inf
n→∞
ν (An) > C (δ,M) lim inf
n→∞
π−(n−1) (u)πn+1 (v) > C (δ,M) δ
2 > 0.
Then by the Lemma B.3 we conclude that∑
n>1
∑
s,t∈S
d2n [ν, µ]
(
s, x−(n−1), xn−1, t
)
=
∑
n>1

 ∑
s,t,u,v∈S
d2n [ν, µ] (s, u, v, t)

1An (x) =∞
on a ν-positive measure set (of measure at least C (δ,M) δ2). Then by condition
B.2.1 ν is not absolutely continuous with respect to µ. 
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