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Abstract
A λ-fold r-packing in a Hamming metric space is a code C such that the radius-r balls centered
in C cover each vertex of the space by not more than λ times. The well-known r-error-correcting codes
correspond to the case λ = 1. We propose asymptotic bounds for the maximum size of a q-ary 2-fold
1-packing as q grows; prove that a q-ary distance-2 MDS code of length is an optimal n-fold 1-packing
if q ≥ 2n; find that the maximum size of a binary 2-fold 1-packing of length 9 is 96; and derive upper
bounds for the size of a binary λ-fold 1-packing. We prove some properties of 1-perfect unitrades, which
are a special case of two-fold 1-packings.
Index Terms
Hamming graph, multifold ball packings, two-fold ball packings, l-list decodable codes, completely regular
codes, linear programming bound.
I. INTRODUCTION
It is well known that the error-correcting codes in Hamming spaces can be treated as packings of
balls of fixed radius r. The balls in such packing do not intersect, every vertex of the space belongs
to at most one of the balls, and this allows to correct an error of weight at most r if we know that the
transmitted information was represented by a codeword. One of the main problems in the area is to find the
maximum number of balls in such packings, given the ball radius and the parameters of the metric space
(for Hamming spaces, the alphabet size q and the word length n). We consider the generalization of this
problem to the so-called λ-fold packings. For such packing, every vertex of the space belongs to at most
λ balls of the packing. Theoretically, multifold packings can also be used in information transmission.
For example, in the case of two-fold packing, if an error of weight at most r occurred, then the receiver
cannot uniquely determine the transmitted codeword; however, he has only two choices, and in the case
of wrong choice, the transmitter can correct his choice by sending only one bit (such scheme implies that
the channel has a noiseless feedback, so the transmitter can track what the receiver get; such channels
can naturally occur in practice and have been already considered in the literature, see e.g. [21]). One of
the main advantages of two-fold (or λ-fold, in general) packings is that the cardinality of such a packing
can be essentially larger than twice the cardinality of the largest one-fold packing in the same space. In
the current paper, we prove several bounds on the size of λ-fold packings of radius-1 balls in binary and
q-ary Hamming schemes and consider properties of some special two-fold packings.
The Hamming distance dH(x, y) between two words x and y of the same length is the number of
coordinates in which x and y differ. The Hamming graph (if q = 2, the n-cube) H(n, q) is a graph whose
vertices are the words of length n over the q-ary alphabet {0, . . . , q−1}, two words being adjacent if and
only if they differ in exactly one position. The weight wt(x) of a word x is the number of nonzeros in x.
We will say that a set C of vertices of H(n, q) is an λ-fold r-packing (of length n) if for every vertex x
of H(n, q) the number of elements of C at distance at most r from x does not exceed λ. The concept of
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21-fold r-packing coincides with the well-known concept of r-error-correcting code. The sphere-packing
bound for error-correcting codes is generalized to the obvious bound
P λq (n, r) ≤ ⌊λq
n/|Br|⌋ (1)
on the maximum cardinality P λq (n, r) of a λ-fold r-packing in H(n, q), where Br is a radius-r ball in
H(n, q).
In the literature, the λ-fold r-packings are also known as the <l-list decodable codes with radius r,
where l = λ+ 1, see e.g. [1], [4].
Blinovsky [4], [5] proved that there exists a sharp bound τ(λ+1, q) such that if r = τn, τ < τ(λ+1, q)
then the largest possible λ-fold r-packing code is exponentially large in n. He obtained in [6] some
formulae for this bound. For example, τ(λ + 1, 2) = 1
2
−
(2kk )
22k+1
where k = ⌊λ+1
2
⌋. How large can C be
when τ is just above the threshold τ(λ + 1, q)? In [1], [25] it is proved that the maximum possible size
of 2-fold packing with radius (τ(3, 2) + ε)n = (1
4
+ ε)n is Θ( 1
ε3/2
) as ε → 0. For λ-fold packing with
radius (τ(λ+ 1, 2) + ε)n there is a bound O(1
ε
) for the size of C as λ is odd ( [1]).
In Section II we propose asymptotic bounds for 2-fold 1-packing in H(n, q) as q grows. In Section III
we show that if q ≥ 2n then the maximum n-fold packings has size qn−1; an example of such packing
is a distance-2 MDS code. In Section IV, we consider properties so-called 1-perfect unitrades, which are
actually a special case of two-fold 1-packings; the study of these objects is motivated by the connection
with the class of 1-error-correcting perfect codes and by the fact that the classification of 1-perfect unitrades
of small parameters results in finding optimal binary two-fold 1-packing. In Section V, we describe the
found two-fold 1-packings of size 96 in H(9, 2) and their connection with completely regular codes. In
Section VI, based on linear programming, we derive upper bounds for the size of a λ-fold 1-packing in
H(n, 2).
Some of the results of the paper (Sections IV–VI) concern only binary λ-fold 1-packing. In the binary
case, Sections IV–VI are focused on, it is often convenient to study the even-weight extensions of the λ-
fold 1-packings instead of the original objects. By this reason, in the end of the introduction we mention
a fundamental one-to-one correspondence, which generalizes the well-known correspondence between
binary r-error-correcting codes and their extended versions. A set of words is called even-weight if each
of its elements has even weight. Given a set C of binary words, its extension C is obtained from C by
appending the parity-check bit to all words:
C = {(x1, . . . , xn, x1 + ... + xn) | (x1, . . . , xn) ∈ C}.
Proposition 1: A set C of binary words is a λ-fold r-packing of length n if and only if its extension
C is an even-weight λ-fold r-packing of length n+ 1.
Proof: It is easy to check that if every radius-r ball in H(n, 2) contains at most λ words from C,
then every radius-r ball in H(n + 1, 2) contains at most λ words from C, and if some radius-r ball in
H(n, 2) contains more than λ words from C, then some radius-r ball in H(n+ 1, 2) contains more than
λ words from C.
II. TWO-FOLD 1-PACKING IN q-ARY HAMMING GRAPH
In this section, we estimate the asymptotic of the maximum size of a two-fold 1-packing in H(n, q)
as q grows with constant n. Then, we note that this also provides an estimation for the asymptotic of the
maximum size of a λ-fold 1-packing for every λ between 2 and n.
Theorem 1: The maximum size P 2q (n, 1) of a 2-fold 1-packing in H(n, q) satisfies
qn−1−o(1) ≤ P 2q (n, 1) = o(q
n−1), (2)
as q →∞ and n = const.
3Proof: An n-uniform hypergraph is a pair (V,E) from a set V , whose element are called vertices,
and a set E of n-subsets of V , called edges. Let fn(m, v, e) be the maximum number of edges in an
n-uniform hypergraph on m vertices such that the union of any e edges has more than v vertices.
In [2], it was shown that
m
3n−v+1
2
−o(1) ≤ fn(m, v, 3) = o(m
3n−v+1
2 ) (3)
if 2 ≤ 3n−v+1
2
< n (for (n, v) = (3, 6), it was proved earlier in [30]).
Lower bound. Let us consider an n-uniform hypergraph with q vertices and fn(q, n + λ + 1, λ + 1)
edges such that the union of any λ + 1 edges has more than n + λ + 1 vertices. From every edge, we
construct a codeword of length n by listing the elements of the edge in some order (the order itself is not
important, one can take random, or lexicographic, or any else). We state that the resulting code C of size
fn(q, n+ λ+1, λ+1) is a λ-fold packing. Indeed, if it is not, then there are λ+1 codewords x0, . . . , xλ
at distance at most 1 from some word c, the center of a ball. But x0, . . . , xλ contain at most n + λ + 1
different symbols in total (n symbols of c, plus at most one unique symbol in each of xi, i = 0, . . . , λ),
which contradicts the definition of fn. So, in the case λ = 2 we see that the lower bound in (2) follows
from the lower bound in (3).
Upper bound. Given a 2-fold 1-packing C, we first construct its subset C ′ such that |C ′| ≥ |C|/2 and
there are no two adjacent codewords in C ′. We can always do so because, by the definition of a 2-fold
1-packing, every codeword of C has at most one neighbor in C. Next, we define a hypergraph with nq
vertices (i, a), i ∈ {1, . . . , n}, a ∈ {0, . . . , q− 1} and |C ′| edges {(1, c1), . . . , (n, cn)} : (c1, . . . , cn) ∈ C
′.
(*) We claim that the union of every three edges, corresponding to some codewords x, y, z of C ′, has
at least n+ 4 vertices. The proof of the claim is divided into three cases.
• If the distance between some two of x, y, z is larger than 3, then (*) is trivial.
• If the distance between two of them, say x and y, is 3, then the union of the corresponding two
edges has n+ 3 vertices. If the edge corresponding to z contains another vertex, then the union has
n + 4 vertices and (*) holds. Otherwise, in each position z coincides with x or y. Since x and y
differ in only three positions, we see that z is at distance 2 from one of them and at distance 1 from
the other, which contradicts to the definition of C ′.
• There are two possibilities for three words to be at distance 2 from each other, without loss of
generality. One is 000...0, 110...0, 220...0, and (*) holds in this case. The other is 1000...0, 0100...0,
0010...0; such three words cannot lie in C ′ by the definition of a 2-fold 1-packing.
Finally, we see that the constructed hypergraph cannot have more than fn(nq, n + 3, 3) edges, by the
definition of fn. Since it has |C
′| edges and |C ′| ≥ |C|/2, from (3) we derive |C| ≤ 2fn(nq, n+ 3, 3) =
o((nq)n−1) = o(qn−1) as q →∞ and n = const.
Similar asymptotic estimation for the case λ = n is rather simple (in the next section, we find the exact
value of P nq (n, 1) for q ≥ 2n).
Proposition 2: In the case λ = n, the maximum size P λq (n, 1) of a λ-fold packing of H(n, q) admits
the following bounds:
qn−1 ≤ P nq (n, 1) ≤
qn
q − 1 + 1/n
.
Proof: An example of n-fold 1-packing is an MDS code with code distance 2. Such code exists
for any n and q and its cardinality equals qn−1. Since |B1| = n(q − 1) + 1, we conclude from (1) that
|C|(n(q − 1) + 1) ≤ nqn.
For an arbitrary n, a largest λ-fold 1-packing, λ = 2, . . . , n has the cardinality between the cardinalies
of largest 2-fold and n-fold 1-packings. Thus, we have the following.
Theorem 2: If Pq(n, 1)λ is the maximum cardinality of a λ-fold 1-packing in H(n, q), then
logP λq (n, 1) ≃ (n− 1) log q as q →∞ and n = const.
Another observation which can be made from Theorem 1 and Proposition 2 is that P 2q (n, 1) = o(q
n−1)
while P nq (n, 1) = Ω(q
n−1), as a function in q. So, the answer to the following question meets 2 < λn ≤ n.
4Problem. What is the value λn such that P
λn−1
q (n, 1) = o(q
n−1) but P λnq (n, 1) = Ω(q
n−1)?
Brown, Erdo˝s, and Sós [9] conjectured that fn(q, l(n−k)+k+1, l) = o(q
k) as q →∞ and 2 ≤ k < n,
l > 2. In the special case k = n − 1, their conjecture implies that fn(q, n + l, l) = o(q
n−1) as q → ∞
and l > 2. The arguments in the paragraph “Lower bound” of the proof of Theorem 1 (where l = λ+ 1)
shows that the conecture is true for every l ≥ λn; so, finding λn implies solving the conjecture for all
smaller values of l. However, the inverse connection is not so clear, as the “Upper bound” arguments in
the proof of Theorem 1 are not generalized to an arbitrary λ.
III. DISTANCE-2 MDS CODES ARE OPTIMAL
As can be seen from Proposition 2, the distance-2 MDS (n, qn−1, 2)q codes are asymptotically optimal
n-fold 1-packings as q grows. In this section, we prove a general upper bound on the size of a λ-fold
1-packing in any regular graph, which in particular shows that the distance-2 MDS codes are indeed
largest n-fold 1-packings if q ≥ 2n. We conjecture that this also holds for q ≥ n.
Theorem 3: Let G = (V,E) be a r-regular graph, and let α be a nonnegative constant such that |θ| ≥ α
for any eigenvalue θ of G. If C is a set of vertices of G such that every vertex from V is adjacent to at
most λ vertices of C, then
|C|
|V |
≤
rλ− α2
r2 − α2
.
Before proving the theorem, we derive one simple inequality.
Lemma 1: Assume that a vector v¯ = (v1, . . . , vn) from R
N is orthogonal to the all-one vector 1 (that
is, v1 + . . . + vN = 0). If a and b are nonnegative constants such that −a ≤ vi ≤ b for every i from
{1, . . . , N}, then
‖v¯‖2 ≤ abN,
where ‖v¯‖2 = v21 + . . .+ v
2
N ; moreover, ‖v¯‖
2 = abN if and only if vi ∈ {−a, b}, i = 1, . . . , N .
Proof: Consider the vector u¯ = (u1, . . . , uN) = v¯ +
a−b
2
1. Straightforwardly, |ui| ≤
a+b
2
for i =
1, . . . , N . Consequently, ‖u¯‖2 ≤ (a+b)
2N
4
, with equality only if all components are ±a+b
2
. From the
orthogonality of v¯ and 1, we obtain ‖v¯‖2 = ‖u¯‖2 − ‖a−b
2
1‖2 ≤ (a+b)
2N
4
− (a−b)
2N
4
= abN , with equality
only if all components of v¯ are in {−a, b}.
Proof of Theorem 3: We consider the space of functions f : V → R, treated as |V |-tuples whose
coordinates are indexed by the vertices from V . The graph G can be represented by the adjacency {0, 1}-
matrix M of size |V | × |V | whose elements Ma,b equal 1 if and only if the vertices a and b are adjacent.
The eigenvalues θ0, . . . , θD of the adjacency matrix are also known as the eigenvalues of the graph. By
χC : V → {0, 1}, we denote the characteristic vector of a vertex set C. In particular, 1 = χV . Denote
ρ = |C|
|V |
and F = χC − ρ1. So, χC = ρ1 + F , where 1 ⊥ F . Consequently,
‖F‖2 = ‖χC‖
2 − ‖ρ1‖2 = ρ(1− ρ)|V |. (4)
Consider the vector v¯ = (vx)x∈V = MχC = rρ1 +MF . Since C is a λ-fold 1-packing, for every x in V
we have 0 ≤ vx ≤ λ, and hence
−rρ ≤ (MF )x ≤ λ− rρ
(here the right expression is positive because ρ ≤ λ/(r+1) by the sphere-packing bound). So, by Lemma 1
we get
‖MF‖2 ≤ rρ(λ− rρ)|V |. (5)
Consider the representation F = f0 + . . . + fD of F as the sum of eigenvectors fi of M corresponding
to the eigenvalues θi, i = 0, . . . , D. Since MF =Mf0 + . . .+MfD = θ0f0 + . . .+ θDfD and the vectors
fi are pairwise orthogonal, we find
‖MF‖2 = θ20‖f0‖
2 + . . .+ θ2D‖fD‖
2 ≥ α2(‖f0‖
2 + . . .+ ‖fD‖
2) = α2‖F‖2. (6)
5Finally, we conclude that
α2ρ(1− ρ)|V |
(4)
= α2‖F‖2
(6)
≤ ‖MF‖2
(5)
≤ rρ(λ− rρ)|V |.
So, α2(1− ρ) ≤ r(λ− rρ), and |C|
|V (G)|
= ρ ≤ rλ−α
2
r2−α2
.
Corollary 1: If q ≥ 2n, then the maximum cardinality P nq (n, 1) of an n-fold 1-packing in H(n, q)
equals qn−1 and every n-fold 1-packing in H(n, q) of cardinality qn−1 is a distance-2 (MDS) code.
Proof: The eigenvalues of H(n, q) are θi = −n + qi, i = 0, . . . , n [8]. If q ≥ 2n, then obviously
|θi| ≥ n for every i. The graph H(n, q) is n(q − 1)-regular, so by Theorem 3 every n-fold 1-packing C
satisfies
|C|
qn
≤
n2(q − 1)− n2
n2(q − 1)2 − n2
=
(q − 1)− 1
(q − 1)2 − 1
=
1
q
.
On the other hand, any distance-2 MDS code C in H(n, q) (for example, C = {(x1, . . . , xn) ∈ {0, . . . , q−
1}n | x1 + . . .+ xn = 0 mod q)}) is an n-fold 1-packing that meets
|C|
qn
= 1
q
.
It remains to show that every such packing C is a distance-2 code. As follows from Lemma 1, (4)
holds with equality only if every vertex has exactly 0 or λ neighbors from C. But, by the definition of
a λ-fold 1-packing, any codeword of C has at most λ − 1 neighbors from C; hence, it has 0 neighbors
from C. So, the minimum distance between different codewords is at least 2.
If q = n−1 and q is a prime power, then for any λ from {1, . . . , q2} we can construct a λ-fold 1-packing
in H(n, q) as the union of λ cosets of the 1-error-correcting Hamming code of cardinality qn−2. Such
packing has cardinality λqn−2 = λq
n
nq−q+1
, which is larger than λq
n
nq
; in particular, if λ = n, then it is is
larger than the cardinality qn−1 of a distance-2 MDS code.
Conjecture. If q ≥ n, then the cardinality of the largest n-fold 1-packing in H(n, q) is qn−1.
IV. 1-PERFECT UNITRADES AND EXTENDED 1-PERFECT UNITRADES
In this section, we consider the so-called 1-perfect unitrades, which are a special case of two-fold
1-packing. The term “unitrade” was introduced in [27], where latin trades (see Remark 3) were studied
and some of their properties were described in terms of unitrades. Here we consider another kind of
unitrades; however, as one can see from the sequence of remarks in this section, the class of 1-perfect is
also connected with latin trades (see e.g. [10], [27]) and trades of combinatorial designs (see e.g. [16]),
well known in the corresponding areas of combinatorics.
A 1-perfect unitrade is a set T of vertices of H(n, q) such that |B ∩ T | ∈ {0, 2} for every radius-1
ball B in H(n, q). In the case q = 2, appending the parity check bit turns a 1-perfect unitrade in H(n, 2)
to a so-called extended 1-perfect unitrade in H(n+ 1, 2), defined as follows. A set T of even-weight (or
odd-weight) vertices of H(m, 2) such that |B ∩ T | ∈ {0, 2} every radius-1 ball B in H(m, q) centered in
an odd-weight (respectively, even-weight) word is called an extended 1-perfect unitrade. Clearly, removing
the last coordinate in all words of an extended 1-perfect unitrade in H(n + 1, 2) turns it to a 1-perfect
unitrade in H(n, 2); so, the 1-perfect unitrades are in one-to-one correspondence with the even-weight (or
odd-weight) extended 1-perfect unitrades.
Remark 1: Alternatively, the extended 1-perfect unitrades can be defined in terms of cliques of the
halved n-cube. The halved n-cube 1
2
H(n, 2) is a graph whose vertices are the even-weight (or odd-
weight) binary n-words, two words being adjacent if and only if they differ in exactly two positions. A
maximum collection of mutually adjacent vertices of a graph is called a maximum clique. It is easy to
see that if n ≥ 5 then every maximum clique of 1
2
H(n, 2) consists of n vertices at Hamming distance one
from some odd-weight binary word of length n (such a word, of course, is not itself a vertex of 1
2
H(n, 2)).
So, a set T of vertices of 1
2
H(n, 2) is an extended 1-perfect unitrade if and only if |B ∩ T | ∈ {0, 2} for
every maximum clique B in 1
2
H(n, 2).
A (extended) 1-perfect unitrade is called primary if it cannot be partitioned into two proper subsets
that are (extended) 1-perfect unitrades too. A (extended) 1-perfect trade is called bipartite if it can be
partitioned into two distance-3 (distance-4) codes.
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following manner. A 1-perfect bitrade is a pair (T+, T−) of disjoint sets of vertices of H(n, q) such that
|B∩T+| = |B∩T−| ∈ {0, 1} for every radius-1 ball B. An r-perfect code is a set C of vertices of H(n, q)
such that |B ∩ C| = 1 for every radius-r ball B. If (T+, T−) is a 1-perfect bitrade, then T+ ∪ T− is a
1-perfect unitrade (but only bipartite 1-perfect unitrades are representable in such a way). If C and C ′ are
1-perfect codes, then (C\C ′, C ′\C) is a 1-perfect bitrade (but not every 1-perfect bitrade is representable
in such a way). In a similar manner, extended 1-perfect unitrades are related to the extended 1-perfect
bitrades and the extended 1-perfect binary codes.
Remark 3: Latin unitrades (latin bitrades, latin hypercubes) are defined similarly to the extended 1-
perfect unitrades, via the intersections with the maximum cliques, but in the Hamming graph H(n, q),
instead of the halved n-cube 1
2
H(n, 2). The latin hypercubes (in the case n = 3, the latin squares) are
known in coding theory as the unrestricted (not necessarily linear or additive) distance-2 MDS codes.
There are constructions of binary 1-perfect codes from latin hypercubes [24], [29], which can be adopted
to constructions of 1-perfect bitrades from latin bitrades [20] and, similarly, of 1-perfect unitrades from
latin unitrades.
Remark 4: Steiner (n, k, k−1) unitrades (Steiner (n, k, k−1) (bi)trades, Steiner systems S(n, k, k−1))
can be defined similarly to the extended 1-perfect unitrades, but the unitrade itself consists of words of
weight k only, while the balls B in the definition are centered in the words of weight k − 1. It is not
difficult to establish that a set of binary n-words is a Steiner (n, n/2, n/2− 1) unitrade if and only if it
is a constant-weight extended 1-perfect unitrade of length n (a similar relation takes place for bitrades).
The bipartiteness is a very strong property of a unitrade (actually bipartite unitrades of all kinds
considered above are studied as bitrades, in the terminology popular in the theory of latin squares
and latin hypercubes, or trades, in an alternative terminology popular in the design theory). A bipartite
1-perfect unitrade (as well as latin trades and Steiner trades) is a set of nonzeros of some {0,±1}-
valued eigenfunction of the Hamming graph (in the case of Steiner trades, the Johnson graph) see e.g.
[20] for details. Using algebraico-combinatorial tools, several distance invariant properties are derived
for eigenfunctions of the Hamming graphs, see e.g. [18], [19], [33]. Below we discuss two important
corollaries of these properties, trying to generalize them to the class of unitrades. We will see that,
while unitrades in general cannot be represented by eigenfunctions, in oppose to bipartite unitrades, some
properties, in a weaker form, can be generalized using combinatorial approaches.
A. The antipodality and the radius of the set
The following property for 1-perfect codes is well-known [31], while for bipartite 1-perfect unitrades,
it is a straightforward generalization, see e.g. [20, Cor. 1].
Proposition 3: Every bipartite (extended) 1-perfect unitrade U in H(n, 2) is antipodal: if x ∈ U , then
x+ 1¯ ∈ U , where 1¯ is the all-one word and + is the coordinatewise addition modulo 2.
In other words, the inner radius minx∈U max y ∈ Ud(x, y) of a nonempty bipartite (extended) 1-perfect
unitrade U is n. For non-bipartite case, we can only prove that the radius is larger than n/2.
Theorem 4: Let U be an extended 1-perfect unitrade U in H(n, 2), let i be some coordinate, i ∈
{0, . . . , n− 1}, and let v be a binary word of length n.
(i) In U , the number of words having 0 in the ith coordinate equals the number of words having 1 in
it (in other words, the list of words from U is an orthogonal array of strength 1.)
(ii) An average Hamming distance from v to the vertices of U is n/2.
Proof: Let us match any two words of U differing in exactly two coordinates including i. As follows
from the definition of unitrade, every vertex u from U is matched to exactly one other vertex v from U
(indeed, the maximum clique of 1
2
H(n, 2) consisting of u and n−1 words differing with u in exactly two
coordinates including i contains u and exactly one other element of U). Since every such u and v differ
in the ith position, (i) is proven. (ii) is a simple corollary of (i).
So, the inner radius minx∈U max y ∈ Ud(x, y) of a (extended) 1-perfect unitrades is between n/2 and
n. The minimum of this value remains unknown.
7B. The minimum cardinality of a unitrade
The following fact was firstly proved in [32]. Formally, the claim was stated (in different terminology)
only for the unitrades that are symmetric difference of two binary 1-perfect codes, but the proof is
applicable to any bipartite 1-perfect unitrade.
Proposition 4: The minimum cardinality of a bipartite 1-perfect unitrade in H(n, 2) is 2(n−1)/2.
In the modern literature, starting from [14], different variants of Propositions 4 are usually explained
utilizing the distance invariant properties of the bipartite 1-perfect unitrades, which cannot be generalized
to the unrestricted case.
To prove the same fact for the non-bipartite unitrade, we adopt the combinatorial approach from [32].
It can be applied without any changes in the unrestricted case to evaluate the number of words of weight
less than n/2 in a 1-perfect unitrade. However, to evaluete the number of unitrade words of weight larger
than n/2, the antipodality is utilized in [32]. The non-bipartite unitrades have no antipodality in general,
so we need another argument, which occurs to be the most complicate part of the proof.
Proposition 5: The minimum cardinality of a nonempty extended 1-perfect unitrade in H(n, 2) is 2n/2.
The minimum cardinality of a nonempty 1-perfect unitrade in H(n, 2) is 2(n+1)/2.
Proof: Let U be an extended 1-perfect unitrade in H(n, 2). Assume without loss of generality that U
contains the all-zero word. Denote by W the number of words in U and by Wi the number of words of
weight i in U . Denote by W+i (W
∗
i , W
−
i ) the number of pairs (u, v) of words from U at distance 2 from
each other such that wt(u) = i and wt(u) = i+ 2 (wt(u) = i, wt(u) = i− 2, respectively). In particular,
we have W−0 = W
∗
0 =W
∗
n =W
+
n = 0. It follows from the definition of a unitrade that
2W−i + 2W
∗
i + 2W
+
i = nWi,
but we can state more. Every vertex u of weight i belongs to i redius-1 balls with the center of weight
i − 1. Each such ball has another vertex v in U , with wt(v) = i − 2 or wt(u) = i. The vertices u and
v belong to exactly 2 common radius-1 balls, but in the first case those two balls both have centers of
weight i− 1, while in the second case only one of the centers is of weight i− 1. We derive that
2W−i +W
∗
i = iWi.
By similar arguments,
W ∗i + 2W
+
i = (n− i)Wi.
From the last two equations, we have
(n− i)(2W−i +W
∗
i ) = i(W
∗
i + 2W
+
i )
2iW+i = 2(n− i)W
−
i + (n− 2i)W
∗
i , i = 2, 4, ..., n− 2. (7)
Also, trivially,
W−i = W
+
i−2, i = 2, 4, ..., n. (8)
We formally consider (7)–(8) as a system of n−1 linear equations with respect to the n−1 variables W−2 ,
W−4 , . . . , W
−
n , W
+
2 , W
+
4 , . . . , W
+
n−2, where W
+
0 and W
∗
i , i = 2, 4, ..., n − 2, are right-side parameters.
We find the solution of the system for each basis set of parameter values, also calculating the value of
W , W =W (W+0 ,W
∗
2 , . . . ,W
∗
n−2) =
2
n
(W+0 +W
+
2 + . . .+W
+
n−2 +W
∗
2 + . . .+W
∗
n−2 +W
−
2 + . . .+W
−
n ),
for each of those solutions. The solutions are easy to check by substituting the values to (7) and (8).
8(i) If W+0 = n/2 and W
∗
i = 0, i = 2, 4, ..., n, then
2W−i = i
(
n/2
i/2
)
, i = 2, 4, ..., n,
2W+i = (n− i)
(
n/2
i/2
)
, i = 0, 2, ..., n− 2,
W =
n/2∑
j=0
(
n/2
j
)
= 2n/2.
(ii) If W+0 = 0, W
∗
k = 1 for some k ∈ {2, 4, ..., n−2}, and W
∗
i = 0 for every i ∈ {2, 4, ..., n−2}\{k},
then
2W−i = 0, i = 2, 4, ..., k,
2W+i = 0, i = 0, 2, ..., k − 2,
2W−i = βi
(
n/2
i/2
)
, i = k + 2, k + 4, ..., n,
β =
n− 2k
k(n− k)
/(n/2
k/2
)
,
2W+i = β(n− i)
(
n/2
i/2
)
, i = k, k + 2, ..., n,
W =
2
n
+
β
n
(n− k)
(
n/2
k/2
)
+ β
n/2∑
j=k/2+1
(
n/2
j
)
.
We claim that W > 0 for every k. If k ≤ n/2, then trivially we get β ≥ 0 and W > 0. In the case
k > n/2, we have β < 0, and the inequality W > 0 is equivalent to nW/β < 0, that is,
(n− k)
(
n/2
k/2
)
+ n
n/2∑
j=k/2+1
(
n/2
j
)
<
2k(n− k)
2k − n
(
n/2
k/2
)
. (9)
After substituting n = 2m and l = 2n− 2k, (9) turns to
l
(
m
l
)
+m
l−1∑
j=0
(
m
j
)
, l <
m
2
<
2l(m− l)
m− 2l
(
m
l
)
.
After adding (m− l)
(
m
l
)
to the both sides and then dividing by m, we get
l∑
j=0
(
m
j
)
<
m− l
m− 2l
(
m
l
)
. (10)
The last inequality was proved in [26, p.50]; for completeness, we repeat the proof here.
• We have m > 2l. Hence, for any i ≥ 0 we have m− l + i > l, and
(
m
l − i
)/(m
l
)
=
i−1∏
s=0
l − s
m− l + i− s
≤
(
l
m− l + i
)i
≤
(
l
m− l
)i
. (11)
Since 0 < l
m−l
< 1, we can find the sum of the infinite geometric series
∞∑
i=0
(
l
m− l
)i
=
1
1− l
m−l
=
m− l
m− 2l
. (12)
9Utilizing (11) and (12), we get
l∑
j=0
(
m
j
)
=
l∑
i=0
(
m
l − i
)
(11)
≤
(
m
l
) l∑
i=0
(
l
m− l
)i
(12)
<
m− l
m− 2l
(
m
l
)
,
which validates (10) and hence (9).
So, we see that W grows with the growth of any parameter W ∗i , i ∈ {2, 4, . . . , n− 2}.
Since W0 = 1, we have W
+
0 = n/2. Hence, the cardinality W of U equals 2
n/1 if W ∗i = 0 for all i, and
it is larger than 2n/1 if W ∗i is positive for some i from {2, 4, ..., n−2}. This proves the lower bound on the
cardinality of an extended 1-perfect unitrade. An example attending this bound is {(x¯, x¯) : x¯ ∈ {0, 1}n/2}.
The second claim of the proposition is straightforward from the first one.
C. Two constructions
In this subsection, we present two constructions of extended 1-perfect unitrades. The first one is recursive
and gives unitrades called reducible. The second construction gives one example of an irreducible non-
bibartite extended 1-perfect unitrade in every H(n, 2), n = 6, 8, 10, . . .. It happens that with these two
constructions, one can construct all extended 1-perfect unitrades in H(6, 2) and all non-bipartite extended
1-perfect unitrades in H(8, 2).
Proposition 6 (the concatenation of unitrades): If U and V are extended 1-perfect unitrades in H(m, 2)
and H(n, 2), respectively, then
W = {(u¯|v¯) : u¯ ∈ U, v¯ ∈ V } (13)
is an extended 1-perfect unitrade in H(m+ n, 2). Moreover, W is a bipartite extended 1-perfect unitrade
if and only if both U and V are bipartite extended 1-perfect unitrades.
Proof: Straightforward from the definitions.
We say that an extended 1-perfect unitrade is reducible (irreducible) if it can (cannot) be represented
as a concatenation (13), up to permutation of the coordinates. Below, the notation 〈. . .〉 stands for the
linear span of binary words understood as vectors over the binary field GF(2).
Proposition 7 (example of an irreducible non-bibartite extended 1-perfect unitrade): Let n be an even
number larger than 4. Define
L = 〈00 . . . 00 00 11 11, 00 . . . 00 11 00 11, . . . , 11 00 . . .00 11〉.
For each i = 0, 2, . . . , 2n− 2, let Li consists of all words of L with the values of ith, (i+1)th, (i+2)th,
and (i + 3)th coordinates changed to 0, 1, 1, 0, respectively (the coordinates are calculated modulo n).
Then the set L∗ = L∗(n) = L ∪ L0 ∪ L2 ∪ . . . ∪ L2n−2 is an irreducible non-bipartite extended 1-perfect
unitrade. Moreover, L∗ + 0101...01 is constant-weight; i.e., it is also a Steiner (n/2− 1, n/2, n) unitrade
(see Remark 4).
Proof: For a binary word x¯ = (x0, . . . , xn−1), we consider the pairs (xi, xi+1) of the values of two
subsequent coordinates, starting from a coordinate with an even number i = 0, 2, . . . , 2n− 2. Such a pair
is called zero if xi = xi+1 = 0, and non-zero otherwise; odd if xi + xi+1 = 1, and even otherwise.
Let us check that L∗ satisfies the definition of unitrade. The set L consists of all the words with
only even pairs and even number of non-zero pairs. Every word y¯ at Hamming distance 1 from L has
exactly one odd pair (yi, yi+1). Clearly, y¯ is adjacent to only one word of L, with (0, 0) or (1, 1) in
the corresponding pair of coordinates, depending on the parity of the number of non-zero pairs in y¯. If
(yi, yi+1) = (0, 1), then y¯ is adjacent to one word from Li, with 1 and 0 in the (i + 2)th and (i + 3)th
coordinates, respectively. If (yi, yi+1) = (1, 0), then y¯ is adjacent to one word from Li−2, with 0 and 1 in
the (i− 2)th and (i− 1)th coordinates. It is easy to see that the two words above, one from L and one
from Li or Li−2, are the only words from L∗ adjacent to y¯.
The other group of words at Hamming distance 1 from L∗ consists of words y¯ with exactly three odd
pairs. Moreover, two of these pairs are in four consequent coordinates with numbers i, i+ 1, i+ 2, i+ 3
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and have the values (0, 1), (1, 0), respectively. These two pairs are determined uniquely. Changing the
values in the third odd pair to (0, 0) or (1, 1), we obtain the two words of L∗ (more tightly, of Li) at
Hamming distance 1 from y¯.
So, a sphere of radius 1 centered in a word of odd weight contains 0 or 2 elements of L∗; i.e., L∗ is
an extended 1-perfect unitrade by the definition.
Since the complement of any word from Li is not in L∗, we see from Proposition 3 that L∗ cannot be
bipartite.
To ensure that L∗ is irreducible, we consider a graph on the n coordinates as the vertices, two
coordinate being adjacent if L∗ contains two words differing only in these coordinates. For every i
from {0, 2, . . . , 2n− 2}, there are two words in L and Li, respectively, that differ in the ith and (i+2)th
coordinates (with the values 1, 1, 0, 0 and 0, 1, 1, 0 in the consequent four coordinates starting from the ith
coordinate); similarly, there are two words in L and Li, respectively, that differ in the ith and (i + 3)th
coordinates (with the values 1, 1, 1, 1 and 0, 1, 1, 0). It follows that the considered graph is connected,
which obviously not the case for a reducible unitrade.
The last statement of the proposition is obvious from the following three facts: (i) for every x¯ =
(x0, . . . , xn−1) ∈ L + 0101...01 and every j from {0, 2, . . . , 2n− 2}, we have {xj , xj+1} = {0, 1}; (ii)
we have the same for every i from {0, 2, . . . , 2n− 2}, every x¯ from Li + 0101...01, and every j from
{0, 2, . . . , 2n− 2}\{i, i + 2}; (iii) for every i from {0, 2, . . . , 2n− 2} and every x¯ from Li + 0101...01,
we have (xi, xi+1, xi+2, xi+3) = (0, 0, 1, 1).
D. Classification of small unitrades
The bipartite extended 1-perfect unitrades in H(n, 2), n = 6, 8, 10, where classified in [20] in terms
of trades (see Remark 2). The classification algorithm for trades with small modifications can be applied
for searching primary unitrades (essentially, in the halved n-cube we need to find an induces subgraph
of degree n/2 without triangles). However, without the bipartiteness, the number of search branches
becomes essentially larger (even if we search only for antipodal unitrades). It was possible to classify all
non-bipartite extended 1-perfect unitrades of lengths 6 (one solution), 8 (two solutions), and 10 (thirty
solutions). The last classification took almost ten hours of computer time.
The only non-bipartite unitrade of length 6, up to equivalence, is L∗(6). The two nonequivalent non-
bipartite unitrades of length 8 are L∗(8) and L∗(6)10 ∪ L∗(6)01. There are 30 equivalence classes of
non-bipartite unitrades of length 10 [17], with unitrade cardinalities 40, 48, 50, 56, 56, 58, 62, 62, 70,
70, 70, 72, 72, 72, 72, 72, 72, 72, 72, 72, 76, 80, 80, 80, 86, 88, 88, 96, 96, 96; eleven of them (the
corresponding cardinalities are underlined) have constant-weight representatives. The unique non-bipartite
antipodal unitrade of length 10 is notable; it is a vertex orbit of cardinality 80 under the automorphism
group of the (10, 40, 4) Best code (see [12]).
V. TWO-FOLD PACKING OF BALLS IN H(9,2)
It is straightforward from the definition that every 1-perfect unitrade is a 2-fold 1-packing. In particular,
as a result of the counting unitrades in H(9, 2) by computer, we find 2-fold 1-packings of cardinality
96, which is very close to the sphere-packing bound ⌊2 · 29/(1 + 9)⌋ = 102. To compare, the largest
1-error-correcting code in H(9, 2) has 40 codewords [3], and the union of two disjoint such codes is a
2-fold 1-packing of cardinality 80 only.
The connection with such good packings (in the next section, we will see that they are optimal) motivates
to study properties of these unitrades of cardinality 96. It was found that these unitrades (to be exact, their
extended versions) can be described in terms of equitable partitions, which in fact is interesting enough
to present it here, but needs to introduce some additional concepts.
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A. Unitrades and equitable partitions
A partition pi = (C0, C1, . . . , Cm) of the vertices of a graph (in our case, H(10, 2)) is called equitable
if for every i and j from {0, 1, . . .m} there is an integer si,j such that each vertex v in Ci has exactly si,j
neighbors in Cj . The matrix (si,j)
m
i,j=0 is called the intersection matrix (sometimes, the quotient matrix
of the graph with respect to the partition). If it is tridiagonal (equivalently, pi is a distance partition with
respect to C0), then C0 is called a completely regular code with intersection matrix (si,j)
m
i,j=0 (readily, in
this case, Cm is a completely regular code with intersection matrix (sm−i,m−j)
m
i,j=0).
It occurs that each of the three nonequivalent extended 1-perfect unitrades of length 10 and cardinality
96 can be represented as the cell C4 of an equitable partition pi = (C0, C1, C2, C3, C4) with intersection
matrix 

0 10 0 0 0
1 0 9 0 0
0 6 0 2 2
0 0 10 0 0
0 0 10 0 0

 . (14)
It is not difficult to see the inverse: for every equitable partition with intersection matrix (14), the cell C4
(as well as C3) is an extended 1-perfect unitrade by the definition, and its cardinality is determined from
the intersection matrix by the obvious relation |Ci| · bi,j = |Cj| · bj,i, i, j ∈ {0, 1, . . .m}.
Unifying the cells C3 and C4, we obtain an equitable partition with tridiagonal intersection matrix. So,
C0 is a completely regular code. One such code was already known [28, Theorem 1(2)]; it is linear of
dimension 5 and equivalent to C0 when C4 is the unitrade
〈0001111011, 0010101010, 0100110100, 1000110111〉
+ {0000000000, 0000100001, 0000100111,
0000101110, 0000111001, 0000111100}
from our classification. The other two unitrades of cardinality 96 correspond to nonlinear completely
regular codes with the same intersection matrix, of ranks 6 and 7.
In this section, we describe the three inequivalent unitrades of cardinality 96 (we denote them C ′4, C
′′
4 ,
C ′′′4 ) and the corresponding completely regular codes (C
′
0, C
′′
0 , C
′′′
0 , respectively). We describe each of the
completely regular codes together with some group structure, which shows some automorphisms of the
code and of the unitrade. In particular, we see that the automorphism group acts transitively on the code
(so, the code is transitive) and, moreover, has a subgroup that acts regularly on the code (so, the code
is propelinear). We do not give proofs that the described sets have the stated properties and refer all the
results of this section as computational. However, for the first two cases, some properties can be manually
checked using check matrices.
We note that our classification results do not imply nonexistence of other length-10 completely regular
codes with the intersection array (10, 9, 2; 1, 6, 10). However, this can be easily derived from the following
known facts: (i) if such code contains the all-zero word, then there are 15 weight-4 codewords and they
form a 2-design, see [15, Th. 8]; (ii) any completely regular code C with considered parameters is self-
complementary, that is, C = C +1111111111, see, e.g., [7]; (iii) there are exactly 3 isomorphism classes
of 2-(10, 4, 2) designs, see [23, Table 1.25].
B. The linear code
The linear completely regular code C ′0 with intersection array (10, 9, 2; 1, 6, 10) can be defined by the
generator matrix 

0 0 1 1 1 1 1 1 0 0
1 1 0 0 1 1 1 0 1 0
1 1 1 1 0 0 1 0 0 1
0 1 0 1 0 1 0 1 1 1
1 0 1 0 1 0 0 1 1 1

 (15)
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or by the check matrix 

1 1 0 1 1 0 0 0 1 1
0 0 1 1 0 0 1 1 1 1
0 1 1 0 1 1 0 1 1 0
1 0 1 0 1 1 1 0 0 1
1 1 0 1 0 1 1 1 0 0

 (16)
It can be easily seen that these two matrices are obtained from each other by a permutation of columns.
This means that the dual code is permutably equivalent to the code itself (however, the code is not self-
dual, in the usual sense). To obtain an equitable partition (C ′0, C
′
1, C
′
2, C
′
3, C
′
4) with intersection matrix
(14), we should define C ′1 and C
′
2 as the sets of vertices at distance 1 and two from C
′
0, respectively.
However, the last two cells split the set of vertices at distance 3 from C ′0, and such splitting is not unique.
One of the ways is to define K ′ as the span of the last four rows of (15) and set C ′4 to be the union of
the 6 cosets of K ′ with the representatives
0001001001, 0001001100, 0001011110,
0001010010, 0000010101, 0000010011.
Alternatively, the same code C ′0 can be described as a Z2Z4-linear code whose Z2Z4-additive preimage
has the generator matrix 

0 2 2 1 1 0 0
2 0 2 1 0 1 0
2 2 0 1 0 0 1
1 1 1 0 1 1 1

 (17)
(note that the rows of this matrix are the Gray preimages of the first four rows of (15)) and the check
matrix 
 0 1 1 1 1 0 01 0 1 1 0 1 0
1 1 0 1 0 0 1

 (18)
(for the sake of symmetry, we presented the check matrix in a redundant form; actually, any of its order-4
rows can be replaced by the row ( 22 2 | 1 1 1 1 ) of order 2).
C. The non-linear Z2Z4-linear code
The second completely regular code C ′′0 can be defined as Z2Z4-dual to the first one, i.e., as having
the generator matrix (18) and the check matrix (17). Alternatively, the same code C ′0 can be described as
a Z2Z4-linear code whose Z2Z4-additive preimage has the generator matrix
 1 1 2 2 2 21 0 0 1 1 1
0 1 1 0 3 1

 (19)
and the check matrix 
 1 1 2 2 2 21 0 1 1 1 0
0 1 1 3 0 1

 (20)
(obviously, these matrices are permutably equivalent). To describe C ′′4 , we again define K
′′ as the module
generated by the last two rows of (19), and set C ′′4 to be the Gray image of the union of the following 6
cosets of K ′′ with the representatives
01 1300, 10 1300, 00 2030,
10 1030, 01 0330, 11 3330.
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D. The non-Z2Z4-linear code
The last of the three completely regular codes does not have any Z2Z4-linear structure. However,
it is also a propelinear code, that is, its automorphism group has a subgroup acting regularly on the
code. Such subgroup can be defined by three generators ξ0, ξ1, ξ2, where ξ0(x) = 1111111111 + x,
ξ1(x) = 0101001111+pi1x, ξ2(x) = 0001010011+pi2x and pi1, pi2 are the coordinate permutations (01)(23),
(23)(45)(6789), respectively. The completely regular code C0 is the orbit Orb〈ξ0,ξ1,ξ2〉(0000000000), and
the unitrade C4 can be defined as the union of the orbits Orb〈ξ1,ξ2〉(0000000111), Orb〈ξ1,ξ2〉(0000110100),
Orb〈ξ1,ξ2〉(0000001101),Orb〈ξ1,ξ2〉(0000110001),Orb〈ξ1,ξ2〉(0000101010),Orb〈ξ1,ξ2〉(0000011010) under the
subgroup 〈ξ1, ξ2〉 of order 16.
VI. UPPER BOUNDS FOR 1-PACKINGS IN THE BINARY CASE
The weight distribution of a code C of length n is the sequence {Ai}
n
i=0, where Ai is the number of
the codewords of weight i in C. The weight distribution {Ai(x)}
n
i=0 of C with respect to a word x is the
weight distribution of the code C + x. The distance distribution {Bi}
n
i=0 of C is defined as the average
weight distribution of C with respect to all its codewords: Bi =
1
|C|
∑
x∈C Ai(x). The main result of this
section is the following bound.
Theorem 5: The maximum size P λ2 (n, 1) of a binary λ-fold 1-packing of length n, where λ ≡ σ mod 2,
σ ∈ {0, 1}, satisfy
(a) P λ2 (n, 1) ≤
2n(λn+ 3λ− 4 + σ)
n(n + 4)
if n ≡ 0 mod 4,
(b) P λ2 (n, 1) ≤
2n(λn+ λ− 2)
(n− 1)(n+ 3)
if n ≡ 1 mod 4,
(c) P λ2 (n, 1) ≤
2n(λn+ λ− 2 + σ)
n(n + 2)
if n ≡ 2 mod 4,
(d) P λ2 (n, 1) ≤
2nλ
n+ 1
if n ≡ 3 mod 4.
We will prove this theorem in the following form, whose claim is equivalent to the claim of Theorem 5
by Proposition 1.
Theorem 6: Every even-weight λ-fold 1-packing C of length n, where λ ≡ σ mod 2, σ ∈ {0, 1}, satisfy
(a) |C| ≤
2n−1(λn+ 2λ− 4 + σ)
(n− 1)(n+ 3)
if n ≡ 1 mod 4,
(b) |C| ≤
2n−1(λn− 2)
(n− 2)(n+ 2)
if n ≡ 2 mod 4,
(c) |C| ≤
2n−1(λn− 2 + σ)
(n− 1)(n+ 1)
if n ≡ 3 mod 4,
(d) |C| ≤
2n−1λ
n
if n ≡ 0 mod 4.
Proof: Let {B′i}
n
i=0 be the MacWilliams transform of the distance distribution {Bi}
n
i=0 of C; that is,
|C|B′k =
n∑
i=0
BiKk(i),
2nBk = |C|
n∑
i=0
B′iKk(i), (21)
where
Kk(i) =
k∑
j=0
(−1)j
(
i
j
)(
n− i
k − j
)
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is a Krawtchouk polynomial; in particular,
K0(i) = 1, K2(i) =
1
2
(n− 2i)2 −
1
2
n,
Kn−1(i) = (−1)
i(n− 2i), Kn(i) = (−1)
i.
It is well known that B′0 = 1 and B
′
i ≥ 0 for 1 ≤ i ≤ n [13].
As C is an even-distance code, Bi = 0 for odd i, and, since Kn−k(i) = (−1)
iKk(i), we have
B′k = B
′
n−k. (22)
(a) Let n ≡ 1 mod 4. Define α(i) = (n− 3)K0(i) + 2K2(i) + 2Kn−1(i). Direct calculations now show
that
α(i) = (n− 2i− 2 + (−1)i)(n− 2i+ 2 + (−1)i). (23)
From (23) and n = 2m − 3 ≡ 1 (mod 4) we derive
α(i) = 0 for i = n−3
2
, n−1
2
, n+1
2
, n+3
2
, (24)
α(i) > 0 for any other integer i.
From the packing condition we have Bn−1 ≤ λ and, moreover,
(n− 3)B0 + 2B2 ≤ λn− 4 + σ, (25)
with equality only if there are no codewords of multiplicity more than 1. (Indeed, for a vertex x of
multiplicity a0(x) = 1, the number a2(x) of a codewords at distance 2 from x is at most ⌊n(λ− 1)/2⌋ =
(n(λ− 1) + σ − 1)/2; so,
(n− 3)a0(x) + 2a2(x) ≤ n− 3 + n(λ− 1) + σ − 1 = λn− 4 + σ.
For a larger multiplicity, we have
(n− 3)a0(x) + 2a2(x) ≤ (n− 3)a0(x) + n(λ− a0(x))
≤ λn− 6,
which is stronger than (25).
Utilizing (22), we then get
2α(0)B′0 = α(0)B
′
0 + α(n)B
′
n ≤
∑
i
α(i)B′i
=
2n((n− 3)B0 + 2B2 + 2Bn−1)
|C|
(26)
≤
2n(λn− 4 + σ + 2λ)
|C|
=
2n(n− 1)
|C|
and thereby
|C| ≤
2n(λn+ 2λ− 4 + σ)
2α(0)B′0
=
2n−1(λn+ 2λ− 4 + σ)
(n− 1)(n+ 3)
.
(b) Let n ≡ 2 mod 4. Define β(i) = (n− 2)K0(i) + 2K2(i)− 2Kn(i). Straightforwardly,
β(i) = (n− 2i)2 − 2− 2(−1)i. (27)
From (27) and n = 2m − 3 ≡ 1 (mod 4) we see that
β(i) = 0, if i ∈ {n/2− 1, n/2, n/2 + 1};
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for any other integer i, we have β(i) > 0. From the packing condition we have
(n− 2)B0 + 2B2 ≤ λn− 2
with equality if and only if B0 = 1 (i.e., there are no codewords of multiplicity more than 1) and
B2 = (λ− 1)n/2.
Then, we get
2β(0)B′0 = β(0)B
′
0 + β(n)B
′
n ≤
∑
i
β(i)B′i
=
2n((n− 2)B0 + 2B2 − 2Bn)
|C|
(28)
≤
2n(λn− 2)
|C|
and thereby
|C| ≤
2n(λn− 2)
2β(0)B′0
=
2n−1(λn− 2)
(n− 2)(n+ 2)
.
(c) Let n ≡ 3 mod 4. Define γ(i) = (n− 1)K0(i) + 2K2(i). Straightforwardly,
γ(i) = (n− 2i)2 − 1. (29)
Obviously,
γ(i) = 0 for i ∈ {(n− 1)/2, (n+ 1)/2}
and γ(i) > 0 for any other integer i.
With an argument similar to that for (25), we have
(n− 1)B0 + 2B2 ≤ λn− 2 + σ
Then, we get
2γ(0)B′0 = γ(0)B
′
0 + γ(n)B
′
n ≤
∑
i
γ(i)B′i
=
2n((n− 1)B0 + 2B2)
|C|
(30)
≤
2n(λn− 2 + σ)
|C|
and hence
|C| ≤
2n(λn− 2 + σ)
2γ(0)B′0
=
2n−1(λn− 2 + σ)
(n− 1)(n+ 1)
.
(d) Let n ≡ 0 mod 4. Define δ(i) = nK0(i) + 2K2(i). Straightforwardly, δ(i) = (n − 2i)
2 ≥ 0, and
δ(i) = 0⇔ i = n/2.
From the λ-fold packing condition, we have
nB0 + 2B2 ≤ λn
Then, we get
2δ(0)B′0 = δ(0)B
′
0 + δ(n)B
′
n
≤
∑
i
δ(i)B′i =
2n(nB0 + 2B2)
|C|
≤
2nλn
|C|
(31)
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and hence
|C| ≤
2nλn
2δ(0)B′0
=
2n−1λ
n
.
Corollary 2: Assume that C is an even-weight λ-fold 1-packing of length n, and assume that one of
the equations (a)–(c) in Theorem 6, in respect to n mod 4, is satisfied with equality. Then the weight
distribution of C with respect to every its codeword is uniquely determined by the parameters n and λ.
In particular, C is an ordinary set (there are no codewords with multiplicity more than 1) and there are
exactly ⌊n(λ− 1)/2⌋ codewords at distance 2 from every codeword.
Proof: Assume that C is an even-weight λ-fold 1-packing of length n, n ≡ 1 mod 4, and assume that
the inequality (a) in Theorem 6 is satisfied with equality. This means that we have equalities everywhere
in (26). As follows from (25) and the note after it, the equality in (26) implies B0 = 1, B2 = ⌊n(λ−1)/2⌋,
and Bn−1 = λ. Since A0(x) ≥ 1, A2(x) ≤ ⌊n(λ − 1)/2⌋, and An−1(x) ≤ λ for every codeword x, we
also have A0(x) = 1, A2(x) = ⌊n(λ − 1)/2⌋, and An−1(x) = λ. Remind also that Bi = Ai(x) = 0 for
every odd i.
Next, consider the dual distance distribution {B′i}
n
i=0. From (24) and the equality in (26) we find that
B′i = 0 for all i except 0, (n − 3)/2, (n − 1)/2, (n + 1)/2, (n + 3)/2, n. Moreover, we know that
B′i = B
′
n−i for all i and B
′
0 = B
′
n = 1. So, for complete determining {B
′
i}
n
i=0, it remains to know B
′
(n−3)/2
and B′(n−1)/2. These two values can be found from two equations (21), k = 0, 2. So, the dual distance
distribution and, hence, the distance distribution are uniquely determined.
The same arguments can be applied to the dual weight distribution {A′i(x)}
n
i=0 calculated from {Ai(x)}
n
i=0
by the same formulas as {B′i}
n
i=0 from {Bi}
n
i=0 (21). Indeed, by [22, Theorem 7(b) in Ch.5, §5], B
′
i = 0
implies A′i(x) = 0. We also have A
′
i(x) = A
′
n−i(x) and A
′
0(x) = A
′
n(x) = 1, and we know A0(x) and
A2(x). So, we can completely determine {A
′
i(x)}
n
i=0 and then {Ai(x)}
n
i=0.
For n ≡ 2, 3, 0 mod 4, the proof is similar.
Substituting n = 10 and λ = 2 (case (b)), we find that the 2-fold 1-packings found in Section V
are optimal. Moreover, utilizing Corollary 2, we can conclude that every even-weight 2-fold 1-packings
of length 10 is an extended 1-perfect unitrade (equivalently, every 2-fold 1-packings of length 9 is a
1-perfect unitrade), so, the three equivalence classes described in Sections VB–VD exhaust the class of
such packings.
Substituting n = 9 and λ = 2 (case (a)), we find that the 2-fold 1-packings of size 48 obtained by
shortening a packing from Section V is also optimal. Further analyzing the local structure with help of
Corollary 2, it is possible to prove that every 2-fold 1-packings of length 8 and size 48 can be lengthened
to a 2-fold 1-packings of length 9 and size 96.
For n = 8, an optimal even-weight 1-packing is the union of two disjoint cosets of (may be different)
extended Hamming codes. For n = 7, any optimal even-weight 1-packing is obtained by shortening from
the case n = 8. For n = 6, it is the unique 2-(6, 3, 2) design of size 10. So, all optimal 2-fold 1-packings
are characterized up to length 9 (in the even-weight case, 10).
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