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Abstract
The navigation problem is classically approached
in two steps: an exploration step, where map-
information about the environment is gathered; and
an exploitation step, where this information is used
to navigate efficiently. Deep reinforcement learn-
ing (DRL) algorithms, alternatively, approach the
problem of navigation in an end-to-end fashion. In-
spired by the classical approach, we ask whether
DRL algorithms are able to inherently explore,
gather and exploit map-information over the course
of navigation. We build upon Mirowski et al.
[2017]’s work and introduce a systematic suite of
experiments that vary three parameters: the agent’s
starting location, the agent’s target location, and
the maze structure. We choose evaluation metrics
that explicitly measure the algorithm’s ability to
gather and exploit map-information. Our exper-
iments show that when trained and tested on the
same maps, the algorithm successfully gathers and
exploits map-information. However, when trained
and tested on different sets of maps, the algorithm
fails to transfer the ability to gather and exploit
map-information to unseen maps. Furthermore, we
find that when the goal location is randomized and
the map is kept static, the algorithm is able to gather
and exploit map-information but the exploitation is
far from optimal. We open-source our experimen-
tal suite in the hopes that it serves as a framework
for the comparison of future algorithms and leads
to the discovery of robust alternatives to classical
navigation methods.
1 Introduction
Navigation remains a fundamental problem in mobile
robotics and artificial intelligence [Smith and Cheeseman,
1986; Elfes, 1989]. The problem is classically addressed by
separating the task of navigation into two steps: exploration
and exploitation. In the exploration stage, an internal map-
like representation of the environment is built. In the exploita-
tion stage, this map is used to plan a path to a given destina-
∗The first two authors contributed equally.
Figure 1: Snapshots of the path taken by an agent navigating a deep-
mind lab environment. The top row shows the top view of the robot
moving through the maze with the goal location marked in orange,
the agent marked in black and the agent’s orientation marked in red.
The bottom row shows the first person view which is the only input
available to the agent besides the previously earned reward.
tion based on some optimality criterion (e.g., shortest path
or minimum energy path). Despite enjoying wide success
with a variety of environments and sensor types, this clas-
sical approach is heavily dependent on the choice of feature-
representation and map representation given the environment
being navigated.
Recently, end-to-end navigation methods have gained trac-
tion, bolstered by advances in Deep Reinforcement Learn-
ing (DRL) [Mnih et al., 2016; Silver et al., 2016; Levine et
al., 2017; Mirowski et al., 2017; Oh et al., 2016]. In these
methods, the manual design of the input features, intermedi-
ate map-building and path-planning stages is replaced with
the design of a reward function, a one-dimensional proxy for
the navigation objective. DRL agents then learn intermedi-
ate map representations tailored to the maximization of this
reward function.
The potential for such simpler formulations of the naviga-
tion problem is rich. For example, when the reward function
is customized to the finding of destinations within a maze, the
resulting trained agents may discover features and map rep-
resentations that allow for more efficient completion of the
navigation task than human-interpretable maps.
Recent works in the field, however, fail to measure the al-
gorithm’s ability to gather and exploit map-information [Zhu
et al., 2017; Kulkarni et al., 2016; Jaderberg et al., 2016;
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Gupta et al., 2017]. Agents are usually tasked with find-
ing a destination, sometimes in an unseen environment and
evaluated on some measure of time taken to find the destina-
tion. Though agents may learn to remember map information
to find the destination faster as they navigate, the evaluation
metrics used by these works do not explicitly separate and
measure the agent’s facilities for exploration and exploitation.
We believe that such an explicit separation is a necessary step
for the formulation of agents that perform well on the meta-
task of navigation and can someday provide robust alterna-
tives to classical methods.
Work by Mirowski et al. [2017] represents a first step
in this direction. Their experimental setup consists of an
agent randomly spawned within an environment whose map-
structure remains constant throughout training and testing.
The agent is tasked with discovering a goal location within
the environment. Upon finding the goal, it is rewarded and
randomly reinitialized. Episodes consist of fixed time-length
intervals. To maximize reward, agents must first find the goal
and then repeatedly revisit it during the course of an episode.
The task is thus explicitly oriented towards the creation and
study of agents that must perform both exploration and ex-
ploitation to maximize reward. To measure these effects,
the authors report the Latency-1:>1 metric, the ratio of time
taken to first find the goal to the average time taken to revisit
the goal.
This work builds upon the experimental setup introduced
in their work by further seeking to understand exactly where
DRL-based navigation methods succeed and fail across a va-
riety of static and random environments. We train and eval-
uate the algorithm on problems of increasing difficulty. In
the easiest stage, we keep the spawn location, the goal lo-
cation, and the map constant over the training and testing.
To increase the difficulty, we incrementally randomize the
spawn location, goal location and map structure until all three
variables are random. In the most difficult stage, agents are
trained on 1000 random maps and tested on 100 previously
unseen maps. In addition to reporting the Latency-1:>1 met-
ric, we introduce the Distance-inefficiency metric, the ratio of
distance covered by the agent as compared to the approximate
shortest path length to the goal.
In the case where environments are kept static through-
out training and testing, we find that agents are able to per-
form effective exploitation by consistently finding the goals
faster post-goal discovery (Latency-1:>1 is greater than 1),
in line with the findings of Mirowski et al. [2017]. Further-
more, of these cases where the goals are static, the Distance-
inefficiency is approximately 1, indicating near-optimal goal
discovery; by contrast, cases with randomized goals perform
sub-optimally. For the cases where the agents are trained on
1000 maps and tested on 100 unseen maps, we find no evi-
dence that map gathering and exploitation is taking place. To
further highlight this, we qualitatively assess the navigational
strategies utilized by these agents across simplified planning
maps that require the agents to make simple binary decisions
at junction points. Finally, we compute attention maps to
qualitatively analyze the environmental cues utilized by these
agents to make decisions at different points in the map.
To summarize, our contribution is two fold. First, we pro-
pose a systematic suite of experiments along with a set evalu-
ation metrics that explicitly evaluate the ability of algorithms
to exploit map information. Second, we answer whether a
representative DRL algorithm is able to exploit map informa-
tion under this experimental suite.
2 Related Work
Localization and mapping Localization and mapping for
navigation is a classic problem in mobile robotics and sens-
ing. Smith and Cheeseman [1986] introduced the idea of
propagating spatial uncertainty for robot localization while
mapping, and Elfes [1989] popularized Occupancy Grids. In
the three decades since this seminal work, the field has ex-
ploded with hundreds of algorithms for many types of sen-
sors (e.g., cameras, laser scanners, sonars and depth sensors).
These algorithms vary in the amount of detail they capture in
their respective maps. For example, topological maps, like
Kuipers [1978], aim to capture as little information as pos-
sible while occupancy grid maps such as Elfes [1989], aim
to capture metrically accurate maps in resolutions dependent
upon the navigation task.
All these approaches require significant hand-tuning for the
environment, sensor types, and navigation constraints of the
hardware. In contrast, end-to-end navigation algorithms op-
timize the detail of map storage based on the navigation task
at hand. This significant advantage makes end-to-end naviga-
tion ripe for exploring.
Deep reinforcement learning DRL gained prominence re-
cently when used by Mnih et al. [2013, 2015] to train agents
that outperform humans on Atari games; agents that were
trained using only the games’ visual output. More recently,
DRL has been applied to end-to-end navigation [Oh et al.,
2016; Mirowski et al., 2017; Chaplot et al., 2016]. It is com-
mon for agents to be trained and tested on the same maps with
the only variation being the agent’s initial spawn point and the
map’s goal location [Mirowski et al., 2017; Zhu et al., 2017;
Kulkarni et al., 2016]. Even when the agents are tested on un-
seen environments [Mnih et al., 2015; Jaderberg et al., 2016;
Gupta et al., 2017], they are evaluated using metrics which
only measure the exploration abilities of the agents. By ex-
ploration abilities, we mean that the agent is tasked to find
a goal location or object in the unseen environment, and the
reported metrics are some variation of the time taken to find
the goal. On the other hand, a metric for exploitation ability
will measure the ability of the agent to find a visited location
in the unseen map again.
Oh et al. [2016] test their algorithm on random unseen
maps, but their agents are trained to choose between multi-
ple potential goal locations based on past observations. The
episodes end when the agent collects the goal, so there is no
requirement for the algorithm to store map information dur-
ing exploration. Thus, their agents decide to avoid a goal
of a particular color while seeking other colors rather than
remembering the path to the goal. Similarly Parisotto and
Salakhutdinov [2017] extend Oh et al. [2016] to work for long
time ranges by indexing the memory with spatial coordinates.
Chaplot et al. [2016] test their method on unseen maps in the
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Figure 2: Modified NavA3C+D1D2L architecture. The architecture
has three inputs: the current image It, the previous action at−1,
and the previous reward rt−1. As shown by Mirowski et al. [2017],
the architecture improves upon vanilla A3C architecture by using
auxiliary outputs of loop-closure signal L and predicted depth D1
and D2.
VizDoom environment, but only vary the maps with unseen
textures. Thus, their agents are texture invariant, but train and
test on maps with the same geometric structure.
In this work, we propose an extension to the study of these
methods in a more comprehensive set of experiments to ad-
dress the question of whether DRL-based agents remember
enough information to obviate mapping algorithms or may in
fact need to be augmented with mapping for further progress.
3 Environmental Setup
We evaluate the algorithms on a simulated environment. We
use the same game engine as Mirowski et al. [2017], called
Deepmind Lab [Beattie et al., 2016]. The game is setup so
that an agent is placed within a randomly generated maze
containing a goal at a particular location, xg . On hitting
the goal, the agent re-spawns within the same maze while
the goal location remains unchanged. The maze is scattered
with randomly placed smaller apple rewards (+1) to encour-
age initial explorations and the goal is assigned a reward of
rg = +10. The agent is tasked with finding the goal as many
times as possible within a fixed amount of time (T = 1200
steps for our experiments), re-spawning within the maze, ei-
ther statically or randomly, each time it reaches the goal. We
include a small wall penalty (-0.2) that pushes the agent away
from the wall to prevent agents from moving along the walls
during initial explorations. At every point the agent must
choose between moving forward or backward or rotating left
or right. Following Chaplot et al. [2016], we use randomly
textured walls in our mazes so that the policies learned are
texture-independent.
We generate 1100 random maps using recursive depth-first
search-based maze generation methods [Aycock, 2016]. Of
the first 1000 maps, 10 are randomly selected for our static-
map experiments. For our unseen map experiments, agents
are trained on increasing subsets of the first 1000 maps and
tested on the remaining 100.
4 Network architecture
Our network architecture is a simplified version of the
NavA3C+D1D2L model used by Mirowski et al. [2017]. A
schematic of the architecture is shown in Fig 2. We chose
NavA3C+D1D2L as a representative DRL architecture. This
architecture with a CNN as an encoder and RNN on the top is
a vanilla DRL architecture that has shown promise in multiple
problem domains [Hausknecht and Stone, 2015].
At every time-step the architecture is fed three inputs: the
current image It, the previous action at−1, and the previous
reward rt−1 and is tasked with estimating the value function
and policy at every point. Similar to their setup, we utilize
auxiliary outputs of the loop closure signal L and predicted
depth D1 and D2 to quicken training.
We use the Asynchronous advantage actor-critic (A3C) al-
gorithm [Mnih et al., 2016] to perform reinforcement learn-
ing. A3C falls in the category of policy gradient algorithms
that works by jointly optimizing the policy function and the
value function via the estimation of their gradients.
5 Evaluation Metrics
In addition to reporting reward, we evaluate the algorithms
in terms of the Latency-1:>1 and the Distance-inefficiency
metrics.
Following Mirowski et al. [2017], we report Latency-1:>1,
a ratio of the time taken to hit the goal for the first time (ex-
ploration time) versus the average amount of time taken to hit
goal subsequently (exploitation time). To define this metric
more concretely, let the position of agent at any time t be xt.
Let τ1:N = {t ∈ [0, T ] | ‖xt − xg‖ < }, be the ordered
set of times when the agent hits the goal during a episode,
where N is the number of times agent hits the goal and  is a
distance threshold on hitting the goal. Let τi denote the time
step when the agent hits the goal ith time.
Latency-1:>1 =
(N − 1)τ1
τN − τ1 if N >= 2
This metric is a measure of how efficiently the agent ex-
ploits map information to find a shorter path once the goal
location is known. If this ratio is greater than 1, the agent
is doing better than random exploration and the higher the
value, the better its map-exploitation ability. Note that the
metric is meaningful only when the goal location is unknown
at evaluation time.
Distance-inefficiency is defined to be the ratio of the total
distance traveled by the agent versus the sum of approximate
shortest distances to the goal from each spawn point. The
metric also disregards goals found during exploration times
as the agent must first find the goal before it can traverse the
shortest path to it. Note that the shortest distance between
the spawn and goal locations is computed as a manhattan-
distance in the top-down block world perspective and hence
is an approximation. Mathematically,
Dist-ineff. =
∑N−1
i=1
∑τi+1−1
t=τi+1
‖xt+1 − xt‖∑N−1
i=1 p(xτi+1, xg)
, if N >= 1
where p(xτi+1, xg) denotes the approximate shortest path
distance between spawn location xτi+1 and goal location xg .
While the Latency-1:>1 measures the factor by which sub-
sequent paths to the goal post-goal finding is shorter than the
initial exploration path, the Distance-inefficiency measures
the length of this path with respect to the shortest possible
path.
We report all the metrics averaged over 100 episodes of 10
randomly chosen maps in Fig 3.
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Figure 3: We evaluate the algorithm on ten randomly chosen maps with problems of increasing difficulty as described in Sec. 5.1. The vertical
axis shows IDs of the ten maps from the randomly generated 1100 maps on which experimental results are repeated. We note that when the
goal is static, the rewards are consistently higher as compared to random goals. With static goals, the metric Distance-inefficiency is close
to 1, indicating that the algorithm is able to find the shortest path. However, with random goals, the agent struggles to find the shortest path.
From the Latency-1:>1 results we note that the algorithm does well when trained and tested on the same map but fails to generalize to new
maps when evaluated on the ability to exploit the information about the goal location. Note that the Latency-1:>1 metric for cases of static
goals is expected to be close to one because the location of goal is learned at training time. The figure is best viewed in color.
5.1 Experiments
We evaluate the NavA3C+D1D2L algorithm on maps with 5
stages of difficulty, by controlling the randomness of three
basic parameters: the spawn location, the goal location, and
the map structure.
Spawn location We consider cases where the spawn location
is static in all the training and testing episodes and when the
spawn location is randomized for every spawn. Note that
the agent re-spawns every time it hits the goal.
Goal location The goal location is static when it is fixed for
all the training and testing episodes. In the random case it
is randomized for every new episode.
Map structure In the static map case, we train and test on
the same map. We perform static map experiments (train-
ing and testing) on ten random maps. In the random map
case, we sample a map from 1000 maps for every episode
and test on the ten maps chosen for the static map experi-
ments. In Section 6.2, we evaluate the algorithm on a dis-
joint set of 100 test maps.
We investigate variations of randomness of the above pa-
rameters and propose these experiments as a 5-stage bench-
mark for all end-to-end navigation algorithms.
1. Static goal, static spawn, and static map To perform
optimally on this experiment, the agent needs to find and
learn the shortest path at training time and repeat it during
testing.
2. Static goal, random spawn and static map This is a
textbook version of the reinforcement learning problem, es-
pecially in grid-world Sutton and Barto [1998], with the
only difference being that the environment is partially ob-
servable instead of fully observable. This problem is more
difficult than Problem 1 because the agent must find an op-
timal policy to the goal from each possible starting point in
the maze.
3. Random goal, static spawn, and static map The agent
can perform well on this experiment by remembering the
goal location after it has been discovered and exploiting
the information to revisit the goal faster.
4. Random goal, random spawn, and static map To per-
form optimally, the agent must localize itself within the
map in addition to being able to exploit map-information.
This is the problem that is addressed by Mirowski et al.
[2017] with limited success. They evaluate this case on
two maps and report Latency-1:>1 to be greater than 1 in
one of the two maps. We evaluate the same metric on ten
randomized maps.
5. Random goal, random spawn, and random map We
believe that any proposed algorithms on end-to-end naviga-
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Figure 4: Plots showing the effect of number of training maps with
random texture (Rnd Texture) and presence of apples (With apples),
when evaluated on unseen maps. We note that the difference be-
tween metrics is negligible compared to the standard deviation of
the metrics. Hence we say that the algorithm is robust to the vari-
ation of textures and to the removal of apples. Note that the mean
rewards increase when the number of training maps increases from
10 to 100 maps, but that rewards remain constant thereafter despite
further increases in the number of training maps.
tion problems, should be evaluated on unseen maps. To our
knowledge this is the first paper to do so in the case of deep
reinforcement learning based navigation methods while re-
porting exploitation related metrics. We train agents to si-
multaneously learn to explore 1000 maps and test them on
100 unseen maps. The relevant results can be found in Fig 4
and discussed in Section 6.
The comparative evaluation of the different the stages of
this benchmark are shown in Fig 3 and expanded upon in the
Section 6.
6 Results and Analysis
We analyze the results obtained from evaluating the
NavA3C+D1D2L on our proposed experimental suite along
with qualitative and quantitative additional studies.
6.1 Static Map Experiments
In this section we discuss the results for experiments as dis-
cussed in Section 5.1 over the ten randomly chosen maps.
The results are in Fig 3. The experiment titled Random goal,
random spawn, random maze is trained on 1000 maps but
tested on the same ten maps for comparability.
1. Static goal, static spawn, static maze For this case, the
reward is consistently high, and Distance-inefficiency is
close to 1 with small standard deviations implying the path
chosen is the shortest available. Please note that Latency-
1:>1 should be close to 1 for the static goal case because
the goal location is learned at training time.
2. Static goal, random spawn, static map Again, note that
Distance-inefficiency is close to 1 implying that when the
goal is found, the shortest path is traversed. This is because
the agent can learn the an optimal policy for the shortest
path to the known goal from any location in the maze at
training time.
3. Random goal, static spawn, static map In this case, the
mean of the Latency-1:>1 is more than 1 showing that
in general the agent is able to exploit map information.
However, as confirmed by the Distance-inefficiency met-
ric which is larger than one, that agents do not necessarily
traverse the shortest path to the goal when it is found.
4. Random goal, Random spawn, static map Similar to
the previous experiment, the Latency-1:>1 metric and the
Distance-inefficiency metric is larger than 1 implying that
while map exploitation is taking place, the paths traversed
to the goal are not optimal.
5. Random goal, Random spawn, Random map For this
experiment, agents trained on a 1000 maps are tested in-
dividually on the 10 chosen maps that are a subset of the
1000 maps. The Latency-1:>1 is close to 1 implying that
map-exploitation is not taking place. The large Distance-
inefficiency numbers confirm this statement.
6.2 Random Map Experiments
The following set of experiments are evaluated on 100 maps
that are disjoint from the set of 1000 training maps.
Evaluation on unseen maps
The results for training on subsets of 1000 maps, and test-
ing on 100 unseen maps are shown in Fig 4. We observe
that there is a jump of average reward and average goal hits
when the number of training maps is increased from 10 to 100
but no significant increase when the number of training maps
are increased from 100 to 500 to 1000. We hypothesize that
this is due to the fact that the algorithm learns an average-
exploration strategy which is learned with enough variation
over 100 maps and training on additional maps does not add
to it.
The Latency-1:>1 and Distance-inefficiency metrics con-
firm that no measurable map-exploitation is taking place. We
present, qualitative results in Sec. 6.2 on very simple maps to
show that the agents trained on 1000 maps are only randomly
exploring the maze rather than utilizing any form of shortest
path planning.
Effect of apples and texture
We evaluate the effect of apples and textures during evalua-
tion time in Fig 4. We train the algorithm on randomly cho-
sen training maps with random textures and evaluate them
on maps with and without random textures and also with and
without apples. We find no significant changes across our
different metrics showcasing that our training mechanism al-
lows for creation of agent’s that are robust to the presence or
absence of textures and apples.
Qualitative evaluation on simple maps
To evaluate what strategies the algorithm is employing to
reach the goal we evaluate the algorithm on very simple maps
where there are only two paths to reach the goal. The quali-
tative results for the evaluation are shown in Fig 5.
Square map A Square map (Fig 5) is the simplest possible
map with two paths to the goal. We evaluate the algorithm
trained on 1000 random maps on this map. We observe that
the agent greedily moves in the direction of initialization.
We compute the percentage of times the agent takes the
shortest path over a trial of 100 episodes. We find the agent
takes the shortest path only 50.4% (±12.8%) of the times
which is no better than random.
Goal map The goal map (Fig 5) provides a decision point
independent of the initial orientation. The shortest path is
chosen 42.6% (±35.1%) of the times which is again close
to random within error bounds.
These experiments show that the algorithm, even when
trained on 1000 maps, does not generalize to these very sim-
ple maps highlighting how the learned navigational strategy
is unable to exploit map information
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Figure 5: Snapshots of the path taken by the agent to reach the goal
in a single episode when the model is trained on 1000 maps and
evaluated on the Square and Goal maps. The top row shows an
evaluation example on the Square map, where the agent takes the
shortest path 3/6 times. The bottom row shows an evaluation ex-
ample on the Goal map, where the agent takes the shortest path 1/4
times. When averaged over 100 episodes, the agent performs no bet-
ter than random as the shortest path is taken 50.4% (±12.8%) and
42.6% (±35.1%) of the time for the Square map and the Goal map,
respectively.
Attention heat maps
To qualitatively assess the visual cues used by agents in
course of their navigation, we use the normalized sum of ab-
solute gradient of the loss with respect to the input image as
a proxy for attention in the image. The gradients are normal-
ized for each image so that the maximum gradient is one. The
attention values are then used as a soft mask on the image to
create the visualization as shown in Fig 6
We observe that for most of the episode the attention nar-
rows down to a thin band in the center of the image. We
hypothesize that this narrowing down of the attention band
highlights how the information required for navigation can
be found within this central band. In future work, we will
evaluate the performance of training agents using only this
central band to see whether the resultant reward curves and
metric scores are similar to that of the originals.
7 Conclusion and Future Work
In this work, we present a systematic suite of experiments
to analyze DRL-based navigation algorithms. We build upon
Mirowski et al. [2017]’s NavA3C+D1D2L method for anal-
ysis. We ask whether DRL algorithms are able to inherently
gather and exploit environmental information over the course
of the navigation of environments. Our experiments show that
the algorithm is able to exploit map-information for naviga-
tion when trained and tested on same map, yet unable to do so
Figure 6: Visualizing attention for two sequences. The top two rows
show the sequence when the model is trained on and evaluated on
the same map. The bottom two rows show the sequence for a model
trained on 1000 different maps and evaluated on one of those maps
chosen at random. We observe that in both cases the attention is only
on a few pixels in the center for the majority of the episode.
when trained and tested on different sets of maps. Even when
tested and trained on the same map, the DRL algorithms fail
to find the shortest path to the destination location when it
is randomly chosen. These observations suggest that there
is much more research to be done in DRL algorithms before
they can compete with classical navigation techniques.
We believe that such rigorous investigation of DRL based
navigation methods is imperative to the field moving for-
ward, especially given the black-box nature of deep learning
methods. Recent work analyzing neural networks has shown
how deep learning-based can be fooled in object detection
[Nguyen et al., 2015] and Atari games [Kansky et al., 2017]
Such levels of sensitivity motivate exactly why it is important
to analyze DRL navigation methods across a wide variety of
experiments: we need to comprehensively understand both
their strengths and limitations. As such, we open source our
experimental suite to serve as a framework for the compari-
son of future DRL navigation studies.
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