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Abstrakt
C´ılem bakala´rˇske´ pra´ce je na´vrh a implementace za´kladu modula´rn´ıho syste´mu pro tele-
metricke´ a zabezpecˇovac´ı u´cˇely. Syste´m se skla´da´ z modul˚u pro zpracova´n´ı prˇ´ıchoz´ıch dat,
webove´ho administracˇn´ıho a prezentacˇn´ıho rozhran´ı a souboru webovy´ch sluzˇeb. Syste´m je
implementova´n v jazyce C# a pomoc´ı technologi´ı .NET Framerwork a ASP.NET
Kl´ıcˇova´ slova
telemetricky´ syste´m, zabezpecˇovac´ı syste´m, modul, modula´rn´ı syste´m, telemetrie, bezpecˇnost,
informacˇn´ı syste´m, C#, ASP.NET
Abstract
A goal of this thesis is design and implementation of modular system for telemetry and
security purposes. System consists of modules for processing incoming data, web adminis-
tration and presenation interface and set of web services. For implementation is used C#
language along with .NET Framework and ASP.NET.
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Tato pra´ce vznikla jako sˇkoln´ı d´ılo na Vysoke´m ucˇen´ı technicke´m v Brneˇ, Fakulteˇ in-
formacˇn´ıch technologi´ı. Pra´ce je chra´neˇna autorsky´m za´konem a jej´ı uzˇit´ı bez udeˇlen´ı opra´vneˇn´ı
autorem je neza´konne´, s vy´jimkou za´konem definovany´ch prˇ´ıpad˚u.
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Kapitola 1
U´vod
Zˇijeme v dobeˇ, kdy technika je ned´ılnou soucˇa´st´ı zˇivota. Prˇipojen´ı k Internetu je kazˇdy´m
rokem dostupneˇjˇs´ı. V roce 2007 pocˇet doma´cnost´ı prˇipojeny´ch k Internetu vzrostl o 5 % na
celkovy´ch 32 %. [1] Tato tendence nab´ız´ı tvorbu cele´ rˇady novy´ch sluzˇeb dostupny´ch pomoc´ı
Internetu. Mezi tyto sluzˇby lze zarˇadit oblast telemetrie,vzda´lene´ho rˇ´ızen´ı a zabezpecˇen´ı.
Nejveˇtsˇ´ı zastoupen´ı v te´to oblasti tvorˇ´ı rozsa´hle´ syste´my s velky´m mnozˇstv´ım meˇrˇ´ıc´ıch
mı´st staveˇne´ na zaka´zku pro tepla´renske´ spolecˇnosti, spolecˇnosti maj´ıc´ı na starost spra´vu
vodn´ıch tok˚u aj.
V oblasti telemetrie poprˇ. zabezpecˇen´ı lze nale´zt za´kazn´ıky, kterˇ´ı potrˇebuj´ı zpracova´vat
data z male´ho mnozˇstv´ı meˇrˇ´ıc´ıch mı´st. Mu˚zˇe se jednat naprˇ. o sledova´n´ı maly´ch vodn´ıch
elektra´ren nebo zabezpecˇen´ı chat cˇi doma´cnost´ı. Vyuzˇit´ı rozsa´hly´ch syste´mu˚ pro tyto potrˇeby
je cˇasto nevhodne´ a zbytecˇneˇ na´kladne´.
T´ımto se otev´ıra´ mozˇnost vytvorˇit syste´m urcˇeny´ pro tuto c´ılovou skupinu. Jako veˇtsˇina
produkt˚u by meˇl by´t levny´, jednoduchy´ na obsluhu a dostupny´ kdykoliv pomoc´ı Internetu.
Cˇasto by´va´ nejd˚ulezˇiteˇjˇs´ım pozˇadavkem n´ızka´ cena, bohuzˇel tento pozˇadavek nelze
uskutecˇnit, pokud by meˇl by´t syste´m budova´n za´kazn´ıkovi na mı´ru.
Aby byl syste´m kdykoliv dostupny´ prostrˇednictv´ım Internetu, mus´ı by´t provozova´n
na serveru beˇzˇ´ıc´ım neusta´le a prˇipojeny´m dostatecˇneˇ rychlou linkou. Doma´c´ı prˇipojen´ı se
k tomuto u´cˇelu z rychlostn´ıch cˇi dostupnostn´ıch proble´mu˚ veˇtsˇinou nehod´ı. Dalˇs´ı mozˇnost´ı
je vyuzˇ´ıt sluzˇeb serverhousingu a server provozovat tam. Avsˇak i tato mozˇnost prˇina´sˇ´ı
nevy´hody v podobeˇ velky´ch na´klad˚u na prona´jem mı´sta a linky.
Pro splnˇen´ı vsˇech trˇ´ı pozˇadavk˚u je nutne´ vytvorˇit dostatecˇneˇ univerza´ln´ı syste´m, aby
byl pouzˇitelny´ k cele´ rˇadeˇ r˚uzny´ch u´cˇel˚u. Za´rovenˇ by meˇl beˇzˇet na serveru vyuzˇitelny´ v´ıce
uzˇivateli. T´ım se mezi neˇ rozlozˇ´ı na´klady a nav´ıc se cˇasto vyuzˇije vy´pocˇetn´ı vy´kon, ktery´
by pravdeˇpodobneˇ nebyl vyuzˇit. Takovy´ syste´m je prˇedmeˇtem te´to pra´ce.
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Kapitola 2
Architektura syste´mu
2.1 Pozˇadavky na syste´m
C´ılem pra´ce je navrhnout a implementovat za´klad syste´mu pro sbeˇr a zpracova´n´ı dat od
telemetricky´ch stanic (da´le jen jednotek). Data by meˇla by´t prˇena´sˇena po Internetu. Syste´m
by meˇl by´ schopny´ komunikovat s jednotkami r˚uzny´ch typ˚u od r˚uzny´ch vy´robc˚u. Prˇi prˇijmu
dat vyhovuj´ıc´ıch definovany´m mez´ım by meˇl syste´m vykonat definovane´ akce.
Soucˇa´st´ı syste´mu by meˇlo by´t webove´ uzˇivatelske´ rozhran´ı umozˇnˇuj´ıc´ı administraci
syste´mu a zobrazen´ı nameˇrˇeny´ch dat v rozvrzˇen´ı definovane´m uzˇivatelem. Rozhran´ı by
meˇlo by´t v´ıceuzˇivatelske´ s mozˇnost´ı filtrace obsahu dle uzˇivatelsky´ch opra´vneˇn´ı.
Pro spolupra´ci s jiny´mi projekty by meˇl syste´m obsahovat sadu webovy´ch sluzˇeb posky-
tuj´ıc´ı nameˇrˇena´ data. Jme´no syste´mu nebylo stanoveno, proto byl pracovneˇ nazva´n CTMS –
dle inicia´l˚u na´zvu pra´ce v anglicˇtineˇ.
2.2 Slozˇen´ı syste´mu a komunikace s okol´ım
Dle pozˇadavk˚u byl navrzˇen syste´m skla´daj´ıc´ı se z:
• Webove´ho uzˇivatelske´ho rozhran´ı (GUI)
• Webovy´ch sluzˇeb
• Komunikacˇn´ı sluzˇby
• Databa´zove´ho serveru
Syste´m komunikuje s:
• Uzˇivateli
• Ciz´ımi webovy´mi stra´nkami
• Jednotkami
Slozˇen´ı syste´mu a komunikaci popisuje obra´zek 2.1.
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Obra´zek 2.1: Architektura syste´mu
2.2.1 Komunikace s jednotkami
C´ılem syste´mu je, aby byl schopny´ komunikovat se vsˇemi jednotkami podporovany´ch typ˚u
prˇipojeny´ch k Internet. Bohuzˇel v soucˇasne´ dobeˇ mnoho poskytoval˚u internetove´ho prˇipoje-
n´ı (ISP) poskytuje prˇipojen´ı, kdy je za´kazn´ık prˇipojen do priva´tn´ı s´ıteˇ poskytovatele a ko-
munikace do internetu prob´ıha´ prostrˇednictv´ım bra´ny, kde je vyuzˇ´ıva´no prˇekladu s´ıt’ovy´ch
adres (NAT). Pokud ISP neumozˇnˇuje zakoupen´ı verˇejne´ IP adresy, nebo prˇesmeˇrova´n´ı urcˇi-
ty´ch port˚u, nemu˚zˇe se nikdo z internetu prˇipojit na zarˇ´ızen´ı u za´kazn´ıka. Proto prˇi komu-
nikaci s jednotkami syste´m pln´ı funkci serveru, ktery´ cˇeka´ na prˇ´ıchoz´ı komunikaci iniciali-
zovanane´ jednotkou.
2.3 Trˇ´ıvrstva´ architektura
Dle obr. 2.1 komunikacˇn´ı podsyste´my vyuzˇ´ıvaj´ı pro ukla´dan´ı dat spolecˇnou databa´zi. Data
ulozˇena´ v databa´zi prˇedstavuj´ı stav syste´mu. Protozˇe zminˇovane´ podsyste´my jsou soucˇa´st´ı
stejne´ho syste´mu, meˇly by jeho stav meˇnit dle spolecˇny´ch pravidel. Je tedy vhodne´ vyuzˇ´ıt
stejne´ho prostrˇedn´ıka, pro vsˇechny podsyste´mu. Pro zajiˇsteˇn´ı tohoto principu byl vybra´n
model trˇ´ıvrstve´ architektury [6]
Trˇ´ıvrstva´ architektura je tvorˇena prezencˇn´ı vrstvou, aplikacˇn´ı vrstvou a datovou
vrstvou. Cˇa´sti prezencˇn´ı vrstvy pracuj´ı s objekty aplikacˇn´ı vrstvy. Aplikacˇn´ı vrstva prova´d´ı
logiku syste´mu s objekty tvorˇ´ıc´ı abtraktn´ı modely rea´lny´ch cˇa´st´ı syste´mu. Pro manipulaci
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s daty a prˇevod dat na objekty aplikacˇn´ı vrtvy slouzˇ´ı datova´ vrstva.
Prˇi aplikaci na vyv´ıjeny´ syste´m lze rˇ´ıc´ı, zˇe komunikacˇn´ı podsyste´my tvorˇ´ı prezencˇn´ı
vrstvu, spolecˇny´ prostrˇedn´ık aplikacˇn´ı vrstvu a databa´ze datovou vrstvu. Aby se aplikacˇn´ı
vrstva domluvila s databa´z´ı, mus´ı datova´ vrstva obsahovat jesˇteˇ prostrˇedn´ıka, ktery´ imple-
mentuje komunikacˇn´ı rozhran´ı s aplikacˇn´ı vrstvou.
Rozdeˇlen´ım syste´mu na trˇi vrstvy dosa´hneme teˇchto vy´hod:
• Jednodusˇsˇ´ı implementace komunika´tor˚u (Vyuzˇ´ıvaj´ı sadu abstraktn´ıch model˚u sys-
temu˚).
• Zmeˇny v aplikacˇn´ı logice pro vsˇechny komunika´tory se prova´deˇji na jednom mı´steˇ.
• Neza´vislost komunika´tor˚u na konkretn´ım typu databa´ze a t´ım mozˇnost snazˇsˇ´ı vy´meˇny
databa´ze.
2.4 Implementacˇn´ı technologie
Jizˇ v zada´n´ı je uvedeno, zˇe jako implementacˇn´ı technologie se vyuzˇije .NET Framework
a jazyk C#. Volba te´to technologie je vy´hodna´, protozˇe umozˇnˇuje pomoc´ı jednoho jazyka
vyv´ıjet sluzˇby beˇzˇ´ıc´ı na pozad´ı, webove´ stra´nky pomoc´ı technologie ASP.NET, webove´
sluzˇby pomoc´ı technologie ASP.NET Web Services a dynamicke´ knihovny vyuzˇ´ıvane´ vsˇemi
prˇedchoz´ımi technologiemi.
Jednotlive´ vrstvy, poprˇ. subsyte´my z pohledu typu aplikac´ı:
• Aplikacˇn´ı vrstva tvorˇ´ı projekt kompilovany´ do .NET knihovny.
• Jako databa´ze je vyuzˇit Microsoft Sql Server 2005.
• Prostrˇedn´ık mezi databa´z´ı a aplikacˇn´ı vrstvou je pro Sql Server 2005 soucˇa´st´ı kni-
hovny aplikacˇn´ı vrstvy. Prˇi pouzˇit´ı jine´ho SRˇBD by byla potrˇeba vytvorˇit knihovna
s vlastn´ım prostrˇedn´ıkem.
• Webove´ uzˇivatelske´ rozhran´ı tvorˇ´ı ASP.NET Web Application.
• Webove´ sluzˇby vyuzˇ´ıvaj´ı technologie ASP.NET Web Services, mohou by´t soucˇa´stn´ı
aplikace webove´ho uzˇivatelske´ho rozhran´ı.
• Komunikacˇn´ı sluzˇba je tvorˇena jako sluzˇba syste´mu Windows (Windows Service).
Prˇi vy´voji bylo vyuzˇito Microsoft Visual Studio 2008 a Microsoft Sql Server Management
Studio.
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2.5 Pozˇadavky na hostitelsky´ syste´m
Dle vyuzˇity´ch implementacˇn´ıch technologi´ı by hostitelsky´ syste´m meˇl obsahovat:
• Microsoft .NET Framework 3.5
• Webovy´ server s mozˇnost´ı provozu ASP.NET 3.5 aplikac´ı naprˇ. Internet Information
Services 6.0 a vysˇsˇ´ı
• Microsoft Sql Server 2005 nebo jiny´ kompatibiln´ı databa´zovy´ server
Z hlediska rozlozˇen´ı vy´konu lze cely´ syste´m provozovat na jednom pocˇ´ıtacˇi, nebo na v´ıce
pocˇ´ıtacˇ´ıch. Samostatneˇ mohou beˇzˇet vsˇechni cˇa´sti syste´mu uvedeny v 2.1.
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Kapitola 3
Aplikacˇn´ı vrstva
Aplikacˇn´ı vrstva zabezpecˇuje logiku syste´mu a poskytuje objekty, ktere´ tvorˇ´ı modely rea´l-
ny´ch cˇa´st´ı syste´mu.
Prˇi popisu objekt˚u syste´mu˚, se cˇasto odkazuje na rozhran´ı, ktere´ dany´ objekt definuje.
Vsˇechny podsyste´my aplikacˇn´ı vrstvy se nacha´zej´ı ve jmenne´m prostoru Ctms.Engine.
3.1 Konceptua´ln´ı model
Prˇi na´vrhu syste´mu byl vytvorˇen konceptua´ln´ı model, ktery´ slouzˇ´ı pro popis syste´mu.
Umozˇnˇuje lepsˇ´ı pochopen´ı vztah˚u mezi cˇa´stmi navrhovane´ho syste´mu. Je tvorˇen ER di-
agramem.
Konceptua´ln´ı model ve formeˇ ER diagramu je na obra´zku 3.1. Vztahy typu M:N mezi
entitn´ımi mnozˇinami byly prˇevedeny na dva vztahy 1:N a pomocnou spojovac´ı entitn´ı
mnozˇinu. Jedna´ se o tyto entitn´ı mnozˇiny: UserInRoles, UnitsInOus a UnitModels. V di-
agramu jsou vyznacˇeny indexy (polozˇky s oznacˇen´ım In). Uvedene´ doplnˇuj´ıc´ı vlastnosti
transformuj´ı ER diagram na diagram pouzˇitelny´ pro na´vrh databa´ze.
3.2 Kontext
Aby byl syste´m v budoucnosti snadneˇji upravitelny´, byla snaha vytvorˇit trˇ´ıdy co nejv´ıce
neza´visle´ na konkre´tn´ıch implementac´ıch jiny´ch trˇ´ıd. Proto trˇ´ıdy implementuj´ıc´ı chovan´ı
modelovane´ entitn´ı mnozˇiny implementuj´ı rozhran´ı odpov´ıdaj´ıc´ı dane´ entitn´ı mnozˇineˇ. Vesˇ-
kera´ komunikace mezi objekty teˇchto trˇ´ıd prob´ıha´ jen prˇes dana´ rozhran´ı. Tento prˇ´ıstup
prˇina´sˇ´ı jiste´ nevy´hody. Naprˇ. kdyzˇ objekt potrˇebuje vytvorˇit instanci jine´ho objektu, tak
nev´ı jak to prove´st, protozˇe nezna´ jeho trˇ´ıdu. Z tohoto a dalˇs´ıch d˚uvod˚u obsahuj´ı objekty
syste´mu referenci na objekt nazy´vany´ kontext. Kontext by meˇl implementovat rozhran´ı
ICtmsContext.
Kontext obsahuje reference na podsyste´my syste´mu. Jeho u´cˇelem je poskytova´n´ı teˇchto
referenc´ı. Kazˇdy´ objekt a podsyste´m aplikacˇn´ı vrstvy je vybaven referenc´ı na kontext, proto
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Obra´zek 3.1: ER. diagram
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mu˚zˇe komunikovat s ostatn´ımy podsyste´my syste´mu.
Rozdeˇlen´ı syste´mu na podsyste´my a komunikace pouze prˇes definovana´ rozhran´ı zajiˇst’uje
lepsˇ´ı rozsˇiˇritelnost v budoucnu naprˇ. v prˇ´ıpadeˇ, zˇe by r˚uzna´ pouzˇit´ı syste´mu vyzˇadovala
r˚uzne´ chova´n´ı podsyste´mu˚.
Na´sleduj´ıc´ı podkapitoly popisuj´ı objekty vra´cene´ vlastnostmi kontextu.
3.2.1 Uzˇivatel
Vlastnost kontextu CurrentUser prˇedstavuje aktua´ln´ıho uzˇivatele syste´mu, Dı´ky tomu lze
z´ıskat objekty za´visle´ na aktua´ln´ım uzˇivateli. Prˇi pozˇadavku na konkre´tn´ı objekt (viz. 3.2.4)
slouzˇ´ı pro vyhodnocen´ı opra´vneˇnosti z´ıska´n´ı pozˇadovane´ho objektu.
3.2.2 Tova´rna objekt˚u
Vlastost kontextu Factory vrac´ı istanci trˇ´ıdy s rozhran´ım ICtmsFactory. Jej´ı u´cˇel je
vytva´rˇet nove´ objekty syste´mu. Proto jako jedina´ v syste´mu zna´ konkre´tn´ı trˇ´ıdy objekt˚u.
Pro dany´ u´cˇel obsahuje sadu tova´rn´ıch metod (na´vrhovy´ vzor Tova´rn´ı metoda viz. [5]).
Kazˇde´mu objektu syste´mu po jeho vytvorˇen´ı nastavuje sv˚uj kontext. Dı´ky tomu vsˇechny
objekty ve zpracova´vane´m pozˇadavku sd´ılej´ı stejny´ kontext.
3.2.3 Prˇ´ıstup k datove´ vrstveˇ
Vlastnost kontextu DataProvider vrac´ı objekt s rozhran´ım ICtmsDataProvider. Tento
objekt prˇedstavuje z pohledu aplikacˇn´ı vrstvy vrstvu datovou. Je vyuzˇiva´n pokud je potrˇeba
z´ıskat poprˇ. ulozˇit objekt z/do databa´ze.
3.2.4 Podsyste´my pro z´ıska´va´n´ı objekt˚u
Rˇada objekt˚u, nebo prvky uzˇivatelske´ho rozhran´ı mohou vyzˇadovat z´ıska´n´ı konkre´tn´ıho
objektu (mysˇleno jako objekt syste´mu, inicializovany´ na za´kladeˇ identifika´toru, nebo jiny´ch
atribut˚u). Protozˇe objekty neznaj´ı konkre´tn´ı trˇ´ıdy obsahuj´ıc´ı staticke´ metody navracej´ıc´ı
pozˇadovane´ objekty, obsahuj´ı podsyste´my kontextu rˇadu metod, navracej´ıc´ı pozˇadovany´
objekt.
Tyto podsyste´my jsou z´ıskatelne´ vlastnostmi kontextu UserManager, UnitManager,
AlarmManager, DataManager a ModuleManager. Implementuj´ı jim prˇ´ıslusˇna´ rozhran´ı. Kazˇdy´
podsyste´m ma´ na starost vra´cen´ı pozˇadovany´ch konkre´tn´ıch objekt˚u, nebo sadu objekt˚u,
poprˇ. funkce dle jejich zameˇrˇen´ı.
Dalˇs´ı funkc´ı teˇchto podsyste´mu˚ je zajiˇsteˇn´ı existence vzˇdy jen jedne´ instance objektu
s urcˇity´m identifika´torem. Du˚vodem je, aby vsˇechny objekty, ktery´m prˇ´ıslusˇ´ı dany´ objekt,
se odkazovaly na spolecˇny´ objekt a ne neˇkolik jeho kopi´ı. T´ımto se prˇedejde vykona´n´ı
zbytecˇny´ch dotaz˚u do databa´ze.Pro zajiˇsteˇn´ı te´to funkcionality slouzˇ´ı registracˇn´ı metody.
Objekt prˇi sve´ inicializaci zavola´ registracˇn´ı metodu, ta ulozˇ´ı jeho identifika´tor a ref-
erenci do struktury pro to urcˇene´. V implementaci se pouzˇ´ıvaj´ı hashovac´ı tabulky. Prˇi
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na´sledne´m dalˇs´ım pozˇadavku pro z´ıska´n´ı objektu subsyste´m zjist´ı, zda se v hashovac´ı tab-
ulce nale´za´ za´znam, kde kl´ıcˇ prˇedstavuje identifika´tor objektu. Pokud ano, je pozˇadovany´
objekt navra´cen, v opacˇne´m prˇ´ıpadeˇ se mus´ı nacˇ´ıst z databa´ze.
Dalˇs´ım u´kolem podsyste´mu˚ je oveˇrˇen´ı, zda uzˇivatel ma´ pra´va pro prˇ´ıstup k pozˇadovane´mu
objektu. Pokud pra´va nema´, tak pozˇadovany´ objekt nen´ı vra´cen.
Prˇ´ıklad z´ıska´n´ı uzˇivatele s identifika´torem User_ID je popsa´n sekvencˇn´ım diagramem na
obr. 3.2. V diagramu je zna´zorneˇna registrace objektu a opeˇtovny´ dotaz na objekt se stejny´m
identifika´torm. Hashovac´ı tabulku prˇedstavuje objekt UserCache. Kontrola opra´vneˇn´ı byla
pro zjednodusˇen´ı vynecha´na.
3.2.5 Zaznamena´va´n´ı chyb
Syste´m se skla´da´ z r˚uzny´ch podsyste´mu˚, ktery´ vyuzˇ´ıvaj´ı rˇadu r˚uzny´ch modul˚u. Kazˇdy´
podsyste´m nebo modul mu˚zˇe generovat r˚uzne´ chyby naprˇ. z d˚uvodu sˇpatne´ konfigurace.
Aby meˇl administra´tor syste´mu prˇehled o takovy´ch chyba´ch, je do syste´mu zabudova´na
podpora pro jednotne´ zaznamena´va´n´ı chyb. Zajiˇst’uje ji podsyste´m definovany´ rozhran´ım
IErrorLog.
3.2.6 Konfigurace specificke´ pro prostrˇed´ı
Podsyste´my, jako jsou akce alarmu˚, mohou pozˇadovat konfigurace spolecˇne´ pro instance je-
jich vyuzˇit´ı (v tomto prˇ´ıpadeˇ Alarmy). Tyto konfigurace mohou by´t rozd´ılne´ pro konkre´tn´ı
prostrˇed´ı – naprˇ. pokud je akce alarmu spousˇteˇna komunikacˇn´ı sluzˇbou, nebo pokud je
spousˇteˇna webovou sluzˇbou ve funkci komunikacˇn´ıho modulu, umı´steˇnou na jine´m pocˇ´ıtacˇi.
Proto kontext obsahuje vlastnost Configuration (rozhran´ı IConfiguration), ktera´
poskytuje z´ıska´n´ı konfiguracˇn´ıch hodnot pro dane´ prostrˇed´ı. Hodnoty jsou ve forma´tu dvo-
jice kl´ıcˇ – hodnota, kl´ıcˇ definuje na´zev konfiguracˇn´ı promeˇnne´ a hodnota jej´ı obsah. Pro
jednoduche´ konfigurace by tato funkcionalita meˇla dostacˇovat. V prˇ´ıpadech, kdy jsou po-
zˇadova´na data se slozˇitou strukturou, lze tento syste´m vyuzˇ´ıt pro ulozˇen´ı na´zvu souboru,
ktery´ obsahuje pozˇadovanou strukturu dat.
3.3 Jednotky
Jednotky tvorˇ´ı abstraktn´ı model rea´lny´ch vzda´leny´ch zarˇ´ızen´ı. V konceptua´ln´ım modelu je
prˇedstavuje entitn´ı mnozˇina Units. V syste´mu jsou definova´ny rozhran´ım IUnit.
Aby byla jednotka indentifikovatelna´ prˇi z´ıska´va´n´ı dat od fyzicke´ jednotky, mus´ı mı´t
fyzicka´ jednotka jedinecˇny´ identifika´tor, ktery´ uvede v komunikaci se syste´mem. Tento
identifika´tor tvorˇ´ı vlastnost PublicId.
Prˇ´ıstup k jednotka´m je omezen na uzˇivatele s prˇ´ıslusˇny´mi pra´vy. Je to modelovane´ en-
titn´ı mnozˇinou UURights. Pra´va mohou by´t: cˇten´ı, modifikace, maza´n´ı jednotky a maza´n´ı
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Obra´zek 3.2: Prˇ´ıklad z´ıska´n´ı objektu – uzˇivatele
dat. Opra´vneˇn´ı pro jednotku da´le rˇ´ıd´ı opra´vneˇn´ı pro prˇ´ıstup k objekt˚um patrˇ´ıc´ı pod jed-
notku tj. k jej´ım signa´l˚um a j´ım souvisej´ıc´ım alarmu˚m a dat˚um.
Jednotky mohou by´t r˚uzny´ch typ˚u od r˚uzny´ch vy´robc˚u. V za´vislosti na typu jednotky
mu˚zˇe by´t pozˇadovana´no nastaven´ı, jehozˇ strukturu nelze prˇedem prˇedv´ıdat. Proto jed-
12
notka obsahuje vlastnost Model urcˇuj´ıc´ı typ jednotky a vlastnost Config pro ulozˇen´ı nas-
taven´ı o nezna´me´ strukturˇe. Config je realizova´n jako rˇeteˇzec obsahuj´ıc´ı xml dokument
s pozˇadovanou strukturou. K jeho nastaven´ım by meˇl slouzˇit zobrazovac´ı modul (viz. 5.2.5)
k tomu urcˇeny´. XML sche´ma dokumentu nen´ı pevneˇ stanoveno z d˚uvodu vy´sˇe zmı´neˇny´ch
r˚uzny´ch pozˇadavk˚u na strukturu dat. Komunikaci s jednotkou by meˇl zajiˇst’ovat jen je-
den typ komunikacˇn´ı sluzˇby. Ta by si meˇla oveˇrˇit, zda nacˇteny´ dokument vyhovuje XML
sche´matu, ktery´ doka´zˇe zpracovat. Konfiguracˇn´ı modul by meˇl tedy ukla´dat konfiguraci ve
forma´tu vyhovuj´ıc´ım XML sche´matu komunikacˇn´ı sluzˇby.
3.4 Signa´ly
Signa´ly reprezentuj´ı meˇrˇic´ı prvky jednotky naprˇ. teplotn´ı cˇidlo, stra´zˇkomeˇr, detektor po-
hybu. Definuje je rozhran´ı ISignal, v konceptua´ln´ım modelu entitn´ı mnozˇina Signals.
Kazˇdy´ signa´l je sva´za´n s pra´veˇ jednou jednotkou. Prˇi prˇij´ıma´n´ı dat se identifikuje v ra´mci
jednotky unika´tn´ım jme´nem, ktere´ nemus´ı by´t unika´tn´ı v ra´mci cele´ho syste´mu - 2 jednotky
mohou mı´t stejne´ na´zvy signa´l˚u. K signa´lu mu˚zˇe by´t prˇiˇrazena mnozˇina alarmu˚.
Pokud signa´l reprezentuje meˇrˇ´ıc´ı prvek schopny´ rekonfigurace na za´kladeˇ cˇ´ıselne´ hod-
noty, tak lze nastavit pozˇadovanou hodnotu ve vlastnosti ConfigValue. Jej´ı hodnota by
meˇla by´t vybra´na a posla´na jednotce prˇi prvn´ım pozˇadavku o rekonfiguraci. Pokud typ
jednotky vyzˇaduje, aby jizˇ poslana´ rekonfiguracˇn´ı hodnota nebyla posla´na znova, obecneˇ
pokud jizˇ nen´ı potrˇeba, lze ji nastavit na hodnotu Double.NaN znacˇ´ıc´ı stav nenastaveno.
V databa´zi je to rˇesˇeno hodnotou null.
3.5 Alarmy
Prˇedstavuj´ı akce vyvolane´ splnˇen´ım podmı´nky prˇi prˇ´ıj´ıma´n´ı novy´ch dat. Jsou definova´ny
rozhran´ım IAlarm, v konceptua´ln´ım modelu entitn´ı mnozˇinou Alarms. Kazˇdy´ alarm je prˇi-
rˇazen pra´veˇ k jednomu signa´lu, jehozˇ prˇ´ıchoz´ı data kontroluje. Prˇi splneˇn´ı podmı´nky spust´ı
definovanou akci. Syste´m uchova´va´ historii vyvolany´ch akc´ı (entitn´ı mnozˇina AlarmHistory)
pro pozdeˇjˇs´ı vyuzˇit´ı.
Mnozˇina dostupny´ch akc´ı tvorˇ´ı modula´rn´ı syste´m. Kazˇda´ akce prˇedstavuje jeden modul.
Moduly by meˇly by´t implementovane´ jako trˇ´ıdy s rozhran´ım IAlarmAction. Mnozˇina
modul˚u pouzˇity´ch v syste´mu prˇedstavuje entitn´ı mnozˇina AlarmTypes. Ta uchova´va´ in-
formace o tom, ktera´ trˇ´ıda v jake´ assembly implementuje modul s dany´m jme´nem.
Kazˇdy´ modul mu˚zˇe vyzˇadovat konfiguracˇn´ı hodnoty rozd´ılne´ struktury od ostatn´ıch
modul˚u. Aby bylo zarucˇneno dostatecˇneˇ univerza´ln´ı ukla´da´n´ı konfigurace, obsahuje rozhran´ı
IAlarms vlastnost Config, ktera´ prˇedstavuje rˇeteˇzec obsahuj´ıc´ı dokument xml. Modul tento
rˇeteˇzec mu˚zˇe zpracovat dle jeho preferenc´ı naprˇ. pouzˇ´ıt xml deserializaci, nebo zpracovat
pomoc´ı XmlReaderu.
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3.6 Organizacˇn´ı jednotky
I kdyzˇ se prˇedpokla´da´, zˇe syste´m bude vyuzˇ´ıva´n uzˇivateli spravuj´ıc´ı maly´ pocˇet jednotek, je
do systemu˚ zabudova´na podpora pro organizaci jednotek do organizacˇn´ıch jednotek (da´le
jen OU, kv˚uli mozˇne´ za´meˇneˇ s jednotkou ve smylu vzda´lene´ho zarˇ´ızen´ı).
C´ıl OU je zprˇehlednit uzˇivatelske´ prostrˇed´ı prˇi velke´m pocˇtu jednotek. Vytva´rˇej´ı struk-
turu, kterou je mozˇne´ prˇirovnat k adresa´rˇ´ım na disku, kde adresa´rˇe tvorˇ´ı OU a soubory
prˇedstavuj´ı jednotky. OU tvorˇ´ı kontajner pro jine´ OU a jednotky. Kazˇda´ OU je sva´za´na
pra´veˇ s jedn´ım uzˇivatelem. OU mu˚zˇe obsahovat libovolne´ mnozˇstv´ı jiny´ch OU a jednotek.
Pocˇet rodicˇovsky´ch OU, tj. OU, ktera´ obsahuje vybranou OU, je omezen na jednu nebo
zˇa´dnou. OU, ktera´ nema´ rodicˇovskou OU se nazy´va´ korˇenova´. Vytva´rˇej´ı nejvysˇsˇ´ı u´rovenˇ
OU, kterou lze prˇirovnat k adresa´rˇ˚um v adresa´rˇi / v OS typu Linux.
Prˇestozˇe jednotka mu˚zˇe by´t sd´ılena v´ıce uzˇivateli, OU maj´ı vzˇdy vztah mezi jedn´ım
uzˇivatelem a jednou jednotkou. Neexistuje mozˇnost, aby dva uzˇivatele´ sd´ıleli stejnou OU.
T´ım se mı´rneˇ zjednodusˇsˇ´ı syste´m – nemus´ı se rˇesˇit konflikty prˇi r˚uzny´ch uzˇivatelsky´ch opra´v-
neˇn´ı na jednotky obsazˇene´ v potencia´lneˇ sd´ılene´ OU.
Prˇedchoz´ı text lze shrnout do tvrzen´ı, zˇe OU prˇedstavuj´ı mechanismus, neza´visly´ na na
zbytku syste´mu, ktery´m si uzˇivatel organizuje jednotky.
3.7 Data
Data prˇedstavuj´ı zaslane´ nameˇrˇene´ hodnoty. Deˇl´ı se na zmeˇrˇena´ (entitn´ı mnozˇina Data),
hodinove´ agregace (entitn´ı mnozˇina DataHH) a denn´ı agregace (entitn´ı mnozˇina DataDD).
V syste´mu je definuje rozhran´ı ICtmsData poprˇ. ICtmsAggregatedData.
Data ocˇeka´vana´ syste´mem maj´ı povahu cˇ´ısel s plovouc´ı rˇa´dovou cˇa´rkou z´ıskane´ meˇrˇen´ım
analogove´ velicˇiny nebo exaktn´ıch hodnot, dany´ch vy´cˇtem stav˚u, z´ıskany´ch ze zabezpecˇo-
vac´ıch aj. zarˇ´ızen´ı.
Syste´m pro pra´ci s vlastn´ımi hodnotami vyuzˇ´ıva´ typ Double. Tento typ umozˇnˇuje ulozˇit
nejveˇtsˇ´ı rozsah hodnot s plovouc´ı rˇa´dovou cˇa´rkou nab´ızeny´ standardn´ımi numericky´mi typy
.NET Frameworku a za´rovenˇ je dostatecˇneˇ prˇesny´ pro male´ exaktn´ı hodnoty. Pra´ci s vektory
lze rˇesˇit vyuzˇit´ım v´ıce signa´l˚u, kde kazˇdy´ signa´l prˇedstavuje jeden rozmeˇr vektoru.
Agregovana´ data obsahuj´ı statisticke´ informace pro agregovany´ interval nameˇrˇeny´ch
dat. Zava´deˇj´ı do syste´mu redundaci, ale jejich vyhodnocova´n´ı je rychlejˇs´ı. Jsou pouzˇitelne´
naprˇ. prˇi analy´ze dat za veˇtsˇ´ı cˇasove´ obdob´ı, kdy nen´ı potrˇeba velka´ hustota informac´ı jako
v prˇ´ıpadeˇ nameˇrˇeny´ch dat.
O prˇ´ıjem dat se staraj´ı komunikacˇn´ı moduly viz. 5.1.
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Kapitola 4
Datova´ vrstva
Prˇeva´d´ı data z datove´ho zdroje na abstraktn´ı objekty aplikacˇn´ı vrstvy. Prova´d´ı vesˇkere´
operace s datovy´m zdrojem. Skla´da´ se z poskytovatele dat a datove´ho zdroje.
4.1 Poskytovatel dat
Je trˇ´ıda, ktera´ tvorˇ´ı prostrˇedn´ıka mezi aplikacˇn´ı vrstvou a datovy´m zdrojem definova´na
rozhran´ım ICtmsDataProvider.
V aktua´ln´ı verzi toto rozhran´ı implementuje trˇ´ıda CtmsMsSqlDataProvider, ktera´ mu˚zˇe
jako datovy´ zdroj vyuzˇ´ıt MS SQL Server 2005 poprˇ. noveˇjˇs´ı kompatibiln´ı verzi. Pro z´ıska´n´ı
dat vyuzˇ´ıva´ ulozˇene´ procedury.
Prˇi prˇeva´deˇn´ı dat na objekty aplikacˇn´ı vrstvy je potrˇeba objekty vytvorˇit a inicializovat.
Jelikozˇ poskytovatel dat v´ı jake´ rozhran´ı by meˇl mı´t dany´ objekt, ale nev´ı jake´ je trˇ´ıdy,
mus´ı mu aplikacˇn´ı vrstva poskytnou objekt schopny´ vytvorˇit pozˇadovane´ objekty. Prˇeda´va´
mu proto v parametru objekt s rozhran´ım ICtmsFactory popsany´ v 3.2.2, ktery´ obsahuje
pozˇadovane´ tova´rn´ı metody. Uka´zka vytvorˇen´ı a inicializace objektu aplikacˇn´ı vrstvy je
soucˇa´st´ı uka´zky z´ıska´n´ı objektu uzˇivatele na obr. 3.2.
Dalˇs´ımy u´cˇely poskytovatele dat je vkla´dan´ı, aktualizace a maza´n´ı dat v databa´zi. Slouzˇ´ı
pro to metody, ktere´ prˇij´ımaj´ı jako parametr objekt aplikacˇn´ı vrstvy. Z vlastnost´ı prˇedane´ho
objektu poskytovatel dat vytvorˇ´ı parametry pro ulozˇenou proceduru vykona´vaj´ıc´ı pozˇado-
vanou cˇinnost. Nakonec proceduru vykona´ a navra´t´ı u´speˇsˇnost operace.
4.2 Na´vrh databa´ze
Datovy´ zdroj prˇedstavuje u´lozˇiˇsteˇ dat syste´mu. V aktua´ln´ı verzi je pouzˇit Microsoft Sql
Server 2005. Sche´ma databa´ze odpov´ıda´ ER diagramu na obr. 3.1. Na´zvy entitn´ıch mnozˇin
odpov´ıdaj´ı na´zv˚um tabulek. Vy´jimku tvorˇ´ı mnozˇiny AlarmTypes a AlarmWebConfigModules,
ktere´ jsou ve vztahu 1:1, proto mohou by´t soucˇa´stn´ı jedne´ tabulky. V diagramu jsou
vyznacˇeny prima´rn´ı kl´ıcˇe (PK), ciz´ı kl´ıcˇe (FK) a indexy (I).
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4.2.1 Ulozˇene´ procedury
Syste´m vyuzˇ´ıva´ pro prˇ´ıstup k dat˚um ulozˇene´ procedury mı´sto klasicky´ch dotaz˚u. Z hlediska
vy´konu tento prˇ´ıstup je vy´hodneˇjˇs´ı, protozˇe SRˇBD procedury jednou zkompiluje a pote´ si
tzv. prova´deˇc´ı pla´n (execution plan) drzˇ´ı v cache. Prˇi pouzˇit´ı jizˇ zkompilovane´ procedury
je dalˇs´ı dotaz rychlejˇs´ı.
Vyuzˇit´ı ulozˇeny´ch procedur prˇina´sˇ´ı dalˇs´ı vy´hody:
• Snadneˇjˇs´ı spra´va dotaz˚u – oddeˇlen´ı SQL ko´du od C# ko´du
• Vyuzˇitelnost v jiny´ch aplikac´ıch v prˇ´ıpadeˇ potrˇeby
• Spra´va uzˇivatelsky´ch opra´vneˇn´ı v prˇ´ıpadeˇ potrˇeby
• Zmensˇen´ı objemu prˇena´sˇeny´ch dat – prˇena´sˇ´ı se pouze na´zev procedury a parametry,
ne cely´ dotaz, ktery´ mu˚zˇe nar˚ust do znacˇne´ velikosti.
Zdroj: [2]
4.2.2 Indexy a prima´rn´ı kl´ıcˇe
Vy´kon databa´ze je znacˇneˇ ovlivnˇova´n spra´vny´m pouzˇit´ım index˚u. Prˇi vytva´rˇen´ı tabulky
se implicitneˇ nad prima´rn´ım kl´ıcˇem vytvorˇ´ı clusterovany´ index. Ve veˇtsˇineˇ tabulek byl jen
jeden kandida´tn´ı kl´ıcˇ, ktery´ byl vyuzˇit jako prima´rn´ı. V prˇ´ıpadeˇ tabulek Users a Units byl
mı´sto kandida´tn´ıho kl´ıcˇe Login poprˇ. PublicID zvolen za prima´rn´ı kl´ıcˇ sloupec ID, ktery´ je
typu int, jehozˇ hodnota je automaticky generova´na pomoc´ı vlastnosti identity. K tomuto
kroku vedlo prˇedevsˇ´ım to, zˇe na obeˇ tabulky se odkazuj´ı 4 jine´ tabulky, kde by, prˇi pouzˇit´ı
typu nvarchar, indexy a sloupce c´ız´ıch kl´ıcˇ˚u zab´ıraly o mnoho veˇtsˇ´ı mı´sto na disku.
Indexy na sloupc´ıch, ktere´ nejsou prima´rn´ım kl´ıcˇem, vyznacˇene´ na obr. 3.1, byly vy-
tvorˇeny na za´kladeˇ analy´zy ulozˇeny´ch procedur. Hlavn´ımi krite´rii bylo vyuzˇit´ı sloupc˚u ve
WHERE cˇa´sti dotazu a ocˇeka´vane´ vyuzˇit´ı dotaz˚u.
4.2.3 Datove´ typy
Prˇi na´vrhu tabulek byly pouzˇity nejmensˇ´ı vhodne´ datove´ typy pro sloupce. V prˇ´ıpadeˇ
rˇeteˇzc˚u je vyuzˇit typ nvarchar, ktery´ umozˇnˇuje ulozˇit UNICODE znaky. Konfiguracˇn´ı data
modul˚u v podobeˇ rˇeteˇzce obsahuj´ıc´ı xml dokument se ukla´daj´ı do sloupc˚u s nastaveny´m
typem xml. Prˇi pouzˇit´ı tohoto typu jsou ukla´dana´ data kontrolova´na, zda se jedna´ o validn´ı
xml dokument, nebo jeho cˇa´st. Oveˇrˇova´n´ı proti XML sche´matu je mozˇne´, ale nebylo vyuzˇito
protozˇe XML sche´ma konfiguracˇn´ıch dat se mu˚zˇe u kazˇde´ho modulu liˇsit.
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Kapitola 5
Prezentacˇn´ı vrstva
Tvorˇ´ı vrstvu syste´mu staraj´ıc´ı se o komunikaci s vneˇjˇs´ım okol´ım. Komunikacˇn´ı technologie
lze rozdeˇlit dle druhu protistrany na:
• Webove´ uzˇivatelske´ rozhran´ı – stara´ se o komunikaci s uzˇivatelem
• Webove´ sluzˇby – komunikuj´ı s jiny´mi syste´my jako jsou ciz´ı webove´ stra´nky nebo
jednotky
• Komunikacˇn´ı moduly – komunikuj´ı s jednotkami specificky´m protokolem
Podrobneˇji jsou popsa´ny v prˇ´ıslusˇny´ch kapitola´ch.
5.1 Komunikacˇn´ı moduly
5.1.1 U´cˇel
Se syste´mem mohou komunikovat jednotky od r˚uzny´ch vy´robc˚u s r˚uzny´mi komunikacˇn´ımi
protokoly. Z toho d˚uvodu byl navrzˇen syste´m komunikacˇn´ıch modul˚u, kde kazˇdy´ modul
obsluhuje urcˇity´ protokol.
5.1.2 Architektura
O spra´vu modul˚u se stara´ Widows sluzˇba nazvana´ Ctms Communication Service. U´kolem
sluzˇby je spustit vsˇechny nakonfigurovane´ moduly a dle zmeˇny stavu je patrˇicˇneˇ ovla´dat
tj. pozastavit, ukoncˇit, nebo opeˇtovneˇ spustit. Jinak rˇecˇeno modul kop´ıruje stav sluzˇby.
Aby spusˇteˇny´ modul neblokoval vla´kno sluzˇby, meˇl by modul po inicializaci vytvorˇit vlastn´ı
pracovn´ı vla´kno.
Modul prˇedstavuje serverovou aplikaci, ktera´ posloucha´ na urcˇite´m portu a obsluhuje
prˇ´ıchoz´ı pozˇadavky.
Pokud by jednotka chteˇla pouzˇ´ıt jako komunikcˇn´ı protokol http poprˇ. https je mozˇne´
vyuzˇ´ıt pro zpracova´n´ı pozˇadavku jizˇ existuj´ıc´ı webovy´ server naprˇ. Internet Information
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Services. T´ımto rˇesˇen´ım lze usˇetrˇit prostrˇedky pro vy´voj serveru a zameˇrˇit se prˇ´ımo na
vlastn´ı komunikaci.
5.1.3 Zpracova´n´ı pozˇadavk˚u
Prˇi obsluze pozˇadavk˚u modul vyuzˇ´ıva´ knihovny Ctms Engine. Prvn´ı krokem by meˇlo by´t
vytvorˇen´ı kontextu s uzˇivatelem typu sluzˇba. Dalˇs´ı chova´n´ı je za´visle´ zcela na potrˇeba´ch
modulu.
Obecny´ model komunikace se skla´da´ z:
1. Zpracova´n´ı prˇ´ıchoz´ıho pozˇadavku.
2. Ulozˇen´ı prˇijaty´ch dat.
3. Vyhodnocen´ı prˇijaty´ch dat a prˇ´ıpadne´ spusˇteˇn´ı akc´ı prˇ´ıslusˇny´ch alarmu˚.
4. Z´ıska´n´ı rekonfiguracˇn´ıch dat signa´l˚u jednotky.
5. Odesla´n´ı rekonfiguracˇn´ıch dat a uzavrˇen´ı komunikace.
Prˇi zanedba´n´ı rezˇijn´ı komunikace naprˇ. pro vytvorˇen´ı zabezpecˇene´ho spojen´ı, lze tento
model uskutecˇnit posla´n´ım jednoho pozˇadavku a na´sledne´ odpoveˇdi. Je proto vhodny´ pro
webove´ sluzˇby.
5.1.4 Komunikacˇn´ı modul pro jednotky rˇady CSAIO84
Jednotky typu CSAIO84 maj´ı v sobeˇ zabudovany´ modul, ktery´ umozˇnˇuje komunikaci po-
moc´ı protokolu http. Proto byla pro komunikaci, mı´sto vlastn´ıho modulu, vytvorˇena webova´
sluzˇba ASP.NET.
5.2 Webove´ uzˇivatelske´ rozhran´ı
Webove´ uzˇivatelske´ rozhran´ı slouzˇ´ı pro konfiguraci jednotek, signa´l˚u, alarmu˚, uzˇivatel˚u a pro
zobrazen´ı dat prostrˇednictv´ım webovy´ch stra´nek.
Webove´ rozhran´ı se skla´da´ z MasterPage [3] a ostatn´ıch stra´nek. MasterPage tvorˇ´ı
sˇablonu, ktera´ definuje uzˇivatelske´ prvky spolecˇne´ pro vsˇechny prvky, styl ktery´ bude pouzˇit
pro rozvrzˇen´ı a mı´sto (PlaceHolder), kam se vykresl´ı obsah ostatn´ıch stra´nek. Ostatn´ı
stra´nky z pravidla obsahuj´ı formula´rˇ s konkretn´ım c´ılem naprˇ. prˇida´n´ı/editace/zobrazen´ı de-
tail˚u jednotky, uzˇivatele, signa´lu, alarmu nebo zobrazen´ı seznamu jednotek, prˇehled syste´mu
pro uzˇivatele apod.
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Obra´zek 5.1: Use case diagram
5.2.1 Uzˇivatele´
V uzˇivatelske´m rozhran´ı se uzˇivatele´ deˇl´ı na: administra´tory, resellery a uzˇivatele. Jejich
opra´vneˇn´ı zna´zornˇuje use case diagram na obr. 5.1.
Z diagramu je videˇt, zˇe pro pra´ci se syste´mem je nutne´ prˇihla´sˇen´ı. ASP.NET pouzˇ´ıva´
pro u´cˇely autentizace a autorizace uzˇivatel˚u tzv. Membership API. To umozˇnˇuje vyuzˇ´ıt
na stra´nka´ch prˇedprˇipravene´ ovla´dac´ı prvky tvorˇ´ıc´ı rozhran´ı pro prˇihla´sˇen´ı, odhla´sˇen´ı, zo-
brazen´ı prˇihla´sˇene´ho uzˇivatele, kontrolu prˇ´ıstupu dle rol´ı ap. Pro z´ıska´n´ı dat z databa´ze
pouzˇ´ıva´ Membership API Membership a Role providery viz. [4]. Jedna´ se o abstraktn´ı trˇ´ıdy
poskytuj´ıc´ı rozhran´ı a za´kladn´ı funkcionalitu pro vlastn´ı providery pracuj´ıc´ı se specificky´m
ulozˇiˇsteˇm. Pro z´ıska´n´ı informac´ı o uzˇivatel´ıch syste´mu byly vytvorˇeny vlastn´ı providery –
CtmsMembershipProvider a CtmsRoleProvider. Tvorˇ´ı most mezi Membership API a ap-
likacˇn´ı vrstvou syste´mu.
5.2.2 Kontext stra´nky
Aby ovla´dac´ı prvky stra´nky mohly pracovat se syste´mem, je nutne´ vytvorˇit kontext. Ten
se vytva´rˇ´ı v Load fa´zi stra´nky. Uzˇivatel kontextu je nastaven na aktua´lneˇ prˇihla´sˇene´ho
uzˇivatele.
5.2.3 Rozvrzˇen´ı a vzhled
Rozvrzˇen´ı i vzhled je rˇ´ızeno kaska´dovy´mi styly. Je vyuzˇit dvousloupcovy´ layout s horn´ım
panelem. V leve´m sloupci se nacha´z´ı ovla´dac´ı menu a seznam jednotek pro rychly´ vy´beˇr.
V horn´ım panelu se nacha´z´ı informace o prˇihla´sˇene´m uzˇivateli a na´zev syste´mu s logem.
Pravy´ panel tvorˇ´ı kontainer pro obsah jednotlivy´ch stra´nek. Uka´zka rozvrzˇen´ı je na obr. 5.2
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Obra´zek 5.2: Uka´zka webove´ho uzˇivatelske´ho rozhran´ı – detaily jednotky
5.2.4 Kontrola uzˇivatelsky´ch vstup˚u
Veˇtsˇina stra´nek obsahuje formula´rˇ, do ktere´ho uzˇivatel vyplnˇuje potrˇebne´ informace. Aby se
zarucˇilo, zˇe aplikacˇn´ı ko´d bude pracovat s daty v pozˇadovane´m forma´tu, vyuzˇ´ıva´ uzˇivatelske´
rozhran´ı dvoj´ı validace vstup˚u. Prvn´ı validace prob´ıha´ u klienta ve webove´m prohl´ızˇecˇi
pomoc´ı JavaScriptu. T´ımto se zarucˇ´ı, zˇe klient odesˇle spra´vna´ data a za´rovenˇ se usˇetrˇ´ı
komunikace server-klient v prˇ´ıpadeˇ, zˇe by uzˇivatel zadal sˇpatny´ vstup a musel by zada´n´ı
opakovat. Druha´ validace prob´ıha´ na serveru. Jej´ı c´ıl je prˇedej´ıt podvrzˇen´ı nespra´vny´ch dat.
Dalˇs´ım kontroln´ım mechanismem v syste´mu je vlastn´ı kontrola opra´vneˇn´ı na dany´ objekt
vzhledem k uzˇivateli kontextu (3.2.1) prˇi z´ıska´van´ı objektu (3.2.4). Pokud by za´sˇkodn´ık
podvrhl dotaz na objekt, na ktery´ nema´ pra´vo, tak mu tento syste´m zabra´n´ı v mozˇnosti
prova´deˇt neopra´vneˇne´ operace.
5.2.5 Uzˇivatelem rozvrzˇitelne´ zobrazen´ı
Webove´ rozhran´ı obsahuje syste´m zobrazovac´ıch modul˚u. Jedna´ se o mozˇnost definova´n´ı
rozvrzˇen´ı zobrazovac´ıch modul˚u pro jednotku.
Zobrazovac´ı moduly mohou by´t r˚uzne´ho charakteru. Pravdeˇpodobneˇ nejcˇasteˇjˇs´ım dru-
hem modul˚u bude modul pro prezentova´n´ı dat jako je naprˇ. tabulka hodnot nebo graf.
Jiny´m druhem jsou konfiguracˇn´ı moduly urcˇene´ pro specifickou konfiguraci jednotek nebo
signa´l˚u dle typu jednotky.
Prˇi rozhodova´n´ı jaky´ typ rozvrzˇen´ı modul˚u zvolit bylo vybra´no rozvrzˇen´ı do sloupc˚u defi-
novane´ kaska´dovy´mi styly. Oproti rozvrzˇen´ı tabulkou umozˇnˇuje mı´t rozd´ılneˇ vysoke´ rˇa´dky,
respektive moduly jsou ve sloupc´ıch vkla´da´ny pod sebe neza´visle na ostatn´ıch sloupc´ıch –
nejedna´ se tedy cˇisteˇ o rˇa´dky jako takove´. Dalˇs´ı mozˇnost´ı rozvrzˇen´ı je absolutn´ı pozicova´n´ı
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na stra´nce. To vsˇak bylo zavrzˇeno, protozˇe prˇi pouzˇit´ı syste´mu z ruzny´ch pocˇ´ıtacˇ˚u s rozd´ılneˇ
velky´m rozliˇsen´ım resp. velikost´ı plochy pro vykreslen´ı webove´ stra´nky, mu˚zˇe docha´zet
k umı´steˇn´ı modulu v nezobrazene´ cˇa´sti. Univerza´ln´ı rˇesˇen´ı tohoto proble´mu pro vsˇechny
uzˇivatele neexistuje.
Syste´m modul˚u je modelova´n entitn´ımi mnozˇinami:
• UnitViews: pohled pro konkretn´ıho uzˇivatele a jednotku, obsahuje pocˇet zobrazeny´ch
sloupc˚u.
• DisplayModules: zobrazeny´ modul. Obsahuje pozici (sloupec, pozice ve sloupci) typ
modulu a konfiguracˇn´ı u´daje.
• Modules: prˇedstavuje samotny´ modul. Pro vytvorˇen´ı instance obsahuje na´zev trˇ´ıdy
a assembly ve ktere´ je obsazˇena.
• ModelsModules: vsˇechny moduly nemus´ı umeˇt spolupracovat se vsˇemi typy jednotek.
ModelsModules uda´va´ pro ktere´ jednotky je dany´ modul pouzˇitelny´.
Trˇ´ıdy zobrazovac´ıch modul˚u by meˇly implementovat rozhran´ı ICtmsWebModule. Dı´ky
tomu z´ıskaj´ı prˇ´ıstup k jejich konfiguracˇn´ım u´daj˚um a ke kontextu. Prˇes kontext mohou
prova´deˇt zmeˇny v syste´mu a z´ıska´vat data.
5.2.6 Konfigurace alarmu˚
Alarmy vyuzˇivaj´ı modula´rn´ı syste´m akc´ı, kde ka´zˇdy´ modul mu˚zˇe mı´t r˚uznou strukturu kon-
figuracˇn´ıch dat. Aby byly konfigurovatelne´ ve webove´m rozhran´ı mus´ı by´t pro kazˇdy´ modul
dostupny´ ovla´dac´ı prvek, ktery´ umozˇnˇ´ı dany´ modul nakonfigurovat a konfiguraci ulozˇit.
Pro tento u´cˇel vznikly konfiguracˇn´ı moduly alarmu˚, ktere´ jsou s vlastn´ımi moduly alarmu˚
v relaci 1:1. Popisuje je entitn´ı mnozˇina AlarmWebConfigModules. Konfiguracˇn´ı moduly
alarmu˚ by meˇly implementovat rozhran´ı IAlarmWebConfigModule. Hlavn´ımi vlastnostmi
konfiguracˇn´ıch modul˚u je vlastnost Control vracej´ıc´ı ASP.NET Control prˇedstavuj´ıc´ı kon-
figuracˇn´ı rozhran´ı a vlastnost Alarm, ktera´ poskytne modulu konfigurovany´ alarm.
5.3 Webove´ sluzˇby
Syste´m obsahuje rˇadu webovy´ch sluzˇeb. Ty slouzˇ´ı pro poskytova´n´ı dat ciz´ım syste´mu˚m
nebo pro komunikaci s jednotkami, ktere´ doka´zˇ´ı komunikovat prostrˇednictv´ım http/https
protokolu.
Webove´ sluzˇby nab´ızene´ syste´mem jsou implementova´ny pomoc´ı technologie ASP.NET
Web Services. Webove´ metody sluzˇeb jsou psane´ tak, aby prˇena´sˇely co nejv´ıc potrˇebny´ch
informac´ı v co nejme´neˇ pozˇadavc´ıch. Vede to k zmensˇen´ı objemu prˇena´sˇeny´ch dat o rezˇijn´ı
data komunikacˇn´ıho protokolu. Tohoto chova´n´ı se dosa´hne zvolen´ım vhodneˇ strukturovany´ch
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parametr˚u a na´vratovy´ch typ˚u metod. Idea´ln´ım prˇ´ıpadem je proveden´ı pozˇadovany´ch op-
erac´ı a vra´cen´ı pozˇadovany´ch hodnot beˇhem jednoho pozˇadavku a na´sledne´ odpoveˇdi.
K prˇenosu dat se vyuzˇ´ıva´ protokol SOAP.
5.3.1 Zabezpecˇen´ı
Pro omezen´ı prˇ´ıstupu k dat˚um by pozˇadavek meˇl prob´ıhat pomoc´ı zabezpecˇene´ho protokolu
https. Pozˇadavek by meˇl obsahovat autentizacˇn´ı u´daje(jme´no, heslo) uzˇivatele a to bud’
v SOAP hlavicˇce nebo v datech v za´vislosti na metodeˇ.
Pokud klient nedoka´zˇe komunikovat pomoc´ı protokolu https, situace se zhorsˇ´ı protozˇe
nen´ı vhodne´ prˇena´sˇet nezasˇifrovane´ autentizacˇn´ı u´daje, pro hroz´ıc´ı zneuzˇit´ı naprˇ. pro prˇi-
hla´sˇen´ı na webove´ho rozhran´ı. Klientem neschopny´m te´to komunkace mu˚zˇe by´t naprˇ´ıklad
vzda´lene´ zarˇ´ızen´ı obsahuj´ıc´ı nedostatecˇneˇ vy´kony´ procesor. Cˇa´stecˇny´m rˇesˇen´ı tohoto pro-
ble´mu je jednoduche´ symetricke´ kryptova´n´ı a vyuzˇ´ıt´ı vygenerovane´ho jedinecˇne´ho identi-
fika´toru jako na´hrady jme´na a hesla. Tento identifika´tor by slouzˇil jen pro prˇihla´sˇen´ı ke
kontre´tn´ı sluzˇbeˇ a v prˇ´ıpadeˇ jeho prozrazen´ı by nehrozilo jeho zneuzˇit´ı pro prˇihla´sˇen´ı do
webove´ho rozhran´ı.
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Kapitola 6
Za´veˇr
C´ılem bakala´rˇske´ pra´ce bylo vytvorˇit za´klad modula´rn´ıho syste´mu slouzˇ´ıc´ı pro telemetricke´
a zabezpecˇovac´ı u´cˇely. C´ıle bylo dosazˇeno implementac´ı trˇ´ıvrstve´ho syste´mu skla´daj´ıc´ıho se
z databa´ze, knihovny tvorˇ´ıc´ı aplikacˇn´ı logiku a umozˇnˇuj´ıc´ı spolupra´ci s databa´z´ı a webove´ho
uzˇivatelske´ho rozhran´ı obsahuj´ıc´ı sadu webovy´ch sluzˇeb.
Aby byla umozˇneˇna mozˇnost komunikace syste´mu s r˚uzny´mi typy jednotek, byla na-
vrzˇena komunikacˇn´ı sluzˇba s mozˇnost´ı rozsˇ´ıˇren´ı moduly pro potrˇebny´ typ komunikacˇn´ıho
protokolu.
Pro potrˇeby zabezpecˇen´ı byl navrhnut a implementova´n modula´rn´ı syste´m alarmu˚
vykona´vaj´ıc´ı akce v za´vislosti na prˇijaty´ch datech. Aby mohla by´t oveˇrˇena jeho funkcˇnost,
byl implementova´n testovac´ı modul akce alarmu.
Implementovane´ webove´ uzˇivatelske´ rozhran´ı umozˇnˇuje pro administra´tora adminis-
traci zobrazovac´ıch modul˚u, modul˚u alarmu˚, uzˇivatel˚u a model˚u jednotek. Pro uzˇivatele
nab´ız´ı mozˇnost konfigurace jednotek, signa´l˚u a alarmu˚. Pro oveˇrˇen´ı funkcˇnosti uzˇivatelske´ho
rozvrzˇen´ı byl vytvorˇen testovac´ı modul.
Zahrnute´ webove´ sluzˇby poskytuj´ı za´kladn´ı metody pro prˇ´ıstup k dat˚um a mozˇnost
nezabezpecˇene´ komunikace s jednotkou rˇady CSAIO84.
Prˇi te´to u´rovni implementace je syste´m schopny´ zpracova´vat data od jednotek rˇady
CSAIO84 a z´ıskane´ data zobrazit. Aby byl syste´m pouzˇitelny´ v rea´lne´m provozu, je vhodne´
ho doplnit o zobrazovac´ı moduly nab´ızej´ıc´ı prˇ´ıveˇtiveˇjˇs´ı zobrazen´ı dat a vyuzˇitelne´ moduly
akc´ı alarmu˚.
6.1 Mozˇnosti rozsˇ´ıˇren´ı
Vzhledem k modula´rn´ı povaze syste´mu mu˚zˇe by´t pra´ce rozsˇ´ıˇrena celou rˇadou modul˚u posky-
tuj´ıc´ı lepsˇ´ı mozˇnosti zobrazen´ı dat, konfigurace jednotek nebo doplneˇn´ı akc´ı alarmu˚ - naprˇ.
zas´ıla´n´ı mail˚u nebo zpra´v sms.
Jinou mozˇnost´ı je tvorba novy´ch podsyste´mu˚. Pro telemetricke´ u´cˇely by bylo vhodne´
vytovrˇit sluzˇbu, ktera´ by by byla schopna´ z´ıskat data z jednotek t´ım, zˇe by si je vy´zˇa´dala -
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opacˇny´ prˇ´ıstup nezˇ v implementovane´m rˇesˇen´ı. Tento prˇ´ıstup by byl ale jen mozˇny´ pro
verˇejneˇ dostupne´ jednotky (tj. ty s verˇejnou IP adresou). Bylo by to vyuzˇitelny´ naprˇ. pro
sbeˇr dat z ethernetovy´ch teplomeˇr˚u, ktery´ cˇasto nab´ızej´ı data prostrˇednictv´ım webovy´ch
sluzˇeb.
Dalˇs´ı mozˇnost´ı rozsˇ´ıˇren´ı by mohlo by´t zprostrˇedkova´n´ı da´lkove´ho rˇ´ızen´ı prˇes web. Mohlo
by toho by´t doc´ıleno vytvorˇen´ım ovla´dac´ıho modulu stazˇitelne´ho z webu technologi´ı Flash
nebo Silveright. Takovy´ modul by musel rˇesˇit stejne´ proble´my s prˇipojen´ım jako sluzˇba s ak-
tivn´ım z´ıska´van´ım dat. Komunikace ovla´dac´ıho modulu by mohla prob´ıhat zprostrˇedkovaneˇ
prˇes web. server, nebo prˇ´ımo s c´ılovy´m rˇ´ızeny´m zarˇ´ızen´ım. V urcˇity´ch prˇ´ıpadech by mohl
zpracova´vat video nebo zvuk.
Pro u´cˇely pronaj´ıma´n´ı sluzˇeb syste´mu by syste´m meˇl by´t rosˇ´ıˇren o u´cˇtovac´ı syste´m,
ktery´ by definoval, ktere´ sluzˇby a v jake´m mnozˇstv´ı si uzˇivatel zaplatil a mu˚zˇe vyuzˇ´ıvat.
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Seznam prˇ´ıloh
1. DVD se zdrojovy´mi ko´dy, textem pra´ce a pokyny pro instalaci
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