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A notion of “information-flow complexity” is used to formally measure the degree to which 
a graph problem is a “global” problem (in the sense of “global” vs. “local” optimization). 
Under this measure a number of intractable problems including VERTEX COVER, GRAPH 
33COLORABILITY. HAMILTONIAN CIRCUIT, and other VP-complete problems are 
exponentially more “global” than a number of tractable problems including EDGE COVER, 
GRAPH 2COLORABILITY, EULERIAN CIRCUIT, and other problems in P. 8 1986 
Academic Press. Inc. 
1. INTRODUCTION 
What makes a combinatorial problem computationally intractable? To answer 
this question one might search for a property which “separates” problems in P from 
NP-hard problems, i.e., some combinatorial property which is shared by all 
problems in P but not by any NP-hard problems. Complete success in the search 
for such a property, including a proof that the property separates P from the NP- 
hard problems, would constitute a proof of P # NP. A less ambitious goal is to find 
a natural and interesting property which provably separates all known NP-hard 
problems from all known problems in P. In this paper, we present an attempt at 
finding such a separation of known problems that is based on notions of infor- 
mation flow, or communication. 
* Work supported in part by National Science Foundation Grants MCS-8202964 and DCR-8500741 
and by Grant A-0369 of the Natural Sciences and Engineering Research Council of Canada. Most of the 
results reported in this paper were obtained while the first author was completing his Ph.D. dissertation 
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The property which we describe informally below and define more formally in 
Section 2 separates the problems in the right column of Table I, which are known 
to be NP-complete, from the problems in the left column of Table I, which are 
known to be solvable in polynomial time. Table I includes a number of graph 
problems used in [S] to illustrate that “many problems that are polynomially 
solvable differ only slightly from other problems that are NP-complete” [S, p. 781. 
While our property achieves the desired separation for a significant collection of 
graph problems, it does not do so for all known graph problems, not even all the 
“natural” ones. For example, k-CLIQUE and various polynomial-time solvable 
subcases of GRAPH ISOMORPHISM end up “on the wrong side.” 
Naturally, the technical definition of our “separation property” is guided by 
intuition about what makes combinatorial problems NP-hard, intuition expressed 
in statements like “Local optimization is tractable, global optimization is not” and 
“Intractable problems defy divide-and-conquer approaches; tractable problems lend 
themselves to divide-and-conquer approaches.” While this intuition is not specific to 
graph problems-and the technical details that follow are only superficially so- we 
nevertheless chose to limit the scope of the present paper to graph problems. 
Technically we proceed as follows. We cut each instance of a graph problem Z7 into 
two (overlapping) graphs, with the cut being made along a vertex cutset. The two 
TABLE I 
Graph Problems to Which the Main Result Applies 






FEEDBACK EDGE SET” 
NP-complete problems 
VERTEX COVER 




MINIMUM EQUIVALENT DIGRAPH 
FEEDBACK ARC SET 
FEEDBACK VERTEX SET 
Subproblems with an upper bound don the degree of vertices 
VERTEX COVER with d = 2 VERTEX COVER with d = 3 
HAMILTONIAN CIRCUIT with d = 2 HAMILTONIAN CIRCUIT with d = 3 
GRAPH 3COLORABILITY with d = 3 GRAPH 3-COLORABILITY with d = 4 
FEEDBACK VERTEX SET with d = 2 FEEDBACK VERTEX SET with d= 3 
Nofe. The table is arranged to juxtapose problems which have similar definitions but different com- 
plexities. For definitions of these problems the reader is referred to [S]. 
u In this paper, arcs are directed, edges are undirected. Given this convention, “FEEDBACK EDGE 
SET” seems like a natural name for what is sometimes referred to as the “undirected case of FEED- 
BACK ARC SET.” 
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FIG. 1. Two processors cooperating on a graph problem. The problem solved in this illustration is 
HAMILTONIAN CIRCUIT. Since we will be dealing with decision problems, the output from the two 
processors will not be an encoding of a Hamiltonian circuit as this figure suggests but only a l-bit 
“yes”/“no”-answer. 
pieces are then given as inputs to two separate processors which are connected by a 
communication line. Figure 1 provides an illustration. We then determine the 
amount of information, i.e., the number of bits, which the two processors need to 
exchange before they can solve problem 17 for the whole graph. This amount of 
information, in a worst case among instances of ZZ with a given size’ s of the 
overlap between the two parts of the instance, serves as a crude but well-defined 
measure of the degree to which Z7 is a “global,” as opposed to a “local,” 
optimization problem. We denote this amount of information by In(s) and call I, 
the information-flow complexity of ZZ. A formal definition will be given in Section 2. 
Our main result is the following Theorem, which is an immediate consequence of 
Proposition 1 in Section 3 and Propositions 2 and 3 in Section 4. 
’ This size could be measured, e.g., by the number of vertices in the cutset, or by the number of bits it 
takes to describe the subgraph induced by the cutset. Also we could use edge cutsets instead of vertex 
cutsets. The results would be essentially the same. 
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THEOREM. (a) For the graph problems II in Table I which are known to be in P, 
In(s) exists for all s 2 0 and I, is bounded from above by a polynomial. 
(b) For the problems II in Table I which are known to be NP-complete, In(s) 
exists for all s 2 0 and I, is bounded from below by an exponential function. 
Thus the property that separates the two columns of Table I is the property of I, 
being bounded from above by a polynomial. 
At this point the reader may verify our earlier remark that k-CLIQUE and 
various polynomial-time solvable subcases of GRAPH ISOMORPHISM end up 
“on the wrong side.” The reasons are that cliques can be detected without any com- 
munication since cliques cannot “straddle” cutsets and hence any clique must be 
visible in its entirety to one processor. Detecting nontrivial automorphisms, on the 
other hand, may require a lot of communication even if the two parts of the graph 
are not connected at all. Thus the number of bits is not bounded by any function of 
s and this remains true even when we restrict the problem to very simple types of 
graphs. 
Overview of the Remaining Sections of the Paper. In Section 2 we provide a for- 
mal definition of I,. In Section 3 we establish the polynomial upper bounds on I, 
claimed in part (a) of the above theorem. In Section 4 we establish the exponential 
lower bounds on I, claimed in part (b) of the above theorem. We pay special atten- 
tion to GRAPH 3-COLORABILITY. It serves as our starting point for transfor- 
mations, thus playing a role more commonly played by the satisfiability problem of 
Boolean expressions, and at the same time serves as an example for showing that 
perfectly tight bounds on I, can be obtained. 
Connections to Other Work. Our machine model, which we will deftne in Sec- 
tion 2, is the same as Yao’s in [29] except that our processors produce output 
(which is convenient when dealing with transformations between problems) and 
that our communication alphabet is strictly binary: there is no special “end-of-com- 
munication” symbol. 
The complexity measure in [29] as well as the one used in [21] is the number of 
bits sent across the communication line. So is ours. But instead of partitioning the 
set of input bits into two halves as done in [21] we use a “separation” of problem 
instances in the sense of [ 10, 15, 163. The difference is that a separation lets the two 
processors know how their respective inputs overlap. A strict partition of the input 
bits, on the other hand, would burden the processors with the task of reconstruc- 
ting, at least implicitly, the overall problem instance. The trouble with such a 
reconstruction is that it can require more communication than the actual solution 
of a problem and thus drown out the differences in the amounts of information-flow 
needed to solve the problems in the two columns of Table I. 
Monien and Sudborough [18], in a different context and using different ter- 
minology, suggest how a notion of separation can be applied to many nongraph 
problems as well as to graph problems. In the present paper we restrict our atten- 
tion to graph problems. 
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A Remark about Motivation and Intuition behind the Current Work. In contrast 
to [21,29-J, and to the work on “information transfer” in VLSI chips in [l, 17, 23, 
26, 27, 303, the work presented in the current paper concerns the boundary 
between P and NP-complete problems. We are interested in developing an 
understanding of what makes combinatorial problems intractable on any computing 
device. Concepts of communication complexity and information transfer enter 
because of our intuition that all computation, even computation on a random-access 
machine, is by its very nature a distributed activity. This is so because the infor- 
mation which makes up a problem instance is necessarily distributed over many 
memory cells and a single step in any type of computation can take into account no 
more than a tiny fraction of the stored information. We conjecture that this 
inherently “local” nature of computation makes inherently “global” problems com- 
putationally intractable. 
2. DEFINITIONS 
Two-Processor Protocols. Let C = { 0, I}. Z* denotes the set of all finite strings 
over C. The empty string is denoted by 1. A two-processor protocol is a pair 
p= (X y>, where X consists of two functions Xsend: C* x .Z* -+ C and 
Xwrite : c* x z’* + (Cu { $})*, and Y consists of two functions Ysend: C* x C* -+ C 
and Ywrite : C* x Z* + (Zu {S})*. (S will be used as an “end-of-output” indicator.) 
Given a two-processor protocol P and a pair (x, y ) E Z* x Z*, we define an 
infinite sequence b,, b,, b,,... of bits inductively by 
and we define 
Xsen&, b,b,...b,-l) if i is odd; and 
Ysencd~, b,bz”.b,-,) if i is even; 
outPutF(x, Y) = Xwrite(x, A) Xwrite(Xy 6, ) . . * Xwrite(x, bi 6, * . ’ bkw) 
and 
where 
outPut,Y(X, Y) = Ywrite(Y, 2) Ywrite(Y, 6,) *‘. Ywrite(Y, bib,. ‘* bky) 
k, = min{ k: Xwrite(X, b, 6, . . . bk) contains $} 
and 
k y = min { k: Ywrite( y, b, 6, . . . bk) contains $ }. 
The number of bits exchanged by protocol P on inputs x and y is 
commp(x, y) = max{ kX, k Y}. 
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The sequence of bits exchanged by protocol P on inputs x and y is 
bp(x,~)=blb*b3...bcomrnp(x,y). 
Informally speaking, x is the input presented to processor X and y is the input 
presented to processor Y. Processor X starts the communication between the two 
processors by sending bit b, to Y; processor Y responds by returning bit b,; X in 
turn responds with b 3; and so forth. Each bit that is sent may depend on all the 
information available at the time to the sender, i.e., the sender’s own input as well 
as the sequence of bits already exchanged. The sequence b,, b,, b,,... of bits is 
inlinite,2 but we do not count those bits which get exchanged after both processors 
have written an end-of-output symbol %. (Protocols in which one or both 
processors fail to write an end-of-output symbol are analogous to programs which 
do not terminate and are of no interest to us.) Each processor may write any num- 
ber of bits of output at any time. The “computations” that occur in a processor are 
limited only by the information available to the processor: The functions Xsend, 
x Ysend, write > and Ywrite need not be tractable nor even computable. 
Two-Processor Encodings of Graph Problems. We will encode graphs into pairs 
of bitstrings to serve as inputs to two processors in a fashion that is based on the 
concept of “separation” of a graph. The output from the two processors also con- 
sists of pairs of bitstrings, one bitstring from each processor. For decision 
problems, a “Yes’‘-answer is coded by any of the three pairs of bitstrings ($, I$), 
( l$, !$ ), and ( l$, l$ ), and a “No’‘-answer is coded by ($, O$ ), (O%, $ ), and 
(O$, 0%). To describe the encoding of graphs, and the notion of “separation,” we 
need some notation. 
A (finite, directed) graph G consists of a finite set VG of vertices and a set 
A, s VG x V, of arcs. G is undirected if (u, U)E A, implies (v, u)EA~. If G is 
undirected we refer to two arcs (u, v) and (v, U) as a single edge. EG denotes the set 
of edges of an undirected graph G. We use the same notation, (u, v), for arcs, which 
are directed, and for edges, which are undirected. The union G u G’ of two graphs G 
and G’ is the graph which has VGUC, = V, u V/F> as its set of vertices and 
A oucC=A.uAG., as its set of arcs. 
Let G be a graph. A separation of G is a triple (L, S, R) of subsets of V, such 
that L, S, and R partition V, and (L x R u R x L) n A, = @; i.e., there are no arcs 
between vertices in L and vertices in R (cf. [ 161). S is the cutset of the separation 
(L, S, R ). Let (L, S, R ) be a separation of a graph G. Then a pair (x, y ) of 
bitstrings encodes G as separated by (L, S, R) if x encodes the sets L and S and the 
subgraph of G induced by L u S, and y encodes the sets R and S and the subgraph 
of G induced by R u S. We will refer to the subgraph of G that is induced by L u S 
as the part of G known to processor X; to the subgraph of G that is induced by 
‘The advantage of this convention is that the communication alphabet remains strictly binary, 
without any special “end-of-communication” symbol. 
3 More accurately, bitstrings followed by end-of-output markers ‘3”. 
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Sv R as the part of G known to processor Y; and to the subgraph of G that is 
induced by S as the surface of G. The surface size s = s(x, y) of the encoding (x, y ) 
is the number of vertices in S. 
For graph problems whose instances contain an integer k we let x and y each 
encode the value of k, in addition to the information already encoded by x and y as 
described above, and in the surface size s we include [log, kl to account for the bits 
of k. 
Already omplicit in the above definition but worth pointing out is the fact that 
both processors need to know the identity of the vertices in S, which is why we let 
both x and y encode the set S. Otherwise, as alluded to earlier, the mere reconstruc- 
tion of the problem instance may take more communication than the computation 
of a solution, or worse, if neither processor had any information about the overlap 
between their respective parts of the graph, the overall problem instance would not 
even be well defined by the two inputs x and y. We also assume that any encoding 
scheme used for S will imply an ordering of the vertices in S. This seems only 
natural and practically inevitable but it is important because it allows the two 
processors to talk about “the ith surface vertex.” 
Figure 1 provides the right illustration for all of these input conventions. It shows 
a layout of the graph that is cut into two pieces by a cut that only goes through 
vertices, not through edges, with the two pieces then given to the two processors. 
Note that the cutset vertices appear as half circles, which is meant to suggest that 
the processors can tell those vertices from the others, and that the cutset vertices 
are lined up in the same sequence on both sides of the picture. 
The information-jlow complexity In and the “separation property.” For any two- 
processor protocol P that solves a graph problem ZZ and any integer s > 0 we define 
Z,(s) = max { comm.(x, y): (x, y ) encodes an instance of ZZ 
as separated by some separation and s = s(x, y) >, 
Slightly abusing notation by employing the letter Z again4 we define for any graph 
problem ZZ, 
In(s) = min{Z,(s): P is a two-processor protocol that solves ZZ}. 
As mentioned after the theorem in Section 1, the property that separates the two 
columns of Table I is the property of In being bounded from above by a 
polynomial. 
3. POLYNOMIAL UPPER BOUNDS ON Z, 
In this section we establish polynomial upper bounds on In for all of the trac- 
table problems in Table I by adapting standard algorithms to run on two-processor 
4 But in perfect analogy to one’s speaking of the complexity of an algorithm as well as the complexity 
of a problem. 
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machines. The technical effort involved is small, but the results provide an impor- 
tant contrast to the corresponding results about NP-complete problems in Sec- 
tion 4. 
PROPOSITION 1. Z,(s) = O(s xlog s) fur any problem ZZ among GRAPH 2- 
COLORABILITY, EULERZAN CZRCUZr; FEEDBACK EDGE SET, VERTEX 
COVER with d= 2,5 HAMZLTONZAN CIRCUIT with d= 2, GRAPH 3- 
COLORABILITY with d= 3, and FEEDBACK VERTEX SET with d=2; and 
In(s) = O(s2 x logs) for any problem 17 among EDGE COVER, CARDZNALZTY 
MA TCHZNG, and TRA NSZTZVE RED UCTZON. 
Proof: The proposition can be proven for every one of the problems by 
adapting a standard algorithm to run on two-processor machines. All of these 
adaptations are quite straightforward. We discuss only two cases: GRAPH 2- 
COLORABILITY, which makes a good first example, and CARDINALITY 
MATCHING, which may be the most involved among the problems in this 
proposition. 
GRAPH 2-COLORABILITY: Two processors can decide GRAPH 2- 
COLORABILITY by trying to construct a 2-coloring. A processor “assigns a 
color” to a cutset vertex zi simply by informing the other processor of the 
assignment. This is done by sending rlog, sl bits to identify the cutset vertex and 
one more bit to specify the color. Each processor keeps track of all the assignments 
of colors to cutset vertices. Processor X(Y) assigns a color to a previously 
uncolored cutset vertex z whenever the choice of color for z becomes forced by the 
information available to X (Y). This happens after processor Y (X) assigns a color 
to a cutset vertex z’ such that there is a path between z and z’ in the part of the 
graph known to processor X(Y). Initially, the construction gets under way by 
assuming that z1 is colored, say, RED. 
Two more details need to be addressed. First, if a processor does not have suf- 
ficient information to color a previously uncolored cutset vertex it simply colors z, 
again, i.e., it sends the 1 + rlog,sl bits which indicate that z, is to be colored RED. 
Some such way of “stalling” is necessary because our model insists on an unin- 
terrupted and unending flow of bits in both directions.6 
Second, if the input graph is not connected then it can happen that at some time 
both processors “stall.” If and when this happens, both processors assume that the 
lowest-numbered among the yet uncolored cutset vertices gets colored RED. This 
gets the coloring effort started on another connected component. 
In a protocol as outlined, one or two new cutset vertices get colored for every 
2 x (1 + rlog, sl) bits that are communicated. If the graph is not 2-colorable this 
fact will become evident to one or both of the processors at some point during 
execution of this protocol. Otherwise, the protocol will succeed in constructing a 2- 
coloring. 
5 d is a bound on the degree of the vertices. 
6 For a good reason: “pregnant pauses” would convey information. 
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CARDINALITY MATCHING: We assume that the reader is familiar with 
Edmonds’ algorithm ([6], or see, e.g. [7, 20, or 251) and we use terms like 
“augmenting paths,” “alternating trees,” “inner” and “outer” vertices, and 
“blossoms” without explanation. 
The two processors first construct a maximum cardinality matching on the sub- 
graph of G obtained by removing all cutset vertices. This requires no com- 
munication. Then one cutset vertex at a time is re-introduced into the graph (along 
with previously removed edges) and each time a search is conducted for an 
augmenting path starting at that newly re-introduced cutset vertex. Once all cutset 
vertices have been re-introduced the two processors have constructed a maximum 
cardinality matching for the whole graph. It is then a simple matter to check the 
size of that matching against the value of k. This approach is justified by the follow- 
ing observation, which is an easy corollary to the well-known augmenting-path 
theorem of Berge [3,4] and Norman and Rabin [ 191. (H. Gabow has shown that 
an analogous observation holds for the weighted case, see [ 161. The observation as 
phrased below is a simplified version of that more general result). 
Observation 1. Let G be an undirected graph, let v E VG, and let G-v be the 
subgraph of G induced by the vertex set V, - (v >. Suppose M is a maximum car- 
dinality matching in G - v. If G contains no augmenting path (with respect to M) 
with v as one endpoint, then M is a maximum cardinality matching of G. 
Otherwise, let P be the edge set of an augmenting path. Then M@ P = Mu P- 
(Mn P) is a maximum cardinality matching in G. 
We need to show how the two processors can find an augmenting path starting 
from a cutset vertex, or conclude that no such path exists, exchanging only 
O(s x log s) bits of communication. Once an augmenting path has been established, 
augmentation is easily done without further communication. This process is then 
repeated s times, once for every cutset vertex as the vertex is re-introduced into the 
graph. 
The two processors can grow an alternating tree by informing each other, 
whenever the tree grows to include another cutset vertex, of the identity of the ver- 
tex and whether it is an “inner” or an “outer” vertex. Essential for the design of a 
protocol that obeys the claimed communication bound is the handling of blossoms. 
When a blossom contains no cutset vertex at all, its detection and shrinking can be 
handled by the one processor in whose part of the graph the blossoms lies-the 
shrinking of such a blossom is “transparent” to the other processor. Importantly, 
this remains true even if the blossom contains one cutset vertex, since the processor 
that “sees” the blossom can shrink it “into” that one surface vertex without telling 
the other processor-it is of no concern to the other processor whether or not a 
cutset vertex represents a shrunken blossom. Thus the only case where the shrink- 
ing of a blossom requires communication between the two processors is when the 
blossom contains more than one cutset vertex. Such a blossom can be shrunk with 
O(b x log s) bits of communication, where b is the number of cutset vertices in the 
blossom, and the shrinking of such a blossom results in a decrease of b - 1 in the 
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number of cutset vertices (for the duration of the growing of the current alternating 
tree). The claimed bound follows. 
We do not give protocols for the remaining problems. Ideas similar to the ones 
used for GRAPH 2-COLORABILITY and CARDINALITY MATCHING can be 
used to adapt standard algorithms for the other problems, algorithms which can be 
found in [2, 7, 11, 14, and 221. Note that FEEDBACK EDGE SET is essentially 
the same problem as finding a spanning forest. GRAPH 3COLORABILITY with 
d = 3 is trivial because of the result of [S] that graphs with a bound of 3 on the 
degrees of their vertices are 3-colorable if and only if they do not contain a com- 
plete graph of 4 vertices as one of their components. The other degree-constrained 
problems are trivial for more obvious reasons. 1 
4. EXPONENTIAL LOWER BOUNDS ON I, 
In this section we prove, for each of the N&complete problems 17 of Table I, an 
exponential lower bound on In. We first establish such a bound for GRAPH 3- 
COLORABILITY (Proposition 2) and then use transformations of the kind used in 
N&completeness proofs to propagate the lower bound to the other N&complete 
problems of Table I (Proposition 3). The bound on I GRAPH 3.COLORABILITY ls per- 
fectly tight. The bounds on In for the other problems are less tight due to losses 
incurred in the transformations. 
GRAPH 3-COLORABILITY. It is notationally convenient to define a 3-coloring 
of a graph G to be a function y from the set V, of vertices of G to the set (RED, 
GREEN, BLUE}, of course with the property that (u, u) E E, implies y(u) #y(o). 
Two 3-colorings y and y’ of a graph G are isomorphic, y N y’, if there is a per- 
mutation n of {RED, GREEN, BLUE} with rc(y(u)) = y’(o) for all UE V,. If S is a 
subgraph of R and ys is a 3-coloring of S, then ys is said to be extendible to R if 
there is a 3-coloring yR of R with yR(u) = ys(u) for all u E V,. Such a 3-coloring yR is 
called an extension of ys to R. 
In the following lemmas and observations we let S be an arbitrary graph even 
though for proving the main result of this section, i.e., the exponential lower bound 
on Z GRAPH 3-COLORABILITY of Proposition 2, we only need the special case where S 
has no edges at all. The added generality of letting S be an arbitrary graph hardly 
affects the proofs of these lemmas, though, and it might make them more 
interesting in their own right. 
LEMMA 1. Let S be a graph and let y be a 3-coloring of S. Then there exists a 
graph Rs,? which contains S as a vertex-induced subgraph and to which a 3-coloring y’ 
of S is extendible if and only if y’ & y. 
Proof: The construction of Rs,), makes substantial use of the “gadget” shown in 
Fig. 2. (The same gadget was used in [24] for an NP-completeness proof of 
GRAPH 3-COLORABILITY, which is also given in [9].) It has the following 
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FIG. 2. The basic “gadget” used in the proof of Lemma 1 
properties. (i) If in trying to lind a 3-coloring for this gadget we start by assigning 
two different colors to ZJ and a, then we are still free to choose any of the three 
colors for x. (ii) If, on the other hand, we start by assigning the same color to u and 
v, then we are forced to assign that same color to x as well. 
For each c E {RED, GREEN, BLUE} let z;,..., z;(,) be all the vertices of S to 
which y assigns the color c. We first prove the lemma for the case where y “uses all 
three colors,” i.e., where q(c) > 1 for all three c E {RED, GREEN, BLUE}. 
Modifications for the cases where y uses fewer than three colors will be easy to 
make. 
For each c E {RED, GREEN, BLUE} let R;,, be the graph depicted in Fig. 3. 
These three graphs Rg,? will be the main building blocks of the graph R,,. As Fig. 3 
shows these graphs R& are constructed inductively from the gadget of Fig. 2, iden- 
tifying the “x-vertex” of one copy of the gadget with the “u-vertex” of the next copy. 
FIG. 3. The graphs R;,, of Lemma 1. CE {RED, GREEN, BLUE}. The z”-vertices are the vertices of 
S which are assigned color c in the coloring y. Other vertices of S do not belong to R&, nor do any of 
the edges of S. 
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The pertinent properties of R;,! are expressed in the following three observations. 
Observations 2 and 3 are generalizations of the properties of the basic gadget men- 
tioned at the beginning of this proof and can be proven by induction on q(c). 
Observation 2. Let y’ be a 3-coloring of S with y’(z;) # y’(z;) for some i,j with 
1~ i, j < q(c). Then for any c’ E {RED, GREEN, BLUE} there exists an extension 
y” of y’ to S u R‘& with y”(root( R‘.&,)) = c’. 
Observation 3. Let y’ be a 3-coloring of S with y’(z;) = y’(zf’) for all i,j with 
1 d i, j < q(c). Then any extension y” of y’ to S u R‘& satisfies y”(root( R;,,)) = ~‘(2;). 
Observation 4. Let i be an integer with 1 < i 6 q(c) and let y’ be a 3-coloring of 
S. Then there is an extension y” of y’ to Su R& with y”(root(R&)) = y’(z;). 
Let Rs,? be the graph depicted in Fig. 4. By construction S is a vertex-induced 
subgraph of R,,,. It remains to be shown that a 3-coloring y’ of S is extendible to 
Su R,,, if and only if y’ & y. 
CLAIM 1. (If) Let y’ be a 3-coloring of S with y’ 74 y. Then there exists an exten- 
sion y” of y’ to Su R,,,. 
Proof of Claim 1. By Observation 4, any 3-coloring y’ of S can be extended to 
each of the three graphs S u RE,FD, S u RgFEEN, and S u R!,kUE. Furthermore, since 
there are no edges between Su RE,;“, Su RzFEEN, and Su R&uE, except for the 
edges (if any) of S, these three extensions together form a 3-coloring of 
S u R;-FD u R;FEEN u RikUE. The challenge in finding an extension y” of y’ to R,, 
lies in extending y’ to Sd R!JyD u RFFEEN u R i$uE in such a way that at most two 
FIG. 4. The graph RS.? of Lemma 1. The z-vertices are the vertices of S. Edges of S are not explicitly 
shown but are part of R,,,. 
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different colors are used on the three “root’‘-vertices root(R:,FD), root(R$+FEEN), and 
root(R!FUE ). Then and only then is there a color left for root(Ri,,). Under the 
assumptions of this Claim 1 such an extension can always be found, as follows. 
Since y’ & y, one or both of the following conditions must hold: (a) There exist 
two vertices u, UE V, with y(u)=?(v) and y’(u) #y’(u). (b) There exist two vertices 
u, v E Vs with y(u) # y(v) and y’(u) = y’(u). We show how to extend y’ to R,;, in 
either case. 
(a) In order to simplify notation let us assume, without loss of generality, 
that y(u) = RED. To construct y” we first extend y’ to Su RzFEEN and to 
Su Rt,kUE. This is always possible by Observation 4. By Observation 2 we can then 
further extend this 3-coloring in a way which assigns to root(R!$D) the same color 
as the one already assigned to root(RgFEEN). 
(b) Without loss of generality we may assume that y(u) = RED and 
y(u) = GREEN. By Observation 4, we can extend y’ to Su Rt,FD in a way which 
assigns the color y’(u) to root(R,RtD ). Similarly, we can extend this 3-coloring of 
Su R,RFD further to Sv Rt,yD v RS,y 
root( R’j+FEEN 
bREEN in a way which assigns the color y’(u) to 
). Since y’(u)=y’(u), we have succeeded in coloring root(Rt,FD) and 
root( RgFEEN ) with the same color. 
This completes the proof of Claim 1. 1 
CLAIM 2. (Only ~j) Let y’ be a 3-coloring of S with y’ = y. Then y’ is not exten- 
dible to RS,?. 
Proof of Claim 2. By Observation 3, any extension y” of y’ to R,,, would have 
to assign three different colors to the roots of Rf,FD, RgFEEN, and Ri,bUE, leaving no 
color for root(R,,). m 
Claims 1 and 2 together prove the lemma under the assumption that y “uses all 
three colors.” Figure 5a suggests the necessary modification to the construction of 
R,,, when y “uses only two colors,” and Fig. 5b shows the construction for the one- 
color case, assuming that S has at least two vertices. The degenerate case where S 
consists of a single vertex is handled easily. 
This ends the proof of Lemma 1. 1 
LEMMA 2. Let S be a graph and let r be collection of 3-colorings of S. Then there 
exists a graph R,, which contains S as a vertex-induced subgraph and to which a 
3-coloring y’ of S is extendible if and only if for all y E I-‘, y’ ZI!C y. 
ProoJ: For any y E Z let Rs,? be as in Lemma 1. We assume that for any two 
3-colorings y, and y2 of S with y1 # y2, the two graphs Rs,r, and RS,Y2 overlap on S 
only, i.e., V,,?, n VRsy2 = V,. This assumption can always be satisfied by a renaming 
of vertices. Then the’graph R,,= uqie r R,, has the desired properties. 1 
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a 
S 
FIG. 5. (a) Construction of Rs,? in the “two-color case.” (b) Construction of R,, in the “one-color 
case,” assuming that S has at least two vertices. 
Proof. Let S be a graph of s > 1 isolated vertices. The following Observation 5 is 
based on the fact that the number of isomorphism classes of 3-colorings of S is 
equal to the number of partitions of the set of vertices of S into three or fewer sets, 
which is (3” + 3)/3! (see, e.g. [13), specifically Ex. 64, p. 73 and formulas (46), (49), 
p. 67). 
Observation 5. There are exactly (3” + 3)/3! isomorphism classes of 3-colorings 
of s. 
A collection r of 3-colorings of S is closed under isomorphism if y E r and y N y’ 
together imply y’ E ZY All the collections of 3-colorings of S used in the remainder of 
this proof will be closed under isomorphism, and the graphs used as inputs to two- 
processor protocols will all be of the form R,,,u R,,,, where R,, and R,,rs are 
constructed as in the proof of Lemma 1. We will tacitly assume that such graphs 
R s,r and krr overlap on S only, i.e., that VR$I.~ V,,,. = V,, and that any 
encoding of such graphs into bitstrings (x, y) used as inputs for two-processor 
protocols will encode G as separated by the separation (V,,,-- V,, V,, 
V &,r, - Vs). For any collection r of 3-colorings of S, let i== {y: y is a 3-coloring of 
S and y$r). 
Observation 6. Let rI and r2 be two collections of 3-colorings of S, both closed 
under isomorphism. Then the graph R,,=, u R,, has a 3-coloring if and only if 
r;;i-l~#Qr. 
This Observation 6, combined with Lemma 2, shows that the problem of deter- 
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mining whether or not R,, u R,, has a 3-coloring amounts to the problem of 
determining whether or not two subsets of a universal set of size k = (3” + 3)/3! 
have a nonempty intersection. Papadimitriou and Sipser [21] have shown that 
such a set intersection problem, when, as is the case here, each processor knows one 
of the sets, requires k bits of communication. The rest of this proof of Propositon 2 
is patterned after the proof of the second lemma on page 266 of [21 J. 
Observation 7. Let r be a collection of 3-colorings of S that is closed under 
isomorphism. Then the graph Rs,ru Rs,r has no 3-coloring. 
Observation 8. Let r, and r, be two different collections of 3-colorings of S, 
both closed under isomorphism. Then at least one of the two graphs R,,, u R,,z 
and R,,r; u R,,, has a 3-coloring. 
For the sake of deriving a contradiction assume that there exists a two-processor 
protocol P which solves GRAPH 3-COLORABILITY and which satisfies Zp(s) < 
(3” + 3)/3!. Since there are (3” + 3)/3! different isomorphism classes of 3-colorings of 
S, there are 2(3s+3)‘3! different collections r of 3-colorings of S which are closed 
under isomorphism. Consequently, there must exist two different such collections, 
r, and r,, such that the sequence of bits exchanged by protocol P on input 
R SJI u R,,F is the same as the sequence of bits exchanged by protocol P on input 
R u Rs,~. By a standard “cutting-and-pasting” argument, the same sequence of 
bikr*must also be exchanged on input Rs,r, u R,E and on input R,,, u Rs~. By 
Observation 8, at least one of the two graphs R,, u R,E and R,, u RS,& has a 
3-coloring. We may assume that Rs,r, u R,,E does. Then the output from protocol 
P on input R,,,, u Rs,z must be a “l$” from one (or even both) of the processors. 
If processor X outputs a “l$” on input Rs,r, u R,,z then processor X will also out- 
put a “l$” on input R,,, u R,,r;, which by Observation 7 does not have a 
3-coloring. Similarly, if processor Y outputs a “1”” on input R,,,, u R,E then 
processor Y will also output a “l$’ on input R,, u Rs,~, which by Observation 7 
does not have a 3-coloring. Either way, protocol P does not solve GRAPH 
3-COLORABILITY. 
This completes the proof of Proposition 2. 1 
COROLLARY. For aIlsa 1, I GRAPH 3-CGLGRABIIX&) = t3” + 3)/3!. 
ProojI Lemma 2 provides the lower bound. The upper bound is a consequence 
of the following rather trivial Observation 9, which is a generalization of Obser- 
vation 6 in the proof of Proposition 2. 
Observation 9. Let G be a graph and let (L, S, R ) be a separation of G. Then 
G has a 3-coloring if and only if r, n rR # a, where r, = (a: tl is a 3-coloring of 
the surface of G that is extendible to the subgraph of G induced by L u S} and 
rR = {a: c( is a 3-coloring of the surface of G that is extendible to the subgraph of G 
induced by R u S). 
Since rL in Observation 9 is a set of 3-colorings of the surface of G that is closed 
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under isomorphism, by Observation 5 it can be described by a bitstring xL of length 
k = (3” + 3)/3! using some canonical ordering of isomorphism classes of 3-colorings. 
Similarly for ZR and xR. Processor X can send the first rk/21 bits of xL to 
processor Y and processor Y can send the last Lk/2 J bits of xR to processor X. In 
such a protocol, every 3-coloring of G gets detected by exactly one of the 
processors, which then can confidently write “l$” as its output. If, however, fL # @ 
and ZR # 0 but Zr. n fR = 0 then G does not have a 3-coloring but neither 
processor can be sure of this fact after the exchange of the k bits of this protocol. 
Rather than spending the one additional bit which would easily take care of this 
problem (but would spoil the perfect tightness of the result) we modify the protocol 
slightly, as follows. Once a processor detects the existence of a 3-coloring, it will 
only send ‘V-bits across the communication line, thus making sure that the other 
processor will not also detect a 3-coloring. With the protocol thus modified it will 
always be the case that after k bits have been exchanged the last processor to 
receive a “1” knows the right answer. This processor then writes either “O$” or “1%” 
The other processor writes “g.” (If no “1” was ever sent across, which will be the 
case if and only if Zr. = Z’ R = 0, both processors can write “O$,“) 1 
Exponential Lower Bounds for Other NP-complete Problems. Transformations 
between graph problems can now be used to propagate the lower bound shown in 
Propositon 2 for IGRAPH 3.CoLORABIL,TY to other NP-complete problems in much the 
same way in which transformations are used to propagate NP-hardness. Figure 6 
shows which transformations we use. It is important that these transformations be 
GRAPH ~-C~I.~RABIL~Y 
FIG. 6. Transformations in the proof of Proposition 3. 
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carried out by two-processor protocols which do not increase the cutset size s more 
than polynomially and which do not use more than a polynomial amount of com- 
munication (polynomial in s). 
A two-processor protocol P = (X, Y) transforms a problem n into a problem Z7 
if for all pairs (x, y) of bitstrings, output$(x, y) and output,Y(x, y) both exist and 
(output$(x, y), output,Y(x, y)) is a “Yes’‘-instance of 17’ if and only if (x, JJ) is a 
“Yes’‘-instance of II. 
Observation 10. Let P = (X, Y) be a two-processor protocol which transforms 
a graph problem I7 into a graph problem Z7’. If for all instances (x, y) of Z7, 
s(outPut;(x, Y), output,Y(x, y)) d g(s(x, y)), then for all s b 0, In(s) d 
or&) + ZP(S). 
We say that a functionfis exponential if there are constants ci, c2 > 1 and s0 such 
that c; <<f(s) 6 c; for s 3 sO. 
PROPOSITION 3. For all of the problems I7 in Table I which are known to be NP- 
complete, In is exponential, 
Proof: Exponential upper bounds are straightforward to establish. (For those 
problems in Table I whose instances involve an integer k, it is important that the 
value of k is known to both processors and that it contributes rlog, kl to the sur- 
face size s.) The remainder of this proof establishes the claimed lower bounds. 
VERTEX COVER: Consider the following transformation from GRAPH 
3-COLORABILITY to VERTEX COVER [28]. For any graph G, let G’ be the 
graph obtained from G by replacing each vertex u of G by a “triangle” (i.e., a 3-cli- 
que) of Vertices VRED, VGREEN, and UBLUE, and replacing each edge (u, v) of G by 
three edges (#RED, ORED), (u GREEEN 9 VGREEN > ) and (UBLuE, UBL~E), as illustrated in 
Fig. 7. Then there exists a 3-coloring of G if and only if there exists a vertex cover of 
G’ which contains exactly two vertices from each such “triangle.” Any such vertex 
cover would be minimal because any cover of G must contain at least two vertices 
from each “triangle.” The choice of which of the three vertices u RED, vGREEN, %LUE 
of a triangle in G’ to leave out of the vertex cover corresponds to the choice of color 
for the vertex u of G. This transformation increases the number of cutset vertices in 
a two-processor encoding of G by a factor of 3, and the graph for the instance of 
VERTEX COVER can be constructed without any communication. The integer k 
in the instance of VERTEX COVER is equal to 2 x n, where n is the number of ver- 
tices in the instance of GRAPH 3-COLORABILITY that is being transformed. 
Clearly O(log n) bits of communication are sufficient to make this value known to 
both processors. Furthermore, for the purposes of this proof we only need to con- 
sider those instances of GRAPH 3-COLORABILITY for which the lower bound 
on Z GRAPH 3.COLORABJLJTY was proven in Proposition 2. The number n of vertices in 
571132/3-II 
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‘BLUE 
FIG. 7. Transforming GRAPH 3-COLORABILITY into VERTEX COVER. The dark vertices form 
a vertex cover for G’ that corresponds to the given 3-coloring of G. 
those graphs, which were denoted by Rs,r, v Rs,~, etc. in the proof of 
Proposition 2, was O(s x 3”). Hence log n = O(s) for those instances. Applying 
Observation 10 with both g(s) land Z,(s) being O(s) yields the claimed result. 
GRAPH 3-COLORABILITY and GRAPH 3COLORABILITY with d = 47: 
For GRAPH 3-COLORABILITY Proposition 2 established the result. A transfor- 
mation which brings the degree of every vertex in an instance of GRAPH 
3COLORABILITY down to four or less without affecting the existence of a 
3-coloring was given in [9] (see also [ 8, p. 861). That transformation, which we do 
not explain here, can be carried out by a two-processor protocol without com- 
munication and without increasing the cutset size s. This proves the propositon for 
GRAPH 3COLORABILITY with d = 4. 
PARTITION INTO TRIANGLES: To prove the proposition for PARTITION 
INTO TRIANGLES, it is convenient to first transform GRAPH 
3-COLORABILITY with d= 4 to the subproblem of GRAPH 3COLORABILITY 
in which each vertex has either degree 1 or degree 4. Such a transformation is very 
simple but does require O(s) bits of communication to determine the degrees of the 
‘d is a bound on the degree of the vertices. 
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cutset vertices. To transform this version of GRAPH 3-COLORABILITY into 
PARTITION INTO TRIANGLES we replace each vertex u of degree 4 by the sub- 
graph shown in Fig. 8a. For the figure it is assumed that the four neighbors of u are 
u, W, X, y. Each vertex u of degree 1 gets replaced by the subgraph shown in Fig. 8b. 
Here u is assumed to be the sole neighbor of u. To finish the construction we put in 
edges (u;, vi) for all pairs of neigbors (in the original graph) u and o and all 
c, c’ E {RED, GREEN, BLUE} with c # c’; and we make every edge e = (u, u) of 
b 
FIG. 8. (a) The replacement of a vertex u of degree 4 in the transformation of GRAPH 
3-COLORABILITY into PARTITION INTO TRIANGLES. The vertices o, w, x, and y, used as sub- 
scripts here, are the neighbors of u in the original graph. (b) The replacement of a vertex u of degree 1 in 
the transformation of GRAPH 3-COLORABILITY into PARTITION INTO TRIANGLES. The vertex 
u, used as a subscript here, is the neighbor of u in the original graph. 
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the original graph a vertex of the new graph and connect it to each of the six ver- 
tices v,RED, uzREEN, vELUE, ufED, uSREEN, and uBLUE. We leave it up to the reader to 
verify that this transformation is correct and ;hat it can be carried out by a two- 
processor protocol in a way which proves the proposition for PARTITION INTO 
TRIANGLES. 
DOMINATING SET: A transformation of VERTEX COVER into 
DOMINATING SET is a simple exercise which we leave to the reader. 
HAMILTONIAN CIRCUIT: We transform GRAPH 3-COLORABILITY into 
HAMILTONIAN CIRCUIT. As a “stepping stone” we use the subproblem of 
VERTEX COVER into which we transformed GRAPH 3-COLORABILITY 
above. That subproblem of VERTEX COVER is characterized by the fact that its 
instances are graphs which are built from “triangles” as illustrated in Fig. 7. 
Solutions of this subproblem are “Yes”/“No”-answers to the question of whether or 
not the given graph has a vertex cover which contains no more than two thirds of 
all the vertices. It remains to be shown that this subproblem of VERTEX COVER 
can be transformed into HAMILTONIAN CIRCUIT by a two-processor protocol 
in a way which implies the claimed bound on I HAMILTONIAN CIRCUIT. To this end we 
adapt the transformation given in [S], which combines two transformations of 
[12]. For a description of the transformation the reader is referred to [S, 
pp. 56601. We only sketch the adaptation. 
Let G be a graph with n vertices and let (L, S, R) be a separation of G. The 
transformation of GRAPH 3-COLORABILITY into VERTEX COVER described 
at the beginning of this proof creates a graph G’ and a separation (L’, S’, R’) of 
G’. We will have to delete a few edges later but for the moment let G” be the graph 
obtained from G’ by applying the transformation of [S, pp. 56601. The graph G” 
contains so-called “selector vertices.” Whenever a Hamiltonian circuit of G” reaches 
a selector vertex then the choice of the next edge for the circuit corresponds to the 
selection of another vertex for the cover of G’. Since we know that a vertex cover 
for G’ (of the desired size) must contain exactly two of the three vertices of every 
triangle of G’, we can distribute these selector vertices among the three parts of G” 
in proportion to the number of vertices in L’, S’, and R’. The only change that we 
make to the transformation of [S, pp. 56-601 is to remove all those edges which 
would connect a vertex that is known only to X with a vertex that is known only to 
Y. The removal of such edges corresponds to restricting the sequence in which ver- 
tices of G’ can be selected for a vertex cover of G’. It is no longer possible to select a 
vertex from L’ and one from R’ immediately after each other (nor as the first and 
last vertices in the sequence). Since any vertex cover of G’ contains at least two ver- 
tices from S’ (unless S and S’ are empty, which is a trivial special case) this restric- 
tion on the sequences in which vertices can be selected does not spoil the 
correctness of the transformation. 
MINIMUM EQUIVALENT DIGRAPH; FEEDBACK ARC SET; and FEED- 
BACK VERTEX SET: Transformations from [S, 121 yield these results. We omit 
further details. 
VERTEX COVER with d= 3; HAMILTONIAN CIRCUIT with d= 3; and 
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FEEDBACK VERTEX SET with d = 3: These degree-constrained problems inherit 
bounds from their unconstrained versions using the same “vertex-substitute” trans- 
formations that are employed in NP-completeness proofs. ([S] is clearly the most 
convenient source.) Again we omit further details. 1 
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