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Abstract
The problem of aerodynamic noise is considered followingthe Computational Aeroa-
coustics approach which is based on direct numerical simulation of the sound field.
In the region of sound generation, the unsteady airflow is computed separately
from the sound using Computational Fluid Dynamics (CFD) codes. Overlapping
this region and extending further away is the acoustic domain where the linearised
Euler equations governing the sound propagation in moving medium are solved
numerically.
After considering a finite volume technique of improved accuracy, preference is
given to an optimised higher order finite differencescheme which is validated against
analytical solutions of the governing equations. A coupling technique of two different
CFD codes with the acoustic solver is demonstrated to capture the mechanism of
sound generation by vortices hitting solid objects in the flow. Sub-grid turbulence
and its effect 011sound generation has not been considered in this thesis.
The contribution made to the knowledge of Computational Aeroacoustics can
be summarised in the following: 1) Extending the order of accuracy of the stag-
gered leap-frog method for the linearised Euler equations in both finite volume and
finite difference formulations; 2) Heuristically determined optimal coefficients for
the staggered dispersion relation preserving scheme; 3) A solution procedure for the
linearised Euler equations involving mirroring at solid boundaries which combines
the flexibility of the finite volume method with the higher accuracy of the finite
difference schemes; 4) A method for identifying the sound sources in the CFD solu-
tion at solid walls and an expansion technique for sound sources inside the flow; 5)
Better understanding of the three-level structure of the motions in air: mean flow,
flow perturbations, and acoustic waves. It can be used, together with detailed sim-
ulation results, in the search for ways of reducing the aerodynamic noise generated
by propellers, jets, wind turbines, tunnel exits, and wind-streamed buildings.
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Nomenclature
.4 Cell face area; wave amplitude; quadrature coefficient
dj Spatial derivation scheme coefficient
bj Temporal integration scheme coefficient
c Sound speed
Co Sound speed in uniform undisturbed medium
dj Artificial damping coefficient
/ Function; cell face
//, fj Flux across cell face
/i, / 2 , y*3 Perturbation force components
fi Average momentum forcing terms
Fi Linearised Euler source of momentum
M Mach number
N w Number of points per wavelength
p Pressure; pressure perturbation
p Mean pressure; CFD computed pressure
Pij Fluid stress tensor
Q Source of mass
iii
N O M E N C L A T U R E iv
S Kirchhoff 's surface; Linearised Euler source term
t Time
Tij Lighthil l s stress tensor
u, v Acoustic velocity variables; Bezier curve parameters
Uq Uniform mean velocity
v 2 , v 3 Cartesian velocity components
v~t Averaged velocity components; CFD computed velocity components
i-2, X3 Cartesian coordinates with index summation
x, y, z Cartesian coordinates
c*i, »2, 03 Plane wave direction angles
7 Isentropic exponent
At Time step
Ax, Ay Regular Cartesian grid spacing
A Wavelength
p Density; density perturbation
~ f> Averaged density; CFD computed density
a Con rant number
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Chapter 1
Introduction
1 .1 Aeroacoustics
Sound may be good and bad. Most people enjoy music but hardly anyone likes the
noise of a jet passing overhead. The work of many scientists and engineers is devoted
to the improvement of the good sounds and to the reduction of the bad noise. (By
definition, noise is a chaotic mixture of sounds.)
As people hear those sounds which propagate in air, three main types of sound
sources can be defined: (a) vibrating solid objects or liquid surfaces, (b) resonating
cavities full of air, and (c) oscillating vortex structures or pressure fluctuations in
airflow.
Aeroacoustics, the science of aerodynamic sound, deals with the third type
of sound sources, as well as with the propagation of the resulting acoustic waves
through non-uniformly moving media.
This scientific discipline was initiated in the early years of jet aircraft (Lighthill,
1952) in response to the demand of finding ways to reduce the noise produced by
jet engines. The theory was successful in quantifying the dependence of the noise
levelson the jet velocity (Lighthill, 1954), and it found its application in the modern
by-pass jet engines which make considerably less noise than the old ones, due to the
reduced jet velocity at the same flow rate.
The rapid advance of computational power in the early nineties triggered a second
'golden age 1 of aeroacoustics. A separate branch evolved, Computational Aeroacous-
tics, which deals with the direct simulation of acoustic fields generated by flow and of
the interaction of acoustic fields with flow. The phrase "direct simulation" is under-
1
C H A P T E R 1 . I N T R O D U C T I O N 2
stood to imply that results are obtained by computation and that the methodology
proceeds directly from fundamental physical principles without reliance on empirical
results or heurist ic conjectures (Pierce, 1993).
It should be pointed out that this research is not concerned with sound prop-
agation in sti l l media which can be computed successfully by other methods using
commercial codes, e.g. (SYSNOISE, 1995).
The following sections of this chapter provide an overview of the two main ap-
proaches to aerodynamic sound: theoretical and numerical , and define the objectives
of this research.
In the early 1950's the only possible way of studying the mechanism of aerodynamic
sound generation was by comparing theoretical predictions with experimental re-
sults . The most appropriate available theory to start with was the linear theory of
classical acoustics (Lightl i i l l , 19T8).
1.2.1 The Equations of Sound in Air
Sound propagation in air is a particular case of fluid motion which is associated
with compression waves travelling away from a given source. The air particles os-
cillate with each passing wave, but the magnitude of the particle velocity of these
oscillations is many times less than any common airflow we observe (Turner and
Pretlove, 1991). (At the threshold of pain for the human ear, the particle velocity
amplitude is not more than 0.2 m/s.) On the other hand, the rate of change of the
same particle velocity (and of the other quantities characteristic of the fluid state)
cannot be considered small at all. All this means that the equations of fluid motion
can be simplified into a particular form which describes adequately the nature of
the acoustic motion.
If p is the fluid density, are the Cartesian components of the fluid veloc-
ity, and the index summation convention is used for any suffix repeated in a single
term, the basic equations of continuity and momentum conservation can be written
1 .2 Acoustic Analogies
as (Lighthill , 1952):
( 1 . 1 )
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dt ^ pVl ^ + ^ pViVj + Pij ) = °- ^ 1 ^
Here pij is the force in the x t direction acting on a portion of fluid, per unit area
with inward normal in the Xj direction. It includes pressure, viscous stresses, and
any external forces (like gravity) acting on the fluid.
The linear acoustic theory studies the propagation of sound in a uniform con-
tinuous medium at rest. Due to the very small particle velocity, the derivatives of
the term pi^Vj in (1.2) can be neglected because, in the expanded form, each of
them is multiplied by a small quantity. For the same reason any viscous forces are
negligibly small, and plJ becomes a simple p for pressure acting only in the normal
direction on the elementary fluid volume faces. Also, due to the rapid speed of wave
propagation, isentropic conditions can be assumed throughout the uniform medium
which provide a simple pressure-density relation [p = A/97 , l\ = const, 7 = 1.4 in
air) and an expression for the speed of sound c 0 (Pierce, 1981):
= £ « ( A > ' ) = 7 £ ( i . 3 )
dp op p
Thus, in the absence of external forces, the simplified momentum equation becomes
§ - t ( p v i )+ c §1^ = 0. (1.4)
Without any external sources of matter, equations (1.1) and (1.4) govern the acoustic
motion in air. By cross differentiation and simplification these equations can be
reduced to the wave equation:
d P 2 ^ P ^ P 2V72 n n
i ^ - c » ^ o ? r ^ ~ C o " = ( '
It describes the sound propagation 111still air as well as the propagation of electro-
magnetic waves which are of a totally different physical origin. As it will be seen in
Chapter 2, different equations govern the sound field in a moving medium, and the
methods for studying electro-magnetic waves cannot by applied directly to sound.
The wave equation supports solutions in the form of linear combinations of plane
and spherical waves that travel with the speed of sound c 0 . These solutions can
represent complex acoustic fields that result from the interactions of primary and
secondary (reflected bv solid boundaries) sound waves.
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1.2.2 Light hill's Analogy
Sir James Lighthill 's (1952) idea was to rearrange the exact equation of momentum
(1.2) into the form (1.6) which describes the propagation of sound in a uniform
medium at rest due to externally applied fluctuating stresses:
9 i \ i 2 d P d T i j M
~o7(.Pvi) + C 0T^ = -^ (1-6)
a t ox i ox j
Tij = pvivj + pij - clpSij (1.7)
= j 1 ' l ~ J ( 1. 8 )
1 0 , i ^ j .
The set of equations (1.1), (1.6) and (1.7), which can be combined into an inhomo-
geneous wave equation, is known as Lighthill s acoustic analogy. It makes use of the
solutions of the well-studied wave equation (1.5) for the investigation of aerodynamic
sound.
Three different ways can be distinguished (Lighthill , 1952) of causing kinetic
energy of the flow to be converted into acoustic energy: 1) sources of mass that
emerges at a variable rate in a fixed region of space; 2) dipoles, which force the
momentum in a fixed region of space to fluctuate; 3) quadrupoles, characterised by
varying rates of momentum flux across fixed surfaces. It can be shown (Lighthill ,
1978), that the dipole momentum fluctuation is equivalent to varying rates of mass
flux across fixed surfaces. In this sense, the quadruple representation is a logical
continuation of the representation of the other two simpler mechanisms of sound
generation. Volume integral formulations have been derived in the three cases of
distributed sources, dipoles, and quadrupoles respectively (Lighthill , 1952). They
represent exact analytical solutions of the wave equation (1.5) with known non-zero
right-hand side.
The acoustic analogy can be used in two ways.
First, assuming appropriate estimates for the right-hand side values, theoretical
predictions for the noise generated by turbulence can be made which show satis-
factory agreement with experimental results (Lighthill , 1954). This is done after
careful analysis of the nature of the different types of acoustic sources, and estab-
lishing the significance of the quadrupole radiation (Lighthill , 1952) that appears
to be the dominant mechanism of aerodynamic sound generation away from solid
bodies.
This theoretical approach has not lost its significance even in the present age
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of powerful computers, because the numerical methods used for the computation
of acoustic problems very often introduce false "noise" in the solution (Crighton,
1993). Theoretical studies of various aerodynamic noise problems are conducted
at the Engineering Department of Cambridge University. Thermo-acoustic oscilla-
tions, under-expanded jets impinging on plane surfaces, boundary layers, and even
respiratory biomechanics phenomena have been considered (Ffowcs Williams and
Dowling, 1996).
Second, in recent years, numerical data resulting from Computational Fluid
Dynamics (CFD) simulations of airflow can be used to calculate the term Tij in the
region of sound generation, and then the acoustic 'far field' which extends outside
the flow computational domain can be determined from the wave equation.
The second approach is used nowadays by a number of research groups (Sarkar
and Hussaini, 1993; Zhang et al. , 1995) and even by Rolls Royce, manufacturers of
jet engines. Evaluation of a volume integral is needed to determine the sound field
resulting from a known distribution of quadrupole sources. In the general case when
the sources depend on the sound field, they are unknown, and an integral equation
has to be solved.
With aerodynamic noise generated at solid surfaces the quadrupole sources can
be neglected in some cases (low Mach number wakes) when the dipole sources at
the solid boundary become dominant. This is described by Curie's equation (Curie,
1955) which is used now by other scientists (Kato et al. , 1995; Yokono and Fujita,
1995) in their research. The oscillating surface pressure obtained from Large-Eddy
Simulation has also been combined with the Lighthi11-Curle acoustic analogy to
predict the far-field sound (Spyropoulos and Holmes, 1997).
1.2.3 Kirchhoff's Method
With sound sources contained in a certain region, and if the mean flow can be
assumed uniform (or zero) outside of this region, surface integrals can be formulated
which describe the outside acoustic field.
Kirchhoff 's surface formula was first published in 1882, and has been primarily
used with light and other electro-magnetic problems. According to this theorem, any
quantity $(x, /) which follows the wave equation outside a given surface S is defined
by its values, spatial and temporal derivatives at an earlier time (r = t — r/c 0 ) on
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the surface S (Pierce, 1981):
, Ld§ cos6d$\ , , , (w4tt$(X,0 = / —— <E>- - — + — dS. (1.9)
J \ r z r on rco at J r
Here the vector x defines the observation point, r is the distance between the ob-
servation point and the surface element dS, n is the local normal direction to the
surface, and 0 is the angle between n and the line connecting dS with the observation
point. The interval of time r/c 0 which the wave takes to reach the observation point
is called the retarded time, and the subscript r indicates that all the quantit ies in
the brackets are evaluated at this particular moment of time which is different for
the different points on the surface.
If a CFD simulation is performed in the inner region (with suitable boundary
conditions that allow the sound waves to leave the computational domain without
reflection) the surface S can be defined near the boundaries of the CFD domain, and
from the stored data, the necessary derivatives can be calculated. Then evaluation
of the surface integral has to be carried out for each observation point of interest .
There are contradictory requirements for the location of the Kirchhoff surface: i t
should be far enough to contain all the sound sources and mean-flow non-uniformity,
and sti l l close enough to form a reasonably sized computational domain for the CFD
simulation.
Extensions of the formula exist for moving and deformable surfaces (Ffowcs
Williams and Hawkings, 1969; Farassat and Myers, 1988) which make the method
very suitable for studying blade-vortex interactions and the noise produced by he-
licopter rotors (Lyrintzis, 1993). Recent efforts show that surface integral methods
can also be applied to jet noise (Lyrintzis and Mankbadi, 1996; Pilon and Lyrintzis,
1997).
1.2.4 Extended Acoustic Analogies
When the sound waves propagate in a moving medium rather than in still air, the
assumptions that led to equation (1.4) are no longer valid. As it will be seen in
the following chapters, the left-hand side of this equation has to be complemented
with an additional term — the convection term — in order to obtain an adequate
mathematical model of the acoustic field in non-uniformly moving media. (Of course,
in a uniform background flow, equation (1.4) still holds with respect to a relative
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frame of reference moving with the background velocity. The problem is that in
many cases, e.g. jets, no background flow can be defined.) For this reason, serious
difficult iesarise with the application of LighthilTs analogy to CFD numerical results ,
especially at high Mach numbers (M = Vq/co, v0 - average velocity characterist ic of
the flow).
Being an analogy between the real density fluctuations in a flow and "the small
amplitude density fluctuations that would result from an appropriate quadrupole
source distribution in a ficti t ious non-moving medium" (Goldstein and Mankbadi,
1993), LighthilTs approach actually involves in the source term of equation (1.6)
acoustic propagation effects which "preclude the possibil i ty of localising the source
term". This means that the CFD simulation from which this source term will be
calculated cannot be confined into a small domain and will become prohibit ively
expensive.
Several attempts have been made to transfer the effects of the interaction between
the sound field and the mean flow (mainly convection and refraction) from the source
term to the wave-operator part (the left-hand side) of the equation (1.6 and 1.5).
This can be done by suitable rearrangement of the Navier-Stokes equations (1.2)
in an operator form that reduces to the wave equation at large distances from the
sound source and has a localised source term on right-hand side (Phill ips, 1960;
Lilley, 1974; Powell , 1964; Howe, 1975).
It appears that "the price which must be paid for including the convection and
refraction effects in the wave-operator part of the equation is a great increase in
the complexity of the solutions", and that "only limited solutions of Lilley's and
Phill ips ' equations have been found" (Goldstein, 1993).
Nevertheless, there are research groups that nse these equations to extract the
sound from data obtained by direct numerical simulation (DNS) of compressible
flows. Phill ips ' analogy has been used at QMW, London (Avital et al . , 1998), and
Lilley's equation - at Stanford University, California (Colonius et al . , 1995a). The
Stanford group has found that the form of the source term (in Lilley's analogy)
proposed by Goldstein (Goldstein, 1984) gives good agreement with the DNS that
included a portion of the acoustic field which could be compared with the acoustic
analogy (Colonius et al . , 1995b).
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1 .3 Direct Simulation of Sound
With the rapid increase of available computing power in the early 1990's i t is most
natural that scientists started looking at the possibil i t ies of full numerical represen-
tation of the acoustic field that arises in unsteady airflow. An excellent start ing basis
for this is the tremendous progress that Computational Fluid Dynamics (CFD) has
made over the past 20 years which made it possible to carry out aerodynamic and
aircraft design from a computer terminal.
I t should be pointed out from the very beginning that Computational Aeroa-
coustics (CAA) is not (and is not going to be soon) concerned with direct numerical
simulation (DNS) of turbulent flow. DNS is prohibit ively expensive and can only be
used for the validation of turbulent models that are incorporated in general-purpose
CFD codes. However, there is a less demanding option called Large-Eddy Simulation
(LES) that may become affordable in the near future. LES can accurately capture
the large scales of motion in turbulent flows using appropriate computational grids
and special turbulent models for the sub-grid scales. But CAA is not the same as
LES.
The direct numerical representation of the acoustic waves needs considerably
less computing power than LES (not to mention DNS). This is due to the fact that
aerodynamic noise is produced by vortex structures (eddies) in the flow that are
usually several t imes smaller in size than the corresponding acoustic wavelengths
(A = Co// , / - frequency). Therefore, compared to the flow, sound can be captured
on coarser meshes which lead to reduced usage of computer memory and time.
Numerical simulations of the aerodynamic sound sources, however, require full
Navier-Stokes solutions on meshes fine enough for the discretisation of the smallest
flow structures that may be significant as sources of sound. Performing such simula-
tions at reasonable computational cost means that the flow domain should be made
as small as possible - much smaller than the space occupied by the studied acoustic
field.
1.3.1 General Review
How to use LES (and CFD in general) wisely in order to study aerodynamic sound,
is one of the subjects of computational aeroacoustics (CAA). The most natural ap-
proach is to split the acoustic calculation in two parts, one describing the generation
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of sound, the other describing the propagation of sound. Then the CFD simulation
is run in a smaller domain that covers only the 'near field ' - the zone where sound
waves are produced. After that the CAA computation can be performed over the
whole region of interest to determine how the sound waves propagate in the sur-
rounding medium (non-uniformly moving), how they are reflected by solid objects
of complex shape that may be present nearby, and how all these waves interfere
with each other. A good example of this approach is the numerical study of jet
noise using LES in NAS A Lewis Research Center (Shih et al . , 1995).
The 'cheapest 1 CFD method which has accumulated a vast amount of experience
during the years is solving the Reynolds-Average Navier-Stokes (RANS) equations
with a suitable turbulence model. Being designed and validated for many industrial
applications, this method performs best with steady flows, i .e. i t is an excellent tool
for simulating the mean flow in an aeroacoustic problem.
With the mean flow obtained from a separate RANS calculation, the whole per-
turbation field (including large-scale fluctuations of both acoustic and aerodynamic
nature) can be predicted using LES. A special high accuracy solution procedure has
been implemented for this purpose at t he Aerospace Department of Pennsylvania
State University (Morris et al . , 1997). It performs best on parallel computers and
shows reasonable agreement with experimental results . This approach is likely to
produce a good research tool in the near future, but i t will be sti l l computationally
expensive for practical applications.
Another way of spli t t ing the computation is the separation of variables (Hardin,
1993). A two-step calculation has been proposed (Hardin and Pope, 1994) where
the viscous flow is calculated from the time dependent incompressible Navier-Stokes
equations, and the acoustic fluctuation is obtained from the inviscid compressible
Euler equations. Based on the RANS solution P (xi , t ) , a new variable p{ is defined
to represent the hydrodynamic density fluctuations (Hardin and Pope, 1994):
where P{x t ) is the time-averaged pressure of the incompressible solution, and the
speed of sound c is defined assuming that the flow is isentropic (2.10).
The fluid variables are then decomposed into mean flow and perturbation com-
ponents (Hardin and Pope, 1995):
pi{xii t) = — P{ X i , t ) - P{ X i ) (1.10)
c
p = Po+ pl + p , V i = Ui (x i , t ) + v 't , p = P { X i , t ) + p .
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Here Ui( x t , t ) is used to denote the time dependent velocityfield of the incompressible
RANS solution, and new equations for the perturbation density p', velocity compo-
nents fand pressure fluctuation // are derived by substitution into the equations
of fluid motion (l.l) and (1.2). Since po is the average density of the fluid at rest,
the acoustic component p' represents density fluctuations about the 'corrected' in-
compressible density po + p\ (Hardin and Pope, 1995). The viscous action on the
acoustic quantities is neglected, and the resulting Euler equations can be solved on
a different grid — there is no longer a need to resolve acoustic wavelengths and
dissipating eddy scales on a single mesh.
The main advantage of this technique is that optimum grids, time steps, and
numerical schemes can be used with both components of the solution. However,
the perturbation velocity is not guaranteed to be of a purely acoustic nature; it
may contain flow components due to the difference between the incompressible and
the compressible flow field. Therefore, solid boundaries in the simulation have to
be represented as smooth rather than stepwise. (In Chapter 4 it will be shown
that the most accurate acoustic discretisation schemes require regular grids and,
hence, stepwise solid boundaries.) Also, the common difficulty with all aeroacoustic
computations remains: high Reynolds number incompressible flow must be solved.
The method cannot be used in cases of compressible mean flow, e.g. when the mean
velocity is close to the speed of sound.
Since the acoustic motion is a very small perturbation superimposed on the mean
flow, the latter can be computed separately by solving the compressible Reynolds-
Average Navier-Stokes (RANS) equations with a suitable turbulence model. Then,
a spectrum of the turbulent perturbations is assumed that has the same average
characteristics as those determined within the CFD simulation. The resulting time
dependent turbulent field is used to calculate the sources of sound, and finally, the
Euler equations are solved numerically only for the acoustic part of the participating
variables (Viswanathan and Sankar, 1995).
With the increase of available (and affordable) computing power, the RANS
solution can be replaced by LES so that the assumptions based on statistical data can
be restricted to the smallest scales of of turbulence which remain unresolved. Then
the lower frequencies of the sound that are associated with the larger turbulent eddies
will be computed directly from first principles which is the goal of Computational
Aeroacoustics. The accuracy requirements to the LES numerical schemes in this
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case will be less strict than to the LES of the full near field which is presented in
(Shih et al . , 1995).
The greatest difficulty with the large-eddy approach (LES) is the subgrid-scale
turbulence model. Dynamic adjustment of its parameters to the resolved large-scale
flow conditions has been applied to the benchmark problem of the Aeolian tone
produced by a cylinder in a uniform flow (Spyropoulos and Holmes, 1997). The
authors show that the 244,980 elements used to compute the high Reynolds number
flow around the cylinder may not be enough for the dynamic subgrid model. Fractal-
based LES subgrid models with explicit scale similari ty laws offer future promise here
(Dempsey and Pericleous, 1995).
1.3.2 The need for a special approach to sound
Once the task has been set of simulating the sound field directly by computation
based on fundamental physical principles, many new questions and issues arise.
Can we use an existing CFD code (with a reasonable number of mesh points per
50 time steps
5 100
computed
exact
I " 50
| -100
128 1062 40
Propagation distance, wavelengths
100 time steps
exact
2 4 6 8 10 12
Propagation distance, wavelengths
1 1
computed °
Figure 1.1: Conventional CFD solution of test problem
wavelength) to resolve the acoustic field ? The answer to this question is negative as
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i t had been pointed out and made clear (Tam, 1995) at the time when this research
work was started.
I his can be il lustrated by the simple test of one-dimensional propagation in a
tube of sound waves generated by a piston at one end that starts oscil lat ing at
t ime zero. The result ing exact sound field (pressure distribution) can be found
by solving the wave equation (1.5) analytically (Turner and Pretlove, 1991). Here
the exact solution is compared with the solution computed by a Reynolds-Average
Navier-Stokes (RANS) solver (PHOENICS, 1995) with its default numerical scheme
(upwind fully implicit) . As it can be seen on Figure 1.1, the numerical and the
analytic solutions agree only in a very narrow region next to the source at the left
end of the domain. Refining of the mesh does not seem to improve the result at all .
Even switching to second-order schemes (available for the velocity variables within
the same CFD code) produces almost the same output.
When CFD methods were developed, most of the aerodynamic problems consid-
ered were the time-independent ones, whereas acoustic phenomena are, by definit ion,
t ime dependent. Table 1.1 shows how different the requirements for accuracy and
eff iciency are with the numerical solutions of the flow and the sound field respec-
tively. All the issues summarised in this table will be explained in greater detail in
the following chapters.
CFD
(Computational Fluid Dynamics)
Non-uniform/unstructuredgrid
(Computational Aeroacoustics)
RegularCartesiangrid
CAA
Fully implicitin time Explicit/semi-implicitschemes
Finite volumediscretization Higherorderfinite differenceschemes
Smooth solid boundaries Boundariesmay be stepwise
Extremelysmall magnitudeSmall-scalestructures
Turbulentmodels Inviscidflow
Table 1.1: Requirements for accurate and efficient numerical solutions
Although the sound equations (1.4) are a particular form of the equations govern-
ing fluid flow, great differences exist in magnitude, energy and scale of the physical
quantities involved. (Acoustic perturbations are typically at least 10 times weaker
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than the corresponding hydrodynamic perturbations and a thousand times smaller
than the mean flow that carries them. On the other hand acoustic wavelengths are
typically several t imes larger than the corresponding structures in the flow.)
All this means that the algorithmic implementations are so different that they
can hardly share any software modules. So, i t will be best if a way is found of
coupling a flow solver with an acoustic solver in such a manner that each of them
does the job that i t is best suited for. Mathematically, this means that the physical
equations should be decoupled and treated separately.
1.3.3 Numerical schemes and boundary conditions
The main differences between CFD and CAA methods are in the numerical schemes
for the spatial and the temporal derivatives that are involved in the equations of
motion. With CFD algorithms the dominant requirement is for stability under
any conditions. That is why mainly linear or even stepwise approximations are
implemented (Patankar, 11)80).
The acoustic field needs to be approximated by higher-order polynomials in order
to obtain accurate solutions of the governing equations. A great number of numerical
schemes can be constructed for this purpose. The method that is recommended
by leading US scientists in Computational Aeroacoustics is based on the so called
Dispersion-Relation-Preserving (DRP) schemes (Tam and Webb, 1993). They are
in fact a set of finite difference schemes for the approximation of spatial derivatives
and temporal integrations and for the artificial selective damping of under-resolved
high frequencies. All the coefficients involved have been optimised with respect
to accurate wave propagation over long distances. This is a fully explicit method,
and thus can be easily parallelised. It needs a regular Cartesian grid and stepwise
representation of solid bodies in the domain.
Apart from its originators (Tam and Webb, 1993), a number of research groups
have adopted the DRP approach. It has been applied to sound radiation from
the open end of a duct (Dong et al. , 1997), and has provided the basic numerical
scheme for Large-Eddy Simulations (Morris et al. , 1997). Extensions of the method
for non-linear wave propagation have also been reported (Baysal et al. , 1997).
With the original DRP schemes all variables are stored at the same locations.
This leads to the need of defining 'ghost points ' into the solid body in order to
satisfy both the boundary conditions and the differential equations at the solid wall
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(Tarn and Dong, 1993).
In three dimensions where solid bodies of irregular shapes are present the ghost
points become inconvenient to handle. Apart from a map of the surfaces, a record
of the type of difference equation to be used with each ghost point is needed, as well
as non-symmetric difference schemes for the points next to the solid boundary. All
these make the final code less efficient than it could be.
Other high-order numerical schemes have also been considered for the direct
simulation of sound (Sankar et ah, 1993; Zingg et ah, 1996; Goodrich, 1997). Some
have complicated algorithms that are very difficult to implement in three dimen-
sions. Most of these schemes require fi l tering of the high-frequency components
which cannot be resolved numerically. The temporal integration is usually realized
by second or fourth order Runge-Kutta schemes. None of them can be computation-
ally more efficient than the DRP schemes, and none of them has any other major
advantages to them.
Numerical methods from structural acoustics (finite element methods) have also
been applied successfully to sound in air (Atkins, 1997). Thanks to their compact
form, these methods can be applied near the boundaries of the computational do-
main without modification, which cannot be done with most high-order methods.
They are not fully implicit in time, and hence, they require smaller t ime steps. On
the other hand, a global (although sparse) matrix has to be solved at each time step
which is less efficient than the finite difference schemes.
The outer boundaries of the computational domain with direct acoustic simu-
lations are somewhat art if icial since the natural boundary condition for the acoustic
disturbance is zero oscil lat ion at infinity. The numerical boundary conditions have
to simulate the outgoing waves without false reflection. Several approaches exist
here, and every implementation is specific to the numerical scheme used in the main
part of the domain.
There are two main types of boundary conditions that are usually used for the
outer boundaries: radiating and absorbing. In both cases the essential requirement
is that from the outer boundaries there is no reflection of waves back into the com-
putational domain. (For solid bodies present in the domain, the conditions imposed
on their boundaries are referred to as internal conditions, and are also considered
separately with every specific discretisation scheme.)
With the radiating boundary conditions the outgoing waves from the domain are
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simulated as accurately as possible. Such boundary conditions can be constructed
on the basis of the theory of characteristics for hyperbolic equations (Hixon et al. ,
1995; Reitsma et al. , 1993), on the basis of the asymptotic solutions of the governing
equations (Tarn and Webb, 1993), on the basis of the linear stability theory for small
perturbations (Hayder and Hagstrom, 1995), or on the basis of a single frequency
assumption (Agarwal and Huh, 1995).
Absorbing boundary conditions have to ensure complete artificial dissipation of
the outgoing waves over a certain layer near the outer boundary of the computa-
tional domain. Such methods have been developed with the numerical simulation of
electro-magnetic waves and are called 'perfectly matched layers' . Their application
to outgoing acoustic waves is not straightforward in the general (and most impor-
tant) case of a moving medium. Recent attempts (Hayder et al. , 1997; Hesthaven,
1997) show that this approach can also be successful.
1 .4 Objectives
On the basis of the review and the analysis in the previous sections, the following
objectives of this thesis have been identified:
1. Development of an efficient algorithm for the numerical simulation of the sound
field in three dimensions, given the mean-flow field and the sources of sound.
The implementation should be capable of accommodating solid bodies of com-
plex shapes within the computational domain.
2. Definition of suitable coupling techniques between the acoustic simulator and
existing CFD codes that will allow the sources of sound to be determined from
the CFD solution together with the mean flow.
3. Achievement of a. better understanding of the mechanisms of aerodynamic
sound generation that can serve as a basis for the development of noise pre-
diction methods and for the control of aerodynamic noise.
1 .5 Thesis Layout
Apart from the introduction (Chapter 1), the thesis is structured in four main chap-
ters (2, 3, 4, and 5), and a conclusions chapter (6) which also describes possible
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extensions of the research.
In Chapter 2 the governing equations of the acoustic perturbations are derived,
and the computational domains for their numerical solution are defined.
In Chapter 3 a finite volume acoustic technique is presented in two stages: prop-
agation in uniform flow and general numerical solution of the acoustic equations.
The applicability of the finite volume method to acoustic problems is tested against
analytical solutions, and the need of more accurate procedures is pointed out.
In Chapter 4 the development of an acoustic software module is described which
is based on optimised finite difference numerical schemes and staggered computa-
tional meshes. Validation tests against exact solutions are presented, and applica-
tions to the simulation of complex sound fields are discussed.
In Chapter 5 a coupling technique is presented of the acoustic module with two
different CFD codes which allows the aerodynamic sources of sound on solid walls to
be ident ified from the CFD solution and passed to the acoustic simulation. Examples
in realistic geometries are included which show the mechanism of sound generation
by perturbations of the flow. Aerodynamic sound sources on solid surfaces, as well
as inside the fluid volume are considered.
In the final Chapter 6 conclusions are drawn about what has been achieved so far,
and ways of extending the software coupling to the general case of the aerodynamic
sound problem are discussed.
Chapter 2
Domain Decomposition
Domain Decomposition (DD) is a generic technique for solving large mathematical
and computational problems by obtaining partial solutions of the different sub-
problems that build up the original problem being considered. The technique ensures
that the overall effort of solving the combined subproblems is considerably less than
the effort of solving the whole problem in a straightforward way.
The term 'domain' is most often used in a general sense and can refer to geo-
metrical, physical or any other type of subdivision.
2.1 Decomposition of the Variables
Any fluid motion can be described by the time-dependent three-dimensional fields
of the following variables: density, velocity vector and pressure. For each of them
an averaging procedure can be defined over a part of the domain or over the whole
domain depending on the needs of the specific model:
b.x by b z bt
v = — TTT 777 7 / dx f d V f dz [ v { x , y , Z , t ) d t . (2.1)[bx — a x)(by — a y)[b z — a z )(b t — a t ) J J J Jdx CLy CIz CLt
Here v stands for any of the above mentioned variables, a and b define the boundaries
of the averaging domain and are in general functions of the independent spatial
variables x, y,z and time t , while v is the averaged quantity.
The current value of any variable at any point can be represented as a sum of
its local average value and a deviation from this value. The average field is also
called 'mean field1 or 'mean flow', and when the deviations are small, they are called
'perturbations' .
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For convenience, the following notation is assumed: the averaged quantities are
over-lined, the perturbations have no special mark, and the vector components along
the three spatial axes are denoted by subscripts. Thus p + p is the total pressure at
a point in space and time, p + p is t he density, and Wi + y,, i = 1 ... 3, is the fluid
velocity.
With the equations, Einstein's summation convention is used: any subscript
repeated in a single term defines a sum of this term with the subscript varying from
1 to 3.
The two main equations of fluid flow are the equation of continuity (2.2) and
the Navier-Stokes equations of motion (2.3). With compressible flows they are sup-
plemented by the energy equation and the ideal gas law, so that all the unknown
variables can be defined.
9 ( P + P ) + - S - [ ( P + p ) (v j + v j ) \ = 0 ( 2 - 2 )
d t d x j
{p + p ) 9 { v t + v z ) , d { v t + v i ) + fKp+jl = j f ( 2 3 )
dx t
Here the terms f) and f t account for both the internal fluid friction (viscous forces)
and external forces in the mean flow and the perturbations respectively.
As it was pointed out in the previous chapter, extremely large differencesexist in
the relative magnitude of the mean flow and the acoustic perturbations. For a typ-
ical aeroacoustic problem, terms containing a perturbation quantity are very small
compared to the rest; terms with derivatives of perturbation quantities, however,
cannot be considered small. This suggests to rearrange the terms of the governing
equations in a suitable way so that all the significant terms are grouped together.
When the brackets in (2.2) and (2.3) are expanded many new terms appear. To
simplify the analysis, the equations of continuity (2.4) and momentum (2.5) of the
mean flow are subtracted from equations (2.2) and (2.3).
%+ 7) = 0 <2-4>
a t o x j
- (dm t — d v~i\ dp T
» { d t + v ' d 7 ] ) + d 7 , = f i ( 2 ' 0 )
From the remaining terms all the small ones are moved to the right-hand side, and
C H A P T E R 2 . D O M A I N D E C O M P O S I T I O N 19
the following set of equations is obtained:
P F!
(2.6)
(2.7)
where
Q Qext - Pjjy + vj ) + ^ ^
ft - P~r.(ui + vi) - [pvj + p(v7 + vj)} ~~ (u7+ u,-).
a t o x ,
( 2 . 8 )
(2.9)
1 he term Q ex t here contains any external sources of mass that may be present in
the volume of air studied such as vibrating solid bodies or surfaces. In a similar way,
all external volume forces acting on the fluid are contained in the terms Apart
from these, it can be seen that the source terms of (2.6) and (2.7) Q and F{ are
comprised only of terms that have a small perturbation quantity as a factor which
is an indicator that they are very small compared to the terms on the left-hand side.
Sound propagation is hardly affected by viscosity (that is why noise is so difficult
to suppress). This means that in the absence of external forces, the term which
comes from the Navier-Stokes equations is small and can take its place on the right-
hand side of the momentum equation (2.7).
Having small right-hand sides of the equations can be exploited in two ways.
First, in the absence of external sources and forces, the small terms can be neglected,
and the right-hand sides become zeroes. Second, where non-linear wave propagation
may occur (this phenomenon known as steepening of the wave is observed with very
high magnitudes - many times higher than what the human ear can bear) the right-
hand sides can be computed iteratively with the unknown quantities taken from the
previous iteration at each step of the solution procedure.
Another consequence of the fact that the sound field is described by the small
perturbation quantities p and p is the possibility of assuming isentropic conditions
with the acoustic motion in air. The adiabatic nature of the physical process is
due also to the extremely low dissipation of energy and to the rapid speed of sound
propagation (about 344 m/s) which in the absence of convection (< 0.2 m/s) does
not leave any time for heat exchange. Then a pressure-density relation can easily
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be obtained which also defines the speed of sound c in air (see also equation 1.3):
dp 2 p + p j)
7- = C2 = ~ « 1-. (2.10)
dp p + p p
Here 7 = 1.4 for air is the adiabatic exponent.
Now the density perturbation p can be excluded from equation (2.6), and the
linearised Euler equations (Goldstein, 1993) can be written as:
dp dp 9 dv,
+
~
pc arr S (2 ' n)
% + + = (2.12)
dt ox j p dx t
with S = c 2Q and F, = F//p. The right-hand sides S and Fl now accommodate all
the small nonlinear terms along with the sources of mass and the forces. When equa-
tions (2.11) and (2.12) are solved numerically, the right-hand sides are considered
as known functions of x t and time t .
Mean flow:
dp d
ir, + d^ J [pv ' )
p ( ^ + ^ ) + d t '
dt J dx i dx,
0
Acoustic perturbation:
dp dp 2 dvj
r, — + pc
dxj
dp
dx,
J d xdt
~ ( dv >
p [-aT + v ' d x ,
j
d v ,
+
s
F!
p : C2, Vj
i ime-
averaged
corrections
to fi
Figure 2.1: Interaction between CFD and CAA codes
As explained earlier, this variable decomposition allows separate treatment of
the large-scale mean flow motion and the small sound perturbations superimposed
upon it (Hardin, 1993). The mean-flow values p and v] can be computed separately
by a CFD code that solves the equations (2.4) and (2.5) together with the full energy
equation and t he equation of state of the gaseous medium. Then, at each time step.
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the mean fields can be passed to the acoustic software to serve as a basis of an
accurate and efficient numerical simulation of the sound field.
The sequential interaction between the CFI) and the CAA codes is pictured in
Figure 2.1. In Chapter 5 it will be pointed out that, due1 to numerical stability
limitations, the acoustic time step is usually smaller than the CFI) time step. I hat,
is why any feedback (denoted by the dotted line) of t he1 sound on the flow field has
to be averaged over the CFI) time step before introduction into the flow simulation.
It is generally assumed that such feedback can only have significant influence on
the resulting sound field when resonance occurs (Lighthill , 1952). In most cases
of aerodynamic sound generation, iteration in the loop shown in Figure 2.1 is not
necessary.
The main ideas discussed in this section were presented at a. Domain Decompo-
sition Conference (Djambazov et al. , 1997a).
2.2 Near Field and Far Field
With most aerodynamic noise problems, like the typical one depicted in Figure 2.2, it
is possible to partition the problem domain into two sub-domains: 1) the 'near field1
where aerodynamic noise is generated by the unsteady flow, and 2) the 'far field of
sound propagation (Shili et al. , 1995).
In the near field, the decomposition of variable's is applied to the mean-flow and
the perturbation quantities as described in the previous section. The most efficient
way of studying the sound produced in this region, in the author's opinion, is to
combine a general CFD code with a linearised TJulersolver. 1he latter should include
an implementation of non-reflecting boundary conditions to let the acoustic waves
leave the near field undistorted. The various aspects of the numerical solution, the
boundary conditions and the coupling techniques will be discussed in the following
chapters.
With the far field, several options exist, and they were briefly discussed in
Chapter I: acoustic analogies, Kirchhoff 's method and direct simulation of the
sound.
In the case of zero or uniform mean flow, Lighthill 's analogy and Kirchhoff 's
surface integral appear to be the most efficient methods for the far-field sound since
their implementations will involve only an evaluation of a volume or surface integral
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Figure 2.2: Domains for the numerical simulation of aerodynamic sound
for each of the observation points.
When the mean flow cannot he assumed uniform throughout the far field, some
of the extended acoustic analogies or the direct sound simulation has to be consid-
ered. In the author's opinion, direct CAA methods based on optimised and efficient
algorithms (Tam and Webb, 1993) are the better option especially for the lower
frequency range of interest. This preference is partly due to the flexibility and the
versatility of the direct methods.
If complex sound fields develop near the observation points (like those due to
interference with reflected waves - see Figure 2.2), direct CAA calculation seems the
only option, especially if the wind velocity (between buildings, etc.) has also to be
taken into account.
A more general case of domain decomposition is the one with reflected waves
from the far field affecting the sound generation process in the near field. This
can happen when an airplane flies close to the ground near an airport. If possible
(in terms of computational cost) the safest approach to this problem is to consider
everything as near field. The CFD solution can still be obtained for a smaller
region, and uniform flow can be assumed outside; the linearised Euler simulation,
however, covers the whole domain of interest. (This is equivalent to using direct
sound computation for the far field.)
If resonance occurs, time-dependent information from the linearised Euler solu-
tion has to be fed back into the CFD simulation of the noise sources. This means
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that a full two-way coupling between the two codes has to be implemented.
In the following chapters, the research concentrates on the near field of the aero-
dynamic noise problem where the decomposition of the variables is applied. After
the development of a linearised Euler solver, an example case of sound generation
by unsteady flow past an aerofoil is considered by sequential one-way coupling of
CFD and acoustic codes.
Chapter 3
Finite Volume Algorithms
Finite volume methods for the discretisation of the governing equations of fluid flow
have established themselves as robust and reliable with CFD simulations (Patankar,
1980; PHOENICS, 1995; Croft et al., 1995). In the near field region of aerodynamic
sound problems a finite volume CAA technique could easily interface to standard
CFD codes. The alternative possibility of using Finite Element methods has not
been considered here although it has been applied recently (Atkins, 1997) to sound
in air.
In this chapter the possibilities are investigated for creating a finite volume so-
lution procedure for the linearised Euler equations. As it was explained previously
these equations (2.11) and (2.12) describe the essence of the sound propagating
in a non-uniformly moving medium, and are therefore crucial for Computational
Aeroacoustics (CAA).
3.1 The Case of Uniform Mean Flow
In many cases the gradients of the mean velocity of the flow can be ignored. If the
boundary layer of the flow is much thinner than the simulated acoustic wavelength,
or if the magnitude of the mean velocity is small enough compared to the speed
of sound, the external flow can be successfully approximated by a uniform velocity
field.
In this case a relative frame of referenceis considered that moves with the velocity
of the mean flow. That makes the study identical to the simulation of sound waves
in still air.
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I he linearised Euler equations (2.11) and (2.12) can be simplified (with Vj = 0)
and expanded in two dimensions using the substitutions
u — pcv\
V = pcv 2 (3.1)
F x = pcF, F pcF2 •
The resulting acoustic equations (3.2) can also be obtained directly from (1.1) and
(1.4) of Chapter 1.
d p I d u d v s
dt ^ yd.r ^ dxjt
du dp
m + C d l - = F>
S
dv
m +
^ _ F
dy ~ *
uniform (or zero) mean flow the speed of sound c can be assumed constant in
the whole domain and can be calculated from (2.10).
When discretising the three unknown functions p, u and v, a fully staggered
(along both space and time) grid has been chosen. This is done because it allows (as
shown below) a fully explicit , stable, second-order accurate scheme to be formulated
(Morton and Mayers, 1994). Its accuracy can then be extended to third order by
allowing the scheme to become implicit while retaining a strong diagonal dominance
that guarantees fast convergence.
UL
w p
—• o —»
e
Using this cell-centred regular Cartesian mesh and the notation pictured above, a
finite-volume set of equations can be obtained by successive integration of (3.2) along
e a c h o f t h e a x e s x , y a n d t :
( . P - P a i d )dxdy +
+c
new n
C p
new e
I d t J { u e — u w ) d y + J d t J ( v n - v s ) d x
old s old w
new
I dt f Sdxdy
old Cp
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nexvM n >M
J (u- u0id)dxdy + c j dt J(p E - p w )dy =
Cu oldM s
dt
newM e
oldM Cu
newM
Fxdx(
J {v - v 0 i d )dxdy + c j dt J (p N - p s )dx = J dt J F ydxdy
Cv oldM w oldM Cv
Here Cp, Cu , and Cv denote the finite volume cells for pressure, u-velocity, and
v-velocity respectively.
The discretised values of pressure are stored in the cell centres (with upper
case indexes), while the discretised velocity components are stored oil cell faces
(with lower case indexes) in the middle of each time step (t0idM — told+ Af/2,
tnewM — tnew+ At/2). The storage locations are shown in Figure 3.1. External
sources of mass and momentum are also discretised in a staggered way as shown by
the symbols 'Mass so. ' and 'Mom.so 1 .
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Figure 3.1: Computational grid and radiating boundary interpolation
The integrals in (3.3) are first evaluated through mean values providing the
easy-to-program, second-order accurate, fully explicit leap-frog scheme (Morton
and Mayers, 1994):
P — Pold Uw) /{^n ' 's) "I"S/\t
U = U 0 id — ct x( p e — pw) + F x At
v = Vo id
cAt
O t — I i Cn
- <7y{PN- Ps) + FyAt
cAt
A x 1 A y
As it can be seen from Figure 3.2 this scheme is accurate enough within about 5
wavelengths, accumulating not more than 8% error, and it can only be used on its
own in small domains.
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Figure 3.2: The fully-explicit leap-frog scheme. ID propagation of a single pulse is
shown at regular time intervals.
A seconcl-order approximation of all the functions in all the integrals in (3.3) can
be employed to extend the accuracy of the method. Instead of
a-o+5
f { x ) d x = A x f ( x o ) , S = ^
x 0 -5
we now have
IQ+CS
J f ( x ) d x = A x [ A J { x0 — A x ) + ( 1 — 2 A ) f ( x 0 ) + A J ( x 0 + A x ) ] , (3.5)
xq -5
app l ied to a l l in tegra l s . In 2D th i s means
f { x , y ) d x d y=
cell
A ^ fnb + (1 —4 A)fCl
nb
Ax Ay (3.6)
with 'nb' used to denote all four neighbouring cells. The coefficient A = ^ can be
derived easily by integrating the second order interpolation polynomial defined by
the three points f(x 0 - Ax), f(x 0 ), and f(x 0 + Ax) within the specified limits. The
same value is obtained also in two and in three dimensions.
This semi-implicit scheme proved to be accurate enough to take the sound
generated out of the 'near field' . The resulting linear system is solved iteratively at
each time step starting with a very good initial guess computed using the explicit
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scheme (3.4). Only one level of neighbouring cells are involved, and not second or
further neighbours. The boundary cells are processed with the explicit scheme only.
\\ it h the discretisation of those integrals containing time as one of the arguments,
'future' and 'past ' neighbours are involved. Both of them are determined at each
iterative step by the fully explicit leap-frog scheme (Morton and Mayers, 1994).
Stored 'past ' values at the cell faces cannot be used because of the Courant limit
{('EL condition (Hirsch, 1990)) when the time step is adjusted to the whole cells;
instead, the leap-frog scheme is applied backwards from the old time level.
Fhe algorithm described above has been tested using the same one-dimensional
plane wave propagation example showing maximum error of about 5% of the am-
plitude over about 100 wavelengths in 2000 time steps.
The test solution as depicted in Figure 3.3 is obtained with Courant number
c7X = 0.7 (see equation 3.4) which is relevant for two-dimensional simulation. In 3D
cases, the corresponding limit is 0.577. At the limit in 11) a x = 1 t he two schemes
are exact (i.e. they have no approximation error).
ID sound propagation with Courant number = 0.7 (2000 time steps)
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exact
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D
60
40
• •
-20
462 464 466 468 470 472 474 476 478 480
Distance along axis of propagation, [m]
Figure 3.3: The semi-implicit scheme. Test pulse after travelling 100 wavelengths.
Acoustic radiation boundary conditions are implemented assuming plane wave
propagation in the boundary regions of the domain: velocity components at the
boundary faces are computed from the velocity field at the previous step by inter-
polation at the appropriate points inside the domain (see the arrow in Figure 3.1).
The direction of radiation has to be prescribed for each boundary cell. Then the
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interpolation point inside the domain can be determined by considering the distance
which the wave covers in one time step. A detailed description of the plane wave
boundary approach can be found in Chapter 4 (see equation 4.16).
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0
-0.1
Figure 3.4: Solid boundary - stepwise representation showing the effects of mesh
refinement
Solid boundaries are represented in a stepwise manner as shown in Figure 3.4.
The corresponding velocity components perpendicular to the boundary cell faces
are set to zero. With the first layer of cells next to the solid boundary the fully-
explicit scheme (3.4) is used in order to avoid the need of neighbouring values for
the semi-implicit scheme.
3.1.1 Acoustic scattering benchmark problems
The finite volume method described above was used to solve two of the problems
at the 'Second Computational Aeroacoustics Workshop on Benchmark Problems'
(Djambazov et al. , 1997c).
Problem 1
The physical problem concerns the sound field generated by a propeller scattered
off the fuselage of an aircraft. The pressure loading on the fuselage is of interest as
an input to the interior noise problem. The benchmark was set to test in particular
the accuracy of curved boundary conditions which in this work were modelled in a
stepwise fashion as shown above (Figure 3.4).
real curve
'28h.map'
'40h.map'
'56h.map'
-0.2 0 0.2 0.4•0.4
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Figure 3.5: Sketch of Problem 1
The idealised fuselage and noise source position are shown in Figure 3.5. The
source of sound is prescribed as follows:
with to — Stt.
Results were to be compared against the benchmark solution which was not
known beforehand at positions A, B and C.
A uniform Cartesian grid of up to 800x400 cells was used for this benchmark,
over a domain of approximately 14x7 units (Figure 3.6). The cell size was 0.01786
units, and the time step 0.0125 units (normalised w.r.t . D/c , the cylinder diameter
over the sound speed). The instantaneous pressure field generated by the sound
source is shown in Figure 3.6. The distance between the cylinder and source is an
integer number of wavelengths, leading to the creation of a standing wave between
them. A sound "shadow" is evident at the rear of the cylinder. The successive
amplification/attenuation of the sound signal as the emitted and reflected signals
meet, is better seen in Figure 3.7, which shows an instantaneous map of the pressure
throughout the domain.
The benchmark solution, published in (Kurbatskii, 1997), was analytic and inde-
pendent of radius for r -» oo. The numerical solution however can only be realised
for a finite radius; for this reason results were produced for comparison by taking the
square of the pressure at two radii, r = 5 and r = 7. A comparison of the computed
and analytic time-averaged results is shown in Figures 3.8 and 3.9. There is a close
correlation between the two results, with the r = 7 solution being the closer of the
two as expected.
(3.7)
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Figure 3.6: Computational domain and instantaneous pressure field for Problem 1
Problem 2
This is the same as Problem 1, except that there is no time-periodic source, i.e.
S — 0. Instead, an initial pressure pulse is specified which then propagates in time.
This is then an initial value problem, with u = v = 0att = 0, and
(x - 4) 2 + y 2
p = exp
—(In 2) (0.2)2
(3.8)
The same grid spacing ( h — D / 56), time step ( A t = 0.01) and solid boundary
mapping as with Problem 1 was used, but the extent of the domain was reduced to
600 x 300 cells - enough to contain the target semi-circle of radius 7-= 5 units.
Solutions are compared against the analytic ones at three points, A ( r = 5,
0 - 90°). B ( r = 5, 9 = 135°), C ( r = 5, 0 = ISO0), as shown in Figures 3.10(a)-
3.10(c). The computations in this case were performed using three different meshes
to check grid dependence of the results (h = D /40 and h = D/ 28). In all three cases,
the mesh is fine enough to resolve the pressure pulse, but the stepwise discretisation
of the cylinder is different (see Figure 3.4).
Comparison between the benchmark and numerical solutions shows that the tech-
nique predicts the passage of the pressure pulse over the obstacle quite accurately.
However, and quite surprisingly, the coarser mesh seems to give a better agreement
with the benchmark results in position A, at a right angle to the cylinder. It appears
that the finest mesh introduces high frequency oscillations to the solution. These
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Fuselage
Figure 3.7: Contours of instantaneous pressure showing interference patterns caused
by the interaction of emitted waves from the source and reflected waves from the
cylinder.
oscillations are almost certainly due to a correlation between the pulse wavelength
and the cylinder wall step size.
Typical times for these runs on a Sun Sparc 20 workstation are: I hour for the
coarse mesh, 3 hours for the medium mesh, and 10 hours for the fitie mesh. This
indicates an approximately linear relationship between mesh size and computational
time.
Compared to the rest, t he accuracy of the results presented here was encouraging.
This suggested that after the implementation of the convection terms, the resulting
linearised Euler solver will be suitable for the near field of aeroacoustic calculations.
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Figure 3.8: Comparison between numerical and benchmark solutions for Problem 1,
at r=5
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Figure 3.9: Comparison between numerical and benchmark solutions for Problem 1,
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CHAPTER 3. FINITE VOLUME ALGORITHMS
(a) Time history of point A ( r = 5, 0 = 90°)
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(b) Time history of point B ( r = 5, 6 —135°)
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Figure 3.10: Comparison between numerical and analytic solution, and the effect of
mesh density for Problem 2
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3.2 Linearised Euler Solutions
In the general case of nonuniform mean flow careful attention has to be paid to the
corresponding convection terms in (2.11) and (2.12) in order to achieve the accuracy
necessary for aeroacoustic computations.
3.2.1 Three-point schemes
In order to find the most suitable numerical scheme to be used with the linearised
Euler equations, the simple advection equation (3.9) has been studied comparing the
accuracy with which a pulse is convected at the constant mean velocity u 0 over 5
wavelengths. This testing distance was chosen because it is the acceptable accuracy
limit of the fully-explicit pure propagation scheme (3.4) with which the numerical
scheme for the convection terms has to be coupled.
I + uog = o (3.9)
at ox
Results have been obtained with a Courant number
< t = w oA«=0<7 (3i0)
A.r
which is relevant for 2-dimensional simulations. (With <7=1 any of these schemes
is exact.) The following convection schemes were tested (Djambazov et al. , 1997b):
1. Upwind fully explicit
2. MacCormack (Lax-Wendroff) (Hirsch, 1990)
3. van Leer (explicit with limiters) (van Leer, 1977)
4. Upwind/downwind Implicit (Degani and Fox, 1996)
Solutions of the test problem are shown in Figure 3.11 next to the equations defining
each numerical scheme. The observations that have been made can be summarised
as follows. The CFD-type upwind scheme can carry the sound signal accurately
for no more than one wavelength. MaeCormack's scheme seems more accurate but
it becomes unstable if combined with the pure-propagation scheme (3.4). Schemes
bounded by means of limiters (van Leer, 1977) introduce false noise to the sound
signal.
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MacCormack's scheme seems more accurate but
it becomes unstable if combined with the pure-
propagation scheme.
A convection scheme that has the same accuracy
as the fully-explicit, propagation scheme and can be
coupled with it. using finite volumes.
Figure 3.11: Comparison of different numerical schemes for pure convection
The upwind/downwind scheme is selected to be combined with the pure prop-
agation scheme (3.4) because they have the same accuracy, and the finite volume
formulation is also space centred. This combined method can be used in small
computational domains (not longer than 5 wavelengths). It takes between 4 and 8
iterations at each time step depending on the magnitude of the mean velocity. The
method and the computer code are easily extensible to three dimensions.
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An example solution of the full linearised Euler equations using the combination
of second order numerical schemes explained above for both the convection and the
propagation, is presented in Figure 3.12. It- concerns the propagation of a sound
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Figure 3.12: Acoustic perturbation travel in a boundary layer (solid lines) and in a
uniform mean flow (broken lines)
wave through a laminar boundary layer on a flat plate. A point source on the plate
surface simulates a vibrating diaphragm, introducing a displacement pulse on t he
surface. The boundary layer velocity profile is assumed to be the one plotted with
solid line in the right graph of Figure 3.12. In a real coupled simulation this profile
will be computed by a CFD code. The CF D domain can be smaller than the acoustic
one in order to reduce the computational cost. Then uniform mean flow is assumed
outside the CFD region.
Phase displacement of the signal propagating in a boundary layer is observed
(relative to the signal in a uniform flow), which is a function of the mean velocity
magnitude. The pressure perturbation is "compressed" upstream of the source, and
"expanded" downstream as expected (Djambazov et al. , l!)98a).
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3.2.2 Five-point schemes
In realistic cases when the computational domain is of size greater than five wave-
lengths, the accuracy of the three-point finite volume schemes is insufficient. (The
build-up of numerical error can be seen in Figure 3.11.)
Due to the stability limit (Courant limit) for all explicit schemes (those involving
neighbouring values at an older time), the accuracy cannot be increased by reduc-
ing the cell size because the number of time steps will be increased correspondingly,
and the accumulated error remains the same. On the other hand, the fully implicit
schemes that do not have a Courant limit are based on piecewise constant approx-
imations along the temporal axis which are also not accurate enough. (General
CFD codes use this type of schemes, and as it can be seen on Figure 1.1, their
wave-propagation properties are very poor.)
The only way of achieving the necessary level of accuracy with the linearised
Euler solvers is increasing the formal order of approximation with the interpolations
and integrations involved in the finite volume formulation. This will inevitably bring
more neighbouring values into the numerical scheme.
Two time levels
Considering an approximating function f { x , t ) that is of second order in space and
of first order in time, it can be seen below that 3 'old' and 2 'new' values are enough
to define its coefficients:
/(x, t ) = a o+ a i x + a2.i"2 + (i3xt -f a±t. (3.11)
When the mean velocity along x is positive these values are:
Wo — f ( — A x , 0) , Uo = /(0,0), Do = /(A.x,0) (3.12)
W = /(—Ax, A t ) , U = /(0, AO,
and the coefficients determined from the corresponding linear equations are:
D 0 — W q (H o+ Do)/ 2 — £T T " U V "U I —u / /- ~ u / Q 1 Q \
«0= t'o, «1= 9 ^ r i °2 - (Ax)2 ^.1.3J
u —u0 —(W — W 0 ) U -U o
a3 - —— , «4
AxAt A t
Then the in t e rpo l a t ed va lue needed fo r the ca l cu l a t i on o f the convec t i ve f l uxes i s
' ( t - t ) =\Wo + Id° - \ W + 1 U - (3-14)
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Figure 3.13: Test pulse travel and numerical error of the two-level scheme
Since only 'upwind' neighbours at the 'new' time level are involved for each cell
face, this formula will produce stable iterative schemes within the usual Courant
limit for explicit time stepping.
To test this approximation, the simple equation + f~ — 0 containing only a
transient term and a convection term is considered. The second order quadrature
(3.5) is applied to the transient term, and the finite volume form of the convection
term is a difference between two fluxes expressed by means of (3.14).
An example solution is shown in Figure 3.13 of a pressure pulse carried by a
constant mean velocity over 25 wavelengths. The whole computation takes 5000
time steps with 20 points per wavelength, and the graphs are plotted at regular
intervals.
The numerical error observed for this typical set of simulation parameters is
between 15% and 20% which is not acceptable for practical applications because it
may prove to be higher than the reflected waves in a real physical acoustic field.
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Three time levels
In order to achieve full second order approximation of the convective fluxes, it is
suggested here that a third "older" time level is used and that with the interpolation
of the face values, the upwind/downwind neighbours on the three time levels are
involved as denoted by the broken line on Figure 3.14.
For a face /, the neighbouring cells are denoted by 'U 1 for upwind and "D for
downwind depending on the direction of the mean velocity component v] perpen-
dicular to that face (Figure 3.14). With superscripts showing the time level, the
mid-time face value (marked by a square) can be calculated from a second order
approximation:
i i i
(3.15)fm id _
[ /older
+ \ u old , 3 j-^new+
This value will be used to calculate the convection flux across face / that is due
to the mean velocity v~ a^nd the gradient of the variable considered (pressure p or
ve loc i t y pe r tu rba t i on v t ) .
F,ach of the linearised Euler equations (2.11) and (2.12) contains three convection
terms (one term for each spatial axis). For brevity only the first term of the first
equation (2.11) is considered here, namely:
_ dp
V\~
dxi
dp
UOTT~( )x ;3.16)
To obtain its finite volume form this term is integrated successively over the cell
volume and along the temporal axis (from the old to the new time value). With the
volume integral, the first direction of integration can be x which is the direction of
the pa r t i a l de r i va t i ve . The re su l t i s a f l u x d i f f e r ence ,and each o f the two f luxes f j
has the form:
h n new
f i = woJ dz J dy J f ( y , z , t ) d t (3.17)
old
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where /, h1 s and n are the 'low', 'high', 'south' and 'north' faces of the cell, and
f(y,z,t ) is the pressure perturbation p at the corresponding face perpendicular to
x ( 'east ' or 'west").
Now the temporal integration can be performed before the other two. It is
suggested that a second order approximation is used here as well (tests using first
order showed insufficient accuracy):
new
h = f f { t ) d l = l - f l d + - f " u d + j/~ (3.18)
J 0 3 0
old
The values f old and f new are best interpolated from the corresponding cell centres
with a third order polynomial (see Figure 3.14):
f = + D) - j-(W + D 2 ), (3.19)
lb lb
and f mtd is known from (3.15).
Finally, the remaining double spatial integral along y and 2 should also be cal-
culated from second order approximations to be consistent with the treatment of
the transient term and the other terms described in the previous section. For the
computed values fr on each face this can be done using the quadrature formula
(3.6).
This complex numerical scheme was implemented in one dimension in order to
be tested against analytical solutions of the linearised Euler equations.
With the initial conditions two waves are created: one propagates along the
direction of the mean velocity, and the other one travels against the mean flow. The
simulation time is enough for the first wave to travel 20 wavelengths. In Figure 3.15
the whole ID domain and the two waves are shown in the middle and at the end of
the simulation. The mean velocity is positive, so the first wave ends to the right of
the domain, and the second wave has propagated towards the left end of the domain.
It can be seen that the numerical error depends on the direction of the mean
flow: the wave that propagates along the mean flow accumulates less error but some
trailing false oscillations can be observed. The modified upwind/downwind scheme
with extended accuracy presented in this section is stable within the usual Courant
limit and exhibits stronger numerical dissipation for waves propagating opposite the
mean flow.
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Figure 3.15: Finite volume test solution at Mach number 0.2
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3. 3 Accuracy and Efficiency Considerations
As seen in the previous section, for computational domains longer than 5 wavelengths
one way of increasing the accuracy of the convection discretisation is the parabolic
integration already used with pure propagation. The overall accuracy with 20
50 points per wavelength can be acceptable over about 20-40 wavelengths which,
in most cases, will be enough for the near held of aerodynamic noise problems.
1 lie main drawback is then the complexity of the algorithm when two- and three-
dimensional implementations are considered.
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Figure 3.16: Applicabil i ty of the Refined Fini te Volume Scheme
The applicabil i ty of the ful l f ini te volume code is i l lustrated in Figure 3.16 for
the test case of a single ID pulse which propagates with or against the mean flow.
The maximum error of the calculated pressure is plot ted which occurs always with
the pulse propagating against the mean flow as shown in the previous sect ion. The
graphs represent the resul ts of a series of numerical experiments with the three-level
5-point scheme.
With the mean convection veloci tyu 0 and the speed of sound c0 the Courant
number is a — (w0 + c 0 )At/Ax, and the Mach number is M = u 0 /c 0 . Courant
numbers higher than 0.5 are of no interest with this numerical scheme because of i ts
3D stabi l i ty l imit . The simulat ion t ime in each case is the t ime which the posi t ive
wave takes to propagate along the mean flow direct ion:t = w\/{u 0 + c0 ) where A is
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the wavelength, and iv is the number of wavelengths travelled (either 20 or 50).
With a fixed Mach number and cell size A.r increasing the Courant number is
equivalent to using larger time steps. Then the spacing between the nodes of the
second order interpolation (3.15) is also increased (see dashed line in Figure 3.14),
and this leads to larger approximation errors.
With a fixed Courant number and increasing Mach number, the relative influence
of the convection term increases, and since its discretisation error is larger than with
pure propagation (see Figure 3.3), the overall numerical error also increases.
It can be seen that, with the inclusion of the convection terms, the method
becomes less accurate than in the pure propagation case.
As far as the efficiency of the eventual three-dimensional code is concerned, it
should be pointed out that the algorithm is semi-implicit, and about four iterations
are needed at each time step with each of the variables (pressure and the velocity
perturbations). This is equivalent to using at least four times smaller time step to
do the same simulation, and that suggests that a fully explicit algorithm (which
is most likely to require smaller time steps) will not be less efficient than the one
considered.
A fully explicit algorithm results from the so called Dispersion Relation Pre-
serving (DRP) schemes (Tarn and Webb, 1993) which have been optimised for long-
distance wave propagation and have therefore better accuracy than the finite volume
schemes.
The proper decision at this stage is to give up the finite volume convection of
acoustic signals in favour of the DRP schemes which will be discussed in the next
chapter.
Chapter 4
The Acoustic Module
Aeroacoustics is about sound produced by unsteady airflow; computational aeroa-
coustics aims at making numerical simulations of this process based on fundamental
physical principles. In the first two chapters, it was shown that the acoustic motion
is a perturbation of small magnitude superimposed on the flow, and that the sound
field is best simulated by a special linearised Euler solver that can interface to CFD
software.
Here, the development of an acoust ic software module is described which is based
011optimised numerical algorit hms for the accurate representation of the sound field
in an efficient way by solving the linearised Euler equations given the sound sources
and the mean flow.
The acoustic module has two aspects of application. First, it can be used 011
its own with known mean flow and sound sources, and an example of this kind is
included in the last section of the chapter. Second, the module can be coupled with
a CFD package to study the time-dependent uoise generation by oscillating vortex
formations inside the flow which is subject of the next chapter.
4.1 Numerical Schemes
The accuracy and the efficiency of the acoustic computations depend to a great
extent 011the numerical scheme used to discretise the sound field. I11the previous
chapter it was shown that finite volume schemes can only be used in small domains
and are also difficult to implement in three dimensions with extended accuracy.
Here finite difference numerical schemes of higher order are considered. A new
45
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fully-staggered version for one class of optimised schemes is proposed together with
a mirroring procedure that allows the numerical treatment of solid boundaries to
remain as simple as with the finite volume approach.
4.1 .1 DRP schemes
For the numerical solution of the linearised Euler equations (2.11) and (2.12) the
optimal discretisation technique in terms of accuracy and efficiency so far appears
to be based on the Dispersion-Relation-Preserving (DRP) schemes (Tam and Webb,
1993). Their development and use was reviewed in Chapter 1. Here technical details
are included because these schemes are used for t he convection terms in the present
acoustic module.
The DRP schemes are in fact a set of finite differenceschemes for t he approxima-
tion of spatial derivatives and temporal integrations and for the artificial selective
damping of under-resolved high frequencies. All the coefficients involved have been
optimised with respect to accurate wave propagation over long distances. They
are fully explicit in time, and thus can be easily parallelised. They need a regular
Cartesian grid and stepwise representation of solid bodies in the domain.
With the original DRP schemes all variables are stored at the same locations
(there is no staggering between pressure and velocity components). The spatial and
temporal discretisations are independent of each other and are considered separately.
Spatial discretisation
Let f ( x , y , z ) be the instantaneous field of any of the acoustic field variables ( p or v,-,
see equations 2.11 and 2.12). For the approximation of the first, partial derivative
df/dx at any node of a uniform grid, three values of / to the left and to the right
of this node are used (Tam and Webb, 1993):
= 4 - Y , " j . / ' U ' + J - M - ( 4 - i )
dx Ax .^ 3
If the coefficientsa 3 are determined from a Taylor expansion of the function /, sixth
order of accuracy can be achieved with these 7 points. In contrast to those 'standard'
finite difference schemes, with the DRP scheme only fourth order requirements are
imposed on the coefficients, and the remaining free coefficients are determined in
such a way that the Fourier transform of the finite difference scheme on the right of
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(4.1) is a close approximation of the Fourier transform of the partial derivative on
the left.
Two ways of minimising the approximation error have been considered by the
designer of the DRP schemes (Tam, 1997). The first set of coefficients can be found
in the original publication (Tam and Webb, 1993). The second approach is more
important from the standpoint of wave propagation, and with it the coefficients of
the scheme are (Tam, 1997):
cio= 0 , ai — —a_i = 0.7708824
a 2 = -a_ 2 =-0.1667059 (4.2)
a 3 = -a_ 3 = 0.0208431.
Temporal discretisation
From the linearised Euler equations (2.11) and (2.12) the temporal derivatives of
the unknown functions can be expressed in terms of the spatial derivatives. Then
'older' temporal derivatives can be stored in the computer memory and used in a
discretisation scheme in the form:
3 ( d f \ ( n ~ j )
/ '" + " = / w +Af (^-J (4.3)
where superscripts denote the time level on a uniform grid along the temporal axis
with time step At.
The last term on the right side of (4.3) may be regarded as a weighted average of
the temporal derivatives at the last 4 mesh points. From the four constants bj that
are to be selected, three are chosen so that when the terms in (4.3) are expanded in
a Taylor series in At they match to order (A^) 2 . This leaves one free parameter, 60 ,
and the relations for the other coefficients are (Tam, 1997):
53 16 23
b\ = —3&o+ — , b2 — 36o —— , b3 = —bo+ — . (4.4)
The optimal value of the remaining coefficient b0 is determined by requiring the
Laplace transform of the finite difference scheme to be a good approximation of
that of the partial derivative. The optimisation depends on two parameters, and
their values are selected based on consideration of the range of useful frequency and
numerical damping rate. Then the recommended (Tam, 1997) coefficients become:
b0 = 2.302558 , bx = -2.491008 (4.5)
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b 2 = 1.574341 , b 3 = -0.385891.
This scheme is proved (Tam, 1997) to be condit ionally stable with sufficientlysmall
t ime steps.
Damping of extraneous numerical solutions
In a realist ic sound field there are always 'short waves ' that cannot be resolved
properly on the mesh chosen, no matter how fine it is made. Since those waves
excite dispersive and parasi t ic waves in the discret isat ion schemes, they have to be
fi l tered out of the numerical simulation.
This is done by introducing art if icial selective damping (Tam, 1997) into the
momentum equations (2.12). The dissipation term that is added to the right-hand
side, for example, of the first momentum equation has the form:
A = £.d < 4 - 6 )
j=—3
Heie Ui is the velocity component in the .r direction at node i of the mesh, u art is a
coefficient of artificial viscosity, and with the sum the neighbouring nodes j along x
are involved.
The coefficients dj are selected after analysis of the Fourier transform of the
momentum equation with the damping term in a way that ensures small damping
for the long (resolved) waves and large damping values for the short (unresolved)
waves. One set of recommended (Tam, 1997) coefficients is:
d 0 = 0.2873928425, dx = d. x = -0.2261469518 (4.7)
c?2 — c?_2 — 0.1063035788, d 3 = </_3 =-0.0238530482.
Solid boundary treatment
Regular Cartesian grids are needed to achieve optimal wave-propagation propert ies
of the differencing schemes. Hence, the solid boundaries are discret ised in a stepwise
manner, and boundary velocity components perpendicular to the wall are set to zero.
The non-staggered mesh leads to the need of defining 'ghost points ' into the solid
body in order to satisfy both the boundary condit ions and the differential equations
at the solid wall (Tam and Dong, 1993). For the pressure variable, one layer of non-
physical nodes are considered behind the solid wall , and their values are determined
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from the boundary condition of zero pressure gradient at the wall. At the same time,
for the pressure nodes on the solid surface the usual differential equation (2.11) is
solved.
Symmetrical differencing stencils as those described above cannot be used near
boundaries. Instead, asymmetrical schemes with DRP properties have been derived
and implemented in two dimensions (Tain, 1997).
In three dimensions where solid bodies of irregular shapes are present, the ghost
points become inconvenient to handle. Apart from a map of the surfaces, a record
of the type of differenceequation to be used with each ghost point is needed, as well
as records of the non-symmetric difference schemes for the points next to the solid
boundary. All these make the final code less efficient than it could be.
4.1 .2 Staggered DRP-type schemes
Staggering of the computational meshes for the scalar and vector variables of the
linearised Euler equations (2.11), (2.12) is proposed to simplify the solid boundary
treatment and to extend further the efficiency and the accuracy of the solver.
As with finite volumes (Dja.mbazov et al. , 1997c) the computational domain
is divided into cells. The stepwise solid boundaries consist of cell faces. Scalar
quantities, such as pressure, are stored in the centres of the cells while velocity
components are stored at the cell faces in the middle of the time steps.
Equations (2.11), (2.12) consist of transient, convection, propagation and source
terms. They can all be integrated over a time step so that the transient term becomes
a simple difference, and the remaining convection and propagation integrals need a
higher order approximation. (The source terms are less likely to need it.)
It is suggested that the DRP scheme (Tarn and Webb, 1993) is used with its dif-
ferentiation and temporal integration steps for the convection integrals only. Spatial
derivatives involving 7-point stencils at 4 older time steps are needed for the calcu-
lation of the new time step. (Of course, only the necessary derivatives are stored to
save computational time and memory.)
The propagation terms pc2 and =|^ are computed with 6-point stencils for
the spatial derivatives exploiting the staggered grid. Optimised coefficients can be
determined that exhibit the properties of the DRP schemes. The temporal integra-
tion is also optimised for long simulation of sinusoidal waves.
All computational stencils used are symmetrical and they will remain the same
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throughout the domain. At solid boundaries mirroring of the values provides the
missing points; thus solid walls are modelled by symmetry planes making use of the
staggered grid. The resulting computer code is much simpler to use and to maintain
than the corresponding non-staggered one.
The coefficients for spatial derivation and for temporal integration of the stag-
gered propagation terms of the linearised Euler equations will be obtained separately
in this section.
Spatial Derivatives
With the staggered mesh, the first partial derivatives of the pressure and of the three
velocity components along the three spatial axes (see equations 2.11 and 2.12) have
to be approximated in the middle of the intervals along the axes of derivation.
With the mirroring procedure at solid boundaries, and with a suitable radiating
boundary procedure (both described in the next section), the full 6-point stencils
can be considered available everywhere in the computational domain. Then along
x the first derivative of a function / can be expressed as
df I
& v £ 2 a ' }J = - 2
X + ( J ~ I) A x (4 .8)
Requir ing the scheme to be exact up tofourth order imposes a number of restr ic t ions
on the coeff ic ients ci j leaving only one free parameter :
«1- J - ~ a j ,
1 /25
a 2 =
2 V24
1 (
a 3 =
— «i
10 V
«i ) (4.9)
9 :
~8
An optimal value can be found for the remaining coefficient ci\ with respect to the
wave propagation properties of the numerical scheme. One way to achieve this is to
require the differencing scheme to be exact for the function
f ( x ) = c 0 + Ci sin k x + c 2 cos k x (4.10)
for any value of the constants c 0 ,ci,c 2 . This leads to a parametric equation for a i •
1 1 \ 2 5 9 / A 1 1
—£•3-I- 01 —- Ci — 53 5,5 (4. 1 1
2 10 ) 48 80
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where
5[ = sin a , S3 = sin 3a , 55 = sin 5a
with a parameter
A.r -
° ~ ~ ~ ~N~
where N w is the number of points per wavelength for this particular frequency. The
range of values that coefficient a1 can take is shown in Figure 4.1. With the increase
of the number of points per wavelength the value of coefficient a 1 becomes less
sensitive. Of course, since the computational cost also increases, one should make a
reasonable choice around 20 25 points for the typical wavelengths expected.
StaggeredSchemeDerivationCoefficients
0.06
6th order
sin, cos0.058
0.056
005n 0.054
0.052
0.05
0.048
0.046
25 3015 2010
Poin t s perwave leng th
Figure 4 .1 : So lu t ion of the paramet r i c equa t ion for a \
I t can be seen f rom Figure 4 .1 tha t the re i s no idea l va lue of the unknown
coef f i c ien ta x . The opt imum value ofc i \ wil l depend on the spec t rum of the sound
f ie ld s tud ied . I f on ly one f requency i s presen t , i t can be reso lved wi th 6-7 po in t s per
wave leng th , and a \ can be tuned accord ing ly . Th is i s . however , a r i sky cho ice because
i f resonance i s poss ib le , the numer ica l no i se which invo lves o ther f requenc ies wi l l be
ampl i f i ed . When a range of f requenc ies i s expec ted , the spac ing of t he computa t iona l
mesh should no t be less than 15-16 poin t s per wave leng th for the h ighes t o f them,
and «i shou ld be chosen accord ing ly f rom Figure 4 .1 . In th i s way the d i f fe renc ing
scheme (4 .8 ) wi l l r emain as c lose to the exac t represen ta t ion as poss ib le .
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Temporal Integration
With the time staggering of the velocity components the propagation terms of (2.11)
and (2.12), pc 2 and =J^r, are evaluated in the middle of each time step. These
values can be vised to calculate the new pressure and velocities at the end of their
time steps if the following approximate integration is applied:
At
2 3
1 f ( t ) d t = Ai£ b m f ( - m A t ) . (4.12)
_A1 "1=0
2
Requiring this numerical scheme to be exact up to second order provides the follow-
ing restrictions for the unknown coefficients bm :
bi = ;^j- — 3(6 0 — 1)
& 2 = 3 ( 6 0 - l ) - i ( 4 . 13 )
h = ^ - ( 6 o - l ) .
Again there is one parameter left free to choose in an optimal way with respect to
the accurate representation of the waves. Since this stencil is not symmetrical, the
general harmonic function (4.10) cannot be represented exactly, and a compromise
has to be found that introduces the smallest error. It is suggested that a least-
square fit is made between the solutions of the two parametric equations obtained
separately with the sine and the cosine term of (4.10). This is done in order to
minimise the approximation error of the scheme assuming that the sine and cosine
terms will have equal amplitudes in a real sound signal. The result of this fit is
plotted on Figure 4.2 under the title "LeSq".
With more than 20 points per cycle the optimal value of the free coefficient 60
does not change much and is very close to the value corresponding to a third-order
scheme. Because of the Courant limit for explicit time integration most applications
are likely to have not less than 20 points per cycle, and b0 should be selected from
a point with abscissa greater than 20.
This temporal integration scheme is of lower formal order than the classical
fourth order Runge-Kutta formula for ordinary differential equations which can also
be applied to the linearised Euler equations (Zingg et al. , 1996; Hixon, 1996). Since
the time step has to be small enough for the stability of the explicit scheme, the
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Figure 4.2: Parametric solutions for bo
third-order temporal scheme does not decrease the overall accuracy determined by
the spatial differencing scheme. 1 he advantage of the I)RP-type scheme is that it ,
does not imply evaluation of spatial derivatives other than those already computed
at older time steps.
4.2 Boundary Conditions
4.2.1 Solid boundaries
Since the linearised Euler equations (2.11) and (2.12) do not take into account
viscous effects, solid walls can be modelled by symmetry planes. For stationary
surfaces this means that the velocity component perpendicular to the wall is zero,
and that the normal derivatives of pressure and of the other two velocity components
are also equal to zero at the solid boundary.
Solid bodies in the computational domain are discretised in a stepwise manner
(see top part of Figure 4.7 and also Figure 3.4). The cells with centres inside the body
are considered as internal cells, they are declared blocked and are not processed.
The solid walls are considered as comprised of cell faces, and the correspond-
ing velocity components at these faces (with the staggered mesh, those are always
components perpendicular to the faces) are set to zero.
Temporal Integration Coefficients
3rd order
sine -<>-
cosine
\ LeSq - 9 -
\
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If parts of the solid surface vibrate, they are modelled by the source term S of
the continuity equation (2.11) and the zero boundary velocities are retained.
In order to use the same higher order differencing schemes at the solid surface
as those inside the fluid, the following mirroring procedureis applied to every solid
boundary face: symmetry of pressure and parallel velocity values, and antisymmetry
of perpendicular velocity values.
In the implementation every cell-centred value of pressure is accessed via a func-
tion call rather than directly addressing the storage array. Special integer arrays
hold the information about the cell faces that belong to solid boundaries, and they
are checked every time when a neighbouring pressure value is required.
Successive pressure values along a given coordinate axis are required to compute
the spatial derivatives (see 4.8 and 4.1). Two arrays, each of 3 elements, have
to be defined: one to the left, and one to the right of a given centre point or
face, respectively. Starting from the centre specified outwards, the pressure values
are copied into the auxiliary 3-element arrays. If a solid face is encountered, the
advancing direction is reversed. This provides a mirror image of the points in front
of the wall for the missing points behind the wall which is equivalent to setting zero
normal derivatives with both differencing schemes (4.8) and (4.1).
A listing of the mirroring procedure along the x axis (east-west direction) is
shown in Figure 4.3. The same subroutine is used to obtain mirrored values of
velocity components that are parallel to the wall. (At the solid surface the resultant
derivative will be multiplied by a zero mean velocity, but this may not be the case
with the neighbouring cells away from the wall which also involve 7-point stencils.)
For the mirroring of the velocity components perpendicular to the wall, a similar
procedure has been implemented. The only difference is that the sign of the copied
elements is reversed together with the advance direction every time a wall is found.
The six mirroring subroutines (two along each axis) have been implemented in
three dimensions. They can be used without changes with 2D and ID problems.
Then there will be a small overhead with the reflections along the unused axes.
The mirroring approach described above makes the solid boundary treatment
of the higher order finite difference schemes as simple as with finite volume algo-
rithms. It is only possible with staggered storage of the pressure and the velocity
components.
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s u b r o u t i n e p E W ( p , i C , j , k , p v e c )
c G e t p r o b l e m d i m e n s i o n l i m i t s f r o m i n c l u d e f i l e :
i n c l u d e ' n . c m n '
c D e f i n e a r g u m e n t a r r a y s ( i m p l i c i t i n t e g e r s w i t h i , j , k ) ,
c P , i C , j , k i n p u t ; p v e c - o u t p u t :
d i m e n s i o n p ( 0 : i d i m , 0 : j d i m , 0 : k d i m ) , p v e c ( - 3 : 3 )
c G l o b a l s o l i d b o u n d a r y m a p s :
c o m m o n / w a l l s / k e e p u ( 0 : i d i m , 0 : j d i m , 0 k d i m ) ,
+ k e e p v ( 0 : i d i m , 0 : j d i m , 0 k d i m ) ,
+ k e e p w ( 0 : i d i m , 0 : j d i m , 0 k d i m )
p v e c ( 0 ) = p ( i C , j , k )
d o 9 i d i r = - 1 , 1 , 2
i = i C
i n c = i d i r
d o 9 n b = 1 , 3
l o o k = i
i f ( i n c . L T . 0 ) l o o k = i - 1
i f ( k e e p u ( l o o k , j , k ) . G T . 0 ) t h e n
i n c = - i n c
e l s e
i = i + i n c
e n d i f
p v e c ( i d i r * n b ) = p ( i , j , k )
9 c o n t i n u e
e n d
Figure 4.3: Mirroring of cell-centred values along x
4.2.2 Radiating boundaries
In conjunction with the DRP schemes, radiation boundary conditions have been de-
veloped iu two dimensions based on the asymptotic solutions of the linearised Euler
equations (Tam and Webb, 1993). They involve optimised backward finite differ-
ences using 7-point stencils close to the outer boundaries of the domain. Since their
software implementation is long and complex, an attempt is made here to design a
less accurate but much simpler set of acoustic radiation boundary conditions.
On a regular Cartesian grid, a regular computational domain is considered (rect-
angular box). All sources of sound are assumed to be well inside the box, and
therefore, the acoustic waves leaving the box may be considered locally (over each
cell) as plane waves.
These 'radiating' boundaries (the outer boundaries of the domain) have no physi-
cal meaning, since the natural boundary condition of the external aeroacoustic prob-
lem is zero oscillation at infinity. Numerical radiating boundary conditions have to
be defined in order to simulate the acoustic waves leaving the finite computational
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domain. I his can be done by considering the analytical solutions of the linearised
Euler equations (2.11 and 2.12, in a form similar to 3.2) without any sources of mass
or momentum:
d p O p d v j
d t d x j d x j
dvi dv, dp
*7 + + c 7r" = 0. 4.14
d t d x j d x i
In the presence of a uniform mean flow with velocity components vj and tJJ, the
general solution of these equations for a plane wave normal to the direction (cosoi,
cos «2, cos q 3 ) is
P = f [(.i' l - V~[t)COS + (x2 - V^t) COSQ2 + ( x 3 - V ^ t ) COStt3 - d ] =
= / [ X jcos a j - ( v ~cos a J + c)/] , (4-15)
?'i = p cos ai , V2 = p cos a-2 , v 3 = p cos a 3 ,
cos2 Q'i+ cos2 a 2 + cos2 a 3 = 1
with / denoting any function of the argument in brackets. This can be verified by
substituting (4.15) into (4.14) where the subscript summation convention is used.
The solution (4.15) may be used to define a boundary radiation formula based
on interpolation from inside the domain at the previous (old) time step. Considering
a local frame of reference with origin at a given boundary node (xj = 0, j = 1 ... 3)
at the old time level (t = 0) and a plane wavefront that intersects the x t axis at the
origin at time t = A t , the 'old1 intersection (at t = 0) can be found of the same
wavefront with the same axis and it will have coordinates
x i = 0 ; J f 1
x J ~ f~ 0 > J = i •
Since f i s any func t i on , i t c an be as sumed tha t t he wave f ron t t ha t i s be ing t r aced has
an a rgumen t o f ze ro . Thus the equa t i on fo r the in t e rna l i n t e r s ec t i on po in t becomes
Vj COSQj + C
COScv.
A t . (4.16)
The boundary value at time t — A/ can be determined by means of simple one-
dimensional interpolation along the x t axis from the 'old' values at time t = 0 with
the interpolation point defined by (4.16).
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In order to use one-and-the-same computational stencil for the spatial derivatives
inside the domain and near the outer boundaries, three layers of interpolated nodes
are needed. With the present implementation second order interpolation is used:
f i x ) — . / o+ ;) » 1R — I I + ~T (,/ l + FR — 2/o)l A x I A x
f L = f ( - A x ) , f 0 — /(0) , /R — /(Ax).
(4.1'
This makes false reflections of magnitude about 1-2 % of the amplitude with plane
waves perpendicular to the boundaries. For long-time simulations, and especially
with resonance, a full implementation is needed with asymmetrical differencingsten-
cils at boundaries and with only one layer of interpolated boundary nodes.
The direction of the plane waves defined by cos j = 1 ... 3 is a free parameter,
and has to be specified by the analyst for each boundary cell for each model solved.
In the implementation of the acoustic module a facility is provided for the calcu-
lation of the cosine values and the resultant interpolation coordinates 011the basis
of 'source points ' (origins of spherical waves) that can be different for each bound-
ary cell. Thus complex wave patterns resulting from interference of primary and
reflected (by bodies of complex shape) waves can be taken into account. In simpli-
fied simulations, one and the same set of source coordinates can be assigned to all
boundary cells.
There are cases when the direction of the plane waves leaving the domain at a
given boundary point varies with time in a periodic manner. (One such example
will be discussed in the last section of this chapter.) Then the best strategy is
to specify an average direction of radiation on an intuitive basis. This is usually
accompanied by enlarging the computational domain so that the deviation from the
average direction becomes smaller, but this is very expensive in three dimensions.
Several attempts were made to define a procedure for the automatic time depen-
dent calculation of the local radiation axis but they all generated instability in the
solution.
4.3 Validation Tests
The computer code implementing the combined DRP and staggered-mesh linearised
Euler solver with mirroring procedures at solid walls is at first tested in one and two
dimensions 011problems that have exact analytical solutions.
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In 1( igure 3.15 a finite volume solution for one-dimensional waves with mean
flow showed maximum numerical error of about 10%. Here, the same simulation is
repeated with the finite difference acoustic module.
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Figure 4.4: Updated test solution from Figure 3.15
As it can be seen in Figure 4.4, the finite difference error is less than 1%, and it,
stays the same with both waves (the positive wave propagates in the direction ol the
mean flow, while the negative wave propagates opposite to the mean flow; the Mach
number is 0.2 as before). This very small error was an expected result because the
finite difference schemes used in the acoustic module have been optimised for wave
propagation in the presence of mean flow.
Two more severe tests are included below which were not attempted with finite
volumes because of their limited accuracy.
Figure 4.5 contains graphs of the one-dimensional pressure distribution after
a certain number of reflections (shown next to each line key) of an initial pulse
containing four sinusoidal waves. The wave packets that have travelled 5, 15 and 25
times the length of the domain appear on the right-hand side of the plot, while the
ones that have travelled 10 and 20 lengths appear on the left. In the middle, false
oscillations can be seen that are due to the discontinuity of the first derivative of
the initial pulse.
No artificial viscosity was introduced for this example in order to test the damp-
ing properties of the staggered scheme.
Apart from the zone around the discontinuity, almost no accumulation of error
can be observed.
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not processed.
The mirroring procedure described in the previous section is applied to every solid
boundary face: symmetry of pressure and parallel velocity values, and antisymmetry
of perpendicular velocity values.
The top graph in Figure 4.7 shows a snapshot of the acoustic pressure field just
after the main pulse (with the densest contours) has passed over the cylinder (at
x = 0, y = 0). The reflected wave scattered by the cylinder can be seen on the right
side of the graph. A third small wave (with a peak at x = —0.9, y — 1) results from
the collision of the two branches of the main pulse split by the cylinder. (Only the
upper part of this symmetrical problem is modelled and shown.)
The tabulated analytical solution (Kurbatskii, 1997) (courtesy of K. Kurbatskii)
was used to produce the two graphs at the bottom of Figure 4.7. The middle graph
shows the time dependent pressure at an observation point located 5 diameters
above the cylinder, and the bottom graph presents the pressure history at the same
distance along a line at 45° from the vertical.
With the numerical solution the reflected pulse appears to be less than 0.0'2non-
dimensional time units behind the actual one. Then, if the 'cycle1 of this pulse is
assumed to be 1 unit long, the phase error observed will be less than 2%. It can
be seen that the agreement between the numerical and the exact solution is much
better than with the finite volume scheme (Figure 3.10).
All problems presented here have been solved with a fixed set of staggered-
scheme coefficients based on the values for 20 points from Figure 4.1 and for 50
cycles from Figure 4.2. If the frequency of the signal studied is known, fine tuning
of the coefficientscan be done using the values from the above graphs.
For the convection terms the I)RP coefficients (Tam and Webb, 1993) are also
constant, and the artificial viscosity coefficient was set to zero relying on the sta-
bilising property of the staggered terms (this should not be done in the supersonic
case where the convection terms prevail).
The development of the present acoustic module was described in a paper (Djam-
bazov et al. , 1998c) prepared for a joint Aeroacoustics Conference of the American
and European Aeronautical Societies.
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Figure 4.7: Acoustic scattering test
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4.4 A 3 D Application: Resonant Cavity
1his three-dimensional simulation involves the sound field between two circular
plates with or without mean flow between them. The sound source is a vibrating
diaphragm located at the bottom plate (see 'source' in Figure 4.8), and its frequency
can vary but is always close to the resonant frequency of the standing waves between
the two plates.
The acoustic module for solving the linearised Euler equations described in the
previous sections is used. The two plates are modelled as thin solid surfaces so that
the mean How can be assumed uniform. If needed, the module allows non-uniform
mean flow to be prescribed from a previous CFD solution; then the effect of the real
geometry and of the boundary layers can be studied.
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Figure 4.8: Vertical and horizontal section of model domain
The geometry of the resonant cavity and the outer boundaries of the computa-
tional domain are shown in Figure 4.8. The 'south' boundary (lower boundary on
bottom graph) is a symmetry boundary (zero flux, equivalent to a solid wall with
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the linearised Euler equations), and the rest of the domain boundaries are radiating
acoustic boundaries.
In the direction perpendicular to the plates the minimum possible number of
12 cells per wavelength is prescribed which can ensure correct representation of the
multiple reflected waves; in the other two directions the mesh is coarser (about 6
points per wavelength, see dotted lines in the bottom part of Figure 4.8). The
variable intensity of the source membrane is shown by solid-line contours, and the
variable sensitivity of the receiver region is plotted in broken lines. The amplitude
and the phase of the received signal (weighted integral of pressure over the marked
region) has to be compared to the amplitude and the phase of the source signal for
different values of the source frequency.
To test the numerical accuracy and stability of this model, the source is turned
on for about 16 cycles, and then the system is left on its own for about 48 more
cycles (a total of 2000 time steps). As it can be seen on Figure 4.9, the initial
Acoustic cavity response at 39500 Hz, mean flow: 100 m/s
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Figure 4.9: Signals of the test simulation
linear increase (characteristic of resonance) in the amplitude of the received signal
is captured correctly. After the source signal is stopped a linear decay of the receiver
pressure follows until most of the sound energy is radiated out of the domain (at
about 0.75 ms). However, some higher frequency oscillations can be observed that
are superimposed on the main signal. During the second half of this test simulation
(at time greater than 0.8 ms) what has been recorded is, in the author's opinion,
self noise of the numerical schemes. Art ificial damping was specified (using a fifth
order upwind scheme rather than the central DRP scheme for the convection terms)
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in order to obtain a stable solution with nonzero mean flow.
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Figure 4.10: Pressure field at symmetry plane
A vertical cross section of the sound field at the end of the simulation (5000
time steps) is shown in Figure 4.10. The pressure values at the centres of the first
layer of cells next to the symmetry plane have been used in the contour plot. The
two straight lines represent the sections of the two thin plates. Inside the cavity
(between the two plates), due to the resonance, the acoustic pressure is 10-20 times
higher than in the radiated waves outside. That is why different scales were used in
the two regions to produce the contour plots. The directional pattern of radiation
can be clearly seen: most of the sound energy is emitted off the edges of the plates
in the vertical directions. Also, the upwind amplitudes (at the left end of the plates
in Figure 4.10) are higher than those at the opposite end because the sound waves
travelling against the mean flow get compressed, while the others are expanded.
The wave pattern in and around the cavity without mean flow can be seen in
the top part of Figure 4.8. This is a snapshot of the pressure field after the first 500
time steps with the source signal switched on. Since the source membrane is closer
to the left edges of the plates, the amplitude of the radiated sound there is higher
as indicated by the denser contours.
A complex three-dimensional pattern of oscillation inside the cavity is produced
by the simulation. When an acoustic (compression) wave reaches the end of a duct
and starts radiating into the open space, a reflected (depression) wave is formed
which will eventually reach the opposite end of the cavity. This process goes on in
all directions with all waves interfering. Obviously the simulation captures some of
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Chapter 5
Coupling C F D with Acoustics
As it was already explained in Chapter 1, the flow needs to be computed sepa-
rately from its acoustic perturbations because of the differences in the numerical
algorithms. In this chapter some possibilities are discussed, and two examples are
given of using time dependent flow simulation results to calculate the aerodynamic
sources of sound needed for the acoustic simulation.
5.1 Aeroacoustic Sources on Solid Surfaces
Aerodynamic sound is generated as a result of the interaction of vortex structures
that arise in viscous flows. These vortex structures are most often associated with
either a shear layer or a solid surface. Once the sound is generated it,propagates in
the surrounding non-uniformly moving medium and travels to the 'far field".
Sound propagation is hardly affected by viscosity (that is why noise is so difficult
to suppress). Also, sound perturbations are so small that their contribution to the
convection velocity of the flow is negligible in many cases. These two facts mean
that sound propagation is, in essence, described by the linearised Euler equations
(2.11) and (2.12).
The simulation of the flow that generates sound, however, requires time accurate
solutions of the Navier-Stokes equations. Two approaches exist here: Reynolds
Averaging and Large Eddy Simulation. Both of them require adequate turbulence
models and fine meshes to capture the small structures in the flow that oscillate and
generate sound.
Most commercially available Computational Fluid Dynamics (CFD) codes have
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implementations of Reynolds-Average Navier-Stokes solvers (RANS). The new al-
ternative, Large Eddy Simulation (LES), which requires more computational power
has become available only in the recent years. In the author's opinion, the future of
Computational Aeroacoustics (CAA) is closely related to LES. For the time being,
however, one should try to make the most of RANS.
The basic idea of software coupling between CFD and CAA (decomposition of
the variables into flow and acoustic parts) as well as the Domain Decomposition into
near field and far field was presented in Chapter 2. The CFD code is used to solve
the time-dependent RANS equations in the near field while the CAA deals with the
linearised Euler equations in the whole domain.
Here, the study concentrates on the use of the source term S (2.11) to transfer
the information about the generation of sound from the CFD code to the acoustic
solver.
In Chapter 1 test solutions of ID sound waves were presented, illustrating the
poor propagation properties of the CFD algorithms (see Figure 1.1). A closer exam-
ination of the time history of this solution (PIIOENICS, 1995) pictured in Figure 5.1
reveals that the pressure at the first node next to the source of sound (at the left
end of the ID domain) has been resolved accurately.
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Figure 5.1: CFD solution at source of sound
This suggests that when the source nodes are known, the time dependent pressure
at these nodes may be used to calculate the necessary source term. The following
assumption has to be made: the CFD code resolves the full physical pressure (com-
prised of mean flow and acoustic components) in the first layer of computational
History at i = I, x = 0.0142
CFD
exact
error
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cells next to a solid surface or in any other cells that have been identified as sound
sources. 1 he term 'resolves' is used here to denote that the CFD pressure is a good
approximation of the true pressure signal in these selected cells.
Since the CFD pressure signal contains a mean-flow component, it cannot be fed
directly into the acoustic code; the time dependent component has to be separated
first. This can be done if a preliminary steady CFD solution is obtained in the same
geometry, and the time dependent simulation is started with this initial condition.
Then the difference between t he time dependent and the steady pressure is the signal
that has to enter t he acoustic simulation at the prescribed source nodes.
One way of inserting this signal into the linearised Euler solver is to specify it as
a fixed-value internal condition at the selected nodes. However, this will preclude
the possibility of other acoustic waves (reflected from solid boundaries or generated
by neighbouring source nodes) to propagate through t he prescribed source layers.
The other option is to calculate the contribution of the CFD source to the local
increment of pressure
at the selected nodes over each time step. Since any transients associated with
the establishment of the mean flow have been eliminated by start ing from a steady
solution, this CFD contribution is simply the difference p(t)—p(t — At) between
the new and the old CFD pressure values.
If the CFD mesh and the acoustic mesh are t he same, it is enough to add
this difference to the other terms forming the acoustic pressure increment A p (see
equation 2.11). However, most often this will not be the case because the CFD
mesh is refined in the boundary layer while t he acoustic mesh has to be coarse in
order to obey the Courant limit. Therefore, it is best to express the CFD pressure
contribution in terms of continuous quantities:
p ( t ) - p ( t - A t ) = i ^ A t . (5.1)
Then the temporal derivative of the local pressure at the source nodes, calculated
from the CFD solution, can be added to the source term S of the acoustic continuity
equation (2.11):
5'= ^ + S mb . (5.2)
at
Here S vl b denotes sources external to the flow like vibrating solid objects.
following combined algorithm can be outlined:
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1. Obtain a steady CFD solution of the flow problem.
2. Start the time-dependent CFD simulation with these initial conditions.
3. Impose the calculated temporal derivative of the pressure at selected nodes
within the flow region as part of the source term of the acoustic simulation.
4. Solve the linearised Euler equations in the acoustic domain applying any ex-
ternal sources of mass (vibrating solids).
Since CFD codes use finite volume discretisation, the value of the temporal
derivative dp/dt has to be recovered from the same type of discretisation. Then, if
phase accuracy of the calculated acoustic signal is essential (like with resonance),
the time-dependent outflow from the control volume with increasing p in the CFD
solution or t he inflow perturbation if p is decreasing should also be taken into account
in order to calculate the correct amount of mass that is assumed to enter or exit the
acoustic simulation at each time step.
The finite volume form of the RANS continuity equation (1.1) in isentropic con-
ditions ( = c 2 ) suggests the following pressure source:
_ A
S — pC (Vj Vj,average ) ^ S v ib (5.3)
j I n f l u x,f > 0
^ \ Outflow , ' j f j < 0
where Ai n ji ux is the area of the faces of the cell with volume AV across which there
is inflowduring the time step At, and the repeated index denotes summation over all
such faces. This formulation also assumes that the CFD solution is fully converged,
since otherwise cell continuity errors would be perceived as sources of sound.
At a solid surface in the region of an aerodynamic sound source the time-
dependent velocity (vj - Vj,aver age ) is most likely to have the same sign for all non-
blocked faces of a given cell, i .e. there is only influx or only outflow. Then, according
to the continuity equation (1.1) in isentropic conditions
+ c2-^—(plTj) = 0 , (5.4)
at ax j
the sum of the fluxes specified in (5.3) which determines the sound source is equal to
the temporal derivative of the RANS pressure. For the cells outside the source region
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this cannot be considered true because with propagating waves, the perturbation
fluxes through opposite faces have opposite signs. Therefore, it is essential to know
in advance which are the source cells.
The computational cells of the first layer next to a solid surface can be considered
as prospective sources of sound because the inertial forces from vortex structures
(that may be oscillating as they are carried along the surface by the flow) hitting
the wall cause pressure fluctuations.
In some cases (separated flows, jets) the sources of sound cannot be localised
and are instead distributed across the computational domain. These cases will be
discussed in the next chapter with the generation of sound away from solid bodies.
The two codes (CFD and CAA) have separate meshes in overlapping domains.
The RANS mesh must be body fitted to represent smooth solid boundaries. The
acoustic mesh can be regular Cartesian, and the CAA domain can be larger
extending to the mid field if Kirchhoff 's method is used (Lyrintzis, 1993) or to
the far field if high-order optimised numerical schemes are employed (Tam and
Webb, 1993). Uniform mean flow has to be assumed outside the region of the CFD
simulation.
Prior to the introduction into the acoustic simulation the flow quantities (lJ J , p
and p, in air c 2 = 1.4 p/p), which multiply the terms of the linearised Euler equations
(2.11) and (2.12), are interpolated with piecewise constant functions (choosing the
nearest neighbouring point from the irregular CFD mesh). 1 his can be done because
typically the flow mesh is finer than the acoustic mesh (see 'Direct simulation of
sound' in Chapter 1).
In the following two sections the above algorithm is applied to the sound gener-
ation due to vortex-blade interactions using two different CFD codes.
5.2 Coupling with the Structured Finite Volume
Code PHO ENIC S
One of the first CFD codes to find industrial application was the PHOENICS pack-
age (PIIOENICS, 1995). Its name is an acronym of 'Parabolic, Hyperbolic Or El-
liptic Numerical Integration Code Series' . Its finite volume algorithms are based on
staggered structured meshes which can be body-fitted (abutting curved solid bound-
aries). The implementation includes an input language for specifying the geometry
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and the parameters of the solution procedures for a given problem.
In aeiodynamic sound problems vortex structures of relatively small size have to
be lesolved since they are responsible for the generation of much longer wavelengths
of sound. In order to avoid excessive refinement of the mesh (and higher computa-
tional cost), as well as to reduce the false numerical diffusion of the vortices, second
order numerical schemes are considered rather than the default first,order discreti-
sation. Higher order schemes can be selected by specific input commands with the
latest versions of PHOENICS.
Before applying to more realistic problems the coupling algorithm described in
the previous section is tested with the same II) problem shown in Figure 1.1. The
pressure, velocity and density fields provided by PHOENICS at each time step are
input into a finite volume acoustic solver with the simplest numerical scheme (3.4)
of those presented in Chapter 3. (In one dimension, this simple scheme can be made
very accurate by specifying a Courant number <rx closer to the limit of 1.)
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Figure 5.2: Combined solution of test problem
The discretised source term was calculated according to (5.3) with S vt b — 0
only for the leftmost cell of the computational domain. The actual source of sound
was defined as a time dependent boundary patch in PIIOENICS that represents
an oscil lat ing piston. (In real simulations such vibrating solid sources should be
introduced directly into the acoustic solver rather than passing them through the
CFD code; here this is done only for the purpose of testing.)
It can be seen in Figure 5.2 that the act ual acoustic signal was recovered perfectly
well .
As a 2D example, generation of sound by vortices impinging on a flat plate
is considered. PHOENICS is used to compute the airflow on a mesh that is two
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times finer in the direction perpendicular to the plate than the corresponding grid
for adequate acoustic simulation.
The middle section of the inlet patch is defined as time dependent sinusoidal
source of momentum in the vertical direction. The background flow is uniform at
160 m/s. This creates a vortex that hits the flat plate situated in the middle of
the computational domain. Ordinary zero pressure outflow boundary conditions are
specified. The top and bottom boundary pressures are also set to zero in order to
simulate the vortex convection in open space.
0.8 0.8
0 6 0 6
0.4 0.4
0.2
1.8 0.2 0.4 0.6
Figure 5.3: Hydrodynamic perturbations and blade (left, scale: 1 m/s to 0.1 m),
and acoustic pressure contours (right, spacing: 6 Pa)
The geometry of the problem and the hydrodynamic perturbation velocity field
(with the uniform background flow subtracted) are on the left of Figure 5.3.
The pressure fluctuations (temporal derivatives) next to the solid surface are im-
posed as source terms on the linearised Euler equations which are solved separately
as described in Chapter 3. The size of the computational domain is small enough so
that the finite volume solver (Djambazov et al. , 1997b) can predict accurately the
sound field.
A snapshot of the pressure perturbations can be seen on the right of Figure 5.3.
A graph was made of the acoustic pressure as a function of time at different locations
above and below the solid blade. (The numbers of the cells monitored above and
below the centre of the blade are printed next to each line key.) As it can be seen in
Figure 5.4. the amplitude of the sound waves generated at the blade decreases away
from it as expected.
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Figure 5.4: Acoustic signal in the specified cells above and below the centre of the
blade.
These results together with the sound source formulation in the previous section
were presented at the 10th Domain Decomposition Conference (Djambazov et al. ,
1998b).
Fhe coupled CFD-CAA technique developed so far allowsgeneral-purpose RANS
solvers like PHOENICS to be used with problems of aerodynamic sound generation.
At the locations where sound is generated, the CFD pressure oscillations are passed
to a linearised Euler solver that can simulate accurately the acoustic waves propa-
gating away from their source. Also, the local values of the flow quantities which
appear in the acoustic equations are provided by the CFD solution.
5.3 Coupling with the Unstructured Mesh Finite
Volume Code PHYSIC A
The coupling between a (-I 'D software package and an acoustic software module
will be used in this section for the simulation of aerodynamic sound generated by
vortex-blade interactions in realistic geometries. PHYSICA (Croft et al. , 1995) was
selected for its flexibility with complex shapes and different numerical algorithms,
and also, because it is being developed at the University of Greenwich.
The PHYSICA package has a flexible modular structure which allows various
modelling procedures of various physical phenomena to be accessed in a single nu-
merical simulation. New modules or new features of existing modules can be added
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to the package at any time. Currently, the following modules are available: heat
transfer, fluid flow, solidification, and elastic/visco-plastic solid mechanics module.
In the present study only the fluid flow module is used.
I he solution algorithms in PHYSICA are based on xinstructured meshes which
can be comprised of cells of various types and shapes. This makes the modelling of
curved solid boundaries very easy. With the fluid flow variables there is no staggering
of the grids: the velocity vector components are stored at the centres of the cells
together with the pressure and density values. In t his way only one computational
mesh is used during the whole simulation rather than four separate meshes needed
with the staggered approach. (The trade-off is a little decrease in the stability in
some cases and a more complex interpolation procedure at cell faces.)
5.3.1 Second order schemes
In most CFD implementations the discretisation algorithms are based on the stable
upwind scheme (Versteeg and Malalasekera, 1995). It-ensures that during the itera-
tive solution, an increase of a quantity at a given location will always be followed by
an increase and not by a decrease at t he neighbouring points. Unfortunately, this
restricts the approximation of the variables to piecewise constant in both space and
time.
For the flow perturbations which generate aerodynamic sound better accuracy is
needed. This can be illustrated by comparing the solutions of a vortex pair carried
by a uniform mean flow obtained separately with the upwind scheme and with a
second order scheme.
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Figure 5.5: Vortex convection with upwind (left) and QUICK (right) schemes
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I he two results in Figure 5.5 were computed by PHYSIC A before (left) and after
(right) the implementation of the QUICK scheme which will be examined in greater
detail in this section. Very similar results were produced also by PHOENICS (a
CFD code described in the previous section). The vortex series in both cases is
generated by sinusoidal time dependent boundary conditions at the left boundary
of the domain. The mean velocity of 160 m/s (from left to right) is subtracted from
the solutions before making the graphs. It can be seen that at a distance of only
about three vortex diameters downstream, the upwind solution is not correct: false
(numerical) diffusion is observed which is much stronger than with the second order
scheme.
QUICK stands for Quadratic Upwind Interpolation for Convection Kinematics.
With this numerical scheme the cell face values of fluxes are calculated by sec-
ond order interpolation between the two neighbouring nodes and an upstream node
(Leonard, 1979). The scheme can be formulated in a standard way and in several
alternative ways (Versteeg and Malalasekera, 1995).
The standard (straightforward) formulation can be unstable due to the appear-
ance of negative coefficients in the discretised equations. Then during the solution
iterations, an increase of a given value will lead to a decrease of a neighbouring
value, and false (non-physical) oscillations will be initiated.
The alternative formulations involve placing troublesome negative coefficients
in the source term (right-hand side) of the discretised equations. Since the source
terms are updated less frequently than the nodal values, the solution procedure is
likely to converge before an instability starts developing. All variations should give
the same solution upon convergence.
For the simulation of the travelling vortices N. Croft 's implementation (Croft,
1998) of an alternative formulation (Flow3d, 1995) of QUICK was used with the
momentum equations only. The pressure correction equation which is also part of
the PHYSICA flow module is left unchanged.
In the general case of unstructured meshes it is not straightforward to determine
the third node (the upwind neighbour of the upwind node for a given cell face) of
the QUICK scheme. Another of N. Croft 's subroutines is called to find the element
number of this node.
The changes to version 2.00 of the PHYSICA code necessary to include QUICK
(and two more higher order schemes) are the following:
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1. In the General Equation Module the call to 'differencing schemes1 is modified
to pass the array pointers along with the other arguments.
2. In the Fluid Flow Module the slot SCHEME UPWIND in subroutine 'differ-
encing schemes' is used to call a new subroutine 'QUICKS-LINK'. This slot is
activated by a special command in the PHYSICA input file.
3. According to parameters initialised in the User Module, the new subroutine
'QUICKS-LINK can activate one of the second order schemes after a specified
number of iteration sweeps. The various first order schemes are also retained
as options. For each face the subroutine performs finding of the neighbouring
element numbers, a call to find the third upwind element, and calls to calculate
the contributions to the system matrix and to the source terms vector.
This implementation was tested with the inviscid example of travelling vortices
shown on the right of Figure 5.5.
5.3.2 Aerofoil geometry specification
The PHYSICA package is provided with an interface to a finite element grid gen-
eration package (FEMGEN, 1992) for the specification of the geometry and for the
construction of the unstructured computational mesh. This is very important and
convenient for the creation of triangular and tetrahedral meshes.
For the external 2D flow around an aerofoil another approach was chosen which
allows automatic meshing of different aerofoils depending on a set of numerical
parameters.
The aerofoil is defined by a central curve and a thickness function. The point
coordinates on the central curve are calculated using the parametric formula of third
order Bezier curves:
x = xov 3 -f 3.riuv^ 3x2u^v + x^ii ,
y - y 0v 3 + Syiuv 2 + 3y 2 u 2v + y 3u 3 , (5.5)
0 < u < 1 , v — 1 — u
with the values of the curve parameter u chosen from the values of a cosine function
so that near the leading edge (u - 0) and near the trailing edge (u = 1) the density
of points is the highest. The four governing points of the Bezier curve (x n y,,
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i —0... 3) are defined in a coordinate system with an origin at the aerofoil leading
edge in the following way:
x 0 = 0 , y0 = 0
a
" l = k l e a d — , U l = 0 ( 5 . 6 )
_ ,
x 3 , X 3 .
x 2 ~ X3 - K t r a i l —COS Q curv , lj2 = XJ3 + k trai i— Sin Oicurv
x 3 = Lcos(a curv /2) , y3 - -L sin(a curv /2).
There are four parameters left to specify the shape of the central curve: L is the chord
length, a curv is the curvature angle (like with a circular arc), and the coefficients
kieadand ktraii with values between 0 and 1 determine the rate of deviation from the
tangent at the leading and trailing edge respectively.
I he thickness function of the aerofoil is defined in the following way:
<J(s) = exp ( p r - t ) / m i
m v
, _ . rn - s M . _
t = s-\ —; sm7T5 (5.()
sin 7T.Sm
_ sj — s
s t
2PT ,
m = , m i = 1 — m .
2PT + 1
Here 5 is the distance measured along the central curve of the aerofoil from the
leading edge towards the trailing edge, and st is its final value. Only two parameters
are enough to define the thickness function S(s)\ the exponent pt < 1 determines the
sharpness of the trailing edge, and the non-dimensional sm determines the position
of the maximum thickness.
The points on both sides of the aerofoil are calculated by symmetrically dis-
tributing the thickness function along the central curve (xc, yc)'•
x ( s ) = arc(s) =F% £ ^(- s ) sin/3 , y { s )= y c ( s ) ± ^ ^ S i s ) cos/5
with (3 being the local tangent angle of the central curve.
In total 7 parameters are enough to approximate virtually any aerofoil: 4 for the
central curve, 2 for the thickness function, and 5 max for the maximum thickness.
The mesh around the aerofoil is constructed in stages using again third order
Bezier curves (5.5). At first the three aerofoil lines (central line and two sides) are
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Figure 5.6: Aerofoil and mesh for inviscid flow computation
extended smoothly to the west and to the east side of the rectangular computational
domain. Then the cross sections of the aerofoil are extended smoothly to the south
and to the north side of the domain. Finally cross curves are created retaining regular
spacing at all sides of the domain. The resulting mesh is shown in Figure 5.6 with
the regions of the leading and trailing edges magnified.
Nine more parameters are necessary to define the whole mesh: one for the angle
of attack, two for the total number of cells along each axis, two for the total length
along the axes, two for the positions of the south and west sides of the domain
relative to the origin at the leading edge of the aerofoil, and two exponent parameters
specifying the density of the mesh close to the aerofoil in both directions.
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I lie aim of this simulation is to show how noise is generated by vortex-blade
interactions. I his is essentially an inviscid phenomenon since it is due to the inertial
forces of the vortices hitting the blade, and for this reason the boundary layer close
to the aerofoil is not modelled. If the exact lift and drag are needed the mesh can
be refined next to the aerofoil by increasing the two exponent parameters and the
total number of cells.
After calculating the coordinates of the vertices of the mesh the PHYSICA 'ge-
ometry' file is created. The vertices are obtained directly from the Bezier curves
as described above. They are listed at the beginning of the geometry file but all
the internal nodes are omitted so that the mesh generated in PHYSICA does not
cover the aerofoil, and its surface is considered as a boundary of the domain. Since
PHYSICA is a three dimensional code a replica of each node is made at a constant
distance along the third axis so that two parallel planes are obtained.
Faces are the next objects listed in the geometry file, and each face is defined
by its four vertices. Patch numbers are also assigned to the boundary faces: inflow
(west side), outflow (east side), constant pressure (south and north side), solid wall
(the aerofoil surface).
Hexahedral elements are then defined by their bordering faces whose numbers
are listed next in the geometry file. Finally, the adjacency of t he elements is specified
by means special element records.
The FORTRAN implementation of the aerofoil calculation is 115 lines, of the
mesh generation: 300 lines, and of the geometry file creation: 200 lines.
5.3.3 Simulation results
According to the algorithm outlined in the first section of this chapter, first a steady
solution of the the airflow around the aerofoil was obtained. The variable density
was defined in the user module of PHYSICA for the isentropic conditions (1.3). The
free-stream velocity is 160 m/s which in air produces a Reynolds number of about
8.6 x 10 6 based on the aerofoil chord length of 1 m. No turbulence model was used,
and inviscid flow was assumed instead because the purpose of this simulation is to
study the flow perturbations rather than the mean flow. The aerofoil chord forms
an angle of attack 7U with the free-stream velocity vector.
Upwind differencing scheme was used to compute the steady mean flow (Fig-
ure 5.7) since the QUICK scheme becomes unstable with so many iterations (about
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200) that are necessary for convergence.
PHYSICA: Mean Velocity Field around Aerofoil (Scale: 200 m/s to 0 1 m)
-I -
-1 -0.5 0 0.5 1 1.5 2
Figure 5.7: Steady mean flow solution
At the second stage of the aeroacoustic computation, the time dependent
simulation of the flow is initialised with the steady solution, and with the inflow
boundary conditions at t he left end of the domain, a time dependent perturbation
of the mean flow is specified in the perpendicular direction. It is sinusoidal with
amplitude 7.5% of the mean velocity and is applied to the inflow momentum in the
middle part of the inflow boundary. In this way a series of vortex perturbations of
the mean flow is generated.
In a real aeroacoustic computation the flow perturbations (vortex structures)
should not be prescribed as it is done here. Instead they should be resolved within
the CFD code. The turbulence models used in RANS solvers are generally tuned
for steady flow and are likely to be unsuitable for this purpose, especially at the
high Reynolds numbers that are characteristic of aerodynamic noise problems. I he
most promising CFD technique, in the author's opinion at the time of writing, is
Large Eddy Simulation (LES). Hopefully, PHYSICA will be equipped with LES
capabilities in future.
The implementation of the QUICK scheme described in the beginning of this
section is used with the flow perturbation solution. Before switching on the time
dependent boundary patch the solution is left to settle with the second order scheme
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Figure 5.8: Flow and acoustic perturbation fields (showing superposition of mean-
flow and acoustic domains)
for 20 time steps. When the resulting velocity field is compared to the upwind
solution, only minor differences are observed in the wake region behind the aerofoil.
Time steps: 35 with How, 280 with acoustics
1.5 20.500.5
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Time steps: 46 with flow, 368 with acoustics
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Figure 5.9: Flow and acoustic perturbation fields, continued (showing superposition
of flow and acoustic perturbations)
An instability develops in PHYSICA with variable density and with the small
time steps needed to trace the passing vortices. This happens even with the robust
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upwind scheme for the momentum equations. With unreasonably strong relaxation
of the density variations (0.05 %) a converged solution can he obtained but it takes
too many iterations to be part of a time dependent simulation. The most likely
reason is the way in which the transient term of the continuity equation is handled
in the pressure correction equation. Alternative formulations are being considered
bv the PHYSICA team (Croft, 1998).
A semi-incompressible assumption was used to by-pass this problem. For the
purpose of this test simulation it was assumed that the flow perturbations (vortices)
do not change the local density of the fluid. Physically, this is not true because there
is a pressure drop in the centre of the vortex. The density fluctuation in the vortex
is neglected, but the the density field due to the mean flow is retained. Technically
speaking, at the restart of the time dependent simulation, the variable density is
switched off. and the QUICK scheme is switched on.
The evolution of the flow field due to the vortex convection is illustrated by a
series of snapshots in Figure 5.8 and Figure 5.9 with arrows representing velocity
vectors (scale: 4 m/s to 0.1 m). These vectors depict only the perturbation of the
mean flow due to the passing vortices (the mean velocity vector has been subtracted
before plotting).
At the third stage of this aerodynamic noise problem the acoustic module de-
scribed in the previous chapter is used.
In order for the aerofoil to be better discretised on the rectangular acoustic mesh,
the CFD mesh and velocity vectors have been rotated to the angle of attack around
the leading edge of the aerofoil. The blocked cells forming the solid boundaries in
the acoustic simulation can be seen in Figure 5.10.
o.i
0.05
o
-0.05
Figure 5.10: Representation of solid boundaries
Although the flow solution does not contain acoustic waves, the sources of sound
can be calculated from the pressure variations on the surface of the aerofoil. A finite
volume formulation is used for the source term that is compatible with the finite
flow
acoustic
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volume formulation within the CFD code. The pressure fluctuations (temporal
derivatives) of the flow solution next to the solid surface are averaged over the
rectangular cells which are neighbouring the blocked cells (see Figure 5.10), and
are imposed as the source term S of the linearised Euler equations (2.11) using the
simplest formulation (5.2) of those described in the first section of this chapter. The
aerofoil surface is assumed stationary (Svtb = 0).
Since the linearised Euler solver uses explicit schemes, several acoustic time steps
are needed to cover one flow time step.
1 he flow quantities Wj,p and f>in (2.11) and (2.12) are interpolated with piece-
wise constant functions (choosing the nearest neighbouring point from the irregular
mesh). The acoustic mesh is much coarser than the CFD mesh because the acoustic
wavelength is longer than the vortex diameter.
The acoustic domain is made larger than the flow domain as this will be the case
in most real aeroacoustic computations (see Chapter 2). Uniform flow is assumed
outside the flow computational domain.
In order to compare the mean convection and the sound propagation times,
each of the instantaneous plots (Figures 5.8 and 5.9) shows the flow perturbation
field and, superimposed on it, the resulting acoustic waves propagating away from
the aerofoil. It can be seen that the mechanism of inviscid sound generation by
perturbations in the flow has been captured by the combined simulation. The present
implementation of the coupling technique does not account for sound generated in
the wake downstream of the aerofoil.
The results obtained by this combined simulation using PHYSICA and the lin-
earised Euler solver (Chapter 4) were presented in a paper (Djambazov et al. , 1998c)
which has also been submitted for publication in the AIAA .Journal.
5.4 Sound Generation Away from Solid Bodies
With the coupling technique between Computational Fluid Dynamics (CFD) and
acoustics, described in the previous sections, the finite volume cells which become
sources of sound have to be specified prior to the simulation. Inside the flow, the
source regions are likely to move and cannot be localised before the simulation. 1his
is especially true for jets, wakes and other similar types of airflow.
The general case of aerodynamic sound generation will be considered below.
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Ways will be suggested of extending the coupling techniques between CFD and
acoustic codes to include simulations of the sound produced inside the fluid volume.
Several approaches can be followed in this more general case. First, a fixed mesh
of source cells can be defined with a regular spacing (say, every tenth cell) which has
to be determined experimentally. Considering every computational cell in the CFD
domain as a source cell is not correct, because the propagation of acoustic waves
close to the source is partly resolved by the CFD code (see Figure 1.1), and false
signals will enter the acoustic simulation due to CFD pressure oscillations that have
already been input into the acoustics. It is possible to set up numerical experiments
for the tuning of this spacing parameter for each couple of CFD and acoustic codes.
Analytical solutions of source distributions in three dimensions have to be used as
a basis.
The second approach is to try to detect the cells that are currently sources
of sound during the simulation. The acoustic motion is always characterised by
non-zero divergence (see 2.11) of the velocity vector (the outflow of mass is slightly
different from the inflow, and this difference varies in a periodic manner). If local
4-dimensional averaging (see 2.1) with suitable bounds is applied currently to every
cell in the computational CFD domain, the mean velocity vector can be determined
and subtracted to reveal the perturbation fluxes across the cell faces. Then, if all
perturbation fluxes for a given cell are of the same sign (all inflow, or all outflow),
the sell can be assumed to be a source cell, otherwise, there is only propagation
across this cell. Unlike the first approach, this one introduces runtime overhead
which slows down the simulation. There is also some empirical knowledge involved
about the width of the averaging region around each cell.
The third approach is based on a different interpretation of the variables that
are solved for within the acoustic module. Rather than solving for the full acoustic
field, it is possible to use the acoustic (linearised Euler) module to solve for the
differences between the true physical fields of pressure, velocity and density and
the ones computed by the CFD code. In this way all the information about the
sound sources contained in the CFD solution will be used automatically, and no
special assumptions are needed. The acoustic signal of interest has to be extracted
by post-processing the sum of the CFD and linearised Euler solutions which will
involve averaging on scales larger than the longest wavelength studied.
A simple example with this approach follows in the next section.
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5.5 Acoustic Expansion Technique
The complex pressure, density and velocity fields that are observed in aerodynamic
noise problems can be considered as comprised of three types of physical holds as
shown in Figure 5.11. The magnitude of the quantities characterising each of these
Physical field
Mean How
Aerodynamic
Flow " s „ sourccs of
perturbations sound
Acoustic
waves
Computational Fluid Dynamics (CFD) Acoustic solvers
Figure 5.11: Analysis of unsteady airflow
fields decreases from left to right, but the smallest length scales are associated with
the flow perturbations (vortices, eddies) and not with the acoustic waves.
As shown in Figure 5.1 1, the CFD solution contains part of the acoustic waves.
This suggests that it can be 'expanded to the full physical field with the help of a
linearised Euler (acoustic) code which will solve for the missing part.
In Chapter 2, a perturbation analysis of the Navier-Stokes equations (2.2) and
(2.3) was made assuming that the averaged quantities satisfy exactly their equations
of continuity (2.4) and momentum (2.5). Here it will be taken into account that
the CFD solution satisfies the discrete analogues of these equations rather than the
differential equations themselves. The difference is very small with a converged CFD
solution but it matters for the acoustic waves that are even smaller in magnitude.
Equations (2.2) and (2.3) can be written with the following notation: />, v]
( j — 1... 3), p define the compressible time dependent CFD solution, and (p, Vj,p) is
the missing wave propagation part of the physical fields that have to be determined.
The following is assumed:
1. The missing perturbations (p,Vj,p) can be resolved on a regular Cartesian grid
with stepwise solid boundaries. ( I his means that they should not contain flow
perturbations which require smooth solid boundaries.)
2. The time dependent forces (/,-, i = 1 ...3) which include viscous and exter-
n a l f o r c e s( 2 . 3 )c a n b e o b t a i n e df r o mt h e C F D c o d e t o g e t h e rw i t h { p ,V j , p ) .
(This should not be difficult with an 'open' computational environment like
PHYSICA (Croft et al. , 1995) but may not be available in a commercial CFD
package.)
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3. 1 he viscous forces in the missing perturbations that are part of the /, term in
(2.3) can be neglected (this is easy to accept bearing in mind that 'missing' is
only part of the acoustic waves which are not affected by viscosity because of
the small particle velocity), and the external forces in /, are known.
As this was done in Chapter 2, the Navier-Stokes equations (2.2) and (2.3) are
rearranged so that only the terms containing derivatives of the perturbations remain
on the left-hand side. The CFD equations for p and v], however, are not subtracted
and appear on the right:
d p d p , . d v ,
— + { V j + V j ) — b { p + p ) - —
d t d x j d x j
9vz , . .dvi 1 dp
— + ( v j + v j )— +
dt d x j p + p d x i
dp 2 j>+ p
= c = 7 —
dp P + P
— Qext "I" R q
fi ,ext 75'+ Ri\M
P + P
in air 7 = 1.4
(5.8)
where the CFD residuals are
Rc = -
dp dp di
-QI + ^ 3 + v j ) — + ( p+ P ) —dx d.i j j
R m =
fi
P+ P
d v , . d v i 1
+ (v j + + =r dp
dt
(5.9)
(5.10)j p + p dx t
Since the perturbations have very small magnitudes compared to the CFD quanti-
ties, in most cases it will be possible to assume:
p + p ~ p
v j + v j ~ v j
P + P ~ Pi
(5.11)
and then the CFD residuals are expressed only in terms of the CFD quantities:
Re =
R.u — ~fi
P
d p _ d p _ d v j
lft + "'d7 1 +p lh ]
dw, dvi 1 dp
+ V , - f - -
dt d x j p d x l
(5.12)
(5.13)
The isentropic pressure-density relation (2.10) can also be used because the per-
turbations considered here are part of the acoustic waves propagating in the fluid
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medium. Allei suI»sli tut ion, t lx* perl urbat ion density p can be excluded from (5.8),
<ti i( lI111<<111S<<I/ ' .111<r c<111;i( 1011swith source terms are obtained:
( ) / > ( ) / > , <) r , . / — \
7,1 + = C (Q vl+ llr) (5.1.1)
( ) r , ( ) r , I < h > I
•i7+ "./•) + 1 .l ' ,FTi+ MM (5.1 5)
<'i (t . i ' j pdr, f>
where (J, ,1 and /, ,r r / denote acoust ic external sources of mass and moment 11111respec
t ively whic li are most nat urally nit roduced in t l ie pert urbat ion pa.rt <>lI l ie simnla.tion
rather than 111the ( I I) p;ut . I l c; in be seen that the small residual of the ( I 'D
continuity equation is multiplied by the large factor c l and, (•herefore, cannot be
ignored.
In t l ie ( I ' I) lullv-implicit , disc ret isat ion I lie residuals (r». I'J) and (5.1 -\) are nearly
zero at convergence but t heir magnit ude is enough to damp out the acoust ic waves
as il was shown in f igure I.I . Assuming that this is due mainly to the piecewise
constant approximat ion along t lie temporal axis, i t is suggested here t hat. I l iese terms
arc <liscr<Iis<<1<I</<Iin (after the (II) solution) using higher order of approximation.
Since the ( I I) mesh may be unstructured, 1! is unlikely that approximations of
order higher than two will be preferred, for example, the scheme f{.l I) that is
second order in space and first , order in time can be very useful (or evaluating the
(luxes at I l ie faces of t he limt.e volume cells on a cell cent red mesh.
These ( 'I 'D cells are typically smaller than the Cartesian blocks of the acoustic
mesh which overlaps t lx- ( ' I ' D mesh. Then, t he evaluated residuals will be averaged
wit hin each ( artesian cell prior 1o their int roduct ion into t he source terms ol I l ie
l inearised Kuler solver described in Chapter I .
The acoust ic expansion algorit hm can be summarised in t he following steps:
1. Solve the time dependent HANS equations (2.4) and (2.5) using a CKI) code
to obtain />, Wn and />.
2. Kvaluate higher order approximat ions of the CKI) residuals (5.1 2) and (5 I:»)
on the CKI) mesh at each time step.
T Map the calculated residuals onto the regular acoustic mesh and add them t
the corresponding external sound sources.
o
4. Solve the linearised Killer equations (5.1 4) and (5.1 5) using an acoustic code
of high accuracy to obtain the missing perturbations p and r, .
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5. Post process (i l necessary) (l ie lull t ime dependent fields (/ ' + />)and (e, -f ";)
to determine the acoustic parameters ol interest (amplitude, phase, direction
of propagation, etc.)
regular ( artesian mesh is essential lor 11it* accurate representation of the
acoustic waves (as shown in Chapters and I). Therefore, i t is important thai the
CM) code does not leave any Jlow perturbations unresolved, and that only acoustic
motion is left out. In particular, this requirement, means that the time dependent
( ' I 'D code should l>e compressible so that, for example, pressure drops at vortex
cent res do not enter the acoustic simulation via t he residual sources.
1 he acoustic expansion is similar to the acoustic/viscous spli t t ing (Hardin and
Pope, 1994). The main difference is t hat the ( T I) here is required to solve the com
pressible Navier Stokes equations rather t han relying on t he incompressible solvers
which were common several years ago. Also, the new fluctuations p and v t do not,
contain a hydrodynamic component (1.10), and this allows them to be resolved on
regular Cartesian meshes.
To test the feasibil i ty of this approach t he simple one dimensional example will
be considered of an init ial value wave propagation problem with exact solution
P = /(• ' ' ct) + f{x + ct)
proi J'(x - rl ) — /(. /• + cl.) (5.16)
7 ( l + c o s 2 t t J ) , | . r | < £f ( x ) M>f
where A is the amplitude and A is the wavelengt h of the two pressure pulses that ,
start from the origin (x = 0) at 1 = 0.
The init ial conditions p = 2 f ( x )and u 0 were prescribed for the CI' I) solution
which uses a structured finite volume code (PIIOFNICS, 1995) with QUICK differ
encing scheme for the momentum equations. The time dependent result pictured in
Figure 5.12 is similar to that of Figure 1.1 because the problem is similar and the
software is the same. Since the problem is symmetrical wit h respect to the origin,
only the right part (x > 0) is shown (and solved for).
Uniform mesh was used to avoid averaging ol the residual sources with t his test , .
The time step of the ( 'FD simulation can be several t imes larger t hat the time step of
t l ie explicit Fil ler solver (which has to obey the ( 'ourant, l imit ,) . In this example I lie
CFI) makes 12.5 time steps per cycle with 20 points per wavelength. In fact , t ime
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Figure 5.12: Analytic and preliminary CFD solut ions of test problem
steps smaller than this produce greater numerical errors over the same propagat ion
distance, l his is most probably due to the false diffusion of the CFI) schemes which
accumulates with every time step.
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0 1 2 3 4 5 6 7 8 9 1 0
Propagation distance,wavelengths
Figure 5.13: Acoustic expansion solution of tost problem
The acoustic module starts with zero init ial conditions, and gradually accumu-
lates the differences between the real pressure and velocity fields and their ( ' I D
representations. This process is driven by the source terms of (5.1 1) and (5.15)
which are discretised in a time-accurate way. The solution in Figure 5.13 is ob-
tained with second order approximation of the ( 'I D (piant. i t . iesalong the temporal
Posit ive wave at: 40, 140, 240, 340 time steps
expa.
exact
error
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axis, and its maximum error is about 2%. If linear approximations are used (which
require only two stored CFD steps) the overall error becomes a little higher than
6%.
1 here are no external sources of mass ( Q ext = 0), and no external forces (fi , ext =
0) are acting on the fluid in this example. Also, the viscous stresses can be completely
ignored with these ID sound waves: /, = 0 (see equation 5.13).
Iu Figure 5.13 the expanded solution (which is the sum of the CFD solution and
the linearised Euler solution) is shown at regular intervals in order to trace the wave
propagating from left to right. The time step with the acoustic module is 4 times
smaller than the CFD step, and this is equivalent to 50 time steps per cycle. Since
the acoustic procedure is fully explicit (see Chapter 4) these expansion steps are
computationally very inexpensive (the acoustic module needs less than 10 s to do
the expansion of this example including the input and output of disk files). It can
be seen that the result of this one-dimensional test is very encouraging.
A two-dimensional example is presented in Figure 5.14 showing the sound waves
associated with the generation of a vortex series. There are no solid bodies in the
flow domain, and no acoustic source cells have been predefined. The vortices are
initiated by the time-dependent source patch in the middle of the left boundary of
the CFD domain. There is a background flow at a rate of 160 m/s from left to right
which is not shown in Figure 5.14 (the vortices are revealed after the subtraction
of the mean velocity vector). An additional source of mass is associated with the
sinusoidal in time (with an amplitude of 12 m/s) source of momentum in the vertical
direction, active during time steps 1-30. Both of these cooperate in the production
of acoustic waves which originate at the source patch.
The same fully-implicit in time CFD code (PHOENICS, 1995) with QUICK
differencingscheme for the momentum equations was used to simulate the general ion
and the convection of vortices. The mesh density is indicated in Figure 5.14 by the
density of the arrows representing velocity vectors. As expected, no acoustic waves
can be identified in the resulting CFD pressure field. After the expansion steps (re-
discretisation, mapping of residuals, and linearised Euler solution), the missing part
of the pressure field is obtained, and it is shown in Figure 5.14 by contours. In this
case of regular meshes with no solid objects, the mapping procedure is simple: two
CFD cells in the vertical direction constitute one acoustic cell, and simple arithmetic
averaging is used for the mapping.
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Figure -r>.11: Vortex general ion and acoustic expansion pressure contours (positive
solid lines, negative - dashed lines, spacing: 20 Pa). Velocity vector scale: •{m/sto
0.2 in. Vertical dashed line marks vortex generation source patch.
Figure 5.11 shows clearly (lie acoustic waves that have been produced at the
vortex generation patch propagating upwards, downwards, and out of the domain.
There is no analytical validation for this example, hut the results obtained are
physically correct.
In real simulations post processing o( the resulting pressure field is needed in
order to determine I he noise spec! rum and directivity. For t his purpose, Ilie acoustic
com poilent of the pressu re field has to I>eextracted from the sum of t lie ( ' I ' I) alid the
expansion solutions. This can I»ydone by means of a 'running average1 procedure
following the definition in (2.1). The limits of the averaging region have to be chosen
large enough to contain the longest,wavelengtlisstudied. When t he resulting average
pressure field is subt racted from t he full Iline-dependent sign.il the necessary acoustic
pressure field is obtained. In many cases only the mid field or the far field sound
is of interest. Then the ('I ' D code can be tested to determine how far any traces
of the acoustic waves reach; if fully implicit,dissipative schemes are used within the
CFI) code, those waves may not be reaching the mid held, not to mention the far
field. Therefore, far from the aerodynamic sources, the linearised Filler acoustic
expansion solution will contain the whole sound signal, and no post processing of
the result, will be necessary.
Chapter 6
Conclusions & Further
Development
Various aspects of the aerodynamic noise problem have been considered, and stronger
emphasis was given to the direct simulation of sound using Computational Aeroa-
coustics (CAA) algorithms. The approach with separate computations for the air-
flow and for the sound was followed in the 'near' acoustic field as described in Chap-
ter 2. After considering a finite volume technique of improved accuracy (Chapter 3),
preference was given to an optimised higher order finite difference scheme for the
linearised Euler equations governing the sound propagation in moving media. It-
was implemented in three dimensions together with a set of solid-wall and radiation
boundary conditions (Chapter 4). The new code was validated against analytical
solutions, and was coupled with two different Computational Fluid Dynamics (CFD)
codes for the simulation of the process of aerodynamic noise generation (Chapter 5).
Possible extensions for the general aeroacoustic case of non-localised sound sources
were also presented.
The contribution of this research to the knowledge of the subject of Computa-
tional Aeroacoustics can be summarised as follows:
1. A finite volume technique was developed for the linearised Euler equations
that is more accurate than the general CFD schemes and can be used in some
aerodynamic sound problems.
2. Staggered-mesh modifications of the optimised dispersion relation preserving
(DRP) finite differenceschemes for the linearised Euler equations were derived
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using a heuristic approach.
A solution procedure for 11ic linearised 10ulerequations was designed which
handles easily complex solid boundaries with high accuracy and reasonable
conipul at ional cost.
I. A coupling t echnique of two (II) codes with t he aconst ic moduli ' was demon
st rated to capt ure the mechanism of sound generation by pert urbat ions of Ihe
airllow at solid surfaces.
•t. An acoustic "expansion" technique lor revealing the acoustic waves in general
purpose ('I 'D solutions was tested in one and two dimensions proving to be a
promising tool for the case of aerodynamic sound generation avvavfrom solid
bodies.
(i . Better understanding was achieved of Ilie three level interaction between air
llovvand sound: mean flow, flow pert urbations, and acoustic waves. I his can
be a good basis (or designing aerodynamic noise suppression methods.
Fut lire steps can begin with a three dimensional implementation ol the general
coupling of ( 1( I) with the linearised Kulor solver (the acoustic expansion technique).
The source terms of the expansion equations will be calculated on the irregular
( 'I 'D mesh, and after that, together with the mean llow quantities, they have to
be averaged over each of the overlapping rectangular acoustic computational cells.
Careful analytical (where possible) or experimental validation ol this technique is
necessary when using different KANS solvers.
The next step will be towards numerical simulations of the actual process of
viscous vortex generation at high Reynolds numbers. I lie1 met hod which is most
likely to succeed in doing this, is Large Kddy Simulation (LKS). It will probably
need an experimentally tuned sub-grid turbulence model. Alternatively, some time
accurate implementations of HANS solvers can be attempted, again incorporating
specially tuned turbulence models.
In a few years time, on the basis ol detailed numerical simulation, researchers
will be able to propose suit able methods for modifying the flow pert urbat ion pat tern
in a way that will decrease the aerodynamic noise. Inventually, t his will lead to more
silent propellers, jets, wind turbines, high speed t rains, and even personal computers
and wind streamed buildings.
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Appendix A
Pseudo- Code of the Acoustic
Module
Main Program
Read model parameters (bigjsteps, smalLsteps)
Set. domain boundary parameters
Adjust scheme coefficients
Get mean flow data
Initialise model sources
Set radiation boundary parameters
time_step = 0
For big_step = 1 to big_steps do
For smalLstep = 1 to small_steps do
timejstep = time_step + 1
Step with pressure (time_step)
Fix pressure (time_step)
Step with velocity (time_step)
Averaging (time_step)
end do
General data output (big_step, time_step)
Model-specific data output (big_step, timejstep)
end do
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Read model parameters
Reacl from model data file:
Integers: bigjsteps. small_steps
Logicals: radiating(side). side = {East. West. North. South. High. Low}
Reals: c 0 . At
Integer nx: Reals: A.r. ,r 0 . u 0
Integer ny: Reals: Ay. y0 . r 0
Integer nz: Reals: A:. r 0 . Wo
R e a l s : c > i .S0
Initialise mean-flow data arrays with »o- t 'o- u'o• and Co
Initialise to zero solid-face arrays: walLu, walLv. and walLw
Set domain boundary parameters
For side = { East. West} do
radiating-layeri side i = 3
If not radiating(side) then
radiating Jayerfside) = 0
walLu(side) = 1
end
end do
For side = {North. South} do
radiatingJayeri side! = 3
If not radiating(Side) then
radiatingJayer(side) = 0
walLv(side) = 1
end
end do
For side = {High. Low} do
radiatingJayeri side,! = 3
If not radiating! side) then
radiatingJayer(side) = 0
walLw(side) = 1
end
end do
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Adjust scheme coefficients
Assuming that has been specified according to Figure 4.1:
With 10 points per wavelength: ^ = 0.04972569
With 16 points per wavelength: = 0.04796525
With 20 points per wavelength: S\ = 0.04756939
Set staggered-scheme derivation coefficientsaccording to the restrictions (4.9):
(ll = 9/ b -f-
« 2 = -0.5(1/12 + <*!)
«3 = 0.1 <5i
Assuming that S 0 has been specified according to Figure 4.2:
With 25 points per cycle: <$o= 0.08230
With 50 points per cycle: So = 0.08307
With 63 points per cycle: <50 = 0.08317
Set staggered-scheme temporal integration coefficients according to (4.13):
6 0 = 1 + So
b\ = 1 /24 - 3 £ 0
62 = 3 S 0 - 1 /1 2
6 3 = 1/24 - £0
End
Get mean flow data
This subroutine is called to initialise non-uniform, model-specificmean flow into the
3-dimensional arrays:
cx = v \ A t / A x
c y = ¥ 2 A t / A y
c z = V 3A t / A z
c = 7 p/p.
Time-dependent mean-flow adjustment should go in "Averaging" or "Model-specific
data output .
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Initialise model sources
I liis call is provided for Ilie initialisation ol any variables which Ihe model specific
subroutines may need during the simulation.
Also here, the geometry ol the model problem lias to be-defined by setting the ap
propriate solid face array elements. As an example, Ilie specification ol the cylinder
in I'igure 1.7 with dia.met.erI) I and a centre in the origin is included:
•f'r 0
i j c 0
For j I to ny do
. ' / . ' / i t+ (./ 0.5) A//
For i I to nx do
./• ./•„+ (/ 0.5) A.r
r
= y / { - r -~ - r e ) '2 + ( .</ - V c Y
iI /• < 0.5 I hen
wall u(/ I. / , I) I
wall u(/, / , I) I
wall.v(/,/ 1 ,1) I
wall _v(/ ' ,/ , I ) I
end
end do
end do
The acoust ic radiation direct ion has to be specified here (orevery cell in Ihe radial nig
cell layer at t he outer boundaries of the domain. I his is achieved by assigning
soli rce point coord males into the .{dimensional a i rays. i a<I x, i a<by, i ad /. . I oi 111<
cylinder problem, t he peak location ol t he init ial pressure pulse is prescribed as t he
source point (or all cells (/, / , / . ' ) :
r a . d _ x A) 1 . 0
ra.d y(/, . / , />') 0.0
raxI y\i,jj<) = -o + 0.5 w/ Ac
Initial conditions of t lie linearised Millerequal ions (2.1 I ) and (2.12) can be specilied
at. this stage into the :5Dvariable arrays p, u, v. and w which are otherwise init ialised
to zero.
A P P E N D I X A . P S E U D O - C O D E OF T H E A C O U S T I C M O D I I E
Set radiation boundary parameters
I'°r every cell ( L j , k ) in the outer radiating layer do
x c = r a d _ x ( / ,j , k )
i j c — rad_y(i,j , k )
z c = rad_z( i , j , k )
x = x 0 + ( i - 0.5)A.r
D= Vo+ (j ~ 0.5)Ay
z — Zq -\-(k —0.5)Ac
r
= y f ( -r ~ x c ) 2 + ( / y - < / c )2 + ( c - cc ) 2
Implementation of equation (4.16):
cos o = (.r —xc) //"
cos/3 = (y - y c ) / r
cos 7 = (c - zc)Iv
( S= cx(i, j , A1) A.r cosa -f cy(i, j , A;)Ay cos ( 3 + cz(i, j , A')Ac cos 7 + c ( i , j , k ) A t
racl_x(/,7, A-) = ^/(cosaA.r)
rad_y(i,v/ , A')= <£/(cos/?Ay)
rad_z(/, j , A-)= <$/(cos 7 Ac)
end do
Step with pressure
Spatial derivation:
For every non-blocked internal cell (i , j , k) do
('Internal cells1 are those which do not belong to the 3-node radiating
layer along each side of the domain.)
Calculate the staggered spatial derivatives of the propagation terms of
the continuity equation (2.11) using the mirroring procedures for
perpendicular velocity components:
call uew(i,j,k, 0, ue)
call uew(i,j,k, 1, uw)
dux = dersta(uw(3), uw(2), uw(l), ue(l), ue(2), ue(3) )
call vns(i,j,k, 0, ue)
call vns(i,j,k, 1, uw)
dvy = d e r s t a ( uw ( 3 ) , uw(2), uw(l), ue(l), ue(2), ue ( 3 ) )
call whl(i,j,k, 0, ue)
call whl(i,j,k, 1, uw)
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dwz = dersta(uw(3), uw(2), uw(l), ue(l), ue(2), ue(3) )
dpsta(i,j,k,0) = -c(i,j,k)*(dt_dx*dux + dt_dy*dvy + dt_dz*dwz)
Calculate the non-staggered pressure convection derivatives with the basic
mirroring procedures:
call pEW(p, i,j,k, pp)
dpx = demon( pp(-3), pp(-2), pp(-l), pp(1), pp(2), pp(3) )
call pNS(p, i,j,k, pp)
dpy = demon( pp(-3), pp(-2), pp(-l), pp(l), pp(2), pp(3) )
call pHL(p, i,j,k, pp)
dpz = demon( pp(-3), pp(-2), pp(-l), pp(1), pp(2), pp(3) )
dpnon(i,j,k,0) = -cx(i,j,k)*dpx - cy(i,j,k)*dpy - cz(i,j,k)*dpz
end do
Interpolate radiating layer non-staggered pressure (dpnon)
Interpolate radiating layer staggered pressure (dpsta)
Temporal integration:
t.source = (time_step - 0.5) A t
For every non-blocked cell (i , j , k) do
( mback = 3 is the number of stored old time levels )
For m = 0 to mback do
d(m) = dpnon(i,j,k, m)
s(m) = dpsta(i,j,k, m)
end do
p(i,j,k) = p(i,j,k) +
quanon( d(0), d(l), d(2), d(3) ) +
quasta( s(0), s(l), s(2), s(3) ) +
source( i, j, k, time_step, t_source )
For m = 1 to mback do
dpnon(i,j,k, m) = d(m-l)
dpsta(i,j,k, m) = s(m-l)
end do
end do
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Numerical scheme functions
Non-staggered spatial derivative:
function dernon( W3,W2,Wl, E1,E2,E3)
parameter (al = 0.77088238051822552,
* a2 = -0.166705904414580469,
* a3 = 0.02084314277031176 )
demon = al*(El - Wl) + a2*(E2 - W2) + a3*(E3 - W3)
end
Staggered spatial derivative:
function dersta( w3,w2,wl, el,e2,e3)
include 'sch.cmn'
dersta = al*(el - wl) + a2*(e2 - w2) + a3*(e3 - w3)
end
Non-staggered temporal integral:
function quanon( der0, derl, der2, der3)
parameter (bO = 2.3025580888 ,
* bl = -2.4910075998 ,
* b2 = 1.5743409332 ,
* b3 = -0.3858914222 )
quanon = b0*der0 + bl*derl + b2*der2 + b3*der3
end
Staggered temporal integral:
function q u a s t a (der0, derl, der2, der3)
include 'sch.cmn'
quasta = b0*der0 + bl*derl + b2*der2 + b3*der3
end
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Mirroring procedures
East-West pressure (pEW)
Given the 3D pressure array p, the u-velocity solid face map walLu, and a centre
cell (iC, j, k), find and store in ID array pvec the neighbouring values with mirroring
at every solid face encountered:
pvec(0) = p(iC, j, k)
For direction = -1 to 1 step 2 do
i = iC
increment = direction
For neighbour = 1 to 3 do
look = i
if ( increment < 0 ) look = i - 1
if wall_u(look, j, k) then
increment = -increment
else
i = i -f increment
end if
pvec(direction*neighbour) = p(i, j , k)
end do
end do
East-West u-velocity (uew)
Given the 3D array u, the u-velocity solid face map walLu, a centre cell (ip, j . k),
and left key (0 or 1), find and store in ID array uvec the neighbouring u-values
with mirroring at every solid face encountered:
i = ip - left
uvec(l) = u(i, j , k)
increment = 1 - 2^left
sign = I
For neighbour = 2 to 3 do
if wall_u(i, j , k) then
increment = -increment
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sign = -sign
end if
i = i + inc
nvec(neighbour) = sign*u(i, j , k)
end do
North- South pressure (pNS)
Given the 3D pressure array p, the v-velocity solid face map walLv, and a centre
cell (i , jC, k), find and store in ID array pvec the neighbouring values with mirroring
at every solid face encountered:
pvec(0) = p(i, jC, k)
For direction = -1 to 1 step 2 do
j = jC
increment = direction
For neighbour = 1 to 3 do
look = j
if ( increment < 0 ) look = j - 1
if wall_v(i, look, k) then
increment = -increment
else
j = j + increment
end if
pvec(direction*neighbour) = p(i, j , k)
end do
end do
North- South v-velocity (vns)
Given the 3D array v, the v-velocity solid face map walLv, a centre cell (i , jp, k).
and left key (0 or 1), find and store in ID array vec the neighbouring v-values with
mirroring at every solid face encountered:
j = jP - left
vec(l) = v(i, j , k)
increment = 1 - 2*left
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sign = 1
For neighbour = 2 to 3 do
if wall_v(i, j , k) then
increment = -increment
sign = -sign
end if
j = j + inc
vec(neighbour) = sign*v(i, j , k)
end do
I he remaining two mirroring procedures for High-Low pressure (pHL) and for High
Low w-velocity (whl) are implemented in the same way as those shown above.
To obtain East-West v-velocity, call pEVVwith v instead of p; to obtain High
Low u -velocity, call pHL with u instead of p. etc.
Step with velocity
For the 3 velocity variables (u, v, w) do the following:
For all non-blocked internal cell faces do
Obtain neighbouring pressure values with mirroring
Calculate staggered pressure derivatives and store (dusta, dvsta, dwsta)
Obtain neighbouring velocity values with mirroring
Calculate and store non-staggered spatial derivatives (dunon, dvnon, dwnon
end do
Interpolate radiating layer non-staggered velocity derivatives (dunon, etc.)
Interpolate radiating layer staggered velocity derivatives (dusta, dvsta, dwsta)
Temporal integration:
For everv non-blocked cell face do
Calculate non-staggered temporal integrals
Calculate staggered temporal integrals
Update velocity variables
Update back-storage arrays of the velocity derivatives
end do
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Radiating boundary interpolation
Interpolate radiating layer
Second order interpolating function:
plnter(fL,f,fR, x) = f + 0.5*x*(fR-fL + x*(fL+fR-2.0*f))
Operating on a 4-dimensional storage array a(i, j , k, m)
with ni—0 at the new time step, and m=l at the old time step:
For every node in the East radiating layer do
a(i, j , k, 0) = pInter( a(i-2, j , k, 1), a(i-l , j . k, 1), a(i, j , k, 1), l-rad_x(i, j . k) )
end do
For every node in the West radiating layer do
a(i, j , k, 0) - plnter( a(i+2, j, k, I), a(i+l, j , k, 1), a(i, j , k, 1), l+rad_x(i,j , k))
end do
For every node in the North radiating layer do
a(i, j , k. 0) = plnter( a(i, j-2, k, 1), a(i, j-1, k, 1), a(i, j , k, 1), l-rad_y(i,j , k) )
end do
For every node in the South radiating layer do
a(i, j , k, 0) = plnter( a(i, j+2, k, 1), a(i, j+ 1, k, 1), a(i, j , k, 1), l+rad_y(i, j , k))
end do
For every node in the High radiating layer do
a(i, j , k, 0) = plnter( a(i, j , k-2, 1), a(i, j , k-1, 1), a(i, j , k , 1), l-rad_z(i, j , k) )
end do
For every node in the Low radiating layer do
a(i, j , k, 0) = plnter( a(i, j , k+2, 1), a(i, j , k+1, 1), a(i, j , k , 1), l+rad_z(i, j , k))
end do
General data output
Write pressure and velocity fields to disk files.
Dump buffered time dependent values in consecutive disk files. The variables to
be stored at each time step in the real arrays: bufl, buf2, buf3, and in the mt(g( i
arrays: ibuf, jbuf, kbuf. This is most conveniently done in the Averaging subroutine
which is called at the end of every time step.
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Create plot files with the blocked cell faces at the South and at the Low boundary
of the domain for displaying and debugging purposes.
Model-specific coding
Source function
Given the cell indices (i, j , k), the time step, and the current time, this subroutine
has to calculate the right hand side of the continuity equation (2.11) for the cell (i ,
j , k). With no sources in the domain the code should read:
source = 0.0
Fix pressure
This call is provided for overriding, if necessary, the calculated pressure in specific
cells.
It can also be used for specifying source terms distributed over larger areas of
the domain. For example, the acoustic expansion pressure source term (5.14) which
is applied to all computational cells is calculated here from the current CFD values
(pbar, ubar, rhobar) and the old time step CFD fields (oldub, oldpb):
cop = dt/dtcfd
cou = dt*c0*c0/dxcfd
uw = 0.
do i = 1, nxcfd
ue = 0.5*( oldub(i) + ubar(i) )
resC = cop*(pbar(i) oldpb(i)) + cou*rhobar(i)*(ue uw)
p(i, 1, 1) = p(i, 1, 1) - resC
uw = ue
end do
This code is valid if the linearised Euler and the CFD meshes are the same.
Averaging
This subroutine is called after every completed time step (with the appropriate value
of the counter time_step).
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Some quantities may have to be averaged continuously in time during the simu-
lation. Others may need spatial averaging before storing for later output.
An example of temporal averaging is the sound pressure level (APL) in specified
locations (i, j , k) with the cylinder scattering problem (Figures 3.8-3.9):
ratio = (time_step - 1) / time_step
APL = ratio x APL + (p(i, j , k)) 2 / timejstep
An example of spatial averaging is the resonant cavity signal detected by the receiver
membrane with distributed sensitivity (Figure 4.9):
signal = 0.0
number = 0
For all cells (i, j , k) belonging to receiver do
ratio = number / (number + 1)
signal = ratio*signal + local_sensitivity*p(i,j , k) / (number + 1)
number = number 4- 1
end do
bufl(time_step) = source_signal
buf2(time_step) = signal
The buffer storage arrays buff and buf'2will later be saved on disk by the General
data output.
This is also the place where adjustment to the current velocity variables can be
added. For example, the momentum source term of the acoustic expansion (5.15)
is calculated within this subroutine in way similar to the corresponding pressure
source (see previous section), and the u-velocity variable is updated.
Model-specific data output
Any disk files can be created at this stage since this subroutine is called at every
'big-step' rather than at every time step.
For example, in order to produce Figure 4.5, the whole 1-dimensional pressure
field was output 5 times.
Appendix B
Pseudo- Code of the PHYSIC A
Coupling
The coupling of the unstructured CFD code PHYSICA with the acoustic module is
implemented through the model-specific coding (see Appendix A).
Initial Settings with the Acoustic Module
Read mesh coordinates and patch information (aerofoil blockage)
Calculate chord length and angle of attack
Rotate mesh to the angle of attack around the leading edge
Define as blocked all cellsof the Cartesian acoustic mesh with centres inside aerofoil
Define as acoustic source cells all immediate neighbours of the blockage
Build an index of the CFD cells that are outside the aerofoil
Build an index for averaging the mean flow quantities over the acoustic cells
Read initial mean flow (CFD) fields (pm, um, vm)
Do the New CFD time step settings
Define centre for the radiating boundary conditions: the leading edge of the aerofoil
New CFD time step settings
Copy (pm, um, vm) into (pold. uold, void)
Increment CFD time step counter
Read current mean flow (CFD) fields (pm. um, vm)
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For every acoustic cell do
Local average of (pm, um, vni)
Calculate isentropic density
Update acoustic module mean flow arrays (c, cx, cy)
end do
Acoustic Source Function
It , the current cell is an acoustic source cell then
Average the ('I ' D pressure (pin) over the current cell
Source = (pm_average polcLaverage) * (A/'/ Atci o)
else
Source = 0
end
Averaging subroutine
(Called by the acoustic module after every acoustic time step)
Store acoustic pressure above and below leading edge for time-dependent output
If new CFI) time step needed then
Save acoustic pressure field to disk
New CFI) time step settings
end
If not all of the acoustic pressure field files arc needed (or if the disk space is limited),
the saving can be done by the 'Model-specificdata output subrout me wln<li is (rilled
at every 'bigjstep' rather than at every time step. The specified number of "big steps
depends only on the user's needs for displaying and post-processing the solution.
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For every acoustic cell do
Local average of (pm, um, vm)
Calculate isentropic density
Update acoustic module mean flow arrays (c, cx, cy)
end do
Acoustic Source Function
It , the current cell is an acoustic source coll then
Average the CFI) pressure (pm) over the current cell
Source = (pm_average pol(Laverage) * (At / Atci-o)
else
Source = 0
end
Averaging subroutine
(Called by the acoustic module4 after every acoustic time step)
Store acoustic pressure above and below leading edge for time-dependent output
If 'new CFI) time step needed then
Save acoustic pressure field to disk
New CFI) time step settings
end
If not all of the acoustic pressure field files are needed (or if the disk space is limited),
the saving can be done by the 'Model-specificdata output subiout me whi<li is <ailed
at every 'bigjstep' rather than at every time step. The specified number of 'big steps
depends only on the user's needs for displaying and post-processing the solution.
