Many shape analysis methods treat the geometry of an object as a metric space that can be captured by the Laplace-Beltrami operator. In this paper, we propose to adapt a classical operator from quantum mechanics to the field of shape analysis where we suggest to integrate a scalar function through a unified elliptical Hamiltonian operator. We study the addition of a potential function to the Laplacian as a generator for dual spaces in which shape processing is performed. Then, we evaluate the resulting spectral basis for different applications such as mesh compression and shape matching. The suggested operator is shown to produce better functional spaces to operate with, as demonstrated by the proposed framework that outperforms existing spectral methods, for example, when applied to shape matching benchmarks.
INTRODUCTION
The field of shape analysis has been evolving rapidly during the last decades. The constant increase in computing power allowed image and shape understanding algorithms to efficiently handle difficult problems that could not have been practically addressed in the past. A large set of theoretical tools from metric geometry, differential geometry, and spectral analysis has been imported and translated into action within the shape and image understanding arena. Among the numerous ways of analyzing shapes, a common one is to embed them into a different space where the shape can be processed more efficiently. [Elad and Kimmel 2003 ] introduced a method for analyzing surfaces based on embedding the intrinsic geometry of a given shape into a Euclidean space, extending previous efforts of [Schwartz et al. 1989; Zigelman et al. 2002; Grossmann et al. 2002] . Their key idea was to consider a shape as a metric space, whose metric structure is defined by geodesic distances between pairs of points on the shape. Two non-rigid shapes are compared by first having their respective geometric structures mapped into a low-dimensional Euclidean space using multidimensional scaling (MDS) [Cox and Cox 2008] , and then comparing rigidly the resulting images, also called canonical forms.
Related efforts
[ Mémoli and Sapiro 2005] proposed a metric framework for nonrigid shape comparison based on the Gromov-Hausdorff distance that was suggested by Gromov as a theoretical tool to quantify disimilarity between metric spaces. Using the Gromov-Hausdorff formalism, the distance between two shapes is defined by matching pairwise distances on the shapes. However, the Gromov-Hausdorff distance is difficult to compute when treated in a straightforward manner. To overcome this difficulty [Bronstein et al. 2006a; Bronstein et al. 2006b ] proposed an efficient numerical solver based on a continuous optimization problem, known as Generalized MDS (GMDS). Recently, other relaxation schemes have been proposed, see for example [Chen and Koltun 2015; Aflalo et al. 2016] .
Among the operators recently explored, the Laplace-Beltrami operator (LBO) is ubiquitous. The LBO is an extension of the Laplacian to non-flat manifolds. Its properties have been well studied in differential geometry and it was used extensively in computer graphics. The LBO can be found in many computer graphics and shape analysis methods such as mesh filtering [Vallet and Levy 2008] , mesh compression [Karni and Gotsman 2000] , shape retrieval , no name just a few. It has been widely used in shape matching where several approaches treat the correspondence problem by comparing isometric invariant pointwise descriptors between the two shapes. For example, the Global Point Signature (GPS) [Rustamov 2007 ], the Heat Kernel Signature (HKS) [Sun et al. 2009 ] and the Wave Kernel Signature (WKS) [Aubry et al. 2011] , all use the eigenfunctions and eigenvalues of the LBO to compute local shape descriptors. Similarly, local descriptors based on the Laplace-Beltrami eigendecomposition were employed together with the pairwise distances into a unified penalty measure [Dubrovina and Kimmel 2010] , while [Raviv et al. 2013 ] used a hierarchical matching scheme to obtain dense correspondence. Matching only signatures at a small set of points, the correspondence between the points on the two shapes can be found. These points can serve as anchors and interpolated for the entire shape [Ovsjanikov et al. 2010] where refinement of the basis can be performed to produce dense correspondence [Ovsjanikov et al. 2012; Pokrass et al. 2013; Shtern and Kimmel 2014a] .
Recently, learning based approaches [Boscaini et al. 2015; Wei et al. 2016 ] have also become highly popular in the shape matching arena.
The use of the basis defined by the LBO has been a natural choice for surfaces analysis. It was chosen in the functional map framework [Ovsjanikov et al. 2012 ] because of its compactness, stability, and invariance to isometries. Subsequently, it was proven to be optimal [Aflalo et al. 2015] for representing smooth functions on the surface. In an attempt to overcome the topological sensitivity of the LBO and the non-local support of its eigenfunctions, compressed eigenfunctions have been adapted from mathematical physics to shape analysis [Neumann et al. 2014; Bronstein et al. 2016] . Here, we try to find a richer family of basis functions that are based on intrinsic properties that can go beyond the geometry of the shape. Exploring a similar goal, [Kovnatsky et al. 2011] combined geometric and photometric information within a unified metric for shape retrieval. [Iglesias and Kimmel 2012] used artificial surface textures on shapes to define elliptic operators that give birth to a new family of diffusion distances. We suggest to further explore this idea and construct from the intrinsic metric a so-called texture or potential that is added to the laplace Beltrami operator.
Contributions
The main contribution of this paper is the exploration of the Hamiltonian operator on manifolds. We study spectral properties of the operator and the impact of an additional potential function to the Laplacian for shape analysis applications. The properties of the Hamiltonian allow it to be efficiently utilized by many spectral- The rest of the paper is organized as follows. In Section 2, we propose to study the Hamiltonian on manifolds from a variational calculus point of view with motivation from quantum mechanics. We provide optimality properties of its eigenspace, characterize the associated diffusion process, the resulting nodal sets and introduce a discretization method.
In Section 3, we propose to test the robustness of the new operator and apply it to popular shape analysis applications. In Section 4 we review several spectral-based shape matching methods such as spectral features and refinement methods. We then present properties of the proposed basis that make it a better choice for the task of shape matching. Finally, experimenting with the new basis demonstrate its benefits in improving shape matching results.
HAMILTONIAN OPERATOR

Laplace Beltrami Operator
Consider a parametrized surface M : Ω ⊂ R 2 → R 3 with a metric tensor (g ij ). The Laplace Beltrami Operator acting on a scalar function f : M → R, is defined as
where g is the determinant of the metric matrix and
is the inverse metric. The LBO is self-adjoint and thus admits a spectral decomposition {λ i , φ i }, where 0 = λ 1 ≤ λ 2 ≤ ... and λ i ∈ R, such that,
u, v g = M uv da is the inner product defined on M, with da an area element induced by the Riemannian metric g on the manifold, and δ ij the Kronecker delta. The LBO eigendecomposition can be extracted from the Euler Lagrange solution of the Dirichlet energy minimization
Therefore, the LBO eigenfunctions can be seen as an extension of the Fourier harmonics in Euclidean space to manifolds and are also referred to as Manifold Harmonics.
Hamiltonian
A Hamiltonian operator H on a manifold M, is an elliptic operator of the form
where V : M → R is a real-valued scalar function. It plays a fundamental role in the field of quantum mechanics via the famous Schrödinger equation that describes the wave motion of a particle with mass m under potential V ,
where is the Planck's constant. Here, Ψ(x, t) represents the wave function of the particle such that |Ψ(x, t)| 2 is interpreted as the probability distribution of finding the particle at a given position x at time t. The Schrödinger equation is analyzed by solving the spectral de-
also known as the time-independent Schrödinger equation, where E i is the energy of a particle at the stationary eigenstate ψ i . Since the Hamiltonian is a symmetric operator, its eigenfunctions form a complete orthonormal basis on the manifold M. As a generalization of the regular Laplacian, its spectral theory can be derived almost straightforwardly from that of the latter.
Variational principle
Let us consider the following functional
for which the Euler-Lagrange equation defines the eigendecomposition of the Hamiltonian
The potential enforces low values of the eigenfunctions in regions with high values of V , and pushes the spatial harmonics to regions with low values of the potential. In some cases, the potential V can be designed to localize the support of the eigenfunctions for better analysis of specific regions [Neumann et al. 2014 ] as shown in Figure 1 . 
Finite step potential
The time-independent Schrödinger equation can yield a rather complicated problem to solve analytically, even in one dimension. Let us consider a system with an ideal step potential in one dimension [Griffiths 2005 ]. We need to solve the differential equation HΨ = EΨ, with E the energy of the particle and V the Heaviside function with step of magnitude V 0 > 0, at point x 0 , given by
The step divides the space in two parts where in each the potential is constant. At the zero potential region, the particle is free to move and the harmonic solutions are known. At the domain with high potential, for E < V 0 , the solution is a decaying exponentially, meaning that the particle cannot pass the potential barrier and is reflected according to classical physics. If E > V 0 , the solution is also harmonic, which means there is a probability for the particle to penetrate into the effective potential region, tunneling through the barrier, with a different energy than that of particles in the zero potential region. We illustrate this effect by an numerical experiment of texture V defined on human surface in Figure 2 . Therefore, the potential energy V can be tuned to localize the basis. Given the eigenvalues of the LBO {λ i } ∞ i=0 , we can estimate the magnitude of the potential required in order to allow for oscillations outside the regions where the potential vanishes.
be the spectral decompositions of the Laplacian, and the Hamiltonian, respectively, with λ i ≥ 0, ∀i. Then, V ≥ 0 everywhere on the manifold implies that ∀i, the eigenvalues E i satisfy
Proof. According to the Courant-Fischer min-max theorem, we have
Similarly,
and the tradeoff between local-compact and global support of the basis elements can be controlled by the potential energy.
Optimality of the Hamiltonian eigenspace
We can extend a result from [Weyl et al. 1950] by which ∀f :
where W = I + I T V I. Next, we show that the Hamiltonian is optimal in approximating functions with bounded weighted gradient. THEOREM 2. Let 0 ≤ α < 1. There is no integer n and no
The proof of Theorem 2 is given in the appendix. We refer the reader to [Aflalo et al. 2015] and [Brezis 2010 ] Problems 37 and 49, for proof of optimality of a compact self-adjoint operator which applies to our Hamiltonian case. Using this result, we could restrict the first harmonics to specific regions as shown in Figure 3 . 
Diffusion process
Let us be given a Riemannian manifold M. The heat equation governing the diffusion process on M is defined as
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with appropriate boundary conditions. A natural extension to the new operator with a potential function V , can be written as
The solutions of (13) and (14) have the form [Iglesias and Kimmel 2012] u(x, t) =
that represents the diffusion in time of heat on the manifold M with potential V , where K(x, y, t) = i e −E i t ψ i (x)ψ i (y). We refer to K(x, y, t) as the heat kernel. A proof is given in the appendix.
According to the Feynman-Kac formula [Simon 2005 ], the solution of the diffusion process is expressed in terms of Wiener process,
In the Laplacian case, the initial value u 0 (x) is carried over random path in time, while the expected value of the stochastic process is equal to the solution u(x, t). For V > 0, the diffusion spreads according to the potential on the manifold, when the transported value is modulated exponentially by the potential V , diffusing anisotropically to low potential regions, as shown in The potential V used in this example is the geodesic distance from the front left leg. A signature extracted from a diffusion process using the Hamiltonian is more descriptive and in this case allows to resolve symmetric ambiguities.
Nodal sets
An interesting property of the Laplacian is the relation between its eigenfunctions, the number of connected nodal (zero) sets, and the number of complementary regions they define. Given an eigenfunction ψ i : M → R, a nodal set is defined as the set of points at which the eigenfunction values are zero. That is,
The Nodal Theorem [Courant and Hilbert 1966] states that the i-th eigenfunction of the LBO can split M to at most i connected subdomains. In other words, the zero set of the i-th eigenfunction can separate the manifold into at most i connected components. PROPOSITION 1. Given the self-adjoint Hamiltonian operator H on M, with arbitrary boundary conditions; if its eigenfunctions are ordered according to increasing eigenvalues, then, the nodal set of the i-th eigenfunction divides the domain into no more than i connected sub-domains.
The proof is essentially the same as that of the Laplacian case. See [Courant and Hilbert 1966] Vol.1 Sec. VI.6 for a proof.
As shown in Figure 2 , the Hamiltonian eigenfunctions are tuned by the potential. Given a potential V defined on the surface, a meaningful segmentation can be obtained by the nodal sets of the resulting eigenfunctions, as presented in Figure 5 .
Discretization
A popular way of approximating the LBO on triangulated surfaces is by using the cotangent weights formula [Meyer et al. 2003; Pinkall and Polthier 1993] . Given a mesh M , the discrete LBO is defined as
where A is a diagonal matrix of the area of local mixed Voronoi cells about each vertex m i , and W is known as the cotangent weight matrix
with N i = {j : (i, j) ∈ Γ}, where Γ is the set of edges of the triangulated surface interpreted as a graph and α ij , β ij denote the angles ∠ikj and ∠jhi of the triangles sharing the edge ij. We can then write the discrete Schrödinger operator as
where L is the above discrete LBO, and V a diagonal matrix that is defined by the potential scalar function values at each point m i ∈ M , such that
Here, the eigendecomposition problem of (7) can be written as
with Ψ the possibly truncated eigenvectors matrix, where column k represents the k-th eigenvector. Since V only modifies the diagonal of W , our operator remains a sparse matrix with the same effective entries, and thus, there is no increase in the computational cost of the decomposition compared to that of the LBO.
EXPERIMENTS AND APPLICATIONS
Robustness to noise
As a generalization of the Laplacian, the Hamiltonian exhibits similar robustness to noise. Consider the Hamiltonian matrix H = −L + V = A −1 (−W + AV ) with V the potential, then the perturbed Hamiltonian has the formH =Ã −1 (−W +ÃṼ ). Let us define δ A = |A −Ã| and δ W = |(−W +W ) + (AV −ÃṼ )|. Based on perturbation theory, and up to first order expansion, the i-th eigenfunctionψ i ofH has the form
with ψ j and E j respectively the j th eigenfunction and eigenvalue of the unperturbed Hamiltonian. Assuming uniformly distributed random noise on the mesh, the eigenfunctions of the regular Laplacian may present smaller distortion to noise than the Hamiltonian since the perturbation is amplified by area and potential distortions. Still, in case of potential with small values the distortion is insignificant. In Figure 6 , we present the original surface and its noisy version in which vertex positions have been corrupted by additive Gaussian noise with σ 2 x = 20% of the mean edge length. The potential is also modified by adding a Gaussian noise with σ 2 V = 20% of the initial variance of the potential.
The construction of the Laplacian depends crucially on the mesh connectivity making it sensitive to topological noise such as holes and part removal that can be found in most scanning scenarios. The compact support of the basis elements of the Hamiltonian make it robust to noise compared to the basis elements that are generated by the Laplacian. We illustrate the robustness property in Figure  6 where 30% of the surface area was removed due to topological noise in the form of small holes.
Shape approximation and compression
The eigenfunctions of the LBO or the Hamiltonian form a complete basis and can thus be used to represent any function on the manifold. Any f ∈ L 2 (M) can be expressed by a complete basis
Manifold harmonics were the basis of choice for the spectral mesh compression proposed in [Karni and Gotsman 2000] . In an analog manner to the discrete cosine transform used for JPEG compression, their idea was to use the first coefficients of the surface coordinates projection onto the truncated LBO basis, in order to reconstruct the coordinates in R 3 . For this purpose they use the combinatorial Laplacian by which the mesh connectivity was efficiently encoded. Alternative bases have been considered. For example, [Mahadevan 2007 ] replaced the Laplacian basis by a diffusion wavelet one. Because of the global spatial support of the LBO, the use of a truncated number of K eigenfunctions can introduce distortions in the reconstruction of fine structures of the shape as shown in Figure 7 . Here, we propose to use the Hamiltonian to improve the reconstruction in regions of high errors. By computing the representation error with respect to the LBO basis, we can construct a potential
that enforces harmonics in specific regions and obtain better reconstruction. We present the algorithm for mesh compression using the Hamiltonian. Algorithm: Mesh compression via Hamiltonian decomposition.
Input: Triangulated mesh M with coordinates S ∈ R n×3 and let the number of coefficients we are allowed to use be K. Output:
and the representation of the shape S such that,
2) Compute the representation error (j) at each vertex j:
3) Sort the vertices of the mesh according to (j) in decreasing order. 4) Generate a potential function V at each vertex j such that V (j) = j and normalize V . 4) Compute the eigenvectors {ψ i } K i=1 of the Hamiltonian H = −L + µV and compute α i = S, ψ i g .
The algorithm does not require any extra data for encoding except for the constant scalar µ, that is determined by the heuristic described in Section 4.4. Results are presented in Table I where we compare the reconstruction error of the two bases for different values of K. The error criterion is the same as in [Karni and Gotsman 2000] measuring both geometric and visual closeness. The compression scheme could be optimized using pursuit methods on dictionaries combined with the Hamiltonian basis as suggested in [Zhong and Qin 2014] .
SHAPE MATCHING
Spectral signatures
Signatures based on the eigendecomposition of the LBO are widely used for shape matching. The general idea is to embed two shapes one would like to compare into an Euclidean space by computing their point-wise signatures and then finding the correspondences by a nearest neighbor approach. Manifold Harmonics Signature [Rustamov 2007] proposed the global point signature, a dense shape descriptor constructed from the spectral decomposition of the
by using eigenfunctions scaled by the eigenvalues
at each point x on the manifold. In this case, sign ambiguity, the possible multiplicity of the spectrum, and non-isometric deformations make this descriptor sensitive for shape matching tasks. Next, we will try to use the empirical observation that only the first few eigenfunctions of the Laplacian are similar, up to a sign, to those computed for a nearly isometrically deformed shape, a property we will refer to as stable eignefunctions. Thus, one can try to match shapes by minimizing the distances defined between the first eigenfunctions. Given a sign sequence s i ∈ {±1} for each eigenfunction, the signature J(x) has the form
Similar signatures were used, for example, in [Shtern and Kimmel 2015; Dubrovina and Kimmel 2011] .
Heat and Wave Kernel Signature
There are descriptors that are constructed by considering diffusion kernel at each point adding a virtual time t, for example,
The HKS descriptor [Sun et al. 2009 ] at each point on the surface is defined by sampling K t at different times. It can be interpreted as the amount of heat at a surface point x ∈ M after a diffusion of a delta profile at time t. There are two drawbacks for the HKS. The first is that it is acting as a low-pass filter on the surface, rendering only macroscopic properties of the shape that are not suitable for high precision matching tasks. The second is that despite the fact that sign ambiguity of the LBO eigenfunctions is solved, symmetries cannot be resolved by this signature.
Instead of considering at the diffusion of a particle on the manifold, a different physical model of a quantum particle whose behavior is governed by the Schrödinger equation was considered in [Aubry et al. 2011 ]. The solution is derived from a particular setting of the diffusion kernel of (27) where a band pass filter is applied. Then, a high dimensional vector can be constructed in a similar way and is referred to as the Wave Kernel Signature or WKS. Typically, WKS exhibits oscillatory behavior and has better localization properties compared to HKS, but at the same token it tends to produce noisy matches and symmetries are still indistinguishable.
Functional correspondence
In many scenarios, the matching results obtained by applying spectral signatures require some refinement. This is due to nonisometric transformations and noise that make the LBO basis incompatible when computed independently for two different surfaces. [Ovsjanikov et al. 2012] proposed a way to avoid direct representation of correspondences as maps between shapes using a functional representation.
Let the map τ : M → N be a bijection between two surfaces M and N . Then, for any function f : M → R, we can reconstruct the function g : N → R as g = f • τ −1 . Given bases on the two surfaces, we can represent f as a row vector a with coefficients a i , and equivalently, g as a row vector b with coefficients b i . There exists a linear mapping between the two eigenspaces where the functional correspondence can be written as a = bC. Here, C is independent of f and g and is completely determined by the bases and the map τ . The transformation matrix C = c ij can be interpreted as the orthonormal rigid alignment matrix between the representation of the shapes in their basis spaces.
Given a set of n corresponding constraint functions, we can stack their respective corresponding coefficients and obtain the relation B = CA, where constraints can be defined as invariant descriptors, distance functions or indicator functions. Using rank-k approximation of the matrix C, if k ≤ n a resulting linear problem can be solved using simple least squares method that is then projected onto an orthonormal space.
For isometric shapes, if the bases have a simple spectrum, we would have c ij = ±δ ij . In more realistic scenarios, shapes of the same object in different poses are usually nearly isometric and C would be sparse and have a funnel-shaped structure [Pokrass et al. 2013 ].
Hamiltonian properties for shape matching
In order to obtain efficient and meaningful spectral signatures and corresponding refinement algorithms, we need to ensure the compactness, stability and descriptiveness of the isometric invariant basis we use. Invariance. The Laplace-Beltrami Operator is defined in terms of the metric tensor which is invariant to isometries. For intrinsic potential function V , the resulting Hamiltonian would also be isometric invariant. Compactness. Compactness means that scalar functions on a shape should be well approximated by using only a small number of basis elements. From Theorem 2 and as a generalization of the Laplacian, the global support and compactness hold for a bounded (low) potential. Descriptiveness. The LBO eigenvalues can be related to frequency. Similarly, energies of the Hamiltonian eigen-system relate to the number of oscillations on the manifold. Theorem 1 demonstrates that the modes corresponding to small eigenvalues of the Hamiltonian defined with a positive potential, encapsulate higher frequencies, even when localized, compared to the modes of the regular LBO. At the other end, highly oscillating eigenfunctions can be used to represent fine details of the shape that can be crucial for shape matching. The Hamiltonian enforces different oscillations in designated regions, allowing for better matching of those regions as shown in Figure 8 . The eigenfuntions will tend to oscillate more in regions with low potential compared to regions with high potential. Hence, it will be more descriptive than the LBO. Discriminativeness. The quality of a signature and the convergence quality of the different refinement frameworks depends on the descriptiveness of the kernel on the manifold. The LBO heat kernel is analog to a Gaussian kernel on the manifold. Therefore, it sometimes fails to express fine details of the shape's structure and delicate attributes and is sensitive to intrinsic symmetries. Intuitively, one can see that the diffusion kernel derived from the Hamiltonian seems to diffuse according to the potential that could remove possible ambiguities such as symmetries. For example, given an asymmetric potential, a diffusion kernel has the ability to remove symmetric ambiguities that are present in the LBO as shown in Figure 9 . Stability. Deformations of non-rigid shapes and articulated objects can stretch the surface. In such cases, the LBO eigendecomposition of the two shapes will be different. We could compensate for such local metric distortions by carefully designing a potential. High potential at high distortion regions would lead to lower values of the eigenfunctions those areas (7). Such a potential will reduce the discrepancy between corresponding eigenfunctions at least for the low (26). A point on the left toe (white sphere) is compared to all other points on the same shape using the LBO (center) and the Hamiltonian (right). Since the Hamiltonian basis is more descriptive in this region, it leads to better matching precision. frequencies ones, as shown in Figure 10 where the potential V at vertex
with A M (m i ) and A N (n i ), the area at vertex m i on mesh M and n i on the second mesh N respectively. Also, by removing possible multiplicities in the spectrum, asymmetric potentials increase stability since rotation ambiguities in sub-spaces of the spectral domain could be resolved. The choice of a potential is application dependent. While high potential values are required for focusing the basis to designated regions, global analysis of the shape would call upon lower potential energy. For the shape matching task, since the distortion of the surface is unknown, stability cannot be handled straightforwardly. However, two main spectral shape correspondence problems can still be addressed. Intrinsic symmetry ambiguities can be easily solved with asymmetric potentials. Highly descriptive potential enforces rapid oscillations and allows better distinction of similar and close areas on the surface.
Among the few stable intrinsic invariants that can be extracted from the geometry, we will use the stable first eigenfunctions of the LBO and geodesic distances. Other extrinsic information such as photometry can also be integrated into a Hamiltonian as a potential.
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Potential energy
Design considerations. After establishing the stability and descriptiveness properties of the Hamiltonian it would be natural to plug it into shape matching spectral methods and refinement. In quantum mechanics, the Schrödinger equation described in (5) depends on the Planck's constant and the mass of the particle. Given a non-negative potential function V , and µ ∈ R + we can define,
where µ is the scalar controlling the resistance to diffusion induced by the potential. Let λ i and E i be the i th eigenvalue of the LBO and Hamiltonian respectively, we seek for a constant µ such that E i > max M (µV ). Considering the potential as small perturbation of the Laplacian, up to first order, the eigenenergies are defined as E i = λ i + µ ψ i , V ψ i g . In order to contain the basis support until the i th eigenfunction, µ must satisfy
Different resolutions of the basis can then be obtained by tuning the constant µ according to i and the potential.
Also, optimal constant can be obtained using direct search on a given interval and by selecting the basis with the best signatures embedding in the L 2 sense.
RESULTS
We tested the proposed basis and compared its matching performances to that the LBO basis as applied to pairs of triangulated meshes of shapes from the TOSCA dataset [Bronstein et al. 2008] and the SCAPE dataset [Anguelov et al. 2004] . The TOSCA data set contains densely sampled synthetic human and animal surfaces, divided into several classes with given ground-truth point-to-point correspondences between the shapes within each class. The SCAPE data set contains scans of real human bodies in different poses. The evaluation method used is described in where the distortion curves describe the percentage of surface points falling within a relative geodesic distance from what is assumed to be their true locations. The potential energy was fixed using (30). Symmetries were not allowed in all evaluations. Note that we assume that the sign ambiguity of the first eigenfunctions generating the potential is resolved [Shtern and Kimmel 2014b] . Figure 11 compares the two operators by matching diffusion kernel descriptors derived from the corresponding eigenfunctions. The diffusion on the shape using the Hamiltonian as the diffusion operator is more descriptive than regular diffusion that cannot resolve the symmetries. Also, it would be natural to compute the WKS signature when the Schrödinger equation is governed by a given effective potential. As intrinsic positive potential we use the normalized sum of the four first nontrivial eigenfunctions of the LBO on each shape, adding a constant of minimal value in order to obtain a non-negative potential. This way only the intrinsic geometry of the shape is involved in defining the Hamiltonian operator. In case we know which regions are prone to elastic distortions, like joints and stretchable skin in articulated objects, we could suppress the effect of those regions in our matching procedures by using an appropriate potential as a selective mask. Figure 12 , compares the operator with and without potential by matching the spectral signatures computed by the framework of [Shtern and Kimmel 2015] . The potential we used is the local area distortion when comparing the meshes of two corresponding objects, as seen in Figure  10 . The descriptiveness of the potential and the localization of the harmonics lead to more accurate matching results. To investigate the performances of the Hamiltonian with photometric textures used as potential, we present in Figure 13 the results of different signatures matching with a dalmatian texture defined for the "Dogs" shapes from the TOSCA data set. The Iterative Closest Spectral Kernel Maps (ICSKM) [Shtern and Kimmel 2014a ] is a refinement algorithm similar in spirit to the iterative refinement process of [Ovsjanikov et al. 2012] , which given an initial partial or dense map tries to recover dense and accurate matching between two given shapes. Based on LBO basis, it presents state of the art results for axiomatic shape matching. Figure 14 compares the regular ICSKM algorithm working with the Laplacian eigenspace and the Hamiltonian method when we provided one, two, or three landmark points, that were randomly selected from the ground-truth mapping. The texture used in these examples is the geodesic distance from the landmark points. Note that again we use only the geometry of the shapes in order to refine the match between them using the new basis. Observe that with just three landmark points, the algorithm outperforms previous state of the art methods. 
CONCLUSION
A classical operator was adopted from the field of quantum mechanics and adapted to shape analysis problems. Functional and spectral properties of the Hamiltonian operator were presented and compared to the popular Laplacian operator often used in shape correspondence procedures. Features and texture properties can be incorporated into the new operator to obtain a descriptive and stable basis that provides a powerful domain of operation for shape analysis. We demonstrated the effectiveness of methods constructed from the decomposition of the Hamiltonian demonstrating state of the art performances on non-rigid shape matching.
