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Abstract
A simple yet efficient computational algorithm for computing the continu-
ous optimal experimental design for linear models is proposed. An alternative
proof the monotonic convergence for D-optimal criterion on continuous design
spaces are provided. We further show that the proposed algorithm converges to
the D-optimal design. We also provide an algorithm for the A-optimality and
conjecture that the algorithm convergence monotonically on continuous design
spaces. Different numerical examples are used to demonstrated the usefulness
and performance of the proposed algorithms.
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1 Introduction
In science, engineering and social science, experiments are frequently used to gain
the knowledge about relationships between independent and dependent variables. A
well-designed experiment can maximize the amount of information that can be ob-
tained from the experiment. The field of design of experiments deals with statistical
approaches for efficient experimentation, i.e., deriving the required information about
at the least expenditure of resources (Barker, 1994).
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As pointed out by Vanhatalo, Va¨nnman and Hyllander (2007) and Vanhatalo and
Bergquist (2007), discontinuous processes, i.e., processes where parts or batches are
produced, dominate the applications of design of experiments in practice as well as
in the literature. However, there are many situations that measurements are taken
on a continuous process in different industries (e.g., chemical or steel production, ore
processing, etc). In continuous processes the product gradually and with minimal
interruptions passes through a series of different operation and the product exhibits
characteristics such as liquids, powders, slurries, and pellets (Fransoo and Rutten,
1994 and Vanhatalo, et al., 2007). For instance, mineral ore is processed and handled
in a continuous stream, and steel is continuously cast and rolled into sheet metal.
Design of experiment with continuous process is of a great interest.
Consider an experiment consisting of a set of independent trials. Assume that the
observed response of each trial depends on a design point chosen from a finite set
X representing those possible experimental conditions. For w ∈ X , the real-valued
observation y(w) is assumed to satisfy the linear regression model
y(w) =XT (w)β + ε(w),
where X(w) ∈ Rm is the regressor (independent variable) associated with w, the
vector β ∈ Rm contains the unknown parameters of the model, and E[ε(w)] = 0,
V ar[ε(w)] = σ2, with σ2 > 0, is an unknown quantity. For different independent
trials, the errors are assumed to be uncorrelated and independent. We assume that the
model be non-singular in the sense that {X(w) : w ∈ X} spans Rm. Under this model
and those assumptions, an exact design of experiment of size N is a selection ξ of m
design points, w1,w2, · · · ,wm, and n1, n2, · · · , nm(m 6= 1), where nk (k = 1, 2, . . . , m)
denotes the number of times the design point wk occurs the m design points with
wk ∈ X , N = n1 + · · · + nm. This experimental design could be summarized by
defining a design ξN as
ξN =
(
w1 · · · wm
n1
N
· · · nm
N
)
.
We can show that an exact experimental design ξ of size N can be represented by a
probability distribution on X in which the probability is nj/N when ξN occurs at wj.
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If ξ follows a continuous probability distribution or a discrete probability distribu-
tion, then we have
ξ =
(
w1 · · · wm
η1 · · · ηm
)
,
where Pr(ξ = wj) = ηj , j = 1, · · · , m and
∑m
j=1 ηj = 1, and ξ is continuous design. For
a complete overview on the subject of the theory of opetimal design of experiments,
one can refer to Dette and Studden (1997) and the references therein.
We denote the information matrix of ξ for the exact experimental design by
M(ξ) =
m∑
i=1
µiX(wi)X
T (wi),
where µi = ni/N is the weight corresponding to the point wi.
Similarly, for the continuous experimental design, we have the information matrix
M(ξ) =
∫
E
f(w)X(w)XT (w)dµ(w).
Based on this formulation, Chen (2003) provided an approximateD-optimal design for
quadratic polynomial when the design space is circle. Under the model assumptions,
the information matrix is proportional to the Fisher information matrix corresponding
to β. Therefore, the general aim is to choose ξ such thatM(ξ) is as large as possible.
There is a rich literature on the theory of optimal design and different numerical
computational algorithms have been proposed to obtain optimal designs under dif-
ferent scenarios. For exact experimental designs, the enumeration techniques based
on the branch-and-bound principle are able to solve medium-sized problems (see, for
example, Welch, 1982 and Ucin´ski and Patan, 2007), and the stochastic optimization
methods also used to obtain the optimal designs (e.g., Haines, 1987). Harman and
Filova´ (2014) considered a DQ-optimality, which is a quadratic approximation of the
D-optimality criterion in the neighborhood of the approximate D-optimal informa-
tion matrix, to compute exact experimental designs for linear regression models. Gao,
et al. (2014) develop efficient computational algorithms to obtain optimal allocation
for a general regression model subject to the D-optimality and A-optimality criteria.
There are many analytic methods for constructing approximate optimal designs to
instead of continuous optimal designs. Fedorov (1972) and Wynn (1970) developed
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the so-called vertex direction methods (VDMs). In each iteration, VDMs move the
current design ξ in the direction of ew for some design point w while decreasing all
remaining components of ξ by the same proportion. Silvey, Titterington and Torsney
(1978) proposed a multiplicative algorithm, which are simple iterative strategies that
converge monotonically, i.e., the determinant criterion never decreases along woth the
iterations. Yu (2011) proposed a new algorithm that extends the VDM and multiplica-
tive algorithm. Although these existing methods converge and some of them converge
monotonically, these algorithms tend to be slow. Recently, Castro, et al. (2018) use
the moment-sum-of-squares hierarchy of semi-definite programming problems to solve
the approximate optimal design problem numerically. Harman, Filova´ and Richta´rik
(2018) proposed the randomized exchange method (REX), which is a simple batch-
randomized exchange algorithm, for the optimal design problem. The REX method
can be viewed as an efficient extension or combination of both the VEM algorithm
and the KL-exchange algorithm that is used to compute exact designs (Vanhatalo, et
al., 2007).
In this paper, we study the numerical computation of the optimal continuous designs
directly, with special focus on the D-optimality and A-optimality criteria. We pro-
pose a simple computational algorithm to obtain the continuous experimental designs.
Mathematical results related to the convergence and monotonicity of the proposed al-
gorithms are developed. A simulation study is performed to show the reliability of
these algorithms. The paper is organized as follows. In Section 2, we consider the
inference based on a linear regression model and present the form of the informa-
tion matrix and the variance-covariance matrix when the design is continuous. The
proposed computational algorithms for the two commonly used optimal criteria, D-
optimality and A-optimality criteria, and their related mathematical properties are
discussed in Section 2. Section 3 presents some numerical illustrations with several
linear regression models for continuous D-optimality and A-optimality designs. The
proofs of the main results are presented in the Appendix.
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2 Algorithms for Optimal Designs
Consider the linear regression model
y(w) = xT (w)β + ǫ(w), w ∈ E, (1)
where β is a p-dimensional parameter vector, x(w) is the covariates, E is the contin-
uous design space and ǫ(w) is error terms with mean 0 and variance σ2. When the
observations are obtained based on Model (1), the ordinary least square estimator of
β can be expressed as
βˆ =
[∫
E
f(w)x(w)xT(w)dµ(w)
]−1 ∫
E
y(w)x(w)f(w)dµ(w),
where f(w) ≥ 0 is the mass on the point w and∫
E
f(w)dµ(w) = 1.
The variance of βˆ is
V ar(βˆ) =
[∫
E
f(w)x(w)xT (w)dµ(w)
]−1
.
Most of the existing computational algorithms for obtaining the optimal designs set
a finite design space X = {x1, · · · , xn} ⊂ R
m, which utilize the idea of discretizing
the underlying continuous space. Here, we proposed algorithms that directly obtain
the optimal design of continuous space for for D-optimality and A-optimality without
the discretization of the continuous space.
2.1 Algorithm for D-optimal designs
In an experiment, researchers often wish to estimate the model parameters with
maximum precision and minimum variability possible. An optimality criterion often
used in experimental design is based on the determinant of the Fisher information
matrix, which equals to the reciprocal of the determinant of the asymptotic variance-
covariance matrix. The D-optimal design maximizes the log-determinant of the in-
formation matrix, i.e., it minimizes the log-determinant of the asymptotic variance-
covariance matrix V ar(βˆ). The D-optimal criterion can be described as follows.
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D-optimal criterion:
min
f(w)
{
− log |
∫
E
f(w)x(w)xT (w)dw| : subject to f(w) ≥ 0 and
∫
E
f(w)dw = 1
}
,
(2)
We can obtain the following result.
Theorem 1. f ∗(w) is the D-optimal solution for (2) if and only if
∫
E
f(w)xT (w)
[∫
E
f ∗(u)x(u)xT (u)du
]−1
x(w)dw ≤ p
for f(w) ≥ 0 and
∫
E
f(w)dw = 1.
The proof of Theorem 1 is provided in Appendix. Based on Theorem 1, for the
D-optimal criterion in (2), the following algorithm is proposed to obtain the optimal
f ∗(w).
Proposed algorithm for D-optimal design:
Step D1. Set the initial value of f as
f (0)(w) =
{
1 for w ∈ E,
0 otherwise.
Step D2. Update f in the n-th step as
f (n)(w) =
f (n−1)(w)xT (w)D(n−1)x(w)
p
,
where
D(n−1) =
[∫
E
f (n−1)(w)x(w)xT(w)dw
]−1
.
Step D3. Repeat Steps D1 and D2 until convergence occurs.
Here, we provide a proof of the convergence of the proposed algorithm for D-
optimality. To prove the convergence of the algorithm, we first prove that the log-
determinant of the information matrix is monotonous. In order to prove its conver-
gence, we must add the bounded assumption and require the following two lemmas.
Lemma 1. Let A(w) be a nonnegative definite matrix function on E , f(w) and
g(w) are nonnegative functions on it, and∫
E
f(w)A(w)dw and
∫
E
g(w)A(w)dw
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are positive definite matrices with infinite elements. Then,
log |
∫
E
f(w)A(w)dw| − log |
∫
E
g(w)A(w)dw|
≥
∫
E
g(w)tr
{
A(w)[
∫
E
g(u)A(u)du]−1
}
log
f(w)
g(w)
dw.
Proof. Following the proof of Lemma 2 in Gao, Chan, Ng and Lu (2014), Lemma 1
can be proved.
Lemma 2. Suppose f(w) and g(w) are density functions defined on E, then
∫
E
|f(w)− g(w)|dw ≤
{
2
∫
E
f(w) log
f(w)
g(w)
dw
}1/2
.
Proof. See Kullback (1967).
Now, we present the theorem to show the convergence of the proposed algorithm
for D-optimality.
Theorem 2. Under the assumption that log |
∫
E
x(w)xT (w)dw| is bounded, we
have ∫
E
|f (n)(w)− f (n−1)(w)|dw −→ 0 as n −→ +∞.
The proof of Theorem 2 is provided in Appendix. The algorithm proposed here
is in the general class of the multiplicative algorithms (Silvery, et al., 1978), which
shares the simplicity and monotonic convergence property of class of the multiplicative
algorithm. One of the most attractive properties of the proposed algorithm is that
the convergence rate of the algorithm does not depend on the number of design points
N compared to some existing algorithms such as the coordinate-exchange algorithm
(Meyer and Nachtsheim, 1995) and the randomized exchange algorithm (Harman and
Filova´, 2014).
2.2 Algorithm for A-optimal designs
Another optimality criterion considered here is based on the trace of the first-order
approximation of the variance-covariance matrix of the MLEs. It is identical to the
sum of the diagonal elements of the variance-covariance matrix. The A-optimality cri-
terion provides an overall measure of the average variance of the parameter estimates.
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The A-optimal design points minimize the objective function defined by A-optimal
criterion:
min
f(w)
{
tr
([∫
E
f(w)x(w)xT(w)dw
]−1)
, subject to f(w) ≥ 0 and
∫
E
f(w)dw = 1
}
.
(3)
Theorem 3. f ∗(w) is the A-optimal solution for (3) if and only if
tr([IE(f
∗,x)]−1 IE(f,x) [IE(f
∗,x)]−1)
tr([IE(f ∗,x)]
−1)
≤ 1,
for f(w) ≥ 0 and
∫
E
f(w)dw = 1.
The proof of Theorem 3 is provided in Appendix. Based on Theorem 3, for the
A-optimal criteria in (3), the following algorithm is proposed to obtain the optimal
design f ∗(w).
Proposed algorithm for A-optimal design:
Step A1. Set the initial value of f as f (0)(w) =
{
1, for w ∈ E,
0, otherwise.
Step A2. Update f in the n-th step as
f (n)(w) =
f (n−1)(w)
p
[
(p− 1)
tr(D(n−1)x(w)xT (w)D(n−1))
tr(D(n−1))
+ 1
]
,
where
D(n−1) =
[∫
E
f (n−1)(w)x(w)xT(w)dw
]−1
.
Step A3. Repeat Steps A1 and A2 until convergence occurs.
For A-optimality, the proposed algorithm does not depend on the initial value and
it provides a convergence solution which is robust to the initial value. Although a
theoretical justification of convergence of the proposed computational algorithm for
A-optimality is not available, simulation results strongly support the validity and
reliability of the algorithm. An extensive simulation study presented in subsequent
section is used to study the properties of the algorithm for A-optimality. Based on
the simulation results, we conjecture the monotonic convergence of the algorithm for
A-optimality.
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3 Numerical Illustrations
To further illustrate the proposed algorithms can efficiently identify the optimal
design, we consider four different settings to study the convergence of the proposed
algorithms.
Setting 1: Consider the model
y(w) = βTx(w),
where
β = (β1, β2)
T ,
x(w) = (w1, w2)
T ,
w ∈ E = {(w1, w2)
T : w21 + w
2
2 ≤ 1}.
Setting 2:
y(w) = βTx(w),
where
β = (β0, β1, β2, β3, β4, β5)
T ,
x(w) = (1, w1, w2, w
2
1, w1w2, w
2
2)
T ,
w ∈ E = {(w1, w2)
T : w21 + w
2
2 ≤ 1}.
In Settings 1 and 2, we consider the continuous design space E = {(w1, w2)
T :
w21 + w
2
2 ≤ 1} and polynomial measurements with unknown parameters β ∈ R
d,
where the number of unknown parameters of Settings 1 and 2 are d1 = 2 and d2 = 6,
respectively. To compute the D-optimal design and the A-optimal design, we apply
the algorithms presented in Sections 2.1 and 2.2. We can obtain the positions of
the optimal design points. For Settings 1 and 2, Figures 1–4 show that the optimal
design points converge to the boundary of a circle and the support also includes the
point (0, 0) if the model includes the constant term. For Setting 2 (see Figure 3), we
integrate the blue region around (0, 0) and get the integral value of 0.162 (≈ 1/6),
and the integral of area of the circle is 0.833 (≈ 5/6). Note that 1/6 and 5/6 are the
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theoretical proportions for the optimal design in Setting 2. In order to verify that the
optimal design points have uniform distribution on the ring, we also integrate region
with the same arc on the ring and find that these integral values are equal. Similar
conclusions can be obtained for A-optimal design presented in Figure 4.
We also compare the performance of our algorithm and the randomized exchange
algorithm (Harman, et al., 2018) for computing the D-optimal design experiments
and A-optimal design experiments for Setting 2, and the results are presented in the
Tables 1 and 2. From Tables 1 and 2, we observe that the optimal design points indeed
at the edge of the circle, but the weights of the randomized exchange algorithm do
not seem to be equal to the theoretical value.
Setting 3: Consider the model
y(w) = βTx(w),
where
β = (β0, β1, β2, β3, β4, β5)
T ,
x(w) = (1, w1, w2, w
2
1, w1w2, w
2
2)
T ,
w ∈ E = [−1, 1]× [−1, 1].
For Setting 3, Figures 5 and 6 show that there are 9 optimal design points in the
continuous design space E, and the weights are obtained by integrating around these
9 points. The weights obtained from the randomized exchange algorithm and the
proposed algorithm are presented in Tables 3 and 4. From Tables 3 and 4, we can see
that the proposed method identified the same optimal design points as the randomized
exchange algorithm, and the corresponding weights are close to the theoretical values.
Setting 4: Consider the model
y(w) = βTx(w),
where
β = (β0, β1, β2, β3, β4, β5, β6, β7, β8, β9)
T ,
x(w) = (1, w1, w2, w3, w
2
1, w1w2, w1w3, w
2
2, w2w3, w
2
3)
T ,
w ∈ E = [−1, 1]× [−1, 1]× [−1, 1].
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In Setting 4, we consider the model in which the continuous design space is a
three-dimensional cube. Using the proposed algorithm, we can obtain 27 optimal
design points, and the weights are the integral around these points. For comparative
purposes, we also compute the weights of those 27 optimal design points and compare
with the optimal design obtained from the randomized exchange algorithm. These
results are presented in Tables 5 and 6. We can observe that the results obtained from
the proposed algorithm are very close to the theoretical value. Note that in the results
presented in Tables 5 and 6, the optimal design points obtained by REX method may
be unstable in the sense that the optimal design points may not be unique in multiple
runs of the algorithm. For illustrative purpose, we take the optimal points based on
the REX algorithm which are closest to the theoretical value and present the results
in Tables 5 and 6.
Based on the numerical evaluations of the four settings considered here, we found
that the proposed algorithms for A-optimality and D-optimality converge in all cases,
and the optimal design points as well as the corresponding weights are very close
to the theoretical values. As the dimension increases, most existing computational
algorithms need more design points to support the initial design, and more spaces
are needed for the computer to to store these points, which will cause the program
to run slowly. Moreover, we notice that the weight of each optimal design point
is unstable using the REX algorithm. For example, in Settings 2 and 4, when the
REX algorithm is run multiple times with different values of the number of design
point N , the location of each optimal design point is not exactly the same and the
corresponding weight is not exactly equal. This will bring uncertainty to the choice
of optimal design points and their corresponding weights.
Although we focus on D-optimal designs and A-optimal designs for linear models,
the basic ideas of the proposed algorithms are not limited to D-optimality and A-
optimality, and the continuous design space can be extended to high-dimensional
situations.
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4 Concluding Remarks
In this paper, we proposed simple yet efficient iterative computational algorithms
for obtaining the D-optimal and A-optimal continuous designs for linear models. We
also provided an alternate proof of the monotonic convergence of the proposed algo-
rithm for D-optimality and demonstrate that the proposed algorithm converges to the
optimal design. Although a theoretical justification for the convergence of the pro-
posed computational algorithm for A-optimality is not available, our computational
results support the validity and reliability of the algorithm. These algorithms are
programmed under MATLAB R2016a environment and the programs are available
from the authors upon request.
Appendix
Proof of Theorem 1
Since log(|A|) is convex in A with A being a positive definite matrix, we have
log
{∣∣∣∣(1− λ)
∫
E
f ∗(w)x(w)xT (w)dw + λ
∫
E
f(w)x(w)xT(w)dw
∣∣∣∣
}
≥ (1− λ) log
{∣∣∣∣
∫
E
f ∗(w)x(w)xT (w)dw
∣∣∣∣
}
+ λ log
{∣∣∣∣
∫
E
f(w)x(w)xT (w)dw
∣∣∣∣
}
.
Then, f ∗ is the optimal solution for the D-optimal criterion in (2) if and only if
log {|(1− λ)IE(f
∗,x) + λIE(f,x)|} − log {|IE(f
∗,x)‖}
λ
≤ 0
where IE(f,x) =
∫
E
f(w)x(w)xT (w)dw, for all f(w) that satisfy f(w) ≥ 0 and∫
E
f(w)dw = 1, and λ > 0. Thus, for λ ↓ 0, we have
lim
λ↓0
log(|(1− λ)IE(f
∗,x) + λIE(f,x)|)− log(|IE(f
∗,x)|)
λ
=
∂ log{|(1− λ)IE(f
∗,x) + λIE(f,x)|}
∂λ
∣∣∣∣
λ=0
= tr
{[∫
E
f ∗(w)x(w)xT (w)dw
]−1 ∫
E
[f(w)− f ∗(w)]x(w)xT (w)dw
}
= tr
{[∫
E
f ∗(w)x(w)xT (w)dw
]−1 ∫
E
f(w)x(w)xT (w)dw
}
− p ≤ 0,
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which gives the result stated in the theorem.
Proof of Theorem 2
From Lemma 1, we have
log
∣∣∣∣
∫
E
f (n)(w)x(w)xT (w)dw
∣∣∣∣− log
∣∣∣∣
∫
E
f (n−1)(w)x(w)xT (w)dw
∣∣∣∣
≥
∫
E
f (n−1)(w)trace
{
x(w)xT (w)D(n−1)
}
log
f (n)(w)
f (n−1)(w)
dw
=
∫
E
f (n−1)(w)xT (w)D(n−1)x(w) log
f (n)(w)
f (n−1)(w)
dw
= p
∫
E
f (n)(w) log
f (n)(w)
f (n−1)(w)
dw ≥ 0.
Thus, we can conclude that
log
∣∣∣∣
∫
E
f (n)(w)x(w)xT (w)dw
∣∣∣∣
is increasing in n = 2, 3, . . . . We can get that
log
∣∣∣∣
∫
E
f (n)(w)x(w)xT (w)dw
∣∣∣∣ ≤ log
∣∣∣∣
∫
E
x(w)xT (w)dw
∣∣∣∣ .
Therefore, under the bounded assumption, the sequence log
∣∣∫
E
f (n)(w)x(w)xT (w)dw
∣∣
is uniformly bounded and increasing, and hence it is convergent.
Using Lemma 1 and Lemma 2, we can obtain
0 = lim
n→∞
log
∣∣∣∣
∫
E
f (n)(w)x(w)xT (w)dw
∣∣∣∣− log
∣∣∣∣
∫
E
f (n−1)(w)x(w)xT (w)dw
∣∣∣∣
≥ p
∫
E
f (n)(w) log
f (n)(w)
f (n−1)(w)
dw
≥
p
2
[
∫
E
|f (n)(w)− f (n−1)(w)|dw]2 ≥ 0.
Then, we can conclude that∫
E
|f (n)(w)− f (n−1)(w)|dw −→ 0 as n −→ +∞.
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Proof of Theorem 3
It is easy to check that tr(A)−1 is concave in A, where A is positive definite
matrix. For the sake of simplicity, we make S =
∫
E
f(w)x(w)xT(w)dw and S∗ =∫
E
f ∗(w)x(w)xT (w)dw. We have
tr[(1− λ)S∗ + λS]−1 ≤ (1− λ)tr(S∗−1) + λtr(S−1).
Then f ∗ is the optimal solution for the D-optimal criterion in (2) if and only if for all
f(w)(f(w) ≥ 0 and
∫
E
f(w)dw = 1),
tr[(1− λ)S∗ + λS]−1 − tr(S∗−1)
λ
≥ 0
for λ > 0. Thus, for λ ↓ 0 we have
lim
λ↓0
tr[(1− λ)S∗ + λS]−1 − tr(S∗−1)
λ
=
∂{tr[(1 − λ)S∗ + λS]−1}
∂λ
|λ=0
= −tr[S∗−1(S − S∗)S∗−1]
= −tr(S∗−1SS∗−1) + tr(S∗−1) ≥ 0,
which implies Theorem 3.
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Figure 1: D-optimal design for Setting 1
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Figure 2: A-optimal design for Setting 1
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Figure 3: D-optimal design for Setting 2
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Figure 4: A-optimal design for Setting 2
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Figure 5: D-optimal design for Setting 3
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Figure 6: A-optimal design for Setting 3
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Figure 7: D-optimal design for Setting 4
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Figure 8: A-optimal design for Setting 4
Table 1: D-optimal design points and weights obtained by the randomized exchange
algorithm (REX) for Setting 2
Design points Weights (from REX)
(−0.0549,−0.9985) 0.0682
(−0.7841, 0.6204) 0.0614
(0.3688,−0.9294) 0.0840
(0.0132, 0.9998) 0.1370
(0.9249,−0.3800) 0.1153
(0.8617, 0.5074) 0.1306
(−0.7789,−0.6271) 0.1343
(0.0000, 0.0000) 0.1667
(−0.9564, 0.2917) 0.0978
(−0.3948, 0.9186) 0.0047
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Table 2: A-optimal design points and weights obtained by the randomized exchange
algorithm (REX) for Setting 2
Design points Weights (from REX)
(−0.0549,−0.9985) 0.0371
(−0.7841, 0.6204) 0.0355
(0.3688,−0.9294) 0.0861
(0.0132, 0.9998) 0.1053
(−0.8859, 0.4637) 0.0978
(0.8109, 0.5851) 0.0781
(0.9249,−0.3800) 0.0984
(0.8617, 0.5074) 0.0374
(−0.7789,−0.6271) 0.1324
(0.0004,−0.0010) 0.2919
Table 3: D-optimal design points and weights obtained by the randomized exchange
algorithm (REX) and the proposed algorithm for Setting 3
Weights Weights Weights
Design points (from REX) (from proposed algorithm) (theoretical values)
(−1,−1) 0.1458 0.1457 0.1457
(1, 1) 0.1458 0.1457 0.1457
(−1, 1) 0.1458 0.1457 0.1457
(1,−1) 0.1458 0.1457 0.1457
(0,−1) 0.0802 0.0804 0.0803
(0, 1) 0.0802 0.0804 0.0803
(−1, 0) 0.0802 0.0804 0.0803
(1, 0) 0.0802 0.0804 0.0803
(0, 0) 0.0962 0.0955 0.0960
Table 4: A-optimal design points and weights obtained by the randomized exchange
algorithm (REX) and the proposed algorithm for Setting 3
Weights Weights Weights
Design points (from REX) (from proposed algorithm) (theoretical values)
(−1,−1) 0.0940 0.0956 0.0940
(1, 1) 0.0940 0.0956 0.0940
(−1, 1) 0.0940 0.0956 0.0940
(1,−1) 0.0940 0.0956 0.0940
(0,−1) 0.0978 0.0990 0.0978
(0, 1) 0.0978 0.0990 0.0978
(−1, 0) 0.0978 0.0990 0.0978
(1, 0) 0.0978 0.0990 0.0978
(0, 0) 0.2332 0.2216 0.2332
25
Table 5: D-optimal design points and weights obtained by the randomized exchange
algorithm (REX) and the proposed algorithm for Setting 4
Weights Weights Weights
Design points (from REX) (from proposed algorithm) (theoretical values)
(−1,−1,−1) 0.0668 0.0685 0.0684
(−1,−1, 1) 0.0810 0.0685 0.0684
(−1, 1,−1) 0.0625 0.0685 0.0684
(−1, 1, 1) 0.0766 0.0685 0.0684
(1,−1,−1) 0.0673 0.0685 0.0684
(1,−1, 1) 0.0815 0.0685 0.0684
(1, 1,−1) 0.0630 0.0685 0.0684
(1, 1, 1) 0.0771 0.0685 0.0684
(−1,−1, 0) 0.0151 0.0281 0.0262
(−1, 0,−1) 0.0336 0.0281 0.0262
(−1, 0, 1) 0.0053 0.0281 0.0262
(−1, 1, 0) 0.0238 0.0281 0.0262
(0,−1,−1) 0.0288 0.0281 0.0262
(0,−1, 1) 0.0005 0.0281 0.0262
(0, 1,−1) 0.0374 0.0281 0.0262
(0, 1, 1) 0.0091 0.0281 0.0262
(1,−1, 0) 0.0141 0.0281 0.0262
(1, 0,−1) 0.0326 0.0281 0.0262
(1, 1, 0) 0.0228 0.0281 0.0262
(1, 0, 1) 0.0043 0.0281 0.0262
(−1, 0, 0) 0.0318 0.0151 0.0183
(0,−1, 0) 0.0414 0.0151 0.0183
(0, 0,−1) 0.0045 0.0151 0.0183
(0, 0, 1) 0.0611 0.0151 0.0183
(0, 1, 0) 0.0241 0.0151 0.0183
(1, 0, 0) 0.0339 0.0151 0.0183
(0, 0, 0) 0.0000 0.0245 0.0290
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Table 6: A-optimal design points and weights obtained by the randomized exchange
algorithm (REX) and the proposed algorithm for Setting 4
Weights Weights Weights
Design points (from REX) (from proposed algorithm) (theoretical values)
(−1,−1,−1) 0.0277 0.0373 0.0402
(−1,−1, 1) 0.0264 0.0373 0.0402
(−1, 1,−1) 0.0364 0.0373 0.0402
(−1, 1, 1) 0.0351 0.0373 0.0402
(1,−1,−1) 0.0450 0.0373 0.0402
(1,−1, 1) 0.0438 0.0373 0.0402
(1, 1,−1) 0.0538 0.0373 0.0402
(1, 1, 1) 0.0525 0.0373 0.0402
(−1,−1, 0) 0.0521 0.0313 0.0259
(−1, 0,−1) 0.0421 0.0313 0.0259
(−1, 0, 1) 0.0447 0.0313 0.0259
(−1, 1, 0) 0.0347 0.0313 0.0259
(0,−1,−1) 0.0335 0.0313 0.0259
(0,−1, 1) 0.0361 0.0313 0.0259
(0, 1,−1) 0.0161 0.0313 0.0259
(0, 1, 1) 0.0186 0.0313 0.0259
(1,−1, 0) 0.0175 0.0313 0.0259
(1, 0,−1) 0.0075 0.0313 0.0259
(1, 1, 0) 0.0000 0.0313 0.0259
(1, 0, 1) 0.0100 0.0313 0.0259
(−1, 0, 0) 0.0080 0.0330 0.0430
(0,−1, 0) 0.0253 0.0330 0.0430
(0, 0,−1) 0.0453 0.0330 0.0430
(0, 0, 1) 0.0405 0.0330 0.0430
(0, 1, 0) 0.0602 0.0330 0.0430
(1, 0, 0) 0.0774 0.0330 0.0430
(0, 0, 0) 0.1101 0.1288 0.1096
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