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Abstract
We present a numerical method for the frequent pricing of financial
derivatives that depends on a large number of variables. The method is
based on the construction of a polynomial basis to interpolate the value
function of the problem by means of a hierarchical orthogonalization
process that allows to reduce the number of degrees of freedom needed
to have an accurate representation of the value function. In the paper
we consider, as an example, a GARCH model that depends on eight
parameters and show that a very large number of contracts for different
maturities and asset and parameters values can be valued in a small
computational time with the proposed procedure. In particular the
method is applied to the problem of model calibration. The method is
easily generalizable to be used with other models or problems.
Keywords: Derivative pricing, multidimensional interpolation, Cheby-
shev polynomials, Reduced basis functions.
1 Introduction
This paper concerns the design of a Reduced basis function approach to
mitigate the impact of the “Curse of Dimensionality” which appears when we
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deal with multidimensional interpolation, in particular, when we price finan-
cial derivatives employing multivariable models, like GARCH, or whose price
may depend on multiple assets which follow different stochastic processes.
Since the market prices change almost constantly, thousands of derivative
prices have to be recomputed very fast, hence numerical techniques that allow
fast evaluation of multidimensional models are of interest.
Several techniques can be found in the literature to solve multidimen-
sional option pricing problems. For example, Monte Carlo methods are very
popular since they are straightforward to implement and handle multiple
dimensions, although their convergence rates tend to be slow. Several ap-
proaches, like variance reduction techniques can be employed to increase
their velocity (see [17] or [18]). Lately, PDE methods have also been em-
ployed in financial problems (see, for example, [6], [16], [24] or [27]) due to
their faster speed of convergence with respect to Monte Carlo methods. In
[7], an adaptive sparse grid algorithm using the finite element method is em-
ployed for the solution of the Black-Scholes equation for option pricing. A
Legendre series expansion of the density function is employed in [22] for op-
tion valuation. In [2], a proper orthogonal decomposition and non negative
matrix factorization is employed to make pricing much faster within a given
model parameter variation range. A general review of financial problems or
models, numerical techniques and software tools can be found in [12].
The main objective of this work is to reduce the computing time and
storing costs which may appear in multidimensional models. The proposed
method has two differentiated steps. In the first one (off-line computation),
an approximation to the option pricing function is computed through a poly-
nomial Reduced Basis method. This step usually is expensive in terms of
computational cost, but it is performed only once. In the second step (on-
line computation), we employ the polynomial constructed in the previous
step to price a large number of contracts or calibrate model parameters. In
this second step, the big gain in computational time arises because, as the
polynomial does not need to be recomputed, it can be used as many times
as needed.
One way to compute numerical approximations of the value of multidi-
mensional functions is to compute the function value in a given set of nodes
and to use polynomial interpolation. Unfortunately, for a high number of
dimensions, the memory requirements to store the interpolant and the com-
putational time required for each evaluation grow exponentially. This effect
is known as the “Curse of Dimensionality”.
A common approach to reduce the curse of dimensionality is to search
the dimensions where increasing the number of interpolation nodes would
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reduce faster the interpolation error. The method that we propose here
approaches, someway, the problem from the other side. Instead on focusing
on the construction of the interpolation polynomial, what we propose is to
obtain, from the interpolant, a new reduced polynomial which gives similar
accuracy as the original one but requiring much less computational effort.
In order to fix ideas we present the method with Chebyshev interpolation
although the techniques in this paper are easily generalizable. The properties
of Chebyshev polynomials, [29], enable us to use time-competitive and accu-
rate fast fourier transform methods for computing the coefficients, evaluation
and differentiation of the polynomials.
In first place, we show how to build the interpolant and we design a very
efficient evaluation algorithm which allows to compute the polynomial value
for different values of each of the parameters simultaneously, something that
will be referred as tensorial evaluation. Afterwards, for a fixed interpolant,
we propose a reduced basis approach employing a Hierarchical orthonormal-
ization procedure along each one of the dimensions. This procedure rewrites
the interpolant in function of a set of orthonormal function basis which are
ordered hierarchically depending on the amount of information of the inter-
polant that they posses. Afterwards, fixed a tolerance level for the error with
respect to the interpolant, we retain the minimum number of functions in
the basis such that this tolerance is fulfilled. Furthermore, since the function
basis are written in function of Chebyshev polynomials, the evaluation algo-
rithm previously designed can be adapted to the new approximation. The
result is a polynomial which approximates the multidimensional function and
requires much less memory capacity and computational time for evaluation.
The paper is organized as follows. In Section 2, a fast tensorial Chebyshev
polynomial interpolation is developed. The precision is obtained increasing
the number of interpolation nodes, which leads to the storage-cost problem.
In Section 3 the reduced approximation is presented. Finally, in Section 4
we perform numerical experiments with the different techniques developed
over a multidimensional model employed in pricing financial derivatives.
All the algorithms presented in this work have been implemented in Mat-
lab vR2010a. All the numerical experiments have been realized in a personal
computer with an Intel(R) Core(TM) i3 CPU , 540 @ 3.07GHz, memory
RAM of 4,00 GB and a 64-bits operative system.
3
2 Polynomial Interpolation
We propose a Chebyshev polynomial interpolation procedure for multi-
dimensional models. The interpolation is done using Chebyshev polynomials
and nodes in the intervals where the parameters are defined.
Definition 2.1. Let us define
Tn(x) = cos (n arccos(x)) , (1)
where 0 ≤ arccos(x) ≤ pi.
It is well known, [29], that this function is a polynomial of degree n,
called the Chebyshev polynomial of degree n.
Definition 2.2. Let N ∈ N. The N+1 Chebyshev nodes {α˜k}Nk=0 in interval
[a, b] correspond to the extrema of Tn(x) and they are given by:
α˜k =
1
2
[
cos
(
pik
N
)
(b− a) + (b+ a)
]
, k = 0, 1, ..., N. (2)
We also define the N + 1 Chebyshev nodes {αk}Nk=0 in interval [−1, 1],
where
αk = cos
(
pik
N
)
, k = 0, 1, ..., N. (3)
Here we present just the definitions that are needed for the proposed
method. The practical computation of the coefficients of the interpolant is
postponed to Subsection 2.1.
Definition 2.3. Let x˜ = (x˜1, x˜2, ..., x˜n) and F˜ (x˜) be a continuous function
defined in x˜j ∈ [x˜minj , x˜maxj ], j = 1, 2, ..., n.
For x = (x1, x2, ..., xn), we define the function F (x), x ∈ [−1, 1]n as
F (x) = F˜ (x˜),
where
x˜j =
x˜maxj − x˜minj
2
xj +
x˜maxj + x˜
min
j
2
,
xj ∈ [−1, 1],
j = 1, 2, ..., n.
(4)
For N = {N1, N2, ..., Nn} ∈ Nn, we define
LN = {l = (l1, l2, ..., ln) , 0 ≤ lj ≤ Nj , j = 1, 2, ..., n} . (5)
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For j = 1, 2, ..., n, let
{
αkj
}Nj
k=0
be the Nj + 1 Chebyshev nodes in [−1, 1]
and
{
α˜kj
}Nj
k=0
be the Nj + 1 Chebyshev nodes in [x˜minj , x˜
max
j ].
We use the notation αl =
(
αl11 , α
l2
2 , ..., α
ln
n
)
and α˜l =
(
α˜l11 , α˜
l2
2 , ..., α˜
ln
n
)
.
Let INF (x) be the n-dimensional interpolant of function F (x) at the
Chebyshev nodes
{
αl
}
l∈LN , i.e. the polynomial which satisfies
INF (α
l) = F (αl) = F˜ (α˜l), l ∈ LN .
Polynomial INF (x) is given by
INF (x) =
∑
l∈LN
pˆlT
l(x), x ∈ [−1, 1]n, (6)
where
pˆl = pˆ(l1,l2,...,ln) ∈ R,
T l(x) = Tl1(x1)Tl2(x2)...Tln(xn).
Let Ω˜ =
∏n
j=1[x˜
min
j , x˜
max
j ] and suppose that we need a numerical ap-
proximation for several different values in each of the variables. Let Θ ∈ Ω˜
be a set of values such that for qj ∈ N, 1 ≤ j ≤ n,
Θ =
{
x˜ = (x˜1, x˜2, ..., x˜n)/x˜j ∈ {x˜1j , ..., x˜qjj }, x˜kj ∈ [x˜minj , x˜maxj ], 1 ≤ k ≤ qj
}
(7)
where we note that the number of points in Θ is |Θ| = ∏nj=1 qj .
The numerical approximation is computed with the polynomial INF (x),
where the relation between x˜ and x is given by formula (4). The algorithms
presented in Subsection 2.2 allow us to evaluate the interpolation polynomial
in a set of points like Θ very fast, something that from now on will be
referred as tensorial evaluation. This is achieved through a suitable defined
multidimensional array operation and the employment of efficient algorithms
described in Subsection 2.2.
2.1 Computation of the interpolating polynomial.
Univariate case
Let F˜ (x˜) be a continuous function defined in x˜ ∈ [x˜min, x˜max] and sup-
pose that we want to compute the Chebyshev interpolant
IN1F (x) =
N1∑
l=0
pˆlTl(x), x ∈ [−1, 1].
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It must hold that
F (αk) =
N∑
l=0
pˆlTl(α
k) =
N∑
l=0
pˆl cos(l(arccos(α
k)))
=
N∑
l=0
pˆl cos
(
l
pik
N
)
,
where {α˜k}Nk=0, {αk}Nk=0 are the Chebyshev nodes in [x˜min, x˜max] and [−1, 1].
There are several efficient algorithms that allow us to obtain the coeffi-
cients {pˆl}Nl=0. For the univariate case, we employ the algorithm presented
in [8].
Algorithm C1v:
1. Construct
z =
[
F (α0), F (α1), ..., F (αN−1), F (αN ), F (αN−1), ..., F (α2), F (α1)
]T
.
2. Compute
y =
real (FFT(z))
2N
.
3. 
pˆ0 = y(1),
pˆl = y(l + 1) + y(2N − (l − 1)) if 0 < l < N,
pˆN = y(N).
Multivariate case
Let F˜ (x˜) and N ∈ Nn be as given in Definition 2.3 and suppose that we
want to construct the interpolant
INF (x) =
∑
l∈LN
pˆlT
l(x), x ∈ [−1, 1]n.
Definition 2.4. Let A be an array of dimension n1 × n2 × ... × nm. We
denote the vector
A(j1, ..., jns−1 , :, jns+1 , ..., jm) = {A(j1, ..., jns−1 , j, jns+1 , ..., jm)}nsj=1,
where 1 ≤ ji ≤ ni, ∀i ∈ {1, 2, ...,m} − {s}.
Let B be an array of dimension a × n1 × n2 × ... × nm. We define the
permutation operator P such that if:
D = P(B),
we have that dim(D) = n1 × n2 × ...× nm × a and
D(j1, ..., jm, :) = B(:, j1, ..., jm).
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Suppose that we have already computed the function value at the Cheby-
shev nodes, i.e., ∀kj ∈ {0, ..., Nj}, j = 1, 2, ..., n,
F˜
(
α˜k11 , α˜
k2
2 , ..., α˜
kn
n
)
= F
(
αk11 , α
k2
2 , ..., α
kn
n
)
,
which are stored in an array Γ(N1+1)×(N2+1)×...×(Nn+1) such that
Γ(k1 + 1, k2 + 1, ..., kn + 1) = F
(
αk11 , α
k2
2 , ..., α
kn
n
)
.
The coefficients pˆl of the interpolant are obtained through the following
algorithm.
Algorithm Cnv:
1. B1 = Γ.
2. For i=1 to n
2.1. {m1,m2, ...,mn} = dim(Bi).
2.2. For j2 = 1 to m2, for j3 = 1 to m3, ..., for jn = 1 to mn
Ci(:, j2, j3, ..., jn) = Algorithm C1v (Bi(:, j2, j3, ..., jn)) .
2.3. Bi+1 = P(Ci).
3. pˆl = Bn+1(l1 + 1, l2 + 1, ..., ln + 1).
We remark that the FFT routine in Matlab admits multidimensional
evaluation so that, step 2.2 of the previous algorithm can be efficiently com-
puted without using loops.
2.2 Tensorial Evaluation and Differentiation of the interpo-
lation polynomial.
Definition 2.5. Let A and B be two arrays, (A)a×n1×n2×...×nk and (B)a×b
respectively, and such that b > 1.
We define the tensorial array operation C = A⊗B, as the array C given
by:
C(j1, ..., jk, :) = P
(
B′A(:, j1, ..., jk)
)
, (8)
where B′A(:, j1, ..., jk) is the usual product of matrix times a vector and P is
the permutation operator introduced in Definition 2.4.
It is easy to check that dim(C) = n1 × n2 × ...× nk × b.
Concerning the implementation in Matlab of the tensorial array opera-
tion,
C = permute
(
multiprod(B′, A), [2 : n 1]
)
,
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where permute is a standard procedure implemented in Matlab.
The algorithm multiprod, implemented by Paolo de Leva and available in
Mathworks (see [10]), makes the required tensorial operation simultaneously
in all variables in a very efficient way.
Suppose now that we have a polynomial
INF (x) =
∑
l∈LN
pˆlT
l(x) =
N1∑
l1=0
N2∑
l2=0
...
Nn∑
ln=0
pˆlTl1(x1)Tl2(x2)...Tln(xn).
We want to evaluate the polynomial in a finite set of points Θ, which
was defined in (7).
For computational reasons, we impose that qj > 1, j = 1, 2, ..., n. By
default, multiprod algorithm does not recognize arrays of q1 × ... × qi−1 ×
1× qi+1 × ...× qn-dimension and collapses to q1 × ...× qi−1 × qi+1 × ...× qn-
dimension. Since ⊗ consists of multiprod and a permutation, if qi = 1, a
wrong dimension will be permuted in the evaluation algorithm.
The evaluation algorithm has two steps.
1. Evaluate the Chebyshev polynomials:
We use the recurrence property of Chebyshev polynomials:
T0(x) = 1, T1(x) = x, Tl(x) = 2xTl−1(x)− Tl−2(x), l = 2, 3, 4, ...,
that with the numberN of interpolation points involved in the option pricing
problem works fairly well.
From the definition of Θ (see (7)), the possible values of each variable are
a finite number. We employ the notation ηj = {xkj }qjk=1 to denote the corre-
sponding values in Θ after the change of variables (4). Using the recurrence
property, we compute
T (η1) = T (η1)(N1+1)×q1 =
(
Tl(x
k
1)
)
0≤l≤N1, 1≤k≤q1
,
T (η2) = T (η2)(N2+1)×q2 =
(
Tl(x
k
2)
)
0≤l≤N2, 1≤k≤q2
,
...
T (ηn) = T (ηn)(Nn+1)×qn =
(
Tl(x
k
2)
)
0≤l≤Nn, 1≤k≤qn
,
and we store each result in a two dimensional array.
2. Evaluate the rest of the polynomial.
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The evaluation of the polynomial INF (x) for the whole set of points Θ
can be done at once using the tensorial array operation.
The polynomial coefficients are stored in a (N1 + 1) × (N2 + 1) × ... ×
(Nn + 1)-dimensional array A.
A(l1 + 1, l2 + 1, ..., ln + 1) = pˆ(l1,l2,...,ln),
and we compute
INF (Θ) = (... [(A⊗ T (η1))⊗ T (η2)] ...)⊗ T (ηn), (9)
where the result will be an q1×q2× ...×qn-dimensional array which contains
the evaluation of the interpolant in all the points of set Θ.
We remark that the previous definition must not be seen as a product
with the usual properties. The order of the parenthesis has to be strictly
followed in order to be consistent with the dimensions.
Polynomial differentiation:
Sometimes, we may also need to compute an approximation to the deriva-
tive of the multidimensional function. For example, if we want to find the
values of the parameters of the model that approximate best to a given a set
of data, in the sense of a least square minimization.
Note that if x˜ ∈ [a, b] and we have interpolated function F˜ (x˜)
F˜ (x˜) ≈ INF (x) =
N∑
l=0
pˆlTl(x),
where
x˜ =
b− a
2
x+
b+ a
2
, x ∈ [−1, 1],
we can approximate, if function F is regular enough (see [8]),
F˜ ′(x˜) ≈ (INF (x))′ = 2
b− a
N−1∑
l=0
qˆlTl(x),
where (see [8, (2.4.22)]) for l = 0, 1, ..., N − 1:
qˆl =
2
cl
+
N∑
j=l+1
j+l odd
jpˆj , where cl =
{
2, l = 0,
1, l ≥ 1.
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This implies that the coefficients of the derivatives of the polynomials
need to be computed each time or stored in memory. Both options do not
fit with the objective of this work.
If the coefficients are computed each time they are needed, that increases
the total time cost. On the other hand, there is a memory storage problem
in the polynomial interpolation technique. To store the coefficients of the
derivative means to almost double the memory requirements of the method.
For these reasons, we prefer to employ, if possible, a fast computing way
to approximate the derivative, which does not require any more memory
storage. We approximate the derivative by finite differences as follows
F˜ ′(x˜) ≈ 2
b− a
INF (x+ h)− INF (x)
h
,
where 0 < h << 1.
As it has been seen, all the algorithms developed in Subsections 2.1 and
2.2 are general enough. The only thing that we need to know is how many
variables the interpolated function has and everything is straightforward.
3 Reduced Basis Approach
The objective of this Section is to build a new polynomial which gives
comparable accuracy as the interpolant built in the previous Section, but
which has less memory requirements.
Suppose we are given a high degree polynomial PN. The objective is to
construct from it a smaller polynomial, in memory terms but not in degree,
which globally values as well as the original one.
The method we are going to develop could be exported to other kinds of
polynomials, but since our evaluation algorithms are designed for the Cheby-
shev ones, the construction is focused to take advantage of their properties.
It is also general enough to be applied to any n-variables polynomial.
3.1 Hierarchical orthonormalization
Suppose we have a polynomial
PN (x1, ..., xn) , N = [N1, N2, ..., Nn] ∈ Nn, (10)
where N denotes the degree in each one of the variables.
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Our objective is, given a set of points Φ = {φi}mΦi=1 and  > 0, to construct
a polynomial QN
Φ
 from PN , such that
1
mΦ
mΦ∑
i=1
(
PN (φi)−QNΦ (φi)
)2
< , (11)
where polynomial QN
Φ
 has the smallest size (in memory terms) compatible
with (11).
Although another set of points could be chosen, since we are continuing
the work of the previous Section, i.e. PN = INF , the interpolation polyno-
mial of a certain function F˜ (x˜), the natural set of points Φ will be the set
of points used in the construction of the interpolation polynomial, i.e., the
Chebyshev nodes Φ = {αl}l∈LN .
Our approach is to use a basis of Orthonormal functions that are hi-
erarchically chosen. All polynomials that appear in the procedure we are
going to construct must be written in function of Chebyshev polynomials.
Hence, it is natural to employ the weighted norm associated with them and
to exploit all the related properties which simplify the calculus.
Definition 3.1. Given two functions f(x1, ..., xn) and g(x1, ..., xn), where
(x1, ..., xn) ∈ [−1, 1]n, we define the weighted scalar product < f, g >Lω as:
< f, g >Lω=
∫ 1
−1
...
∫ 1
−1
f(x1, ..., xn)g(x1, ..., xn)√
1− x21...
√
1− x2n
dx1...dxn.
We denote by ||· ||Lω the norm induced by this scalar product.
The following result is well known [29].
Lemma 3.1. The Chebyshev polynomials, Ti(x), are orthogonal with respect
to the scalar product < f, g >Lω . Furthermore, if H(x) is a polynomial of
degree less or equal to 2n+ 1 then∫ 1
−1
H(x)√
1− x2dx =
n∑′′
j=0
pi
n
H(xj) =
pi
2n
H(x0) +
n−1∑
j=1
pi
n
H(xj) +
pi
2n
H(xn),
where {xj}nj=0 are the Chebyshev nodes in [-1,1]. (Gauss-Lobato-Chebyshev
cuadrature)
Definition 3.2. Let f(xj , xj+1, ..., xn) and g(xj , xj+1, ..., xn) be two func-
tions such that (xj , xj+1..., xn) ∈ [−1, 1]n−j+1. We define the function
< f, g >
Lj+1,nω
(xj) =
∫ 1
−1
...
∫ 1
−1
f(xj , ..., xn)g(xj , ..., xn)√
1− x2j+1...
√
1− x2n
dxj+1...dxn.
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For simplicity in the notation, we denote < f, g >
Lj+1,nω
(xj) =< f, g >Lj+1,nω .
The algorithm of the hierarchical Gram-Schmidt procedure has n − 1
steps if the polynomial PN (x1, ..., xn) has n variables.
Hierarchical orthonormalization procedure:
Let us consider PN (x1, ..., xn). For simplicity assume that xj ∈ [−1, 1].
Let us consider also a set of points Φ = {φi}mΦi=1, φi ∈ [−1, 1]n.
Step 1:
Let {αi1}N1i=0 denote the N1 + 1 Chebyshev nodes in [−1, 1] and define
Pi(x2, ..., xn) = P
N (αi1, x2, ..., xn). It is easy to check that we can rewrite
PN as:
PN (x1, ..., xn) =
N1∑
i=0
ai(x1)Pi(x2, ..., xn) = R1(x1, ..., xn),
where ai(x1) is a N1-degree polynomial such that for m = 0, 1, ..., N1 it holds
that: {
ai(α
i
1) = 1,
ai(α
m
1 ) = 0, i 6= m.
For i1 ∈ {0, ..., N1}, we set q˜1i1 = Pi1 and q1i1 =
q˜1i1∥∥∥q˜1i1∥∥∥Lω and compute:
j1 = argmin
i1
∥∥∥R1− < R1, q1i1 >L2,nω q1i1∥∥∥Lω .
We define qj1 = q1j1 and R2 = R1− < R1, qj1 >L2,nω qj1 .
For i2 ∈ {0, ..., N1} − j1, we set q˜2i2 = Pi2− < Pi2 , qj1 >L2,nω qj1 and
q2i2 =
q˜2i1∥∥∥q˜2i1∥∥∥Lω and compute
j2 = argmin
i2
∥∥∥R2− < R2, q2i2 >L2,nω q2i2∥∥∥Lω .
We define qj2 = q2j2 and R3 = R2− < R2, qj2 >L2,nω qj2 .
We proceed iteratively, so that we eventually obtain a set of orthonormal
polynomials {qjk}N1k=0 such that
PN (x1, ..., xn) =
N1∑
k=0
A1jk(x1)qjk(x2, ..., xn),
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where A1jk(x1) =< P
N , qjk >L2,nω , k = 0, 1, ..., N1.
We approximate now
PN (x1, ..., xn) ≈
M1∑
k=0
A1jk(x1)qjk(x2, ..., xn) = Q1(x1, ..., xn),
where M1 is the first index such that
1
mΦ
mΦ∑
i=1
(
PN (φi)−Q1(φi)
)2
< . (12)
Let us observe that the first polynomials qjk were those that, in the sense
of (12), had more “information” about PN . Indeed, usually with very few
terms (depending on the variable), a good approximation to the original
polynomial can be achieved.
Furthermore, the amount of storage required is considerably reduced.
Step 2:
Each of the qjk(x2, ..., xn) is a n − 1 variable polynomial, and we can
proceed the same way as we did in Step 1.
For each of the jk, let {αi2}N2i=0 be the N2 + 1 Chebyshev nodes in [−1, 1]
and
qjk(x2, ..., xn) =
N2∑
i=0
ajki (x2)P
jk
i (x3, ..., xn) = R
jk
1 (x2, ..., xn),
where P jki (x3, ..., xn) = qjk(α
i
2, x3, ..., xn).
For i1 ∈ {0, ..., N2}, we set q˜jk,1i1 = P
jk
i and q
jk,1
i1
=
q˜
jk,1
i1∥∥∥q˜jk,1i1 ∥∥∥Lω and compute:
l1 = argmin
i1
∥∥∥Rjk1 − < Rjk1 , qjk,1i1 >L3,nω qjk,1i1 ∥∥∥Lω .
We define qjk,l1 = q
jk,1
l1
and Rjk2 = R
jk
1 − < Rjk1 , qjk,l1 >L3,nω qjk,l1 .
Now, for i2 ∈ {0, ..., N2}−l1, we set q˜jk,2i2 = P
jk
i2
− < P jki2 , qjk,l1 >L3,nω qjk,l1
and qjk,2i2 =
q˜
jk,2
i2∥∥∥q˜jk,2i2 ∥∥∥Lω . Again we compute
l2 = argmin
i2
∥∥∥Rjk2 − < Rjk2 , qjk,2i2 >L3,nω qjk,2i2 ∥∥∥Lω .
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We define qjk,l2 = q
jk,2
l2
and Rjk3 = R
jk
2 − < Rjk2 , qjk,l2 >L3,nω qjk,l2 .
We proceed iteratively, at the end we will obtain
Q1 =
M1∑
k=0
A1jk(x1)
(
N2∑
m=0
A2jk,lm(x2)qjk,lm(x3, ..., xn)
)
,
where A2jk,lm(x2) =< qjk(x2, ..., xn), qjk,lm(x3, ..., xn) >L3,nω , m = 0, 1, ..., N2.
We will approximate PN (x1, ..., xn) by
PN ≈
M1∑
k=0
A1jk(x1)
(
M2∑
m=0
A2jk,lm(x2)qjk,lm(x3, ..., xn)
)
= Q2(x1, ..., xn),
where M2 is the first index such that
1
mΦ
mΦ∑
i=0
(
PN (φi)−Q2(φi)
)2
< . (13)
We proceed iteratively until completing Step n-1 where we stop. We
will have arrived to a new polynomial that can be written PN ≈ QNΦ =
M1,M2,...,Mn−1∑
i1,i2,...,in−1
A1i1(x1)A
2
i1,i2(x2)...A
n−1
i1,i2,...,in−1(xn−1)q
n−1
i1,i2,...,in−1(xn).
Note that NΦ = {M1, ...,Mn−1, Nn} is the number of function basis
used in each variable. Note also that, in general, the degree of QN
Φ
 is still
N1 ×N2 × ...×Nn.
We remark that the last value of NΦ is Nn because the last variable
remains untouched. An improved result (in memory terms) can be obtained
if the variables of polynomial PN are reordered before the Reduced Basis
procedure and Nn is the smallest among the Ni.
Visually, we can check the big memory saving. Figure 1 shows an example
of the first three steps of the algorithm if N1 = 5, N2 = 3, N3 = 4, ....
The tree represents the orthonormal decomposition in each of the vari-
ables and the function basis that are discarded in each step: 3 function basis
(Step 1-dashed lines), 2 function basis (Step 2-dash-dot lines) and 1 function
basis (Step 3-dot lines). The proportion of the tree that has been discarded
represents approximately the memory savings with respect to the original
polynomial PN obtained by our method.
The last step is to adequate the algorithms for tensorial evaluation to
QN
Φ
 .
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Step 1
Step 2
Step 3
Step 1
Function Basis discarded in:
Step 2
Step 3
Figure 1: Truncated Orthonormal decomposition. The Figure shows the
function basis discarded (equivalent to memory savings) in each step (Step
1-dashed lines, Step 2-dash-dot lines and Step 3-dot lines) of the Hierarchical
orthonormalization procedure.
3.2 Tensorial evaluation for Reduced Basis
Polynomial QN
Φ
 is rewritten for tensorial evaluation as
QN
Φ
 =
M1,M2,...,Mn−1∑
i1,i2,...,in−1
A1i1(x1)A
2
i1,i2(x2)...A
n−1
i1,i2,...,in−1(xn−1)q
n−1
i1,i2,...,in−1(xn)
=
M1∑
i1=0
A1i1(x1)
M2∑
i2=0
A2i1,2(x2)...
Mn−2∑
in−2=0
An−2i1,n−2(xn−2)
Mn−1∑
in−1=0
An−1i1,n−1(xn−1)q
n−1
i1,n−1(xn).
where we denote i1,j = (i1, i2, ..., ij).
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Each polynomial is written in function of the Chebyshev polynomials:
A1i1(x1) =
N1∑
j=0
a1j,i1T (x1), A
2
i1,2(x2) =
N2∑
j=0
a2j,i1,2T (x2), ...
An−1i1,n−1(xn−1) =
Nn−1∑
j=0
an−1j,i1,n−1T (xn−1), q
n−1
i1,n−1(xn) =
Nn∑
j=0
anj,i1,n−1T (xn),
(14)
and QN
Φ
 is kept in memory storing the coefficient of the previous polyno-
mials in n different multidimensional arrays.
Suppose that we want to evaluate the polynomial in the finite set of
points Θ (see (7)).
We employ the notation ηj = {xkj }qjk=1, whose values are obtained from
set Θ after the change of variable given by (4).
The evaluation of polynomials A1i1(η1), ..., A
n−1
i1,n−1(ηn−1), q
n−1
i1,n−1(ηn) when
they are given by (14) can be done efficiently using the first algorithm from
Subsection 2.2.
Thus, suppose that we have evaluated them and stored the results in
arrays:
A1i1(η1) = (A
1)(M1+1)×q1 ,
A2i1,2(η2) = (A
2)(M1+1)×(M2+1)×q2 ,
...
An−1i1,n−1(ηn−1) = (A
n−1)(M1+1)×(M2+1)×...×(Mn−1+1)×qn−1 ,
qn−1i1,n−1(ηn) = (A
n)(M1+1)×(M2+1)×...×(Mn−1+1)×qn .
Definition 3.3. Let A, B be two arrays such that A = (A)m1×m2×...×mk×a
and B = (B)m1×m2×...×mk×b1×...×bs.
We define the special tensorial array operation C = A⊗˜B as:
C(j1, ..., jk−1, :, jk+1, ..., jk+s)
= A(j1, ..., jk−1, :, :)′B(j1, ..., jk−1, :, jk+1, ..., jk+s),
(15)
where · denotes the usual product of matrix times a vector.
From Definition 3.3, observe that in (15) we are using the usual matrix
times vector multiplication. It is straightforward that dim(C) = m1 ×m2 ×
...×mk−1 × a× b1 × ...× bs.
16
multiprod command is employed again to implement the special tensorial
array operation.
The tensorial evaluation for the reduced basis polynomial can be written
as:
QN
Φ
 = A1i1(η1)⊗˜
(
...⊗˜
(
An−2i1,n−2(ηn−2)⊗˜
(
An−1i1,n−1(ηn−1)⊗˜qn−1i1,n−1(ηn)
))
...
)
,
where again the order fixed by the parenthesis must be strictly followed in
order to be consistent with the dimensions of the arrays.
The result will be a q1 × q2 × ... × qn-dimensional array which contains
the evaluation of the polynomial with all the possible combinations of the
given values to each of the variables.
3.3 Comments about the Reduced Basis method.
Although in the numerical experiments we will see that the results are
quite good in the sense of reduction of memory requirements and computing
time, we must point that the procedure presented could be improved.
We remark that QN
Φ
 is not optimal in various senses. First of all, the
hierarchical criteria to select the function basis is not necessarily optimal.
For example, there might exist a combination of several function basis that
give a less overall error than the ones chosen by our criterium. The selection
criterium that we employ is fast because, when we have to order hierarchi-
cally the function basis in each step, we only need to reevaluate the function
basis that have not already been ordered.
Another factor that could be improved is the criterium for truncation.
We can orthonormally decompose the whole polynomial hierarchically
PN =
N1,N2,...,Nn−1∑
i1,i2,...,in−1
A1i1(x1)A
2
i1,i2(x2)...A
n−1
i1,i2,...,in−1(xn−1)q
n−1
i1,i2,...,in−1(xn),
and notice that we can independently truncate one branch of the tree or
another. For example:
PN ≈
M1,N2,N3...,Nn−1∑
i1,i2,...,in−1
A1i1(x1)A
2
i1,i2(x2)...A
n−1
i1,i2,...,in−1(xn−1)q
n−1
i1,i2,...,in−1(xn),
or
PN ≈
N1,M2,N3,...,Nn−1∑
i1,i2,...,in−1
A1i1(x1)A
2
i1,i2(x2)...A
n−1
i1,i2,...,in−1(xn−1)q
n−1
i1,i2,...,in−1(xn).
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Our procedure does not maximize memory savings over the whole poly-
nomial. A method which maximizes the memory savings versus the deterio-
ration of the error when we truncate function basis of one or other variable
could be designed.
4 Numerical Results
We are now going to apply the techniques developed in Sections 2 and 3
to a multidimensional model employed in option pricing.
The outline of the Section is as follows. First, we will make a brief
introduction about financial options and pricing models. Afterwards, we
will build an interpolation polynomial of a particular pricing function and
apply the Reduced Basis approach. Performance analysis when we employ
both numerical approximations will be performed.
4.1 Option Pricing and GARCH models
An European Call Option is a financial instrument that gives the buyer
the right, but not the obligation, to buy a stock or asset, at a fixed future
date (maturity), and at a fixed price (strike or exercise price). The seller will
have the obligation, if the buyer exercises his/her right, to sell the stock at
the exercise price.
The stock is usually modelled as an stochastic process and empirical
analysis show that the volatility of the process does not remain constant in
time. ARCH models (AutoRegressive Conditional Heterodastic) introduced
by Engle in [15] are a kind of stochastic processes in which recent past
gives information about future variance. Several ARCH models have been
proposed along the years, trying to capture some of the empirically observed
stock properties. The objective of this work is not to give a deep review of
the ARCH literature, and we refer to [4], [5], [9], [21] and references therein.
Nevertheless, we point that ARCH models are broadly used in option pricing.
[6], [14], [19], [28] and [30] are just a few examples where option prices are
obtained through ARCH models.
In the present work, we are going to apply the techniques that we have de-
veloped to price options with the NGARCH(1,1) model. For pricing options,
the dynamics of the stock in the risk-free measure Q of the NGARCH(1,1)
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model [11], [23] are, ln
(
St
St−1
)
≡ Rt = r − 1
2
σ2t +
√
σ2t z
Q
t ,
σ2t = β0 + β1σ
2
t−1 + β2σ
2
t−1(z
Q
t−1 − (θ + λ))2,
(16)
where St denotes the stock price, σ2t is the variance of the stock, r is the
risk-free rate, β0, β1, β2, λ, θ are the GARCH model parameters and z
Q
t is
a normally distributed random variable with mean 0 and variance 1.
The dynamics in the Risk-free measure allow us to compute the European
option price as:
C(S) = e−r(tM−t)EQ [max {StM −K, 0}|St = S] . (17)
which, taking into account the model parameters, is an 8-variable function.
For this model, there is no known closed form solution and several nu-
merical methods can be employed, being Monte-Carlo based methods ([13],
[30]), Lattice methods ([25], [28]), Finite Elements ([1]) or Spectral methods
([6]) some of them.
The principal drawback of GARCH models is their computational cost.
It will depend on the numerical method employed, but all the ones mentioned
(Monte-Carlo, Lattice, Spectral...) require several seconds to compute option
prices and several minutes to estimate parameter values. This can result in
an unpractical procedure, since option prices change almost continuously.
In this work, the numerical method employed for computing the option
prices in the Chebyshev nodes will be the spectral method developed in [6]
and will be referred as B-F method. This numerical method gives enough
precision with few grid points, and the employment of FFT techniques makes
it a low-time consuming method.
Fixed an enough precision for the B-F method, we assume for the rest
of the work that the option price obtained with this method is the reference
option price. The construction of the interpolating polynomial and the error
analysis will be carried referencing to the values obtained with it.
4.2 Numerical analysis of Interpolation
First, we fix the intervals in which the interpolant of the option price
will be constructed. The NGARCH(1,1) model is linear in the relation SK ,
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so strike is fixed at K = 1. The rest of variables are defined as follows:
tM ∈ [0, 365], β0 ∈ [0, 2· 10−6],
h0 ∈ [0. 25· 10−4, 2. 25· 10−4], β1 ∈ [0. 60, 0. 95],
S0 ∈ [0. 75, 1. 20], β2 ∈ [0. 02, 0. 25],
r ∈ [0. 02, 0. 085], (λ+ θ) ∈ [0. 20, 2].
where these intervals are chosen because they cover usual parameter values
of the model observed in the literature (see, for example, [9], [14] or [30]).
Although different number of nodes can be considered for each variable,
for simplicity, consider N = (N,N, ..., N).
We are going to carry out a standard error analysis doubling the number
of nodes N = 3, 6, 12. We remark that the number of interpolation points of
variable xj is Nj+1 and the storage cost of the polynomials is 8
∏n
j=1Nj+1.
Once fixed N , we compute the Chebyshev nodes {α˜l}l∈LN with formula
(2). We compute the function values {F˜ (α˜l)}l∈LN with B-F method and
construct INF with the algorithms developed in Subsection 2.1.
Independently, we have to build a control sample which allows us to
measure how well the interpolation polynomial prices options in the domain
Ω˜. We have chosen a set uniformly defined over Ω˜.
Definition 4.1. For each variable x˜j ∈ [x˜minj , x˜maxj ] and for a given m ∈ N
we define
∆mx˜j =
x˜maxj − x˜minj
m
,
and the set of points
Θmx˜j =
{
x˜minj + ∆x˜j i
}m−1
i=1
, j = 1, 2..., 8.
This set of equally spaced points will be used to build a control sample.
Points that correspond to i = {0,m} are not included because they always
correspond to Chebyshev nodes. Sample Θm will denote the set of option
prices for all the possible combinations of values in sets Θmx˜j , i.e.
Sample Θm = {F˜
(
Θmx˜1 ,Θ
m
x˜2 , ...,Θ
m
x˜8
)}, |Sample Θm| = (m− 1)8,
computed with B-F method.
We compute Sample Θm and numerate its elements. Let CB−Fj be the
j contract price of Sample Θm and CINFj be the j contract price evaluated
with polynomial INF .
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We define
MSESample Θm(INF ) =
1
(m− 1)8
(m−1)8∑
j=1
(
CB−Fj − CINFj
)2
.
For the numerical examples, we have built Sample Θ7. The number of
elements of this sample is 1679616 ≈ 1. 68· 106.
Table 1 shows, for N = 3,6,12, the memory storage (bytes) require-
ments of INF , the computing time (seconds) of computing Sample Θ7 with
INF and the MSESample Θ7(INF ).
Storage Computing time (seconds) MSESample Θ7(INF )
I3F 5. 24· 105 0. 11 0. 6918· 10−4
I6F 4. 61· 107 0. 46 0. 1229· 10−4
I12F 6. 52· 109 91 0. 0120· 10−4
Table 1: Storage cost of INF , computing time for evaluating Sample Θ7
with INF and the Mean Square Error committed by the interpolation poly-
nomial INF when evaluating the contract prices of Sample Θ7.
In Table 1 we can also check that the computing time of I3F and I6F
is fairly good, but it blows to 91 seconds in the case of I12F . Although
this time might not seem too high for computing ≈ 1. 68· 106 contracts, it
is unacceptable for practical applications. In the markets, the stock price
might have changed a few times before we have finished the computation,
making the results worthless.
The reason why the computing time has increased so much is due to the
“Curse of dimensionality”. We remark that I12F is above the operational
limit of the Matlab/computer employed in the analysis to be stored in just
one single array. Although the storage problem can be handled, splitting the
polynomial in several parts and loading/discarding the needed data, unfor-
tunately, in velocity terms, this implies a large increment of computational
time.
Concerning I12F , let {tMi}12i=0 denote the 13 Chebyshev nodes in interval
[0, 365]. For each value of tMi we build the 7-variable interpolation polyno-
mial for the rest of the variables. This way, we have polynomial I12F stored
as 13 smaller polynomials which can be handled.
In our example, the 91 seconds are mostly due to several uses of the
function load when we call each of the 7-variable smaller polynomials.
We mention that if the polynomial was even bigger, the splitting pro-
cedure can be extended to other variables, so storage is not an unsolvable
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problem. Nevertheless, it worsens the computing time because it implies
that we need to load data from the memory very frequently.
Concerning the error of the interpolation polynomials, Figure 2 shows
the log-log of the Memory Storage versus the Mean Square Error.
105 106 107 108 109 1010
10−6
10−5
10−4
M
SE
Memory Requirements ( Number of interpolation points)
Figure 2: Interpolation Error Convergence. We plot the log-log of the
Memory requirements (horizontal axis) vs the Mean Square Error (vertical
axis) of each polynomial INF .
The slope of the regression line in Figure 2 is −0.43. We have a good error
behaviour, achieving a precision of 0. 01203· 10−4 with N = {12, 12, ..., 12}.
If more precision is required, we can build bigger interpolation polynomials,
which can be handled thanks to the splitting technique that we previously
described.
4.3 Numerical analysis of Reduced Basis.
We now apply the Reduced Basis procedure developed in Section 3 to
polynomial I12F built in Subsection 4.2.
The set of points employed in the Hierarchical procedure will be the
set of interpolation points employed in the construction of the interpolation
polynomial I12F , i.e. the Chebyshev nodes Φ = {αl}l∈LN .
We also want to know how the new polynomial computes option prices
over the whole domain Ω˜. In order to check this, we employ Sample Θ7
(≈ 1. 68· 106 contracts) defined in Subsection 4.2, whose points do not cor-
respond to those of Φ and are equally distributed over Ω˜.
In Table 2 we study the numerical results when just Step 1 of the al-
gorithm of the Hierarchical orthonormalization is applied. Once we have
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decomposed
I12F ≈
M1∑
k=0
A1jk(x1)qjk(x2, ..., xn),
for M1 = 0, 1, ..., 12, we can check the performance of the method both in
Sample Φ and in Sample Θ7.
In Table 2 are represented the number of function bases retained (M1+1),
the total storage cost in each case and the Mean Square Error when they are
employed to compute the option prices of Sample Φ and of Sample Θ7.
Function Basis Storage (bytes) MSESample Φ MSESample Θ7
1 5. 01· 108 3. 41· 10−4 2. 545996· 10−4
2 1. 00· 109 0. 14· 10−4 0. 088629· 10−4
3 1. 51· 109 3. 79· 10−6 0. 024154· 10−4
4 2. 00· 109 8. 53· 10−7 0. 018056· 10−4
5 2. 50· 109 6. 72· 10−8 0. 012375· 10−4
6 3. 01· 109 8. 79· 10−9 0. 012198· 10−4
7 3. 51· 109 2. 30· 10−9 0. 012068· 10−4
8 4. 01· 109 3. 89· 10−10 0. 012034· 10−4
9 4. 51· 109 5. 29· 10−11 0. 012032· 10−4
10 5. 01· 109 1. 77· 10−12 0. 012033· 10−4
11 5. 52· 109 2. 33· 10−14 0. 012033· 10−4
12 6. 02· 109 3. 22· 10−16 0. 012033· 10−4
13 6. 52· 109 1. 18· 10−28 0. 012033· 10−4
I12F 6. 52· 109 0 0. 0120330555· 10−4
Table 2: Number of function bases retained after Step 1 of the Hierarchical
orthonormalization. We include the storage costs in each case and the MSE
committed when evaluating Sample Φ and Sample Θ7.
The global error is represented by MSESample Θ7 . Note that with just 5
or 6 function bases for the first variable, we obtain a polynomial which has
comparable accuracy as I12F but which requires half the storage cost.
We run now the Hierarchical orthonormalization algorithm completely
(Steps 1-7). We fix three different values of the parameter , where  is the
maximum Mean Square Error allowed when we evaluate Sample Φ with the
polynomials obtained from the procedure.
In Table 3, we include the memory requirements of each polynomial and
the error committed when they are employed to compute the contracts of
Sample Θ7.
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 MSE(SampleΘ7) Storage (bytes) Memory Savings
I12F 0. 01203· 10−4 6. 52· 109
Q1 4· 10−7 0. 01194· 10−4 6. 263· 107 99. 038 %
Q2 5. 5· 10−7 0. 01229· 10−4 4. 431· 107 99. 319 %
Q3 6· 10−7 0. 01249· 10−4 3. 325· 107 99. 489 %
Table 3: Mean Square Error committed when evaluating Sample Θ7 with
three different polynomials constructed from I12F after applying the Hier-
archical orthonormalization procedure. We include the storage cost and the
memory savings with respect to the storage cost of I12F .
Table 3 shows that with the Reduced Bases approach we obtain much
smaller polynomials (in memory terms) which give an overall error of the
same order as I12F . We remark that, as expected, if  → 0, the error
committed when evaluating Sample Θ7 converges to 0. 01203· 10−4, the in-
terpolation error of I12F .
Concerning the computing time, consider the sets of points: 1 contract
(one value for each variable), 210 contracts (7 different stock prices, 6 volatil-
ities, 5 maturities) and Sample Θ7 (1679616 contracts).
We remark that evaluate Sample Θ7 would be equivalent to price options
in the real market for several stocks with different parameter values.
In Table 4, we show the computing time of evaluating these sets of con-
tracts with B-F method, the interpolation polynomial I12F and different
polynomials constructed from I12F with the Reduced Bases approach.
1 contract 210 contracts Sample Θ7 (≈ 1.68· 106)
B-F method 41 s 41 s 3 · 105 s
I12F 91 s 91 s 91 s
Q1 0. 301 s 0. 303 s 0. 768 s
Q2 0. 216 s 0. 218 s 0. 583 s
Q3 0. 162 s 0. 164 s 0. 499 s
Table 4: Computing time of evaluating different sets of contracts with B-F
method, the interpolation polynomial I12F and different polynomials con-
structed from I12F with the Reduced Bases approach.
In Table 4, we can see that B-F method needs the same time for com-
puting 1 or 210 contracts (because it admits tensorial evaluation for S, σ20
and T ). For computing Sample Θ7, B-F method needs to be evaluated for
each different value of {β0, β1, β2, r, (λ + θ)}, i.e. 7776 different evaluations
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of 41 seconds each.
I12F requires the same computing time in the three examples because, as
it was mentioned in Subsection 4.2, the polynomial is too big and it has to be
stored in different parts. The computing time is due to several employments
of function load.
With the polynomials obtained from the Reduced Bases, we have re-
trieved the tensorial evaluation velocity achieved when we were working with
the polynomials I3F , I6F but with more precision (compare with Table 1).
Concerning the computing time of the In the Sample analysis (a least
square search), we point out that while with the usual methods (Monte-
Carlo, Lattice, Spectral) it takes several minutes to estimate the parameters
of one negotiation day t0, this can be done in a few seconds with polynomials
Qi.
4.4 Model Calibration.
For finishing the numerical analysis, we check how this technique per-
forms when we want to apply it to calibrate model parameters or predict the
price of future European Option contracts.
The experiment has two parts. In the first one, given a set of Euro-
pean Call contracts that are being traded, we want to calibrate the model
(In). Our objective, is to find the parameter values of the GARCH model
{σ2t0 , β0, β1, β2, (λ + θ)} that give the minimum mean square error (MSE)
between the theoretical option prices and the traded ones. Therefore, our
objective is to find, at a moment t0, the parameter values that minimize the
function
InMSE(t0) =
1
Nt0
Nt0∑
i=1
(
Cit0 − Ci(Sit0 , tMi,Ki)
)2
. (18)
where Nt0 denotes the amount of contracts negotiated at t0 and for each con-
tract i, Cit0 is the market price and Ci(S
i
t0 , tMi,Ki) is the model’s price. The
rt0 can be taken, for example, as the constant risk-free rate corresponding
to the US bond negotiated at t0.
Once we have calibrated the model, we can employ the parameters ob-
tained to predict future option prices (Out). In the market, stock prices
change almost constantly. Furthermore, new contracts with different matu-
rities and/or strikes, which where not traded previously, can be negotiated.
Assuming that the rest of the model parameters have not changed, we will
study how well the polynomial approximation predicts the contract prices
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for the new stock prices, strikes or maturities and we compare the results
with the prices that were given by the market to those contracts.
The real option prices traded in the market are not driven by a discrete
NGARCH model. There are many factors which affect the option prices and
NGARCH model is just an approximation to them. In order to generate the
sets (estimation and prediction) of artificial Option prices which play the
role of “market” prices, we employ the continuous Stochastic Volatilty model
developed by Heston (see [20]) given by{
dS(t) = rS(t)dt+
√
v(t)S(t)dz1(t),
dv(t) = κ∗[θ∗ − v(t)]dt+ σ∗
√
v(t)dz2(t),
(19)
in the risk-neutral measure and where parameter ρ denotes the instant cor-
relation between processes z1 and z2 (see [20]).
This way, we are inducing a noise or error, since the discrete NGARCH
model does not mimic completely the continuous SV model, neither in the
estimation nor in the prediction. The sets of contracts that we employ as
market contracts are computed with SV model.
We remark that our objective is not to study how well does NGARCH
approximates SV model. Our objective is to compare the results in the
estimation and prediction of the NGARCH model (B-F method) with the
results of the interpolation polynomial I12F and the polynomials obtained
in the Reduced Basis approximation Q1, Q2 and Q3.
We fix the risk free rate r = 0.05. The risk-free rate can be considered as
an observable data, for example, it can be obtained as the constant interest
rate of the US-Bond Treasury Bond. We also fix values for the set Ω∗ =
{κ∗, θ∗, σ∗, v(0), ρ} which corresponds to the parameter values of SV model.
We compute the “market” option prices with SV model for a strikeK = 1,
stock prices S = 0.8, 0.82, 0.84, ..., 1.18 and maturities T = 10, 40, 70, ..., 340
days. The market usually trades contracts for different strikes, but we recall
that the NGARCH model was linear in the relation S/K so it is equivalent
to fix the strike and compute option prices for different stock prices.
Table 5 represents the estimation of the parameter values with B-F and
each of the polynomials.
The number of contracts in the sample is 264. As we can see in Table
5, the numerical errors which raise from the interpolation or the Reduced
Basis technique result in different parameter estimations, more observable
in the values of σ2t0 . Nevertheless, note that the values obtained for β1,
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B-F I12F Q1 Q2 Q3
σ2t0 6.69 · 10−5 6.71 · 10−5 7.18 · 10−5 7.23 · 10−5 7.07 · 10−5
β0 2.53 · 10−7 1.72 · 10−7 1.04 · 10−7 1.11 · 10−7 1.56 · 10−7
β1 0.918 0.924 0.930 0.931 0.930
β2 0.041 0.037 0.035 0.034 0.035
(λ+ θ) 1.014 1.035 1.020 1.015 1.017
Table 5: Parameter values estimation obtained with B − F , I12F , Q1, Q2
and Q3.
β2 and (λ + θ) are quite close, resulting probably in very close stochastic
processes dynamics (maturities grow up to almost one year). Value β0 is
quite small, and its influence in the option price might be very small, being
a more difficult parameter to estimate exactly.
Now let us check the errors in the estimation. Table 6 shows the maxi-
mum/mean contract prices and the highest/mean absolute errors committed
in the estimation.
Price Error B-F Error I12F Error Q1 Error Q2 Error Q3
Max 0.2488 6.5 · 10−4 12 · 10−4 9.5 · 10−4 9.6 · 10−4 9.4 · 10−4
Mean 0.0689 1.4 · 10−4 2.2 · 10−4 1.8 · 10−4 2.0 · 10−4 2.2 · 10−4
Table 6: Maximum/Mean Absolute errors of the estimation with B-F, I12F ,
Q1, Q2 and Q3.
We remark that there are several different errors in Table 6. The first
one, the error labeled B−F , is the error of the adequacy of the model. This
error appears because we are approximating the continuous SV model with
the discrete NGARCH model. Indeed, the literature shows that if we had
employed real market data, this error would have been one or two orders of
magnitude bigger.
The second error in Table 6 is the difference between column I12F with
respect to B − F , which is the interpolation error. This difference can be
made as small as we want just increasing the number of interpolation points
(see Section 2).
The third error is the difference between columns Q1, Q2, Q3 with respect
to I12F . This difference comes from the Reduced Basis approach and can
be made as small as we want just reducing the value  (see (11)).
Now, let us try to predict future option prices (Out). Suppose that the
stock price and maturities have changed. Let S = 0.79, 0.81, 0.83, ..., 1.17
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and T = 25, 55, 85, ..., 325 days. We assume that the rest of the market
parameter values have not changed. With the parameters estimated in Table
5 we compute the new option prices with each of the methods.
On the other side, we compute the exact option prices with the SV model
and the parameter values Ω∗ and compare with the predictions. The errors
with respect to the exact option prices are summarized in Table 7.
Price Error B-F Error I12F Error Q1 Error Q2 Error Q3
Max 0.2367 5.3 · 10−4 11 · 10−4 9.9 · 10−4 10 · 10−4 9.5 · 10−4
Mean 0.0669 1.5 · 10−4 2.3 · 10−4 1.8 · 10−4 2.0 · 10−4 2.1 · 10−4
Table 7: Maximum/Mean Absolute errors of the prediction with I12F , Q1,
Q2 and Q3.
If we compare with Table 6, we can check that the errors committed in
the prediction are of the same magnitude with all the numerical methods.
We also remark that the experiment that we have realized can be seen as
a consistency analysis. Although the parameters obtained with each of the
polynomials are slightly different (see Table 5), the prices obtained in the
prediction are fairly closed to the exact ones. Therefore, the Reduced Basis
method can be successfully applied to estimate model parameters/predict op-
tion prices. Furthermore, while we need several minutes to estimate/predict
with B-F or I12F , we can do the same computations in a few seconds with
polynomials Q1, Q2 or Q3.
We remark again that our objective is not to study the approximation
of the NGARCH model to the SV model, but to compare the results in the
estimation and prediction of the NGARCH model (B-F method) with the
results of the interpolation polynomial I12F and the polynomials obtained
in the Reduced Basis approximation Q1, Q2 and Q3. The experiment was
repeated for several times with different values for Ω∗ of the SV model, both
picked by the authors or parameters employed/estimated in [20] and [26].
Obviously, in the estimation we obtained different values for the parameters
and the errors were slightly different, but the behaviour between the different
errors (I12 vs B-F, Q1 vs I12,...) remained the same.
5 Concluding remarks
In this paper, we have proposed a Chebyshev Reduced Basis Function
method in order to deal with the “Curse of Dimensionality” which appears
when we deal with multidimensional interpolation. The main objective of
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the work was to reduce the computing time and storing costs which appear
in multidimensional models. We have also applied this technique to the
practical problem of the real-time option pricing / model calibration problem
in financial economics with satisfactory results.
Further work may include a formal comparison between the work pre-
sented and other numerical methods employed in option pricing. This is not
a straightforward task. First of all (see [9], for example), it is not easy to
determine which model (GARCH, SV, Jumps,...) may give the best results
for option pricing. Each model employs a different number of dimensions, it
may lead to different numerical problems and, probably, several numerical
methods have been proposed to approximate option prices.
Other line of work, which we believe it might be of high interest, is to
study if the ideas presented in this work could be combined someway with
other numerical techniques which can be found in the literature.
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