Abstract. In this paper singularly perturbed semilinear differential equations with a discontinuous source term are examined. A numerical method is constructed for these problems which involves an appropriate piecewise-uniform mesh. The method is shown to be uniformly convergent with respect to the singular perturbation parameter. Numerical results are presented that validate the theoretical results.
Introduction
In this paper a class of singularly perturbed semilinear ordinary differential equations is considered on the unit interval Ω = (0, 1). A single discontinuity in the source term is assumed to occur at a point d ∈ Ω. It is convenient to introduce the Below we impose further restrictions (2.2), (2.11) on the magnitudes of f Ω, the boundary values |u ε (0)|, |u ε (1)|, and the class of nonlinear functions b(·) that will be examined. These restrictions are introduced at appropriate locations in the paper. Because f is discontinuous at d, the solution u ε of (1.1) does not necessarily have a continuous second order derivative at the point d. Thus u ε ∈ C 2 (Ω), but the first derivative of the solution exists and is continuous. If f ∈ C 1 (Ω), then under certain restrictions on the nonlinearity b(u)u ε , only boundary layers would appear in the solution of (1.1). The asymptotic structure of the solutions of singularly perturbed semilinear differential equations with both boundary and interior layers is given in [1] . [2] examined semilinear problems, whose solutions displayed both boundary and interior layer phenomena, but D'Annunzio placed restrictions on the mesh size so the number of mesh intervals employed depended adversely on the small parameter. In this paper our goal is to design numerical methods which are parameter uniform. That is, if u ε is a solution of (1.1) and U ε is a numerical approximation, then
where the number of mesh intervals N is independent of ε, and C is a constant independent of ε and N . Shishkin [12] established parameter-uniform convergence for a class of quasi-linear parabolic equations with smooth data using finite difference schemes based on piecewise-uniform meshes. The numerical method presented in this paper is also based on piecewise-uniform meshes. Singularly perturbed linear problems with discontinuous data were treated in [13] . A linear version of (1.1) was studied in [7] , where a parameter-uniform numerical method based on a suitably designed piecewise-uniform mesh adapted to the interior layer was shown to converge with g(N ) = N −1 ln N . The methodology in [7] is extended in this paper to the nonlinear problem (1.1). In [5] it was shown that numerical methods based on uniform meshes cannot be parameter uniform for semilinear singularly perturbed problems. Sun and Stynes [14] constructed finite difference schemes based on piecewise-uniform meshes for semilinear problems whose solutions exhibit only boundary layer structure. In this paper we are primarily interested in the interior layer behaviour introduced by the discontinuity of f .
The continuous problem
We introduce the concepts of upper and lower solutions, which are useful in establishing existence and in determining the character of the solution.
An upper solution β is defined in an analogous fashion, with all inequalities reversed. 
Hence, to establish existence we are only required to construct a lower and upper solution. First we place a restriction on the magnitude of the boundary conditions and f . Assumption 1. Assume that there exists a θ > 0 such that
where (2.2b)
Note that since b(0) > 0 and b is smooth, then there exists a neighbourhood
is considerably more stringent on the extent of the class of nonlinear problems under consideration. (1) , with εα = εβ = 0. Note also that, by virtue of (2.2), 
Theorem 2.3. Let α, β be lower and upper solutions. Assume that
With this assumption,
Proof. Let p be any point at which ω = α − β attains its maximum value inΩ. [7] to arrive again at a contradiction. Hence, the assumption that ω(p) > 0 always leads to a contradiction.
This result and assumption (2.3) guarantee uniqueness of the solution of (1.1), (2.2). Let u 1 , u 2 be two solutions of problem (1.1), (2.2). Then, by Theorem 2, we have that
Assuming (2.3), u 1 , u 2 can be viewed as lower and upper solutions and so u 1 ≤ u 2 .
Reversing the roles of u 1 , u 2 provides uniqueness. Follow the arguments in [9] to get
where the seminorms | · | k,D are defined by
In order to derive sharp pointwise bounds on the singular component w ε , we are required to strengthen the restriction given in (2.10) to the following assumption.
Assumption 2. Given θ in (2.2), assume that there exists a γ > 0 such that
where 
where C is a constant independent of ε and | · | j denotes the maximum pointwise norm of the j th derivative.
Note that both v ε , v 0 ∈ D θ, f and hence
Consider the nonlinear problem
Use α = −ε v 0 /γ = −β as lower and upper solutions. For ε sufficiently small,
and, hence, g(v 0 + tα) ≥ γ and g(v 0 + tβ) ≥ γ. Thus, we have that
Then, follow the argument in [9] to get the bounds
The singular component is the solution of
Note that
On the interval Ω − consider the nonlinear problem
Consider the barrier function
Follow the arguments in [9] to get bounds on the derivatives of w ε in the interval Ω − . The result for the interval Ω + can be obtained in a similar manner.
Discrete problem
On Ω − ∪ Ω + a piecewise-uniform mesh of N mesh intervals, where N is a multiple of 8, is constructed as follows. The interval Ω − is subdivided into the three
The interior points of the mesh are denoted by 
of N and ε, where γ is specified in (2.11). On the piecewise-uniform mesh Ω N ε a standard centred finite difference operator is used. Then the fitted mesh method for problem (1.1) follows.
Find a mesh function
be the mapping associated with this finite difference scheme. For mesh function Y we have an associated vector Y ∈ R N +1 , where
We also define a vector F by
The finite difference scheme (3.2a) can then be written in the form
Definition 2. Given any vector H ∈ R N +1 , a lower mesh solution V for the problem GW = H is a mesh function which satisfies
There is an analogous definition for an upper mesh solution to GW = H. 
Proof. We follow the argument from Lorentz [3] . Let Φ 1 , Φ 2 be two lower mesh functions. Define the mesh function Φ 3 by Φ 3 (x i ) = max{Φ 1 (x i ), Φ 2 (x i )}. At some point x j , we assume without loss of generality that
First note that U ∈ L exists and GU ≤ H. Assume that we do not have equality, then there exists some j such that
This is a contradiction. Note that if U = Ψ, then U is both an upper and a lower solution, and so we are done. 
Proof. Let x j be that mesh point at which Φ − Ψ attains its maximum value in Ω N . Assume that Φ(x j ) > Ψ(x j ). If x j = d, then, since Φ, Ψ are lower and upper mesh solutions,
and apply the first part of the argument to (Φ − Ψ)(x N/2−1 ). 
Proof. Follow an analogous argument to that used in the proof of Theorem 2.2.
Error analysis
We begin by looking at the truncation error. By classical estimates, for all
and from [8] we have
2ε max
Using (b) outside the layers and at
Using (a) inside the layers gives, as above for v ε ,
Similar bounds on the truncation error are valid for all
At the point x i = d,
Let h ± be the mesh interval sizes on either side of the point x = d and h = max{h
Thus,
We are now ready to bound the nodal error |(u ε − U ε )(x i )|. 
where C is a constant independent of ε and N .
Proof. At the internal mesh points,
Note that by (2.11),
where, since
Define the linear operator L
From [7] we have the following discrete comparison principle. If V is a mesh function such that
and at the mesh point
Consider the mesh function
where C 1 and C 2 are suitably large constants and Φ d is defined as the solution of
On the interval [0, d] consider the barrier function
which implies that
From this and using an analogous argument on the interval [d, 1], we have that
√ ε(D + Φ d (d) − D − Φ d (d)) ≤ −C 2 . We conclude that u ε − U ε ≤ CN −1 ln N.
Numerical results
In this section we present numerical results, which validate the theoretical results established in the previous section. In order to solve the nonlinear difference scheme we use a variant of the continuation method from [6, §10.3] .
In all cases in this paper the initial guess for the nonlinear solver is taken to be u(0) + (u(1) − u(0))x. We can interpret (5.1) as a discretization of the following time-dependent version of the problem
The choices of the uniform time-like step k = t j − t j−1 and the number of iterations K are determined as follows. Defining
the time-like step k is chosen sufficiently small so that
Then the number of iterations K is chosen such that
where TOL is a suitably prescribed small tolerance. In the case of this paper the tolerance TOL is chosen to be 10 −7 . The numerical solution is computed using the following algorithm. Start from t 0 with the initial time step k = 1.0. If, at some value of j, (5.3b) is not satisfied, then discard the time step from t j−1 to t j and restart from t j−1 with half the time step, that is k new = k/2, and continue halving the time step until one finds a k for which (5.3b) is satisfied. Assuming that (5.3b) is satisfied at each time step, continue until either (5.3c) is satisfied, t j = 1000, or the t j − t j−1 < .000001. If (5.3c) is not satisfied, we assume that the time stepping process stalled due to a too large choice of the initial time step. In this case we repeat the entire process again from t 0 , halving the initial time step k to k = 0.5. If the process stalls again, we restart from t 0 , halving the initial time step again. If (5.3c) is satisfied, the resulting values of U ε (x, K) are taken as the approximations to the solution of the continuous problem. Numerical results are presented for the problem
Let us examine in more detail the effects of the various constraints, such as those necessary for existence, in this particular case. Note first that for the problem (5.4)
In this case the restriction (2.7) on f sufficient for existence of the reduced solution is
The range of f allowed by this constraint is maximized when θ = 2/3, in which case it becomes
We remark that in order to guarantee that the solution u ε exists, for all ε, we require in addition that (2.2) be satisfied; that is,
which for this choice of θ = 2/3 gives
However, the restriction (2.11) when K = f , required to prove convergence of the numerical method, imposes the additional condition Note that the parameter M in the definition of the transition points of the mesh is bounded below by
There is a trade-off between two competing constraints on γ. To allow maximum flexibility on choice of the mesh, we would like γ to be as large as possible. However, to maximize the range of f values, it is better to choose γ smaller. To maximize the acceptable range of f , while keeping γ as large as possible, we choose to make (5.5a) and (5.5c) equal. Requiring this, we obtain Tables 1, 2 , and 3 present numerical results generated using the scheme (3.2c), where Table  1 gives the errors E N ε and the uniform errors E N with respect to the finest mesh. Table 2 displays the computed rates of convergence p N ε with respect to the finest mesh and the uniform rates of convergence p N . Table 3 presents the number of iterations taken by the nonlinear solver. See [6] for details on how the quantities E method converges for a wider range of choices of f , u(0), and u (1) . Tables 5 and 6 give examples of problems which just satisfy condition (2.2) but not (5.6a) and/or (5.6b), and hence (2.11), which was required for the proof of the convergence of the numerical solutions. Table 5 on f is violated. Table 6 is for the problem (5.4) with A = 0.0, B = −0.3849, and δ 1 = −0.1, δ 2 = 0.15, which satisfy condition (2.2) with θ = 2/3. We remark that in these cases where the right-hand side and the boundary conditions are such that condition (2.2) is close to being violated, the number of iterations also increases dramatically. Table 7 gives the iteration counts for M = 2.5 Table 7 . Number of Iterations for A = B = 0 and δ 1 = −0.3849, δ 2 = 0.15 and M = 2.5. for the case A = B = 0 and δ 1 = −0.3849, δ 2 = 0.15. Table 8 
