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1. The definition of W(P), g iven by Stein, uses n-dimensional 
analogs of conjugate functions. This generalization of the classical Hardy 
space is of course only one of several possible ones. It has however proved 
to be of intrinsic importance through its relation to maximal functions 
as shown by the following theorem. 
THEOREM 1. Let h(x) E Cl(P), and assume h(x) even and 1 h(x)j, 
1 Vh(x)j < a(1 + / x j)-+--l, and 
s h(x) dx=1. 
We set h, = t-“h(x/t). Thenforf(x) E L1 
if and only if f E HI. 
sup 1 h, *f 1 EL1 
t 
This result is essentially proved in a recent paper [l] by Fefferman and 
Stein. The assumption about evenness is purely technical and can be 
removed. 
The most natural proof goes through a representation theorem for 
functions q~ in BMO and one of the aims of this note is to give a con- 
structive proof of such a theorem. 
THEOREM 2. Let h be as in Theorem 1, and let q(x) E BMO and have 
compact support. Then there exists a number B, only depending on n, 
a sequence of functions hi(X) such that 
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and ti( y) > 0 such that 
&4 = t J ht,dX - y) b,(y) dr + b,(x) + Constant. 
1 
Conversely qy function of this type belongs to BMO and (1 q llBMo can be 
estimated in 01 and (1.1). 
The last part of the statement follows immediately from the argument 
in [l, p. 1521. Th e rest of the proof will be given in Section 3. 
This result gives Theorem 1 by duality. It should be noted that 
conversely if Theorem 1 is proved and if the duality between H1 and 
BMO is used, then one easily obtains a representation such as that in 
Theorem 2. The direct proof of Theorem 2 given below gives just a 
new port of entry to the H1-BMO-theory. Using only Stein’s theorem, 
that the maximal function of an HI-function is integrable, we get a new 
proof of the duality between H1 and BMO. It would be very desirable to 
have a similar constructive proof of the fact that every function in BMO 
is a sum of Riesz transforms of bounded functions. This would give 
insight into the role of the Riesz kernels in this theory which is today a 
mystery (via Stein’s theorem on conjugate functions). 
An alternative generalization of H1(R1) to several variables is through 
holomorphic functions. Let us consider the subspace S of L1(Rn) 
generated by functions f(x) which admit analytic extension to some 
poly-half-plane. The prototype of such a function is one whose Fourier 
transform vanishes unless all coordinates are 20. The general case is 
just an orthogonal transformation of this special case. We then have 
THEOREM 3. The space S of L1 generated by boundary values of 
holomorphic functions is HI. 
This again shows the importance and significance of H1. The proof, 
which is very simple, will be given in Section 2. 
2. Let f(x) E L1 and assume f’(t) = 0 unless & > 0. The 
formula, x = x + iy, 
f(z) = J 3(e) ei<**p) d[ 
shows thatf (z) is holomorphic in y,, > 0. If 
Q(x) = fi 7+(1 + x,2)--1 = n P(xv) 
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we also have the representation 
where (yi ,..., yJ indicates a change of scale in each factor of Q. Now 
~f(z)~‘~” is subharmonic in each variable and it follows that if g(x) = 
If w’2 
Taking maximal functions successively one variable at a time we find 
G(x) E L2 so that, 5 = {& + &I, 
In particular for ally, = t, 
SUP IQt *fl EL1* 
t 
We cannot yet quite conclude f E H1 since Q(x) decreases too slowly. 
However, we choose ci real and Aj > 0 so that 
Wx) = fi (f Gp,,(x,,) 
s-1 j=l 
decreases as 1 x l-+--l and has integral = 1. We need only solve the 
equations 
;cj = 1, 
m 
c cjx;“” = 0, k = 1, 2 )..., [n/2] + 2. 
1 
Now R satisfies the assumptions of Theorem 2 and by (2. l), sup, j R, *f 1 
belongs to L1. It now follows that f (x) E HI. 
Conversely, iff (x) E H1, c h oose a partition of unity using P-functions 
$(S), E # 0. Each K+(t) - h 1s omogeneous of degree zero and has support 
inside a rotation of &, > 0, z, = 1, 2 ,..., 7t. Then 
3m = f3w pi;ict) = &a> 
1 1 
where each fj E L1 and has a holomorphic extension. 
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3. We shall give here a proof of Theorem 2. It is done by hand, 
by constructing tl(x) so that the large values of 97 are compensated and 
so that the remainder has small BMO-norm. By a more careful argument, 
one could probably get away with just the one function b,(x), but very 
little would be gained. 
For simplicity of notation we consider the case n = 1 and h(x) = 
(1 + x2)-l. We assume that v(x) has support in (0, 1) and normalize 9) 
by II g, limo = 1 and Jt y dx = 0. We subdivide (0, 1) into dyadic 
intervals w of length 2-“, n = 1, 2,... . Let A&,($) denote the mean value 
of any integrable function # over an interval w. We first note the following 
simple fact. 
LEMMA. Let w and w’ be dyadic intervals of length 1 and let L > 21 
be the distance between them. Then for some numerical constant C 
I KJ(P) - wo+P)l G c l%(W 
Furthermore, if w C w * of length I*, then 
I MAP,) - JL*(v)I G c hd~“/O. 
Proof. Consider the dyadic intervals wi , defined by w = w0 C w1 C 
wg c **- c w,, , where wi has length 2il and h = [210g(L/1)] + 1. Let 
wi’ be the analogous intervals starting at UJ’. Then wA and wA’ are either 
the same or adjacent dyadic intervals and it follows from the definition 
of BMO that 
I JL<(d - Ki,,(~)l G c 
From this the first inequality follows. The second also follows if we set 
w* = WA f 
The above lemma and the well-known estimate 
for numerical constants C, c and arbitrary t > 0 and an arbitrary 
interval of length [ w I, are the only properties of BMO-functions used 
in the following proof. 
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Let A be a large positive integer to be specified at the end of the proof. 
The fact that our kernels do not have compact support accounts for the 
presence of infinitely many b,(x). We first change the kernel as follows. 
We set 
k(x) = ,-I(1 + x2)-1, Ix I -=c A4, 
= 0, 1 x 1 > 2A4. 
In the range A4 < j x 1 < 2A4, K(x) is defined to be even and non- 
negative, have total integral = 1, and be smooth so that 1 K’(x)/ < A-r2. 
We shall get a representation theorem with a single function b(x) using 
K(x) as kernel. This is obtained by successively subtracting potentials 
U = K, * b from 9, keeping the difference bounded. 
To this end we consider successively the special dyadic intervals w  
of length 2-nA = Z, , n = 1, 2 ,... . For every n we construct a function 
b,(x) having the following basic properties: 
(4 I w4l < CA, 
(b) b,(x) have disjoint supports. 
We set 
Un(x) = bn * b& 
and 
la-1 
%(X) = 944 - c U,(x), 9% = TJ* 
Then 
(4 I Mo(~)n)l G 4 
(d) If 1 o 1 = 1, and 
I MhJl d W2’W 
then U, 3 0 and b, s 0 on o. 
(e) Ifb,$Oonw, Iw] = Z,,then 
1 M,(v,+~)~ d (7120)~. 
Before we define the sequence {~Jx)}, let us make some simple observa- 
tions. 
From (a) and the definition of U,(x) follows that 
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and hence 
(3.1) 
If w’ and w’ are dyadic intervals of lengths I, at a distance L > 21, from 
each other it follows from (3.1) and the lemma that 
if L = 2~~1, and y < 8. 
1, the mean values vary 
exponentially long in A. 
G C(l + 4) 
(3.‘) 
Vaguely speaking this means that on the scale 
logarithmically slowly for distances which are 
Let us now suppose that b, , b, ,..., b,-, have been constructed 
satisfying (a)--(e). C onsider the set of w’s of length Z, such that 
If this set is empty we define b, = 0 and (a)-(e) are obvious for the 
index n. If not, take an interval w  where, say, i&,(q~,J > 4A. It follows 
from (3.1), (c), and the lemma that Mw(qn) < CA. Let I be the maximal 
interval containing w  such that 
JChJ 2 429 IW’I = L> W’CI. 
Let Em be the union of these intervals I. We now define & , an approxima- 
tion to b, , as follows: 
We set 
A&4 = Mw+~n), XEW’CE,, Iw’I =Z,, 
= 0, otherwise. 
%(X> = ha * P7z * 
We now recall that /I, varies slowly as given in (3.2). It is easily verified 
that 
(9 ELM 2 (A/4) - C if kL(x) # 0. 
The most unfavorable case is when x is an endpoint of an interval I. 
Then U,(X) only gets a contribution from one-half of the convolution 
where pm > A/2. In the general-dimensional case we have a lower 
bound un(x) > &A, where Srn only depends on the dimension and on h. 
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Next we observe that 
(ii) if 1 M,(f&I 3 (11/20)A and W’ C En = supp&) of length 
I?, , then 
I %a - %a I G c on WI. 
This follows immediately from (3.2) and the fact that K(X) has support 
<4A*. 
Combining (i) and (ii) we see that, if ,!3, + 0, 
(iii) 1 yn - U, 1 < (11/20)A - (1/4)A + C < (6/20)A + C. 
Finally, by the definition of ,Q(x), (3.2), and the size of the support 
of K(X), we see that, for ] o J = Z, , 
(iv) if 1 M,(y,)I < (9/20)A, then U, = fl, = 0 on w. 
If we replace b, by fl, in the definition of P)~+~ , we see that (a), (c), (d), 
and (e) are satisfied for n and with slightly better constants in front of A 
in (d) and (e). Property (b) h owever does not hold and we have to modify 
&Jx) somewhat. 
Consider an interval o of length Z, , w  C E, , and a dyadic subinterval 
aofw;joj = &, j > 0. Let G(w) be the set covered by such intervals 
u for which 
I JC,b) - Moh~,)l > A/30. (3.3) 
From the remark made on BMO-functions it follows that 
measure(G(w)) < ) w  1 e+* 
for some numerical constant c. We set 
and 
w4 = B&)? x E w\G(w), w  C E, , 
= 0, otherwise, 
U,(x) = k,= * b, . 
It is easily verified that 
1 U,(x) - u,(x)l < CA/. 
It follows that F,+~ satisfies (a)-(e), if we can prove (b). 
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We take w  and u as above and assume that b, $ 0 on w. We want to 
prove that b,, = 0 on 0 if b, $0 on u. Take w  = u,, r> g1 1 era **- 1 
ui = u, where 1 u, j = In+V . If b, + 0 on uj it follows from the definition 
that 
I M&P) - Mob)I < A/30, v = 1,2 ,..., j. (3.4) 
Now (e) holds, i.e., 
Hence by (3.1) and (3.4) 
1 ~olh,l)l < (7/2O)A + (1/30)A + C < (8/20)A. 
This means that (d) holds for n + 1 and ui so that blafl 3 U,,, = 0 
on ui . Hence ~~+s = 9)n+l on ui . Next, 
I ~&n+d = 1 n/r,2(d - M@ &)I 
< (7/20)A + (1/30)A + C < (S/ZO)A, 
so that bn+2 G U,,, 3 0 on u2 . Inductively we find Un+i = b,+j = 0 
on Us , which proves the remaining property (b). 
We have in this way obtained an inequality 
I44 - $ U,(x)l < A a.e. 
Setting b(x) = b(l)(x) = C,” b,(x) and b;” = cp - C,” Vi we have 
~(4 = l1 k,(y)@ - Y) WY) dr + b:W, 
where 0 < tl( y) < 1, [ b(‘)(y)/ < CA, 1 b;“(x)1 < A. We now put 
$1’ = 
I 
’ (k - h)+,)(x - y) b”‘(y) dy. 
0 
From the converse of Theorem 2 follows that 
II F’ II BMO < CAA-= < $ 
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for A suitably large. v (l) has mean value zero but not compact support. 
However, 
and we may therefore modify F (l) to = 0 for large values of X, changing 
the BMO norm arbitrarily little and obtaining an error with arbitrarily 
small maximum norm. Having done that change we scale pi(l) back to 
having support in (0, 1) and multiply by a constant >3 so that 
II II BMO = 1. We repeat the argument with the same value of A. We 
obtain after again multiplying by constants a sequence of functions P), 
bhk’ so that 
and the theorem is proved. 
As a final remark, let us note that if h(x) is not positive, the construction 
is unchanged except that /In(x) has to be made smooth by a suitable 
convolution, e.g., KAz, * /3, , on E, . 
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