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Abstract 
We are in the era of wearable technologies, biometrics and multi-factor authentication, where one’s face is increasingly becoming 
a digital identifier for access control and authentication. Compared to the other biometrics such as Fingerprint, Iris and Palm 
print, Face Recognition (FR) has the distinctness of being non-intrusive, and has hence garnered substantial mainstream attention. 
As the devices that incorporate FR are evolving into miniaturization, there is a need to develop more robust algorithms that are 
computationally less expensive. Hence, in an effort to provide a computationally effective FR methodology, we extend the cost-
effective GIST descriptor that was designed primarily for object recognition, to be commensurate with FR. This paper proposes a 
double filtered GIST based descriptor for FR that embodies certain inventive preprocessing steps such as edge detection via 
Prewitt descriptor, DCT and IDCT transformation to reduce noise prior to feature description with GIST. We will demonstrate by 
performing extensive experimentations on the ORL and IIT-K face databases that the proposed methodology is capable of 
effectively performing FR, even in the presence of sharp variations in a number of crucial FR parameters among the faces being 
compared. 
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1. Main text  
Pattern recognition has played a vital role in making humans socially complex and technically advanced; 
Scientists and engineers have long been striving to emulate the pattern recognition ability of humans to rapidly and 
accurately recognize patterns. Among the wide gamut of research in this field, Face Recognition (FR)has received 
consistent mainstream attention. 
FR [13] is not a new phenomenon. The first generation of face recognition systems can be traced back to the 
1960s. Although, the research during the earlier period was passive, today the technology behind such systems is 
more automatic, much more mathematical and underpinned by sophisticated computing abilities. The earlier models 
mandated a greater level of human intervention. The contemporary FR systems are ubiquitous as they form a critical 
part of the security and consumer infrastructure. The technology behind face recognition systems is entering 
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uncharted territories. FR is being deployed all forms of everyday applications; for instance, social networks like 
Facebook is using FR to tag “friends”. Similarly Google utilizes to perform image-based searches; Microsoft 
employs FR in Windows 10 OS for authentication purpose; Apple is treading new grounds in automating the sharing 
of photos with ‘tagged’ friends to its iOS users. Furthermore, it is reported that nearly thirty churches have deployed 
the FR software Churchix to identify persons attending meetings.  
In terms of security, a team from Tsinghua University and Tzekwan Technology in China has developed the 
world’s first face recognition ATM where in cameras deployed in the ATM counter captures images of the end user 
and compares them with the ID photos for verification. Such systems are expected to minimize the risk of illegal 
withdrawals.  
Since, FR systems operate by matching the given probe face image against the faces in the database, the speed of 
recognition depends on the size of the database, among other factors. In order to effective perform FR on smaller 
machines such as smart-watches, smart phones and so on, it is necessary to employ FR algorithms that are 
computationally cost-effective, as the GPU and processing power of these devices is limited. Hence in an effort to 
develop such a system, we utilize the GIST [8] technique, which was developed by Oliva et al., for feature 
description, and make several modifications to make it commensurate with faces. GIST has been demonstrated to be 
considerably cost-effective as it matches without taking the similarity/dissimilarity of individual pixels in to 
account. Furthermore, we add a pre-filtering phase in order reduce noise prior to carrying out feature description 
with GIST. The pre-filtering phase consists of edge detection with Prewitt descriptor and transformation with 
Discrete Cosine Transformation (DCT) and IDCT (Inverse Discrete Cosine Transform). Subsequently, the matching 
of the probe and training image is performed using Sum of Squared Differences (SSD). We have conducted our 
experimentations on two prominent databases, ORL [11] and IIT-Kanpur [14] under 4 different database 
configurations in order to ensure that a wide variety of variations in parameters such as scale, zoom, illumination, 
expression, pose etc. exists, in order to establish the robustness of the proposed methodology in real-time scenarios. 
The rest of the paper is organized as follows: Section 2 details the background of the related methodologies; 
Section 3 furnishes the proposed methodology, Section 4 deals with matching of the descriptors, Section 5 proffers 
the experimental results and finally, Section 6 provides a discussion of the proposed approach and outlines future 
work. 
2. Background 
2.1. Facial  Feature Descriptors 
Typically face recognition systems are large-scale systems that require efficient image indexing techniques for 
description, storage and retrieval of billons of images. Facebook estimates that its users upload approximately 350 
million photos every day, bringing their database count to 280 billion photos. Extraction and storage of all features 
contained in facial image is unfeasible. Similarly, extracting and storing fewer features will not suffice the matching 
process. Thus, it is very crucial to describe face images as densely as possible and develop matching system that is 
more efficient.  
Recently, the concept of image descriptors (interest point descriptors) is gaining wider scope in image processing 
and related domains. Image descriptors can be classified into two categories, Meta information based and image 
based. Some of the Meta information based image descriptors include EXIF-data and Geo Tags.  On the other hand 
image based descriptors can be further classified into pixel based image descriptors that include tiny image, color 
histogram, text on histogram, etc. and structure based image descriptors like Fourier, gradient, geometric and Gist.  
Some of the popular FR feature extractors are SIFT [22], SURF [21], ORB [18], FAST [20], FREAK [23], 
BRIEF[19] and so on. They have been demonstrated to be effective even when there is a wide variation in certain 
crucial parameters such has scale, zoom, rotation, illumination, pose, expression etc. among the faces being 
compared. A thorough evaluation of prominent face feature descriptors is provided in [15][16]. 
 
535 A. Vinay  et al. /  Procedia Computer Science  79 ( 2016 )  533 – 542 
2.2. GIST Descriptor  
GIST [6][7][8] is an image descriptor developed by olive et al. [8] that is based on a very low dimensional 
representation a given image which is dubbed the Spatial Envelope. They proposed a set of perceptual dimensions 
(naturalness, openness, roughness, expansion, ruggedness) in order to represent the dominant spatial structure of a 
given scene. Subsequently, they demonstrated that these dimensions could be effectively estimated by utilizing the 
spectral and coarsely localized information. Their model generated a multidimensional space in which scenes that 
share membership in semantic categories such as streets, highways, coasts were projected closed together. The 
performance of the spatial envelope model proved that specific information about object shape or identity was not 
necessary for scene categorization and that the modeling holistic representation of the scene provided information 
about its probable semantic category. Oliva et al. [8] applied the methodology on object recognition .In our 
approach, we extend their philosophy to face recognition [12]. 
3. Proposed Framework  
The proposed methodology, as described in Fig.1 involves inputting the probe and training images and subjecting 
them to the pre-filtering phase where they undergo preprocessing in the form of edge detection via Prewitt 
descriptor [3] and are further subjected to DCT transform and IDCT transform to carry out noise reduction (to 
ensure there are no false matches due to noise in the input face). We refrain from elaborating on the Edge Detection 
via Prewitt [3], DCT [4] and IDCT [5] methodologies, as they have been exhaustively detailed in several seminal 
works [3][24][25].  
The conventional GIST [6][7][8] methodology as described in Oliva et al. [8], employs GIST to perform object 
recognition by using 8 orientations per scale and 5 scales (or blocks). In our experimentations, we use GIST to 
perform feature description and aim to make GIST commensurate with face recognition by using 6 orientations per 
scale and use 4 scales (blocks).  Hence we have a 2 level envelope i.e. DCT/IDCT along with GIST as described in 
[8]. Furthermore, we carry out matching using SSD (Sum of Squared Differences) [9], its variants [26, 27] and we 
declare based on the distance the match  /mismatch status based on the heuristic thresholds (determined 
experimentally). 
 
   
 
Fig.1 Framework of the proposed Methodology 
 
The gist descriptor of a given facial image is obtained by analyzing the orientation and spatial frequency. The 
global descriptor operates by combining the amplitudes of the output of K Gabor filters at different scales S and 
orientations O [6][7][8]. In order reduce the size of the feature vector, each facial image in the filter output is resized 
to a size N*N blocks, where N is typically between 2 and 16, which yields a vector of dimension N*N*K i.e. 
N*N*S*O [8][12]. This dimension is further reduced by using Weighted Principal Component Analysis (WPCA). 
Typically, PCA seeks a projection that maximizes the sum whereas the WPCA seeks a projection that maximizes the 
weighted sum [10].  
In our proposed system, for an input face image, a GIST descriptor is computed by: 
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1. Convolving the image with 24 Gabor filters at 4 scales, 6 orientations, producing 24 feature maps of the 
same size of the input face image. 
2. Dividing each feature map into 16 regions using a 4x4 grid and then averaging the feature values within 
each region. 
3. Concatenating the 16 averaged values of all 24 feature maps, resulting in a 16x24=384 GIST descriptor. 
 
Essentially, GIST summarizes the gradient information (scales and orientations) for different parts of an image, 
which yields a rough description (the gist) of the scene. The task of sifting through a database of millions of images 
requires substantial amount of computational effort and time. These are typically a couple of gigabytes (GBs)in size 
and the search speed also depends on the medium on which they are saved, in additional to requiring mutual 
comparisons. One important characteristic of GIST, which can yield faster computation, is that while comparing 
images, it does not matter whether the single pixels are similar or different. This was the rationale behind our 
employment of GIST [17].  
 
 
 
Fig.1 Edge Orientation [17] 
 
The GIST descriptor of each image is pre-calculated [8][12];and the image is divided into tiles and for each of the 
tile edges, the different frequencies and angular orientations are pertinently detected and represented by a number 
(as shown in Fig.2). For the comparison of two images, the aforementioned numbers corresponding to each are 
compared component-by-component and subsequently summed up in order to yield a single value that describes the 
similarity between the two images [6][7][12]. The GIST descriptors for the images in the database do not change 
over time. Hence it is reasonable to pre-calculate them and read them instantly at our convenience. In our approach, 
the GIST algorithm only utilizes the grayscale information about the images [17]. Constructing a voluminous 
database may consume a couple of hours on a modern CPU with multiple cores. But with GIST, browsing the 
gallery for similarities for a given input image takes only about a few minutes. 
4. Matching of the Descriptors 
4.1. Sum of Squared Differences 
SSD [1][2] is a form of Correlation based matching, which generally tends to provide dense depth maps by 
computing the disparity at each pixel within a given neighborhood. This is performed by taking a square window of 
certain size around the pixel of interest in the reference image and subsequently locating the homologous pixel 
within the window in the target image, simultaneously moving along the corresponding scan line. This is done with 
a purpose to locate the corresponding pixel within a certain disparity range d (d E [0,….,dmax]) that tends to 
minimize the associated error and maximizes the similarity [1]. Overall, the matching process involves the 
calculation of the similarity measure for each disparity value, which has a subsequent aggregation and optimization 
step. All of these steps require substantial processing power and there are considerable speed-performance 
advantages in optimizing the matching algorithm. 
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The matching process involves choosing either the left image as the reference i.e. left-to-right matching (direct 
matching) or right image as the reference i.e. right-to-left matching (reverse matching) [1][2]. Here, the differences 
are squared and aggregated within a given square window and consequently optimized using the winner-take-all 
(WTA) strategy. This measure demonstrates a higher computational complexity when compared with the other 
similarity measures as it involves numerous multiplication operations [26][27]. 
4.2. Other Similarity Measures 
Sum of Absolute Differences(SAD) [26][27] is another popular similarity measure which is computed via the 
subtraction of the pixels within a given square neighborhood between the reference image I1 and the target image 
I2which is subsequently followed by the aggregation of the absolute differences within the square window along 
with optimization using the WTA strategy. If the left and the right images are an exact match, then the resultant will 
be zero. 
 
 
Normalized Cross Correlation (NCC) [26] involves more complexity than SAD and SSD algorithms, as it 
encompasses numerous multiplication, division and square root operations.  
 
 
 
Sum of Squared Differences Right-to-Left (SSD R2L)[26]when employed with a descriptor, the end result would 
be dense disparity map, which can viewed as a sized array, where each of the elements of the array is a data 
structure that is composed of 3 values: Disparity value along the xx axis, Disparity value along the yy axis and the 
similarity measure value of the correspondent pair of pixels. Therefore, this data structure can be viewed as a set of 
3 arrays. As there exists is a direct relation between the calculated correlation values and the achieved matching 
performance, the similarity measure array can be viewed as a condense map of the final result. Hence, it can be 
employed to select the pixel coordinates corresponding to the best match of the whole process.   
Other distance measures such as Zero-mean Absolute Differences (ZSAD), Locally Scaled Sum of Absolute 
Differences (LSAD), Zero-mean Sum of Squared Differences (ZSSD), Locally Scaled Sum of Squared Differences 
(LSSD), Normalized Cross Correlation (NCC) and Zero-mean Normalized Cross Correlation (ZNCC) were also 
experimented with to investigate as which one is more effective in terms of retrieval performance. An elaborate 
discussion of distinct between the aforementioned similarity measures along with an in-depth elaboration on their 
working can be found in Roma et al. [26] and Patil et al. [27]. 
5. Results and Discussion  
This section provide the experimental results of our FR deliberations on the faces of the popular ORL[11] and IIT 
Kanpur [14] datasets. In our database design, we have four different configurations: GIST-1, IGIST-1 and GIST-2, 
IGIST-2.On the ORL database, GIST-1 and IGIST-1 had 230 / 400 images for testing and GIST-2 and IGST-2 had 
180/400 images for testing. GIST indicates the basic GIST and IGIST is the proposed double filtered GIST. The rest 
images of the images were used for training. On the IITK database, GIST-1 and IGIST-1 had 336 (61 subjects *6 
images per subject) / 671 (61X11) images for testing and GIST-2 and IGST-2 had 427 (61X7) /671 images for 
testing. The rest of the images were for training. 
  
538   A. Vinay  et al. /  Procedia Computer Science  79 ( 2016 )  533 – 542 
Table 1: ORL Dataset 
 
SL IMAGE SSD Distance 
1. 
 
Distance =0. 8771              
 (Bad Match, FP) 
 
2 
 
Distance=0.54466  
(Bad Match, TN) 
 
3 
 
Distance =0.1782  
(Good Match, TP) 
 
4 
 
Distance = 0.0652  
(Good Match, TP) 
 
 
Table 2: Results over the ORL 
 
 
 
 
  
Method Sensitivity 
TPR 
Specificity 
TNR 
Precision 
PPV 
Accuracy 
ACC 
Recall F1 
Score 
FAR FRR HTER TER 
ORL Dataset 
GIST-1 93.877551 82.35294 96.842105 92.173913 93.8776 95.3368 0.17647 0.06122 0.11885 0.18007 
IGIST-1 94.923858 84.84848 97.395833 93.478261 94.9239 96.144 0.15152 0.05076 0.10114 0.1519 
GIST-2 96 83.33333 96.644295 93.888889 96 96.3211 0.16667 0.04 0.10333 0.14333 
IGIST-2 96.02649 86.2069 97.315436 94.444444 96.0265 96.6667 0.13793 0.03974 0.08883 0.12857 
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Table 3:IIT Kanpur Dataset 
 
 
Table 4: Results over the IIT Kanpur Datasets 
 
 
SL IMAGE SSD Distance 
1. 
 
 
Distance = 0.1240  
(Good Match, TP) 
 
2 
 
Distance = 0.1168 
 (Good Match, FP) 
 
3 
 
Distance = 0.1779 
 (Bad Match, TN) 
 
4 
 
Distance = 0.2382  
(Bad Match, FN) 
 
Method Sensitivity 
TPR 
Specificity 
TNR 
Precision 
PPV 
Accuracy 
ACC 
Recall F1 
Score 
FAR FRR HTER TER 
IIT Kanpur Dataset 
GIST-1 94.42623 72.13115 94.42623 90.710383 94.4262 94.4262 0.27869 0.05574 0.16721 0.22295 
IGIST-1 95.737705 73.77049 94.805195 92.076503 95.7377 95.2692 0.2623 0.04262 0.15246 0.19508 
GIST-2 94.219653 72.83951 93.678161 90.163934 94.2197 93.9481 0.2716 0.0578 0.1647 0.22251 
IGIST-2 94.555874 75.64103 94.555874 91.100703 94.5559 94.5559 0.24359 0.05444 0.14902 0.20346 
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Table 5: Results of using Different Similarity Measures 
 
Matching 
Technique 
/ time 
Disparity Map Matching 
Technique 
/ time 
Disparity Map Matching 
Technique 
/ time 
Disparity Map 
NCC 
4.96 s 
 
LNCC 
7.81 s 
 
SAD 
5.77 s 
 
LSAD 
9.48 s 
 
ZSAD 
5.81 s 
 
SSD 
9.46 s 
 
LSSD 
9.32 s 
 
ZSSD 
7.89 s 
 
SSDR2L 
1.61 s 
 
 
The results in Table 5 demonstrate that the Sum of Squared Differences (SSD) Right to Left (SSD R2L) 
matching technique is the optimum choice for the proposed technique.  Additionally the sample ROC and CMC 
curves [12] have been provided for the adopted methodologies in Table 6. We can observe from Table 3, in terms of 
accuracy, we obtain optimal results in IGIST-2 configuration, as it was more effective than the other three 
configurations (0.556% over GIST-2, 0.9662% over IGIST-1, 2.2705% over GIST-1). Hence, for a given real-time 
database, the probe to training image ratio can be kept similar to the IGIST-2 database configuration, in order to 
obtain similar results. 
 
Table 6: ROC and CMC Curves 
 
 
ROC Curve for GIST-1 on ORL ROC Curve for IGIST-1 on ORL ROC Curve GIST-2 on IITK 
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ROC Curve for IGIST-2 on IITK CMC Plot GIST-2 on IITK CMC Plot for IGIST-2 on IITK 
 
Our experimentations establish that the double filtered GIST is capable of efficiently matching the probe and 
test faces images and is hence is a feasible approach for FR. The most optimum approach with less computation 
time was found to be the IGIST descriptor with the SSDR2L similarity measure.  
6. Conclusions and Future Work  
We have proffered an improved double filtered face recognition methodology based on the GIST called IGIST 
technique and demonstrated that it is capable of effectively performing Face Recognition task. We experimented 
with four different configurations to ensure that considerable variation in FR parameters existed in order to establish 
the robustness of the proposed approach in real-time scenarios. Our experimentations revealed that the proposed 
GIST methodology was proficiently capable of performing FR, even under a wide variety of variations in a number 
of crucial FR parameters. 
Future work aims towards incorporating the Sparse PCA technique [10] as a post-processing step to carry out 
additional noise reduction and redundancy elimination, in order to investigate if it can provide further performance 
and accuracy boost.  
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