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Abstract
We construct a renewal structure for random walks on surface groups. The renewal times are defined
as times when the random walks enters a particular type of a cone and never leaves it again. As a
consequence, the trajectory of the random walk can be expressed as an aligned union of i.i.d. trajectories
between the renewal times. Once having established this renewal structure, we prove a central limit the-
orem for the distance to the origin under exponential moment conditions. Analyticity of the speed and
of the asymptotic variance are natural consequences of our approach. Furthermore, our method applies
to groups with infinitely many ends and therefore generalizes classic results on central limit theorems on
free groups.
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1 Introduction
The idea and motivation behind a renewal theory for random walks on groups is to find a
decomposition of the trajectory of the walk into aligned pieces in such a way that these pieces
are identically and independently distributed. The main result of this paper is the construction
of such a renewal theory for random walks on an important class of hyperbolic groups.
Analogous renewal structures have been developed for random walks on free groups and trees
with finitely many cone types, Nagnibeda and Woess [29], free products of groups and regular
languages, Gilch [14, 15]. It is also a common technique used in the study of random walks in
random environment in order to prove laws of large numbers and annealed central limit theorems,
e.g., see [35]. However, to the best of our knowledge the renewal structure given in this paper
constitutes the first example on one-ended groups beyond Zd.
We invite the reader to consider the following simple but instructing example: nearest neigh-
bor random walk on the free group F2 = 〈a, b〉 with two generators. In order to define a suitable
renewal structure we recall the definition of cone types after Cannon, e.g., see [10]. A cone C(x)
consists of all vertices y such that x lies on the geodesic from the group identity e to y. A cone
type describes the way one can look to infinity, i.e., T (x) = {y : xy ∈ C(x)}. It turns out that
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there are five different cone types, say e,a,a−,b, and b−. The cone type e corresponds to the
cone of e and x corresponds to the one where an x edge leads back to the identity. The cone types
a,a−,b, and b− have the important property that a cone of one type contains cones of the other
three types. Furthermore, any irreducible random walk is transient and hence has a positive
probability to stay in a cone C(x) for all times. So, let us fix a cone type, say a, and define the
renewal times (Rn)n≥1 as follows. Let R1 be the first time that the walk visits a cone of type
a that it will never leave again. Inductively, we define Rn+1 as the first time after Rn that the
walk visits a cone of type a that it will never leave again. One can check that (Rn+1 − Rn)n≥1
is indeed an i.i.d. sequence of random variables. Furthermore, we have (using the definition of
the cones) that
d(ZRn , e) = d(ZR1 , e) +
n−1∑
i=1
d(ZRi+1 , ZRi),
where d(·, ·) is the word metric. Non-amenability of the free group implies that the random
variables in the above equation all have some exponential moments. It is now standard to deduce
a law of large numbers and a central limit theorem for the distance to the origin. Moreover, the
renewal structure enables us to describe the rate of escape and the asymptotic variance, in terms
of first and second moments of random variables with exponential moments. This fact allows a
very good control of the regularity of these two quantities.
The main technical difficulties that arise when developing the above sketch into a mathemat-
ical proof are due to the fact that the random times Rn are not stopping times but depend on
future events of the walk. Hence, conditioning on events described by Rn destroys the Markovian
structure of the random walk. Furthermore, for general hyperbolic groups it is not known wether
the Cannon automaton gives rise to cones with as nice properties as the ones in the free group.
However, we shall prove that one can get a nice renewal structure for random walks on surface
groups.
The next Subsection contains a short introduction on central limit theorems for random
walks on groups and Subsection 1.2 concerns recent results on analyticity of the rate of escape.
Section 2 prepares the ground for the main results in giving the necessary notation, definitions
and preliminary results. In Section 3 the renewal structure is formally defined and the main
results are proven.
1.1 Central limit theorem
Let (Xi)i≥0 be i.i.d random variables taking values in Zd. Under a second moment condition we
have the classical central limit theorem (CLT)∑n
i=1Xi − nv√
n
D−−−→
n→∞ N (0, σ
2),
where v = E[X1] is the rate of escape (or drift) and σ2 the asymptotic variance. A natural
question, which goes back to Bellman [1] and Furstenberg and Kesten [12], is to which extent
this phenomenon generalizes to (Xi)i≥1 taking values in some finitely generated group Γ. Let
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d(·, ·) be a left invariant metric on Γ and µ a probability measure whose support generates the
group Γ. Let (Xi)i≥1 be i.i.d. random variables with distribution µ and define the random walk
Zn = X1X2 · · ·Xn. Then, if d(X1, e) has a finite first moment, Kingman’s subadditive ergodic
theorem ensures that
lim
n→∞
1
n
d(Zn, e) =: v
exists in the almost sure and L1 senses and is deterministic. In other words, there is a law
of large numbers for random walks on groups. Moreover, Guivarc’h [18] proved that if Γ is a
non-amenable finitely generated group then any random walk with a finite first moment has
positive rate of escape with respect to any word metric. However, it turns out that a central
limit theorem can not be stated in this general setting. As described in Björklund [5] one can use
the result of Erschler ([9], [11]) to construct the following counterexample. Let Γ = (Z ≀ Z)× F2
where ≀ is the wreath product and F2 denotes the free group on two generators. There exists a
symmetric probability measure µ with finite support on Γ and a word metric d such that the
fluctuations around the linear (positive) drift are of order n
3
4 .
However, there are several situations where central limit theorems are established. Sawyer
and Steger in [31] studied the case of the free group Fd with d standard generators and the corre-
sponding word distance. Under technical moment conditions they prove that (d(Zn, e)−nv)/
√
n
converges in law to some non-degenerated Gaussian distribution. While their proof uses analytic
extensions of Green functions, another proof was given by Lalley [22] using algebraic function
theory and Perron–Frobenius theory. A geometric proof was later presented by Ledrappier [24].
A generalization for trees with finitely many cone types can be found in Nagnibeda and Woess
[29]. Recently, Björklund [5] proved a central limit theorem on hyperbolic groups with respect to
the Green metric. The proof in [5] is based on the identification of the Gromov boundary with
the horofunction boundary. This fact enables to prove the CLT using a martingale approxima-
tion. However, the CLT for the Green metric does not seem to imply directly the central limit
theorem for the drift with respect to any word metric on Γ.
One of the main objectives of this paper is to demonstrate that a CLT for one-ended groups,
Theorem 1.1, can also be obtained by using a renewal structure. We have managed to do so
for random walks on surface groups. However, we believe that our approach should work in the
general setting of hyperbolic groups, see Section 5 for a short discussion.
Theorem 1.1. Let Γ be a surface group with standard generating set S and corresponding word
metric d. Furthermore, let µ be a driving measure with exponential moments whose support
contains the generating set S. Then
d(Zn, e)− nv√
n
D−−−→
n→∞ N (0, σ
2),
with
v =
E[d(ZR2 , ZR1)]
E[R2 −R1] and σ
2 =
E[(d(ZR2 , ZR1)− (R2 −R1)v)2]
E[R2 −R1] .
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Remark 1.1. An analogous result holds true for random walks on groups with infinitely many
ends. In fact, by applying Stalling’s splitting theorem, one can check that all arguments work
fine for amalgamated free products and HNN-extensions over finite groups with a suitable choice
of generators, see also Remark 4.1.
Let us note here that other results in this direction are known for actions of linear semigroups
on projective spaces by Le Page [23] and Guivarc’h and le Page [19]. We also want to mention
earlier works of Tatubalin [33] and [34] on random walks on hyperbolic space.
More recently, Pollicott and Sharp [30] use a thermodynamical formalism to prove limit
theorems for matrix groups acting cocompactly on the hyperbolic group. Calegari gives gener-
alizations to actions on general hyperbolic groups in the survey paper [6, Section 3].
1.2 Analyticity of the rate of escape and asymptotic variance
Fix a group Γ, a finite generating set S, and a probability measure µ on Γ. Let vµ be the drift
corresponding to µ with respect to the word metric induced by the generating set. A natural
question asks whether vµ (and the asymptotic entropy) depends continuously on µ. Continuity
of the rate of escape (and the asymptotic entropy) is known on hyperbolic groups under the more
general condition of having a finite first moment, see Kaimanovich and Èrshler [21]. Analyticity
of the rate of escape and of the asymptotic entropy on free groups was proven by Ledrappier
in [25]. More recently, Ledrappier [26] proves Lipschitz continuity for the rate of escape and
asymptotic entropy for random walks on Gromov hyperbolic groups.
Moreover, analyticity of the rate of escape also follows in certain cases where explicit for-
mulæ for the rate of escape are known, see Mairesse and Mathéus [27] and Gilch, [14] and [15].
Mairesse and Mathéus [28] show that the rate of escape for some random walks on the Braid
group B3 = 〈a, b|aba = bab〉 is continuous but not(!) differentiable. Finally, we refer to the recent
survey of Gilch and Ledrappier [13] on results on the regularity of drift and entropy of random
walks on groups.
The central limit theorem, Theorem 1.1, provides formulæ for the drift v and asymptotic vari-
ance σ2 in terms of renewal times and hence offers a new approach in order to study analyticity.
Moreover, this approach allows to consider random walks with infinite support.
Fix a driving measure ν of a random walk with exponential moments, i.e., E[exp(λd(X1, e))] <
∞ for some λ > 0. Let B be a finite subset of the support of ν, i.e., B ⊆ supp(ν). Let Ων(B) be
the set of probability measures that give positive weight to all elements of B and coincide with
ν outside B. The set Ων(B) can be identified with an open bounded convex subset in R|B|−1.
For each µ ∈ Ων(B) we define the functions vµ and σµ as the rate of escape and the asymptotic
variance for the random walk with law µ.
Theorem 1.2. Let Γ be a surface group with standard generating set S and let ν be a driving
measure with exponential moments whose support contains the generating set S. Then, for all B
such that B ⊆ supp(ν) the functions µ 7→ vµ and µ 7→ σµ are real analytic on Ων(B).
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Remark 1.2. After this paper was made publicly available in 2013 considerable progress has
been made. In particular, Benoist and Quint [2] proved a central limit theorem for random
walks on hyperbolic groups under the optimal second moment condition and Gouëzel [16] shows
analyticity for the rate of escape, asymptotic variance, and asymptotic entropy for random walks
with finite support. The approaches used in these works are based on spectral techniques and
may be considered “antipodal” to ours.
2 Notation and Preliminaries
2.1 Cone types, geodesic automata of hyperbolic groups
Let Γ be a finitely generated group and let S be a symmetric and finite generating set. For
sake of brevity we speak just of the group (Γ, S) instead of the group Γ together with a finite
generating set S. The Cayley graph X associated with S is the graph whose vertex set is the set
of all group elements and whose edge set consists of all pairs (γ, γ′) ∈ Γ×Γ such that γ−1γ′ ∈ S.
Endowing X with the length metric which makes each edge isometric to the segment [0, 1] defines
the word metric d(·, ·) associated with S. This metric turns X into a geodesic proper metric space
on which Γ acts geometrically by left-translation.
Let Bn(x) be the ball of radius n around x; set for brevity Bn = Bn(e). The neighborhood
relation is written as ∼, i.e., x ∼ y if d(x, y) = 1, or equivalently x−1y ∈ S. A path is a sequence
of adjacent vertices in X and is denoted by 〈·〉. Let A = (VA, EA, s∗) be a finite directed
graph with vertex set VA, edge set EA, and a distinguished vertex s∗ together with a labeling
α : EA → S of the edges. Vertices and edges of A will be denoted using bold fonts. The vertex
set VA will often be identified with A, i.e., x ∈ A means a vertex x ∈ VA.
Denote the set
P := {finite paths in A starting in s∗}.
For m ∈ N ∪ {∞}, each path γ = 〈x1, . . . ,xm〉 ∈ P gives rise to a path in Γ starting from e.
Denote by e1 the edge between s∗ and x1 and by ei the edge between xi−1 and xi for i ≥ 2. The
path corresponding to γ is then defined by
α(γ) = 〈e, α(e1), α(e1)α(e2), . . . ,
m∏
i=1
α(ei)〉.
Definition 2.1. An automatic structure for a group (Γ, S) is given by a finite state automaton
A and a labeling α which satisfy the following properties:
• no edge in EA ends at s∗,
• every vertex v ∈ VA is accessible from s∗,
• for every path γ ∈ P, the path α(γ) is a geodesic path in Γ,
• the mapping α∗ from P to Γ which associates the endpoint of the geodesic is surjective.
We speak of a strongly automatic structure if α∗ defines a bijection between P and Γ.
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For hyperbolic groups, the existence of a (strongly) automatic structure is due to Cannon
and based on the definition of cones. The cone after Cannon of a group element x is defined (for
any choice of generating set) as
C(x) := {y ∈ Γ : d(e, y) = d(e, x) + d(x, y)}.
We say x is the root of C(x). The cone type is defined as
T (x) := {y ∈ Γ : d(e, xy) = d(e, x) + d(x, xy)} = x−1C(x).
Cannon’s fundamental result, see e.g., [10], is that a hyperbolic group has only finitely many
cone types. Furthermore, we may thus associate a directed graph AC = (VA, EA, s∗) with
distinguished vertex s∗ together with a labeling α : EA → S of the edges as follows. The set of
vertices VA is the set of cone types, and s∗ = T (e) is the cone type of the neutral element; there
is a directed edge e = (T1,T2) labeled by s (α(e) = s) between two cone types if there is an
element x ∈ Γ such that T (x) = T1, T (xs) = T2 and s ∈ T (x). This structure (AC , α) is by
definition the Cannon automaton of (Γ, S). We may obtain a strongly automatic structure from
AC by choosing a lexicographic ordering of the cone types; see [10] for details.
Furthermore, any strongly automatic structure A defines cones CA and cone types TA as
follows. Given x ∈ Γ and a path γx ⊂ A representing x, we let CA(x) denote the set of all points
of Γ which are represented by paths with γx as prefix. The cone CA(x) is well defined since its
construction does not depend on the choice of the representing path γx. We say that x is the
root of the cone CA(x). Moreover, we can define cone types as TA(x) = x−1CA(x) which has
the neutral element e as root.
A vertex y (or cone type) is accessible from x if there is a path from x to y. In this case we
write x → y. A vertex x ∈ A is recurrent if x → x, otherwise it is called transient. The set of
recurrent vertices R induces a subgraph AR of A, i.e., the graph whose vertex set equals to R
and two vertices x and y are joint by an edge if only if they are neighbors in A. By extension
and abuse of standard notation, we will say x ∈ Γ is recurrent if its cone type is recurrent. Recall
that a (directed) graph is strongly connected if every vertex is reachable from any other vertex
by following the directions.
Assumption 1. There exists an automatic structure A associated to S such that the subgraph
AR is strongly connected.
This assumption is verified for non-exceptional Fuchsian groups with particular generating
sets as shown is [32]. In particular, surface groups with standard generating sets satisfy Assump-
tion 1. Not astonishingly, it also holds for groups with infinitely many ends for a suitable choice
of generators. In fact this is a consequence of Stalling’s splitting theorem; any finitely generated
group Γ has more than one end if and only if the group splits as an amalgamated free product
or an HNN-extension over a finite subgroup of Γ.
In the sequel we need the following definitions. Let us say a cone type T is large if it is a
neighborhood in Γ ∪ ∂Γ of a boundary point of the Gromov hyperbolic boundary ∂Γ. Any cone
type containing a large cone type is again large. Moreover, we have the following fact.
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Lemma 2.1. Let (Γ, S) be a non-elementary hyperbolic group and A an automatic structure
satisfying Assumption 1. If there exists at least one large recurrent cone type, then all recurrent
cone types are large.
We shall say that a cone type T is ubiquitous if there exists some R such that any ball
BR(x) in X contains a vertex y with T (y) = T. A ubiquitous cone type is recurrent, and under
Assumption 1 every recurrent cone type is ubiquitous. We define the (inner) boundary of a cone
CA(x) as
∂ΓCA(x) := {y ∈ CA(x) : ∃z ∈ Γ \ CA(x) such that z ∼ y}
and ∂∞CA(x) as the closure of CA(x) at infinity, i.e., in the Gromov hyperbolic compactification.
Let γ = 〈x1, x2, . . .〉 be a geodesic, we also denote by γ the set {x1, x2, . . .}.
2.2 Use of constants
Constants in capital letters are chosen sufficiently large and constants in small letters stand for
positive constants that are sufficiently small. Constants without any label, e.g., C, are considered
to be local, i.e., their values may change from line to line. Labelled constants, e.g., Ch, are defined
globally and their values do not change as the paper goes along.
2.3 Random walks on groups
Let Γ be a finitely generated group and S a symmetric and finite generating set. Let µ be a
probability measure on Γ with support generating Γ as a semigroup. By definition, the random
walk associated with µ is the Markov chain with state space Γ and transition probabilities
p(x, y) = µ(x−1y) for x, y ∈ Γ. The measure µ is called the driving measure of the random walk.
We shall use the notation T = ΓN for the path space and Zn for the position of the walk at time
n and Xn := Z
−1
n−1Zn for its increment.
Let Px denote the distribution of the random walk (Zn)n≥0 when started at x ∈ Γ, and write
P for Pe. Observe that Px is also the unique probability measure on T under which Z0 = x and
the Xn’s are i.i.d. random variables with law µ. On the set of trajectories T we will also make
use of the shift map θ : T → T defined by θ[(zn)n≥0] = (zn+1)n≥0.
An elementary hyperbolic group is either finite or has two ends. Random walks on non-
elementary hyperbolic groups are transient. As soon as the law µ has a finite first moment,
i.e., E[d(e,X1)] < ∞, the random walk Zn converges P-a.s. to some point Z∞ in the Gromov
hyperbolic boundary ∂Γ, see Theorem 7.3 in [20].
The harmonic measure ν is defined as the law of Z∞. In other words, it is the probability
measure on ∂Γ such that ν(A) = P[Z∞ ∈ A] for A ⊂ ∂Γ. Since Γ is non-elementary and the
random walk is assumed to be irreducible we have that ν(ξ) = 0 for all ξ ∈ ∂Γ and ν(O) > 0 for
any open set O ⊂ ∂Γ.
Lemma 2.2. Let (Γ, S) be a non-elementary hyperbolic group and A a corresponding automatic
structure. Let µ be a driving measure whose support generates Γ as a semigroup. If T is a large
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cone type in A then for all x with TA(x) = T we have that
Px[Zn ∈ CA(x) for all but finitely many n ≥ 0] > 0.
Proof. Let O be an open subset of ∂∞CA(x). On the event that Z∞ ∈ O, at some moment, the
random walk (Zn) enters CA(x) and never leaves it afterwards.
Recall that our aim is to define a sequence of renewal times that corresponds to a sequence
of cones in which the random walks stays forever. Therefore, we need the statement of Lemma
2.2 to hold for all n ∈ N. The next assumption is made to ensure this; however we see in Section
4.4 how to bypass this assumption.
Assumption 2. The support of the driving measure µ contains the generating set S of the
group Γ.
Lemma 2.3. Let (Γ, S) be a non-elementary hyperbolic group and A a corresponding automatic
structure. Let µ be a driving measure that satisfies Assumption 2. Then, there exists some c > 0
such that for all x such that T (x) is large we have that
Px[Zn ∈ CA(x) for all n ≥ 0] > c.
Proof. The event {Z0 = x,Zn ∈ CA(x) for all n ≥ 0} consists only of trajectories that stay inside
the cone CA(x). Hence, invariance of the walk implies that for x, y such that TA(x) = TA(y) we
have
Px[Zn ∈ CA(x) for all n ≥ 0] = Py[Zn ∈ CA(y) for all n ≥ 0].
Since there is only a finite number of cone types it suffices to prove that the latter probability is
positive for vertices of large cone types. Let x be such that T (x) is large. Now, Lemma 2.2 implies
that there exists some y ∈ CA(x) such that Py[Zn ∈ CA(x) for all n ≥ 0] > 0. Assumption 2
guarantees that there exists n such that Px[Zn = y, Zk ∈ CA(x) ∀k ≤ n] > 0. The claim now
follows by applying the law of total probability and the Markov property of the random walk.
We will need the following result on the exponential decay of transition probabilities. We do
not claim to be the first observing the result in this form but are not aware of any reference. It
is essentially a reformulation of [3] and [8].
Lemma 2.4. Let Γ be an infinite, finitely generated non-amenable group and let µ be a measure
driving the random walk (Zn)n≥0. Then there exists a constant ̺ < 1 such that for all x, y ∈ Γ
and all n ≥ 1,
P[Zn = x] ≤ ̺n.
Proof. We consider P as the convolution operator on ℓ2(Γ) defined by
Pf(x) =
∑
y
µ(x−1y)f(y).
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In the case where µ(e) > 0 it is proven in [3] that the operator norm r := ‖P‖ of P is strictly
less than 1. We also refer to [8] for related results on the spectral radius of P . Hence,∑
y
(Pnf(y))2 ≤ rn
∑
y
(f(y))2, n ≥ 1.
Choosing for f the indicator δx of a point x ∈ Γ gives
P[Zn = x] = µ
n(x) ≤ (√r)n.
This finishes the proof with ̺ =
√
r for the case µ(e) > 0. Let us now treat the general case.
Let µ¯ := 12δe +
1
2µ and apply the result from above to µ¯:
µ¯n(x) ≤ (√r¯)n,
for some r¯ < 1. Since µ¯n =
∑n
k=0 2
−n(n
k
)
µk we have µn ≤ 2n((2nn ))−1(µ¯)2n and thus
µn(x) ≤ 2
n(2n
n
) r¯n.
Using Stirling’s formula, we find that there exist n0 ∈ N and ¯̺ < 1 such that for all n ≥ n0 we
have that
µn(x) ≤ ¯̺n.
Moreover, we have
sup
1≤n≤n0
sup
x
µn(x) < 1.
Indeed, otherwise, µ would be a Dirac mass and therefore its support would not generate a
non-amenable group.
2.4 Surface groups
In general, the geometry of cone types is hardly understood. In order to avoid artificial conditions,
we will focus on hyperbolic surface groups. A surface group is the fundamental group of a closed
and orientable surface of genus 2 or more. The standard presentation for an (orientable) surface
group of genus g is
〈a±11 , b±11 , . . . , a±1g , b±1g |
g∏
i=1
aibia
−1
i b
−1
i 〉.
Its Cayley 2-complex is the 2-complex such that the one-skeleton is given by the Cayley graph
X, and the 2-cells are bounded by loops in X labeled by the relations. A surface group with
standard presentation is planar, i.e., its 2-complex is homeomorphic to the hyperbolic disc. A
strongly automatic structure of a surface group can be given explicitly, e.g., see [17, Section
5.2], and in particular there exists an automatic structure associated to the standard generating
set that satisfies Assumption 1. The planarity of the Cayley 2-complex allows moreover a neat
description of the cones and their boundaries.
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Lemma 2.5. Let (Γ, S) be surface group with standard generating set. Then, there exists an
automatic structure A that satisfies Assumption 1. Moreover, any cone type of A is large and is
bounded by two geodesic rays starting from the neutral element.
Proof. We refer to [17, Section 5.2] for the fact that there exists an automatic structure that
satisfies Assumption 1. Let x ∈ Γ \ {e} and CA(x) its cone defined by the automaton A.
Since the 2-complex is homeomorphic to the plane, it can be endowed with an orientation. Let
r1, r2 : R+ → X be two infinite rays going through x and which coincide up to x; let c1, c2 be the
geodesic rays extracted from r1, r2 starting at x. Let V be a component of X \ (c1 ∪ c2) which
does not contain e. Let us prove that V is contained in CA(x): let y ∈ V , and let us consider a
segment cy joining e to y. Since the 2-complex is planar, Jordan’s theorem implies that cy has
to intersect ∂V at a point z, hence c1 or c2 beyond x. Let us assume that it intersects c1. Since
c1 is geodesic, we may replace the portion of cy before z by c1: it follows that the concatenation
of c1 up to z and cy from z to y is geodesic; this implies that y ∈ CA(x).
By Arzela-Ascoli’s theorem and the planarity of the graph, we may find two rays cℓ and cr
going through x such that CA(x) is the union of those rays with all the components of their
complement which do not contain e.
3 Renewal structure and applications
3.1 The construction
In this section we assume that Γ is a non-elementary hyperbolic group endowed with a finite
generating set S such that there is a ubiquitous large cone type T. The aim of the following
part is to construct a sequence of renewal times Rn on which the random walk visits the root of
a cone of type T that it will never leave again.
The main idea behind the construction is quite natural and is first sketched informally; we
also refer to Figures 1 and 2 for an illustration. The trajectory of the walk will be decomposed
into parts of two different types: the “exploring” and the “deciding” parts. Though, let us fix
a large ubiquitous cone type T and start a random walk in the origin e. After some random
time E the random walk will visit a vertex of type T. At this point the walk may stay in this
cone forever or may leave it after some finite random time D. In the first case, we set E to be
the first renewal time. In the second case, the random walk after having left the cone at time
D will explore the underlying group in order to find another vertex of type T. This procedure
continues until the walk decides to stay eventually in one cone of type T and hence the first
renewal point and renewal time are fixed. The construction of the subsequent renewal points is
analogous. Eventually, this procedure decomposes the trajectory into aligned and independently
distributed pieces. However, the distribution of the first piece differs from the distributions of
the subsequent ones, since the law of these latter pieces is given by the law conditioned to stay
in the cones of the previous renewal points.
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Figure 1: First renewal step
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ZRn−1 ZRn
Figure 2: nth renewal step
We now present the details of the construction. Let
E = inf{n ≥ 0 ; TA(Zn) = T}
the first time the random walk visits a vertex of type T. The random variable E is a stopping
time and a priori takes values in N ∪ {∞}. However, since T is ubiquitous it can be shown that
E is almost surely finite, see proof of Lemma 3.2. Recall that θ is the canonical shift on the
space of trajectories T and thus
E ◦ θk = inf{n ≥ 0 ; TA(Zn+k) = T}.
Define the stopping time
D = inf{n ≥ 1 ; Zn /∈ CA(Z0)}
and consider its shifted versions
D ◦ θk = inf{n ≥ 1 ; Zn+k /∈ CA(Zk)}.
Observe that the random variables D ◦ θk might be finite or infinite, see Lemma 2.3. We define
R0 = 0.
In order to define the subsequent renewal times we introduce a sequence of stopping times
(S
(1)
k )k≥0:
S
(1)
0 = E and inductively S
(1)
k+1 = S
(1)
k +D
(1)
k + E
(1)
k ≤ ∞,
where
D
(1)
k = D ◦ θS
(1)
k and E(1)k = E ◦ θS
(1)
k
+D
(1)
k .
Letting
K(1) = inf{k ≥ 0 ; S(1)k <∞, S(1)k+1 =∞} ≤ ∞
we define the first renewal time
R1 = S
(1)
K(1)
≤ ∞.
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Equivalently, this renewal time can be written as
R1 = inf{k ≥ 0 ; Zi ∈ CA(Zk) ∀i ≥ k, TA(Zk) = T}.
In words, R1 is the first time the random walk hits the root of a cone of type T that it never
leaves afterwards. Note that R1 is not a stopping time.
Inductively, we define the nth renewal time. Provided that Rn−1 <∞ we define as above:
S
(n)
0 = Rn−1 + 1 + E ◦ θRn−1+1 and inductively S(n)k+1 = S(n)k +D(n)k + E(n)k ≤ ∞,
where
D
(n)
k = D ◦ θS
(n)
k and E(n)k = E ◦ θS
(n)
k
+D
(n)
k .
Letting K(n) = inf{k ≥ 0 ; S(n)k <∞, S(n)k+1 =∞} ≤ ∞ we can define the nth renewal time
Rn = S
(n)
K(1)
≤ ∞,
which is the same as
Rn = inf{k > Rn−1 ; Zi ∈ CA(Zk) ∀i ≥ k, TA(Zk) = T}.
Without any further assumption, we have the following basic result.
Theorem 3.1. Let (Γ, S) be a non-elementary hyperbolic group and A a corresponding automatic
structure with a large ubiquitous cone type T. Let µ be a driving measure satisfying Assumption
2. Then, the renewal times Rn are almost surely finite and d(e, ZRn) =
∑n
i=1 d(ZRi−1 , ZRi),
where d((ZRi−1 , ZRi))i≥2 are i.i.d. random variables.
In order to prove Theorem 3.1 we first prove two lemmata.
Lemma 3.2. Under the assumption of Theorem 3.1 the random variable R1 is almost surely
finite under Px for any x ∈ Γ.
Proof. By irreducibility of the random walk and ubiquity of T there exist c > 0 and m ∈ N such
that
Py[∃n ∈ [0,m− 1] : T (Zn) = T] > c > 0 for all y ∈ Γ.
Hence, by the Markov property we have
Py[E ≥ Nm] ≤ (1− c)N , (1)
and hence that Py[E < ∞] = 1 for all y ∈ Γ. Fix x ∈ Γ. Since we are dealing with stopping
times, for any y ∈ Γ, the law of E(1)k conditioned on {S(1)k <∞,D(1)k <∞, ZS(1)
k
+D
(1)
k
= y} is the
law of E under Py. Therefore
Px[E
(1)
k <∞ | S(1)k <∞,D(1)k <∞] = 1.
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Since the law of D(1)k conditioned on {S(1)k <∞, ZS(1)
k
} is the law of D under Py for y such that
T (y) = T we obtain using Lemma 2.3 that
Px[D
(1)
k <∞ | S(1)k <∞] ≤ 1− c.
Therefore,
Px[S
(1)
k+1 <∞ | S(1)k <∞] = Px[D(1)k <∞ | S(1)k <∞] ≤ 1− c.
Hence, by the strong Markov property we obtain for all N ∈ N
Px[S
(1)
k <∞ ∀k ≤ N ] ≤ (1− c)N . (2)
and hence Px[R1 =∞] = Px[K(1) =∞] = 0.
A main feature of the definition of the cones is the following property: for any x, y ∈ Γ with
same cone type and any A ⊂ T we have that
Px[(x
−1Zn)n∈N ∈ A | D =∞] = Py[(y−1Zn)n∈N ∈ A | D =∞].
Therefore, we may introduce a new probability measure: for A ⊂ T let
QT[(Zn)n∈N ∈ A] = Px[(x−1Zn)n∈N ∈ A | D =∞],
where x is of cone type T. We write ET for the corresponding expectation.
Define the σ-algebras
Gn = σ(R1, . . . , Rn, Z0, . . . , ZRn) n ≥ 1.
Although the Rn are not stopping times we have the following “Markov property”.
Lemma 3.3. Let T be some ubiquitous large cone type. Then, for all n ≥ 1 we have that Rn is
almost surely finite and for any measurable set A ⊂ T and any y ∈ Γ
Py[(Z
−1
Rn
ZRn+k)k∈N ∈ A | Gn] = QT[(Zk)k∈N ∈ A].
Proof. Without loss of generality let us assume that y = e. Besides the finiteness of the Rn
we have to check the definition of the conditional expectation: for all bounded Gn-measurable
function H and all measurable set A ⊂ T it holds that
E[H1(Z−1
Rn
ZRn+k)k∈A] = QT[(Zk)k ∈ A] · E[H].
We will proceed by induction. So let us consider the case n = 1. Lemma 3.2 implies that
P[R1 < ∞] = 1. Now, we observe that {R1 = Sl} = {Sl <∞} ∩ {D ◦ θSl = ∞}. Let l ∈ N and
x ∈ Γ. Then, there exists (due to G1-measurability) some random variable Hx,l measurable with
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respect to {Zi}i≤Sl , Sl} such that H = Hx,l on the event {R1 = Sl, ZSl = x}. Therefore, we may
write
E[H1(Z−1
R1
ZR1+k)k∈A
] =
∑
l≥1
∑
x∈Γ
E[1Sl<∞1D◦θSl=∞1ZSl=x1(Z−1Sl ZSl+k)k∈A
Hx,l]
=
∑
l≥1
∑
x∈Γ
T (x)=T
E[1Sl<∞1ZSl=xHx,l]Ex[1D=∞1(x−1Zk)k∈A]
= QT[(Zk)k ∈ A]
∑
l≥1
∑
x∈Γ
T (x)=T
E[1Sl<∞1ZSl=xHx,l]Px[D =∞] .
In the second equality we have used the strong Markov property since Sl is a stopping time, and
in the third we have applied the definition of QT as a conditional probability. Substituting in
the above a trivial A we have
E[H] =
∑
l≥1
∑
x∈Γ
T (x)=T
E[1Sl<∞1ZSl=xHx,l]Px[D =∞]
which shows that
E[H1(Z−1
R1
ZR1+k)k∈A
] = QT[(Zk)k ∈ A] · E[H].
This concludes the proof for n = 1 and implies the finiteness of R2 since now P[R2 < ∞] =
QT[R1 <∞] and due to Lemma 3.2 the latter probability is equal to one.
The induction proceeds similarly. If H is Gn-measurable, then, there exists some random vari-
able Hx,l measurable with respect to Gn−1 such that H = Hx,l on the event {Rn = S(n)l , ZS(n)
l
=
x}, to which we may apply the induction hypotheses. The computations are left to the reader.
Proof. (Theorem 3.1) By Lemma 3.3 the renewal times Rn are almost surely finite and, by
construction, all renewal points ZRn lie on one geodesic. Hence, d(ZRn , e) =
∑n
i=1 d(ZRi , ZRi−1).
Eventually, Lemma 3.3 implies that (d(ZRi , ZRi−1))i≥2 all have the same distribution and are
independent.
Remark 3.1. The renewal structure yields an alternative construction of the law of the walk.
Let Q0 be the law of (Zn;n ≤ R1) under Px and let Q be the law of (Z−1R1Z(R1+n);n ≤ R2).
We can obtain the measure Px by choosing a path according to Q0 and concatenate it with an
i.i.d. sequence sampled from Q.
4 Surface groups
While the results in the previous sections are valid for random walks with finite first moments,
we need some additional assumptions in order to prove a central limit theorem and analyticity
of the rate of escape and of the asymptotic variance.
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We say a real valued random variable Y has exponential moments if E[exp(λY )] <∞ for some
λ > 0, or equivalently, if there exist positive constants C and c < 1 such that P[Y = n] ≤ Ccn for
all n ∈ N. The random variables appearing in Theorem 3.1 do in general not have exponential
moments. However, this is the case under the following assumption.
Assumption 3. The driving measure µ has exponential moments, i.e., E[exp(λµd(X1, e))] <∞
for some λµ > 0.
In the sequel of this section we will only consider surface groups with standard generating
sets. Lemma 2.5 assures the existence of an automatic structure A with a ubiquitous large cone
type T. The latter allows the construction of the renewal points and times, see Section 3, and
this construction depends on the choices of A and T. However, in order to facilitate the reading,
we formulate the statements without specifying the structure A nor the type T.
Lemma 4.1. Let (Γ, S) be a surface group with standard generating set. Under Assumption 3
the renewal times R1 and (Ri+1−Ri) for i ≥ 1 have exponential moments. The same holds true
for d(ZR1 , e) and d(ZRi+1 , ZRi) for i ≥ 1.
Proof. Let us first prove that R1 has exponential moments. In Equation (1) we have established
that E has uniform exponential moments: there are some constants λE > 0 and CE < ∞ such
that for all x ∈ Γ we have Ex[exp(λEE)] ≤ CE.
In order to control the moments of D we make use of the non-amenability and the planarity
of Γ. Due to Lemma 2.4 there exists some ̺ < 1 such that for all x, y ∈ Γ and all n ≥ 1,
Px[Zn = y] ≤ ̺n. (3)
We proceed with the tails of Px[D = n] for x such that T (x) = T. Let δ > 0 to be chosen
later, then
Px[D = n+ 1] ≤ Px[d(Zn, x) ≤ δn,D = n+ 1] + Px[d(Zn, x) ≥ δn,D = n+ 1]. (4)
The second summand is controlled by using the Chebyshev inequality:
Px[d(Zn, x) ≥ δn,D = n+ 1] ≤ P
[
n∑
i=1
d(Xi, e) ≥ δn
]
≤ E[exp(λµ
∑n
i=1 d(Xi, e))]
exp(λµδn)
=
(E[exp(λµd(X1, e))])
n
exp(λµδn)
.
Since µ has exponential moments we can choose δ sufficiently large such that the latter term
converges exponentially fast to 0.
In order to treat the first summand of Equation (4) we make use of Lemma 2.5. Let γ be a
geodesic. We define the m-tube of γ as γ(m) :=
⋃
x∈γ B(x,m). Let γℓ, γr be the two geodesics
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such that ∂ΓC(x) = γℓ ∪ γr, then we define the m-tube of ∂ΓC(x) as ∂(m)C := γ(m)ℓ ∪ γ(m)r . Now
we obtain, using mainly Equation (3) and the linear growth of the boundary of cones, that for
all ε > 0:
Px [d(Zn, x) ≤ δn,D = n+ 1] ≤ Px[d(Zn, x) ≤ δn, Zn ∈ ∂(εn)C(x)]
+Px[D = n+ 1, Zn /∈ ∂(εn)C(x)]
≤ ̺n|∂(εn)C(x) ∩B(x, δn)| + P[d(Zn+1, Zn) > εn]
≤ ̺n(2δn)|S|εn + P[d(X1, e) > εn].
Choose eventually ε > 0 sufficiently small so that ̺|S|ε < 1. Since for ε fixed the probability
P[d(X1, e) > εn] decays exponentially in n, there are some constants λD > 0 and CD <∞ such
that
Ex[exp(λDD)1{D<∞}] ≤ CD ∀x : T (x) = T. (5)
Now, recall that
R1 = E +
K(1)∑
k=1
(D
(1)
k + E
(1)
k ), (6)
where K(1) is the smallest time k such that D(i)k+1 =∞.
Recall that K(1) has exponential moments, see (2), so that there exist constants λK > 0 and
CK <∞ such that P[K(1) = k] ≤ CK exp(−λKk). We can decompose
Px[n ≤ D +E ◦ θD <∞] ≤ Px[n/2 ≤ D <∞] +
n/2∑
k=1
Px[E ◦ θk ≥ n/2].
Hence, we may find constants C > 0, λ > 0 such that
Ex[exp(λ(D + E ◦ θD))1{D<∞}] ≤ C ∀x : T (x) = T.
Therefore, we may choose λ1 small enough such that
Ex[exp(λ1(D +E ◦ θD))|D <∞] ≤ exp(λK/2) ∀x : T (x) = T.
Eventually, using the strong Markov property,
E[exp(λ1R1)] =
∞∑
k=1
E
[
exp
(
λ1
(
E +
k∑
i=1
(D
(1)
i + E
(1)
i )
))
| K(1) = k
]
P[K(1) = k]
≤ CK
∞∑
k=1
E[expλ1E](exp(λK/2))
k exp(−λKk)
≤ C
∞∑
k=1
exp(−λKk/2) <∞.
The proof for Ri+1 − Ri, i ≥ 1, is analogous since the laws of the different D(i+1)k are
independent of Ri. Moreover, Equation (1) implies exponential moments for E ◦ θRi and E(i+1)k
as well.
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We turn to the exponential moments of the distances between two successive renewal points.
Let δ > 0 to be chosen later. Then, since R1 has exponential moments,
P[d(ZR1 , e) ≥ k] ≤ P[d(ZR1 , e) ≥ k,R1 ≥ kδ] + P[d(ZR1 , e) ≥ k,R1 ≤ kδ]
≤ Ce−ckδ + P
[
kδ∑
i=1
d(Xi, e) ≥ k
]
and hence, using again Chebyshev’s inequality, we see that for suitable δ the last term decays
exponentially fast. The proof for d(ZRi , ZRi+1), i ≥ 1, is in the same spirit:
P[d(ZRi+1 , ZRi) ≥ k] ≤ P[Ri+1 −Ri ≥ kδ] + P[d(ZRi+1 , ZRi) ≥ k,Ri+1 −Ri ≤ kδ]
≤ Ce−ckδ + P[d(ZRi+1 , ZRi) ≥ k,Ri+1 −Ri ≤ kδ]. (7)
Using Lemma 3.3 the last summand becomes
P[d(ZRi+1 , ZRi) ≥ k,Ri+1 −Ri ≤ kδ] = QT[d(ZR1 , Z0) ≥ k,R1 ≤ kδ]
Once again, an application of the exponential Chebyshev inequality yields that δ can be chosen
such that QT
[∑kδ
i=1 d(Xi, e) ≥ k
]
decays exponentially fast and the claim follows as above.
Remark 4.1. In the case of hyperbolic groups with infinitely many ends, it follows from Stalling’s
splitting theorem that the boundaries of the cones are finite if we choose the generators accord-
ingly. Hence the proof of Lemma 4.1 applies to this setting.
Corollary 4.2. Set
Mk = sup{d(Zn, ZRk), Rk ≤ n ≤ Rk+1}, k ≥ 1,
and
k(n) = sup{k : Rk ≤ n} .
Under the assumptions of Lemma 4.1, (Mk)k≥1 is an i.i.d. sequence with exponential moments
and
n
k(n)
a.s.−−−→
n→∞ E[R2 −R1] <∞.
Proof. The proof that (Mk) are i.i.d. follows from Lemma 3.3, as in the proof of Theorem 3.1.
The fact that Mk have exponential moments can either be seen as in Lemma 4.1 or as follows.
Let δ > 0 (to be chosen later). Then, by the law of total probability, for m ∈ N
P[Mk ≥ m] ≤ P[Rk+1 −Rk ≥ mδ] + P[sup{d(ZRk , Zn), Rk ≤ n ≤ Rk +mδ} ≥ m]
≤ P[Rk+1 −Rk ≥ mδ] +QT
[
mδ∑
i=1
d(e,Xi) ≥ m
]
.
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Since Rk+1 − Rk and µ have exponential moments, applications of Chebyshev’s inequality for
both summands show that we can choose δ sufficiently small such that P[Mk ≥ m] decays
exponentially fast to 0. Concerning k(n), we write
n
k(n)
=
n
Rk(n)
Rk(n)
k(n)
.
The second factor tends a.s. to E[R2 −R1] by the strong law of large numbers (since k(n) tends
to infinity). For the first factor we observe that Rk(n) ≤ n ≤ Rk(n)+1, hence
lim sup
n→∞
Rk(n)
n
≤ 1 .
On the other hand, since n ≥ k(n) and (Rk(n) −Rk(n)+1) have finite moments,
lim
n→∞
Rk(n) −Rk(n)+1
n
= 0 a.s.
and hence
lim inf
n→∞
Rk(n)
n
≥ lim inf
n→∞
(
Rk(n) −Rk(n)+1
n
)
+
Rk(n)+1
n
≥ 1 .
4.1 Limit Theorems
The existence of the law of large numbers (LLN) is a direct consequence of Kingman’s subadditive
ergodic theorem. Moreover, it was proven by Guivarc’h [18] that for non-amenable Cayley graphs
the speed is positive. We give a formula for the speed in terms of the renewal structure and
recover the above results without using Kingman’s theorem for driving measures with exponential
moments.
Theorem 4.3. Let (Γ, S) be a surface group with standard generating set and assume the driving
measure µ to have exponential moments. Then,
1
n
d(Zn, e)
a.s.−−−→
n→∞ v =
E[d(ZR2 , ZR1)]
E[R2 −R1] > 0. (8)
Proof. The law of large numbers for i.i.d. sequences applied to (Rk+1−Rk)k and (d(ZRk , ZRk+1))k,
tells us that
Rk
k
a.s.−−−→
k→∞
E[R2 −R1] and d(ZRk , e)
k
a.s.−−−→
k→∞
E[d(ZR2 , ZR1)].
With k(n) = max{k : Rk ≤ n} we have k(n)/n→ 1/E[R2−R1] a.s. by Corollary 4.2. Moreover,
the latter also implies that
lim
n→∞
d(Zn, e)− d(ZRk(n) , e)
n
≤ lim
k→∞
Mk
k
= 0 a.s. .
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Hence
d(Zn, e)
n
=
d(Zn, e)− d(ZRk(n) , e)
n
+
d(ZRk(n) , e)
k(n)
k(n)
n
a.s.−−−→
n→∞ 0 +
E[d(ZR2 , ZR1)]
E[R2 −R1] .
The strict positiveness of v follows from the fact that E[R2 −R1] <∞.
4.2 Proof of Theorem 1.1
Consider the following sequence of real valued random variables:
ξi = d(ZRi+1 , ZRi)− (Ri+1 −Ri)v i ≥ 1.
According to Theorem 3.1 this is a sequence of centered i.i.d. random variables. Moreover,
Σ = E[ξ21 ] > 0 since P(|ξi| > k) > 0 for some k ≥ 0. Let
Sn =
n∑
i=1
ξi, and Σ = E[ξ
2
1 ],
The sequence (Sn)n does not only satisfy a central limit theorem, i.e., Sn/
√
n
D−→ N (0,Σ),
but also an invariance principle, i.e., 1
Σ
√
n
S⌊nt⌋ converges in distribution to a standard Brownian
motion (e.g., see Donsker’s Theorem 14.1 in [4]). Let
k(n) = max{k :
k∑
i=1
(Ri −Ri−1) < n}
as in Corollary 4.2.
As the invariance principle is preserved under change of time (e.g., see Theorem 14.4 in
[4]) the sequence 1
Σ
√
k(n)
S⌊k(n)t⌋ also converges in distribution to a standard Brownian motion.
Choosing t = 1 yields in particular
Sk(n)/Σ
√
k(n)
D−−−→
n→∞ N (0, 1) .
From Corollary 4.2, since (n/k(n)) tends to a constant almost surely, we get that
Sk(n)/Σ
√
n
D−−−→
n→∞ N (0, σ
2),
where
σ2 = 1/E[R2 −R1].
Corollary 4.2 also ensures that the random variables
Mk = sup{d(Zn, ZRk), Rk ≤ n ≤ Rk+1}, k ≥ 1,
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form an i.i.d. sequence with exponential moments. Now, for any positive η
P
[|Sk(n) − (d(Zn, e) − nv)| > η√n] ≤ P [d(ZRk(n)+1 , e)− d(Zn, e) ≥ η2√n
]
+P
[
v(n−Rk(n)+1) ≥
η
2
√
n
]
. (9)
We start by treating the first summand in (9). Let M0 = sup{d(ZR1 , Z0), n ≤ R1}, then
P
[
d(ZRk(n)+1 , e)− d(Zn, e) ≥
η
2
√
n
]
≤ P
[
∃k ≤ n+ 1 : Mk > η
2
√
n
]
≤ P
[
∃1 ≤ k ≤ n+ 1 : Mk > η
2
√
n
]
+P
[
M0 >
η
2
√
n
]
≤ nP
[
M1 >
η
2
√
n
]
+ P
[
M0 >
η
2
√
n
]
−−−→
n→∞ 0 + 0.
Here we used for the second summand that M0 is almost surely finite and for the first summand
we applied once again the existence of exponential moments and the Chebyshev inequality:
nP
[
M1 >
η
√
n
2
]
≤ CnE[exp(δM1)]
exp(δ
√
n)
−−−→
n→∞ 0,
for some δ > 0. The treatment of the second summand in (9) is analogous by noting that
P
[
v(n−Rk(n)+1) ≥
η
2
√
n
]
≤ P
[
∃k ≤ n : Rk+1 −Rk ≥ η
2v
√
n
]
.
Altogether, the term in (9) tends to 0 for all η > 0; this finishes the proof of Theorem 1.1.
4.3 Analyticity of v and σ2
The aim of this section is to prove (real) analyticity of vµ and σµ. As any real function that
is obtained as the restriction of a complex analytic function to a real neighborhood is a real
analytic function we will in fact prove that vµ and σµ extend to complex analytic functions. In
this way we can use Generalized Vitali’s Theorem that states that the uniform limit of a sequence
of complex analytic functions on a fixed complex neighborhood is complex analytic.
Let ν be a driving measure of a random walk with exponential moments. Furthermore, let B
be a finite subset of the support of ν, i.e., B ⊆ supp(ν). Denote by Ων(B) the set of probability
measures that give positive weight to all elements of B and coincide with ν outside B. The set
Ων(B) can be identified with an open bounded convex subset in R|B|−1. We say, by abuse of
notation, that Oµ ⊂ Ων(B) is an open neighborhood of µ ∈ Ων(B) if its restriction to B is an
open neighborhood of the restriction of µ to B. We note OCµ for complex open neighborhoods of
µ that may become smaller from line to line.
For each µ ∈ Ων(B) we define the functions vµ and σµ as the rate of escape and the asymptotic
variance for the random walk with driving measure µ, compare with Theorem 1.1. We write Pµ
(resp. Eµ) for the probability measure (resp. expectation) of the random walk corresponding to
µ and Eµ
T
[·] = Eµx[·|D =∞] with T (x) = T.
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Preparations
In order to show analyticity of vµ and σµ we make the following preparations. Define Dx =
inf{n ≥ 1 ; Zn /∈ CA(x)} and for z ∈ CA(x) let hµ(z) = hµx(z) = Pµz [Dx =∞].
In this section we consider surface groups with standard generating sets and assume ν to
verify Assumption 2. Under this assumptions one verifies, as in the proof of Lemma 2.3, that
hµ(z) > 0 for all z ∈ CA(x).
Lemma 4.4. Let n ≥ 1, x of type T and z0, z1, . . . , zn ∈ CA(x). Then,
Eµz0 [1Z1=z1 · · · 1Zn=zn | Dx =∞] = Eµz0
[
1Z1=z1 · · ·1Zn=zn
n∏
i=1
hµ(Zi)
hµ(Zi−1)
]
.
Proof. The proof of the claim is a straightforward application of the Markov property; we just
write it for n = 1:
Eµz0 [1Z1=z1 | Dx =∞] =
P
µ
z0 [Z1 = z1,Dx =∞]
P
µ
z0 [Dx =∞]
= Pµz0 [Z1 = z1]
hµ(z1)
hµ(z0)
= Eµz0
[
1Z1=z1
hµ(Z1)
hµ(Z0)
]
.
Lemma 4.5. There exists some complex neighborhood OCν (B) of Ων(B) such that for all x ∈ Γ
and all z ∈ CA(x) the function µ 7→ hµ(z) can be extended to a complex analytic function on
OCν (B).
Proof. For each µ ∈ Ων(B) we have
1− hµ(z) = Pµz [Dx <∞] =
∑
k
Pµz [Dx = k].
Define γ(k)h as the set of all paths (z0, . . . , zk) of length k starting at z and leaving CA(x) for the
first time at time k, i.e., z0 = z, zi ∈ CA(x) ∀1 ≤ i ≤ k−1, and zk /∈ CA(x). We write x1, . . . , xk
for the increments of a path in γ(k)h . The crucial observation now is that
Pµz [Dx = k] =
∑
(x1,...xk)∈γ(k)h
k∏
i=1
µ(xj)
is a polynomial of degree at most k and can therefore be naturally extended to a complex analytic
function.
It follows from Equation (5) that Pµz [Dx = k] ≤ CDckD for all z ∈ CA(x) and some constants
CD and cD < 1 that do not depend on z. Now, choose an open neighborhood OCµ of µ such that
there exists some d ∈ [1, 1/cD) such that
max
x∈B
{∣∣∣∣ µ˜(x)µ(x)
∣∣∣∣
}
≤ d
21
for all µ˜ ∈ OCµ . For each µ˜ ∈ OCµ we have
|Pµ˜z [Dx = k]| = |Eµz [
k∏
i=1
µ˜(Xi)
µ(Xi)
1Dx=k]| = |
∑
(x1,...,xk)∈γ(k)h
k∏
i=1
µ˜(xi)
µ(xi)
k∏
i=1
µ(xi)|
≤ dkPµz [Dx = k] ≤ CD(dcD)k. (10)
Eventually, 1−hµ˜(z) is given locally as a uniform converging series of complex analytic functions
on a fixed complex neighborhood that does not depend on the choices of x and z.
Proof of Theorem 1.2
We have to prove that µ 7→ v = Eµ[d(ZR2 ,ZR1)]
Eµ[R2−R1] is real analytic. We will only prove that the
denumerator is an analytic function; the proof of the analyticity of the numerator is then a
straightforward adaptation. For the sake of simplicity we write Sk, Ek, and Dk for S
(2)
k , E
(2)
k ,
and D(2)k . Moreover, we define D0 = 0 and E0 = E. We have
R2 −R1 = 1 + E ◦ θR1+1 +
∞∑
k=1
(Sk − Sk−1)1S1<∞,...,Sk<∞.
Therefore, the denumerator can be written as
Eµ[R2 −R1] = EµT[1 + E ◦ θ1] +
∞∑
k=1
E
µ
T
[(Sk − Sk−1)1S1<∞,...,Sk<∞]. (11)
Since Sk − Sk−1 = Dk−1 + Ek−1 we first prove that Eµz [E | Dx = ∞] and Eµz [D | Dx = ∞] can
be extended to complex analytic functions.
Due to Lemmata 2.3 and 4.5 we can choose an open neighborhood OCµ of µ and some ch > 0
such that |hµ˜(z)| ≥ ch for all µ˜ ∈ OCµ and all z ∈ CA(x). Recall, that E has exponential moments,
i.e., there exist constants CE and cE < 1 such that P
µ
z [E = k] ≤ CEckE for all z ∈ CA(x). Now,
we choose OCµ smaller, if necessary, in order to guarantee that, for all µ˜ ∈ OCµ ,
max
x∈B
{∣∣∣∣ µ˜(x)µ(x)
∣∣∣∣
}
≤ d < 1/cE .
For each µ we have
Eµz [E | Dx =∞] =
∞∑
k=0
kEµz [1E=k | D =∞].
Consider
fk(µ) = kE
µ
z [1E=k | D =∞] = Eµz [k
k∏
j=1
hµ(Zj)
hµ(Zj−1)
1E=k] =
∑
(z1,...zk)∈γ(k)E
k
hµ(zk)
hµ(z)
k∏
i=1
µ(xi),
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where γ(k)E is the set of all paths of length k corresponding to the event {E = k}. Hence, each
fk(µ) can be extended to a complex analytic function on OCµ . If necessary we have to choose OCµ
still smaller such that hµ(z) is analytic on OCµ .
Now, for every µ˜ ∈ OCµ :
|fk(µ˜)| ≤ CkdkckE
1
1− ch
and hence Eµz [E | Dx = ∞] is given locally as a uniform converging series of complex analytic
functions on a fixed neighborhood OCµ and therefore is analytic onOCµ . The proof of the analyticity
of Eµz [D | Dx =∞] is similar and therefore omitted.
Let us return to the denumerator, see Equation (11), that can we written as
Eµ[R2 −R1] =
∞∑
k=0
gk(µ)
where
g0(µ) = E
µ
T
[1 + E ◦ θ1] and gk(µ) = EµT[Sk − Sk−11S1<∞,...,Sk<∞] k ≥ 1.
The same arguments as above imply that the functions Eµz [D + E|Dx = ∞], Pµz [S1 <
∞, · · · , Sk−2 < ∞|Dx = ∞] and Eµz [Dk−1 + Ek−11Dk−1<∞|Dx = ∞] extend to complex ana-
lytic function on some neighborhood OCµ . The choice of the neighborhood is again independent
of the choices of x, z and k. In the same way we see that g0(µ) extends to a complex analytic
function. Furthermore, for k ≥ 1 and x of type T,
gk(µ) = E
µ
T
[Sk − Sk−11S1<∞,...,Sk<∞]
= Eµx[Dk−1 + Ek−11Dk−1<∞|Dx =∞]Pµx[S1 <∞, · · · , Sk−2 <∞|Dx =∞],
and hence gk(µ) extends to a complex analytic function on some neighborhood OCµ . In order to
prove the analyticity of Eµ[R2 − R1] it suffices to show that
∑
k |gk(µ)| converges uniformly in
some open neighborhood of µ. To this end we use again the exponential moments of the involved
random variables and Lemmata 2.3 and 4.5 to obtain that there exists a complex neighborhood
OCµ such that for all µ˜ ∈ OCµ we have that
|Eµ˜x[Dk−1+Ek−11Dk−1<∞|Dx =∞]| ≤ C and |Pµ˜x[S1 <∞, · · · , Sk−2 <∞|Dx =∞]| ≤ (1−c)k−2
and eventually that |gk(µ˜)| ≤ C(1−c)k−2 for all µ˜ ∈ OCµ . This finishes the proof of the analyticity
of the denumerator. As mentioned above the proof of the analyticity of the numerator is very
similar and therefore omitted. Since Eµ[R2 − R1] > 0 this proves the analyticity of the rate of
escape. The proof of the analyticity of the asymptotic variance is a straightforward adaption of
the proof above.
4.4 Bypassing of Assumption 2
Let Γ be a surface group and µ be a probability measure on Γ with a finite exponential moment
and whose support generates Γ as a semigroup. Due to the irreducibility there exists some ℓ ∈ N
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such that
µ¯ :=
1
ℓ
ℓ∑
i=1
µ(ℓ)
fulfills Assumption 2. Let (X¯j)j≥1 be a sequence of i.i.d. random variables with law µ¯ and
Z¯n =
∏n
j=1 X¯j the corresponding random walk. Due to its construction the variables X¯j can
be seen as the result of a two-step probability event : let (Uj)j≥1 be i.i.d. random variables
(independent of (Xi)i≥1 with uniform distribution on {1, . . . , ℓ} then X¯j D= ZUj for all j ≥ 1 on
an appropriate joint probability space. Define Tn =
∑n
j=1 Uj then
Z¯n
D
= ZTn .
The proof of Theorem 4.3 can now be adapted as follows. Denote R¯n the renewal times corre-
sponding to Z¯n. Define k(n) = max{k : TR¯k<n}. As Tn/n→ (ℓ+1)/2 a.s. and R¯k/k → E[R¯2−R¯1]
a.s. we have that
k(n)
n
a.s.−−−→
n→∞
ℓ+ 1
2
E[R¯2 − R¯1].
Eventually, we obtain
1
n
d(Zn, e)
a.s.−−−→
n→∞
ℓ+ 1
2
E[d(Z¯R¯2 , Z¯R¯1 ])
E[R¯2 − R¯1]
. (12)
In the same spirit one can adjust the proof of Theorem 1.1 and obtains a formula for the asymp-
totic variance
σ2 =
2E[(d(Z¯R¯2 , Z¯R¯1)− (R¯2 − R¯1)v)2]
(ℓ+ 1)E[R¯2 − R¯1] . (13)
Due to the above formulæ for the rate of escape and asymptotic variance the results on analyticity
also hold without Assumption 2.
5 Discussion
The key ingredient that we used for the renewal theory is that for all x ∈ Γ
Px[Zn ∈ C(x) for almost all n] > 0. (14)
This fact does not hold in general as Example 5.1 shows.
Example 5.1. Let Γ be a hyperbolic group with generating set S and neutral element e. We set
Γ′ = Γ × (Z/2Z) with generating set S′ = {(s, 0), s ∈ S} ∪ {(e, 1)}. So the Cayley graph of
Γ′ consists of two copies of the Cayley graph of Γ that are connected by edges between (x, 0)
and (x, 1) for all x ∈ Γ. Observe that every geodesic starting from the origin (e, 0) that goes
through a point (x, 1) will never visit the 0-level afterwards. Eventually, while the cones types
of the level 1 may be ubiquitous they are not large. In particular we have for all x on level 1
that Px[Zn ∈ C(x) for almost all n] = 0.
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This fact was the motivation of the definition of large cone types. Indeed, the existence of
large cone types is almost necessary to the renewal structure we have defined. Let Γ be a non-
amenable finitely generated group endowed with a word metric and a probability measure µ whose
support generates Γ as a semigroup. Let A ⊂ Γ and let us consider DA = inf{n ≥ 0 : Zn /∈ A}.
If Px[DA =∞] > 0 then it is straightforward to show that
Px
[
lim
n→∞ d(Zn,
cA) =∞|DA =∞
]
= 1 .
It is possible to replace the cones in the renewal structure by quasi-cones. By this we mean
that we replace the geodesics in the definition of the cones by quasi-geodesics. One way to
establish such a construction is to consider shadows of finite balls or symbolic dynamics as
described in [7]. The quasi-cones obtained from such a construction are large in our sense. While
such a construction might be of its own interest it seems not to imply a central limit theorem.
Let us therefore end with two questions.
Question 5.1. Does any hyperbolic (automatic) group have large cone types for some (all) finite
generating set ?
Question 5.2. Does any hyperbolic (automatic) group have ubiquitous cone types for some (all)
finite generating set ?
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