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The Newton polygon construction for ODEs, and Malgrange–Ramis polygon for partial
differential equations in one variable are generalized in order to give an algorithm to find
solutions of a linear partial differential equation at a singularity. The solutions found
involve exponentials, logarithms and Laurent power series with exponents contained in
a strongly convex cone.
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1. Introduction
Using Newton’s polygon technique to solve algebraic equations in two variables consists
essentially in ordering a set of monomials, allowing one to speak of initial forms, and
giving a means to find solutions term by term. Malgrange (1979, 1991) develops a parallel
technique to find and describe the structure of formal solutions of linear differential
equations in one variable. Recently, McDonald (1995) has generalized the original Newton
polygon construction to several variables, and has described a process for computing
solutions of algebraic equations in any number of variables.
The aim of our work is to connect Malgrange’s and McDonald’s techniques in order
to give a term-by-term algorithm for finding solutions at a singularity of a linear partial
differential equation. We seek solutions of the form
exp
(
r∑
i=1
cix
Si
)
xγ
( ∑
I∈C∩ZN
xI
∑
0≤|J|≤kI
cI,J logJ x
)
, ci, cI,J ∈ C,
where C is a strongly convex cone in RN for which there exists ξ ∈ RN such that
ξ · S1 < · · · < ξ · Sr < 0 < ξ · I, I ∈ C.
The exponential part of the solution is computed using a generalization of the Malgrange–
Ramis polygon (Ramis, 1978, 1988; Malgrange, 1979) for the one-variable case, in which
our algorithm is successful. In the N -variable case, our algorithm works under “general”
conditions. We include examples to illustrate the kind of pathology that can appear.
The part of the solution that is a formal power series involving logarithms is computed
using a generalization of Newton’s polygon for ODEs and adapting McDonald’s method
to the differential case.
In the book Saito et al. (2000), an algorithm is presented for finding the solutions
of a regular holonomic system in terms of convergent power series involving logarithmic
terms. Unfortunately, it is not applicable to the case of a single equation, since the system
would be holonomic only in the one-variable case.
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Our algorithm is of simple description and elementary. It also computes the exponential
part of the formal solution. In the one-variable case, the structure of the formal solutions,
including the exponential part, was critical to the development of the theory of multi-
summability of formal power series solutions to ODEs (see Malgrange and Ramis, 1991).
2. Notation, Order and Solutions
Let N be a natural number and let x be an N -tuple x = (x1, x2, . . . , xN ). For α =
(α1, . . . , αN ) ∈ CN , we will use the following standard notation.
|α| = α1 + α2 + · · ·+ αN ,
log x = (log x1, log x2, . . . , log xN ),
xα = x1α1x2α2 · · ·xNαN ,
logα x = (logα1 x1)(logα2 x2) · · · (logαN xN ).
For α ∈ RN and w = (w(1), w(2), . . . , w(N)) ∈ RN2 , we denote
w · α = (w(1) · α ,w(2) · α , . . . , w(N) · α),
where w(i) · α denotes the scalar product in RN . The lexicographical order in RN will
be denoted by <, and the product order by ≺. For I, J ∈ Z≥0N , we denote I! =
(I1!)(I2!) · · · (IN !) and (
I
J
)
=
(
I1
J1
)(
I2
J2
)
· · ·
(
IN
JN
)
.
For j ∈ {1, 2, . . . , N}, let j = (0, . . . , 0, j)1 , 0, . . . , 0). We define inductively the partial
differential operators δI , I ∈ NN , as follows:
δ0(z) = z, δI+j (z) = xj
∂ δI(z)
∂xj
.
Given a ring R, let us denote by R[x] (resp. R[[x]]) the ring of polynomials (resp.
formal power series) over the indeterminates x1, . . . , xN with coefficients overR. A formal
Laurent series in x and coefficients in R is an expression g =∑I∈ZN rI xI , rI ∈ R. We
denote
E(g) = {I ∈ ZN ; rI 6= 0}.
We will say that g is a bounded Laurent series if E(g) ⊆ ZN≥ν .
A formal bounded Laurent series in x1, x2, . . . , xN with coefficients in C[log x] is writ-
ten as
g =
∑
I∈Z≥νN
xI
( ∑
0≤|J|≤kI
bI,J logJ x
)
, bI,L ∈ C, ν ∈ Z, (1)
and a linear partial differential operator of order m, with coefficients in C[[x]] can always
be written in the form x−(m,m,...,m)f where
f(z) =
∑
I∈Z≥0N
xI
( ∑
0≤|L|≤m
aI,L δLz
)
, aI,L ∈ C. (2)
We are going to give a method to find solutions of partial differential equations of the
form f(z)+g = 0. Multiplying, if necessary, the equation by x−(m,m,...,m), we can always
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assume that f and g are as in (2) and (1) respectively. If g = 0 we say that such an
equation is homogeneous.
Our method is “term by term”. To do this we need a notion of “first term”. Since we
will look for solutions with integer exponents the first thing we need to do is to choose
an order in ZN .
Definition 1. Let w = (w(1), w(2), . . . , w(N)) ∈ R≥0N
2
be a basis of RN , and let S be
a non-empty subset of ZN . The w-degree and the w-order of S are the N -tuples of real
numbers
ordw(S) = min
I∈S
w · I degw(S) = max
I∈S
w · I
where the maximum and minimum are taken using the lexicographical order. The w-
minimum and the w-maximum of S are, if they exist, the only points in S, minw(S) and
maxw(S) such that w ·minw(S) = ordw(S) and w ·maxw(S) = degw(S). For convenience
we will define ordw(∅) =∞ and degw(∅) = −∞.
If S is a finite set, ordw(S), degw(S), min
w
(S) and max
w
(S) do exist.
Let {Wi}i≥0 be a sequence of elements of S ⊆ ZN≥ν . If for all i we have ω ·Wi+1 < ω ·Wi,
then such a sequence is finite. This implies that if {hi}∞i=1 is a sequence of polynomials
in x with coefficients in the ring R, and
degw(E(hi)) > degw(E(hi+1)), ∀i ∈ Nwith degw(E(hi)) 6= −∞
then there exists n ∈ N such that hi = 0, for all i > n.
Let R[[x]]l denote the R-module of formal Laurent power series in x with coefficients
in R. Given w as in Definition 1, for each α ∈ RN consider the R-submodule of R[[x]]l
Mα = {g ∈ R[[x]]l ; ordw(E(g)) exists and ordw(E(g)) > α}
we have that α < α′ =⇒ Mα ⊃Mα′ . So, (see, for example, Matsumura, 1997, Section 8),
the family F = {Mα}α∈RN can be taken as a system of neighbourhoods of 0, to define a
topology (ω-topology) in R[[x]]l.
With this topology addition and subtraction are continuous, and, if A is a submodule
of R[[x]]l for which the product is defined (for example R[x]) then the product in A
is also continuous with the induced topology. Moreover, since
⋂
α∈RN Mα = {0}, this
topology is Hausdorff.
The order allows us speak about the first term of a series, while the ω-topology can
be used to define convergence of our series. Now we can say what we mean by a series
solution.
Definition 2. Let w be as in Definition 1, R = C[log x], g as in (1) and f as in (2);
and let s be a formal Laurent series of the form
s =
∞∑
i=0
rix
γi , ri ∈ R, w · γi < w · γi+1, ∀i ∈ N.
We say that z = s is a solution of the equation f(z) + g = 0, in the w-topology, if and
only if
lim
n−→∞ f
(
n∑
i=0
rix
γi
)
+ g = 0.
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For arbitrary formal Laurent series, the product is not defined, and the w-order of its
sets of exponents does not exist. Therefore we will restrict our search for solutions to
Laurent series whose exponents are contained in a strongly convex cone.
Definition 3. (see for example Oda, 1988). A subset C of RN is a cone if and only if
there exists a finite number of vectors u1, u2, . . . , ur ∈ RN such that
C = {λ1u1 + λ2u2 + · · ·+ λrur ; λ1, λ2, . . . , λr ∈ R≥0}.
A cone is said to be strongly convex if it contains no non-trivial linear subspaces.
If C is strongly convex, the set {g ∈ R[[x]]l ; E(g) ⊂ C} is a ring that will be denoted
by R[[C]].
We will say that w = (w(1), w(2), . . . , w(N)), as in Definition 1, is positive on C if and
only if w(1) · u > 0 for all u ∈ C \ {0} (i.e. if w(1) belongs to the interior of the dual cone
of C).
Given P ∈ RN , we will denote by P +C the translation of C sending the origin to P ,
that is,
P + C = {P + I ; I ∈ C}.
If C is a strongly convex cone, w is positive for C, and S is contained in (P +C)∩ZN
for some P ∈ RN , then, ordw(S) exists, and for any α ∈ RN the set {I ∈ S ;w · I < α}
is finite. This implies the following result.
Remark 4. Let {gi}∞i=1 be a sequence of formal Laurent series in x with coefficients in
R and let w be as in Definition 1. If there exists a strongly convex cone C ⊂ RN and a
point P ∈ RN such that
1. E(gi) ⊂ P + C for all i ∈ N
2. w is positive on C
3. ordw(E(gi)) < ordw(E(gi+1)) for all i ∈ N
then lim
i−→∞
gi = 0 in the w-topology.
3. Non-Homogeneous Equations
3.1. solving a simple case
We will start with an equation of the form f(z) + h = 0 where h is a polynomial in
log x with complex coefficients and f is a complex linear combination of {δL}0≤|L|≤m,
namely
h =
∑
0≤|J|≤k
bJ logJ x bJ ∈ C, k ∈ Z≥0, (3)
and
f(z) =
∑
0≤|L|≤m
aLδL(z) aL ∈ C, m ∈ Z≥0. (4)
We will consider the sets of points
E log(h) = {J ∈ Z≥0N ; bJ 6= 0} and Eδ(f) = {L ∈ Z≥0N ; aL 6= 0}.
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Let W and V be the points of ZN , W = maxw(E log(h)), and V = minw(Eδ(f)). We have
that
h = bW logW x+ hˆ, where degw(E log(hˆ)) < degw(E log(h)).
For β ∈ Z≥0N and c ∈ C,
δL(c logβ x) = c
(
β
L
)
L! logβ−L x. (5)
Thus, f(c logβ x) can be written as
f(c logβ x) = c aV
(
β
V
)
V ! logβ−V x+ h˜,
where degw(E log(h˜)) < w · β − ordw(Eδ(f)).
We will start by giving a procedure that finds the term of highest w-degree of a solution
of f(z) + h = 0.
Procedure 1. Given h as in (3), f as in (4), and w as in Definition 1.
Input: (h, f, w).
Output: (c, β, h¯), where c ∈ C, β ∈ Z≥0N , h¯ ∈ C[log x] are such that
(i) degw(E log(h¯)) < degw(E log(h)),
(ii) f(z + c logβ x) + h = f(z) + h¯.
The procedure:
1. Set V = minw(Eδ(f)) and W = maxw(E log(h)).
2. Set β =W + V .
3. Set c = − bW(
β
V
)
V ! aV
.
4. Set h¯ = f(c logβ x) + h.
5. Return (c, β, h¯).
Proof. We have :
h¯ = f(c logβ x) + h = (−bW logβ−V +h˜) + (bW logW +hˆ) = h˜+ hˆ,
where
degw(E log(h˜)) < w · β − ordw(Eδ(f)) = w · (V +W )− w · V = degw(E log(h)),
and degw(E log(hˆ)) < degw(E log(h)). 2
Now it is easy to construct a procedure to find a polynomial in log x with coefficients
in C that is a solution of f(z) + h = 0.
Procedure 2. Given h as in (3), f as in (4) and w as in Definition 1.
Input: (h, f, w).
Output: A polynomial, s, in log x with coefficients in C, such that
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(i) degw(E log(s)) = degw(E log(h)) + ordw(Eδ(f)),
(ii) z = s is a solution of the equation f(z) + h = 0.
The procedure:
1. Set h1 = h and i = 1.
2. While hi 6= 0,
(a) Set (ci, βi, hi+1) equal to the output of Procedure 1 with input (hi, f, w).
(b) Set i = i+ 1.
3. Return
i−1∑
j=1
cj logβj x.
Proof. By construction f
(∑i−1
j=1 cj log
βj x
)
= hi = 0 and
w · βj+1 = degw(E log(hj+1)) + ordw(Eδ(f))
< degw(E log(hj)) + ordw(Eδ(f)) = w · βj .
Thus
degw
(
E log
(
i−1∑
j=1
cj logβj x
))
= min
j∈{1,...,i−1}
w · βj = w · β1
= degw(E log(h)) + ordw(Eδ(f)),
so, we have (i) and (ii). Since any sequence of polynomials with decreasing w-degree is
finite the procedure ends. 2
Just adding one step to Procedure 2, we can find a solution of the equation f(xγz) +
xγh = 0, where γ is an N -tuple of complex numbers.
Procedure 3. Given h as in (3), f as in (4), w as in Definition 1 and γ ∈ Cn.
Input: (h, f, w, γ)
Output: A polynomial, r, in log x with coefficients in C, such that
f(xγr) + xγh = 0.
The procedure:
1. Set fˆ(z) =
1
xγ
f(xγz).
2. Set r equal to the output of Procedure 2 with input (h, fˆ , w).
3. Return r.
Proof. For L ∈ Z≥0N , we have the Leibniz formula
δL(xγz) = xγ
∑
0IL
(
L
I
)
γL−IδI(z). (6)
Therefore fˆ is a complex linear combination of {δL}0≤|L|≤m and Procedure 2 can be
used. Then f(xγr) + xγh = xγ(fˆ(r) + h) = 0. 2
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Remark 5. We have degw(E log(s)) = degw(E log(h)) + ordw
(
Eδ
( 1
xγ
f(xγz)
))
.
3.2. the general case
Definition 6. Let g be as in (1) and f as in (2), and consider the sets of points
E0(g) = {I ∈ RN ; exists J with bI,J 6= 0}
E1(f) = {I ∈ RN ; exists L with aI,L 6= 0}.
Let w be as in Definition 1. The w-order of g and the w-order of f are the N -tuples of
real numbers
ordw(g) = ordw(E0(g)) and ordw(f) = ordw(E1(f)).
Let W and V be the points in ZN , W = minw(E0(g)) and V = minw(E1(f)) then g can
be written as
g = xWΦ0(g,W ) + gˆ, where ordw(gˆ) > ordw(g),
and f can be written as
f(z) = xV Φ1(f,V )(z) + fˆ(z), where ordw(fˆ) > ordw(f) = w · V.
For γ ∈ ZN and r ∈ C[log x],
f(xγr) = xV Φ1(f,V )(x
γr) + fˆ(xγr) = xV Φ1(f,V )(x
γr) + g˜,
where ordw(g˜) > w · γ + ordw(f).
Note that Φ0(g,P ) is a polynomial in log x with complex coefficients (it can be written as
in (3)), and Φ1(f,V )(z) is a complex linear combination of {δL}0≤|L|≤m (it can be written
as in (4)).
Definition 7. The equation Φ1(f,V )(z) = 0 is called the characteristic equation associ-
ated with V .
Now we can give a procedure that finds the n terms of lowest w-order of a solution of
f(z) + g = 0.
Algorithm 4. Given g as in (1), f as in (2), w as in Definition 1 and n ∈ N.
Input: (g, f, w, n)
Output: (s, g¯), where s is a Laurent polynomial in x with coefficients in C[log x] written
in the form s =
m∑
i=1
rix
γi where m ≤ n, ri ∈ C[log x], γi ∈ ZN and
(i) w · γi < w · γi+1, ∀i ∈ {1, 2, . . . ,m},
(ii) ordw(g¯) > w · γm + ordw(f)
(iii) f(s) + g = g¯,
(iv) if m < n then g¯ = 0.
The algorithm:
1. Set g1 = g, V = min
w
(E1(f)) and i = 1.
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2. While gi 6= 0 and i ≤ n do
(a) Set Wi = min
w
(E0(gi)).
(b) Set γi =Wi − V .
(c) Set ri be a polynomial in log x with complex coefficients such that
Φ1(f,V )(x
γiri) + xγiΦ0(gi,Wi) = 0,
(ri can be found using Procedure 3).
(d) Set gi+1 = f(xγiri) + gi.
(e) Set i = i+ 1.
3. Set m = i− 1 and h¯ = hi.
4. Return
( m∑
i=1
rix
γi , h¯
)
.
Proof. Points (iii) and (iv) are clear from the construction. To prove (i) and (ii), let V
be as in step 1, and let Wi and gi, i ∈ {1, 2, . . . ,m} be as in steps 2a and 2d respectively.
Then
gi+1 = f(xγiri) + gi = (xV Φ1(f,V )(x
γis) + g˜) + (xWΦ0(gi,Wi) + gˆ) = (g˜ + gˆ),
where ordw(gˆ) > ordw(gi) and ordw(g˜) > w · γi + ordw(f) = ordw(gi). Therefore
ordw(gi) < ordw(gi+1), ∀i ∈ {1, 2, . . . ,m}. (7)
Also
w · γi = w ·Wi − w · V = ordw(gi)− ordw(f), (8)
and (i) and (ii) follow from (7) and (8). 2
Lemma 8. Let g be as in (1), f as in (2) and w as in Definition 1. Let V = min
w
(E1(f)),
and for each i ∈ N, let (si, gi+1) be the output of Algorithm 4 with input (g, f, w, i).
If there exists a point P ∈ RN , and a strongly convex cone, C ⊂ RN , such that
1. w is positive for C
2. E0(g) ⊂ P + C and E1(f) ⊂ V + C
then,
s = lim
i−→∞
si
exists (i.e. {si}∞n=1 is a Cauchy sequence in the w-topology), and
(a) E0(s) ⊂ (P − V ) + C,
(b) z = s is a solution of f(z) + g in the w-topology.
Proof. Let γi, ri and Wi be as in steps 2b, 2c and 2a of Algorithm 4. If there exists
i ∈ N such that gi = 0, let m = min{i : gi+1 = 0}, otherwise let m = ∞. We have
s =
∑m
i=1 rix
γi . From (6) it follows that for i ∈ {1, 2, . . .m},
E0(f(xγir)) ⊂ {I + γi ; I ∈ E1(f)}.
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By hypothesis E0(g1) ⊂ P+C. Now, suppose that E0(gi) ⊂ P+C. SinceWi is an element
of E0(gi), and γi =Wi − V , we have
γi ∈ (P − V ) + C
and as a consequence
E0(f(xγisi)) ⊂ {I + J ; I ∈ V + C, J ∈ (P − V ) + C} = P + C.
Furthermore, since gi+1 = gi + f(xγisi) then E0(gi+1) ⊂ P + C. So we have proved (a)
and that for i ∈ N, E0(gi) ⊂ W1 + C, which means E0(x−W1g) ⊂ C. Now the result
follows from (7) and Remark 4. 2
Definition 9. The Newton polyhedron of g and the Newton polyhedron of f will be
the convex envelope of the set E0(g) + R≥0N and E1(f) + R≥0N respectively
NP0(g) = conv(E0(g) + R≥0N ) NP1(f) = conv(E1(f) + R≥0N ).
The Newton polyhedron of f + g will be the subset NP(f + g) of RN+1, where
NP(f + g) = conv({(I, 1) ; I ∈ NP1(f)} ∪ {(I, 0) ; I ∈ NP0(g)}).
We say that an edge of NP (f + g) is non-horizontal if it is not contained in any
hyperplane of the form xN+1 = a.
Let e be a non-horizontal edge of NP (f + g) and let L be the line in RN+1 containing
the line segment e. The barrier wedge (see McDonald, 1995) of e in RN+1 is
Wg(e) = {λ(P − x) + x ; λ ∈ R≥0, P ∈ NP (f + g), x ∈ e}.
Let W be the vertex of NP 0(g) that belongs to e. The barrier cone of e is the strongly
convex cone
C(f+g,e) = {I −W ; (I, 0) ∈Wg(e)}.
Theorem 10. Let g be as in (1) and f as in (2) and let e be a non-horizontal edge of
NP(f + g).
There exist a series s and P ∈ ZN with xP s ∈ C[log x][[C(f+g,e)]] such that z = s is
a solution of the equation f(z) + g = 0, convergent in the ω-topology, for any ω (as in
Definition 1) that is positive on C(f+g,e).
Proof. Choose w as in Definition 1, such that w is positive on C(f+g,e), and let s =
lim
i−→∞
si where (si, gi+1) is the output of Algorithm 4 with input (g, f, w, i). We have that
(V, 1) ∈ e and (W1, 0) ∈ e and therefore
E0(g) ⊂W1 + C(f+g,e) and E1(f) ⊂ V + C(f+g,e).
Now the result is a direct consequence of Lemma 8. 2
4. Homogeneous Linear Partial Differential Equations
If f(z) = 0 is an ordinary linear differential equation (N = 1) of order m, it is known
(Fabry, 1885; Poincare´, Hukuhara. . . see Sections 2 and 3 of Turrittin’s paper (Turrittin,
1955)), that there exist m solutions {si}mi=1, linearly independent over C, of the form
si = exp(ri(x))xγi sˆi, where γi ∈ C, sˆi ∈ C[log x][[x]], and ri(x) ∈ C[x−1/d]. Moreover,
the exponents of sˆi in log x are bounded.
726 F. Aroca and J. Cano
In this section we will find solutions sI = exp(rI(x))xγI sˆI of linear partial differential
equations in N variables, where γI ∈ CN , sˆI ∈ C[log x][[C]] (C a strongly convex cone),
and rI(x) is a polynomial whose monomials have its exponents in the cone −C. The
classical result for N = 1 will be a consequence of our results.
4.1. the logarithmic part
Definition 11. Let f be as in (2) and let V be a vertex of the Newton polyhedron of f .
The indicial polynomial of f at V is the polynomial in α1, . . . , αN with coefficients in C
ϕ(f,V )(α) =
∑
0≤|L|≤m
aV,Lα
L.
Note that the degree of ϕ(f,V ) is equal to the order of Φ1(f,V ).
For a polynomial ϕ(α) =
∑
aLα
L, we consider the set
F0(ϕ) = Z≥0N \
⋃
aL 6=0
(L+ Z≥0N ),
and, for γ ∈ CN , Fγ(ϕ) = F0(ϕ(α+ γ)).
It is clear that Fγ(ϕ) 6= ∅ if and only if ϕ(γ) = 0; moreover, if we denote by mγ(ϕ)
the multiplicity at γ of the hypersurface defined by ϕ = 0, then mγ(ϕ) ≤ ]Fγ(ϕ) (the
cardinality of Fγ(ϕ)). When N = 1, mγ(ϕ) = ]Fγ(ϕ).
Suppose ϕ(f,V )(0) = 0 and let I = (I1, I2, . . . , IN ) be an element of F0(ϕ(f,V )). If
aV,(L1,...,LN ) 6= 0, there exists i ∈ {1, . . . , N} such that Ii < Li, so (see (5))
Φ1(f,V )(log
I x) =
∑
aV,LδL(logI x) = 0,
and we have that V /∈ E0(f(logI x)).
Definition 12. Let f be as in (2) and let V be a vertex of the Newton polyhedron of f .
The cone associated with V is the strongly convex subset of RN
C(f,V ) = {λ(P − V ) ; P ∈ NP1(f), λ ∈ R≥0}.
Theorem 13. Let f be as in (2) and let V be a vertex of NP1(f). For each γ ∈ CN
there exists ]Fγ(ϕ(f,V )) series, {sI}I∈Fγ(ϕ(f,V )), sI ∈ C[log x][[C(f,V )]] that are linearly
independent over C, and such that z = xγsI is a solution of the equation f(z) = 0 in the
w-topology, for any w positive on C(f,V ).
Proof. Let fˆ(z) =
1
xγ
f(xγz). As a consequence of (6) we have E1(f) = E1(fˆ) and
ϕ(fˆ ,V )(α) = ϕ(f,V )(α+ γ).
For I ∈ Fγ(ϕ(f,V )) let gI = fˆ(logI x). We have that E0(gI) ⊂ E1(f) ⊂ V + C(f,V ).
Therefore (Lemma 8) taking w positive on C(f,V ), if (sn, gn) is the output of Algorithm 4
with input (gI , fˆ , w, n), then sˆI = lim
n−→∞sn is an element of C[log x][[C(f,V )]] and z = sˆI
is a solution of fˆ(z) + gI .
Since V /∈ E0(gI) we have that ordw(sˆI) > 0, therefore, the series
{sI}I∈Fγ(ϕ(f,V )) = {logI x+ sˆI}I∈Fγ(ϕ(f,V ))
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are linearly independent over C, and, by construction, z = xγsI is a solution of the
equation f(z) = 0. 2
Remark 14. Let N = 1 and let f(z) = 0 be an ordinary differential equation of
order m. Let V be the only vertex of NP 1(f), let γ ∈ C be a root of ϕ(f,V ) and let
s = xγ
∑∞
i=0 x
γi
(∑ki
j=1 ci,j log
j x
)
be a solution of f(z) = 0 found using the algorithm
proposed. We have that ki < m for all i ≥ 0.
Proof. Let w = (1). We have γ0 ∈ Fγ(ϕ(f,V )); that is to say, γ0 is an integer and
0 ≤ γ0 < mγ(ϕ(f,V )). For i ∈ N ,
∑ki
j=1 ci,j log
j x is a solution of Φ1(f,V )(x
γiz) + xγihi,
where hi ∈ C[log x] is of degree less than or equal to minl<i kl. So, by Remark 5 we have
ki ≤ min
l<i
kl + ordw
(
Eδ
(
1
xγi
Φ1(f,V )(x
γiz)
))
.
Now ordw(Eδ(( 1xγi Φ1(f,V )(xγiz))) = mγi(ϕ(f,V )). The number of zeros of ϕ(f,V ) counted
with its multiplicity is less than or equal to m; and we have the result. 2
4.2. the exponential part
We will consider partial differential operators of the form
f =
∑
I∈( 1dZ≥ν)N
xI
( ∑
0≤|L|≤m
aI,L δL
)
, aI,L ∈ C, (9)
where ν, d are integers, and d > 0. Consider the set of points in RN+1 given by
EMR(f) = {(I, |L|) ∈ RN+1 | aI,L 6= 0}.
The Malgrange–Ramis Newton polyhedron of f , NPMR(f), will be the convex envelope
of the set
EMR(f) + (RN≥0 × R≤0).
Remark 15. Let pi : RN+1 → RN be the projection over the first N coordinates. Then
pi(EMR(f)) = E1(f), and so pi(NPMR(f)) = NP1(f).
The slope of a non-horizontal line e is the vector
S(e) =
1
qN+1 − pN+1 (q1 − p1, . . . , qN − pN ),
where (p1, . . . , pN+1) and (q1, . . . , qN+1) are any two different points in e. If S(e) = 0 =
(0, . . . , 0), we say that e is vertical.
Given f as in (9) and e a non-horizontal line, we define the polynomial
Ψ(f,e)(c) =
∑
(I,|L|)∈e
aI,Ls
Lc|L|, where s = −S(e). (10)
Remark 16. Let e be an edge of NPMR(f) with endpoints (p1, . . . , pN+1) and (q1, . . . ,
728 F. Aroca and J. Cano
qN+1), pN+1 < qN+1. Suppose e is neither horizontal nor vertical. We define the vertical
length of e as vlength(e) = qN+1 − pN+1. In the one-variable case, i.e. N = 1, we
have Ψ(f,e)(c) = cp2γ(c), where γ(0) 6= 0 and γ(c) is a polynomial of degree q2 − p2.
Thus Ψ(f,e)(c) has vlength(e) roots (counting multiplicities) different from zero. In the
N -variable case, one cannot guarantee the existence of non-zero roots of Ψ(f,e)(c); it
could even happen that Ψ(f,e)(c) ≡ 0, so that there would be an infinite number of
non-zero roots.
Let f1 and f2 be two differential operators. By f1 ·f2 we denote the differential operator
product of f1 and f2, that is, for a function z, f1 · f2(z) = f1(f2(z)). If s(x) is a function,
the differential operator s(x)δ0 will be denoted simply as s(x), thus s(x)(z) = s(x)z. For
example, we have
xI · δi · exp(cxα) = exp(cxα) · xI · (cαixα + δi), (11)
where we recall that i = (0, . . . , 0, 1, 0, . . . , 0).
Lemma 17. Let d1, d2 and m be positive integers, α = (α1, . . . , αN ) ∈ ( 1d1Z)N , I =
(I1, . . . , IN ) ∈ ( 1d2Z)N . Let e be the segment in RN+1 with endpoints (I,m) and (I +
mα, 0), and let R be the convex hull of e∪ (I, 0). Let R∗ = R \ e. For any positive integer
d we denote ed = e∩( 1dZ)N×N, and R∗d = R∗∩( 1dZ)N×N. Consider a partial differential
operator with exponents in ed2 ,
t =
∑
(J,|T |)∈ed2
aJ,T x
J δT , aJ,T ∈ C.
Let c ∈ C. Then there exist differential operators g and h, such that
t · exp(cxα) = exp(cxα) · (g + h), (12)
and
g =
∑
(J,|T |)∈ed
bJ,Tx
JδT , bJ,T ∈ C,
h =
∑
(J,|T |)∈R∗d
dJ,Tx
JδT , dJ,T ∈ C,
where d is the least common multiple of d1 and d2. The coefficients bJ,T satisfy the
following equality:∑
(J,|T |)∈ed
aJ,T (ξ1 + cα1)T1 · · · (ξN + cαN )TN =
∑
(J,|T |)∈ed
bJ,T ξ
T1
1 · · · ξTNN , (13)
where ξ1, . . . , ξN are algebraic indeterminates. In particular,
bI+mα,0 = Ψ(t,e)(c).
If bJ,T = 0, for |T | < m, then d = d2.
In the one-variable case, i.e. N = 1, for all k, 1 ≤ k ≤ m, we have
bJ,T = 0, ∀0 ≤ T ≤ k ⇐⇒ Ψ(t,e)(c) = Ψ′(t,e)(c) = · · · = Ψ(k)(t,e)(c) = 0.
Proof. First, we will prove equalities (12) and (13) for the case of t = xIδL, m = |L|.
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From equation (11) we have
xIδ(L1,...,LN ) exp(cx
α) = exp(cxα)xI(cα1xα + δ1)L1 · · · (cαNxα + δN )LN .
From the Leibniz formula,
axJ1δT1bx
J2δT2 = abx
J1+J2
(
δT1+T2 +
∑
|T |<|T1+T2|
dT δT
)
, a, b, dT ∈ C.
An induction process on |L| shows that
xI
s∏
i=1
(aixα + δi)Li =
∑
(J,|T |)∈ed
bJ,Tx
JδT +
∑
(J,|T |)∈R∗d
dJ,Tx
JδT ,
where e is the segment with endpoints (I + |L|α, 0) and (I, |L|), and R is the convex hull
of e ∪ (I, 0), and the coefficients bJ,T satisfy
(ξ1 + a1)L1 · · · (ξN + aN )LN =
∑
(J,|T |)∈ed
bJ,T ξ
T1
1 · · · ξTNN .
Now, apply the case of one monomial to each monomial of t to obtain the operators g
and h. The coefficients of g satisfy equation (13) by linearity.
Let us write F (ξ) =
∑
(J,|T |)∈e aJ,T ξ
T , and G(ξ) =
∑
(J,|T |)∈e bJ,T ξ
T . We have G(ξ) =
F (ξ + cα).
Assume that bJ,T = 0, for |T | < m. Then G(ξ) is a homogeneous polynomial of order
m. We have that F (ξ) = G(ξ − cα). If c = 0 then g = t and obviously d = d2. If c 6= 0,
then cα 6= (0, . . . , 0), and then there exists T ′, with |T ′| = m−1 such that the coefficient
of ξT
′
in F (ξ), aJ0,T ′ , is different from zero. Then α = J0 − I ∈ 1d2ZN , and so d = d2.
Now assume N = 1. Write Ψ(c) = Ψ(t,e)(c). We have Ψ(c) = F (cα), hence ψ(k)(c) =
F (k)(cα)αk, 0 ≤ k ≤ m. On the other hand, G(k)(0) = F (k)(cα), 0 ≤ k ≤ m. Finally,
bJ,T = 0, 0 ≤ T ≤ k, if and only if G(T )(0) = 0. 2
Corollary 18. Let c0 be a simple non-zero root of Ψ(t,e)(c). Then there exist (J, T ) ∈ ed
with |T | = 1 and bJ,T 6= 0. In particular, if some coefficients of α are negative then
NPMR(g + h) has a vertex of height one, namely (I + (m− 1)α, 1).
Proof. Write F (ξ) =
∑
(J,|T |)∈e aJ,T ξ
T , and G(ξ, c) =
∑
(J,|T |)∈e bJ,T (c)ξ
T . We have
α = −S(e), hence Ψ(t,e)(c) = F (cα). Since c0 is a simple root of Ψ(t,e)(c), then 0 6=
Ψ′(t,e)(c0) =
∑N
i=1 αi
∂F
∂ξi
(c0α). Hence there exists i, such that ∂F∂ξi (c0α) 6= 0. Computing
the Taylor expansion of F at c0α, one sees that bJ,i(c0) = ∂F∂ξi (c0α) 6= 0, where i =
(0, . . . , 0, 1, 0, . . . , 0). The second assertion follows straightforwardly. 2
Remark 19. Let ξ = (ξ1, . . . , ξN ) ∈ RN>0 such that ξ1, . . . , ξN are linearly independent
over Q. Consider the projection pi : RN+1 → R2, given by
pi(x1, . . . , xN+1) =
(
N∑
i=1
ξixi, xN+1
)
.
Let d be a positive integer and p, q, r ∈ 1dZ
N × N. If pi(p) = pi(q), then p = q. Moreover,
if pi(p), pi(q) and pi(r) are aligned, then p, q and r are also aligned in RN+1.
730 F. Aroca and J. Cano
Let ∆(f) be the convex hull of the set pi(EMR(f)) + (R≥0 × R≤0). We have ∆(f) =
pi(NPMR(f)). Let l0, l1, . . . , ls, l∞ be the edges of ∆, such that 0 = S(l0) < S(l1) < · · · <
S(ls) < S(l∞) = ∞. Let q′ and p′ be the vertices of li, 1 ≤ i ≤ s, and p and q the only
points in EMR(f) such that pi(p) = p′ and pi(q) = q′. We have that the segment ei in
RN+1, with endpoints p and q, is an edge of NPMR(f). Let p′ be the top vertex of l0, and
p ∈ EMR(f) be such that pi(p) = p′. Then the vertical ray e0 of RN+1 with top vertex p
is an edge of NPMR(f).
Definition 20. We will say that e0, e1, . . . , es is the edge path of NPMR(f) defined by
ξ or associated with f by ξ.
Remark 21. Let w = (ξ, w(2), . . . , w(N)) ∈ RN be a basis of RN . Let e0, . . . , es be
the edge path associated with f by ξ. Let E1(f) as in Definition 6. Let (V1, . . . , VN ) =
minw(E1(f)). Then e0 is contained in the line xj = Vj , 1 ≤ j ≤ N .
Remark 22. Let e be an edge belonging to the edge path associated with f by ξ.
Let Wg(e) and C(e) be the barrier wedge and the barrier cone of e respectively. (see
Definition 9 or McDonald, 1995). We have that ξ is positive on C(e), that is, for v ∈ C(e),
v 6= 0, we have ξ · v > 0.
Lemma 23. Let ξ be as in Remark 19. Let f be a partial differential operator of order
m as in (9). Let e0, e1, . . . , es be the edge path associated with f by ξ. Let e = ek and
α = −S(e). Let c0 ∈ C be a non-zero root of Ψ(f,e)(c). Let g be the partial differential
operator such that
f · exp(c0xα) = exp(c0xα) · g.
Then the following assertions hold:
1. The differential operator g is of order m and it can be written as in (9), changing
d and ν if necessary.
2. The edge path associated with g by ξ is e′0, e
′
1, . . . , e
′
t, ek+1, . . . , es. The top vertex of
ek is equal to the top vertex of e′t. Moreover
S(pi(e′j)) < S(pi(e)), 0 ≤ j ≤ t− 1.
Also S(e′t) = S(e) if and only if S(pi(e
′
t)) = S(pi(e)).
3. Depending on whether S(e′t) 6= S(e) or not, we have:
(a) S(e′t) 6= S(e). Then S(pi(e′t)) < S(pi(e)). If EMR(f) ⊆ ( 1dZ)N × N, then α ∈
( 1dZ)
N , and so EMR(g) ⊆ ( 1dZ)N × N. That is, the “denominator” d does not
increase.
(b) S(e′t) = S(e). Let p = (p1, . . . , pN+1) be the bottom vertex of e
′
t. Then pN+1 ≥ 1.
Let (q1, . . . , qN+1) be the top vertex of e′0. If qN+1 = 0, then t ≥ 2.
4. Let p be the top vertex of e and R be a non-horizontal line passing through p and
S(pi(e)) ≤ S(pi(R)). Let C be a convex cone of RN positive for ξ. Call W to the set
of points r + (v, 0), where r ∈ R and v ∈ C. If EMR(f) ⊆W , then EMR(g) ⊆W .
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5. Assume we are in the one-variable case, i.e. N = 1. Let p = (p1, p2) be the top
vertex of e. Let M be the multiplicity of the root c0 of the polynomial Ψ(f,e)(c). We
have M ≤ p2. The point lying in the line containing e and with second coordinate
M is q = (p1 + (p2 −M)α,M). The point q is either the top or the bottom edge of
e′t depending on whether M = p2 or M < p2. If M = p2 then S(e
′
t) 6= S(e), and if
M < p2, then S(e′t) = S(e).
Proof. Since α is the slope of a segment with endpoints in 1dZ
N × N, there exists a
positive integer d1 such that α ∈ 1d1ZN . Let ν′ = min{ν +mαj ; 1 ≤ j ≤ N} ∪ {ν}. Then
RN≥ν′ contains the sets RN≥ν and RN≥ν′ + mα. From Lemma 17 we have that E(1)(g) ⊆
1
d′Z
N
≥ν′ , for some positive integer d
′. This ends the proof of assertion 1.
Let l0, l1, . . . , ls be the non-horizontal edges of ∆(f) = pi(NPMR(f)) indexed in such a
way that pi(ei) = li. From Lemma 17 we have that
xIδL · exp(c0xα) = exp(c0xα) · (xIδL + h),
where pi(EMR(h)) is included in the convex hull R of the points pi((I, |L|)), pi((I, 0)) and
pi((I + |L|α, 0)), without the point pi((I, |L|)).Thus lk+1, . . . , ls are edges of ∆(g), which
moreover is contained in the right half-plane defined by lk. Let Lk be the line which con-
tains lk. Let xI
′
δL′ be a monomial of g with non-zero coefficient. Assume that pi(I ′, |L′|) ∈
Lk. Then xI
′
δL′ comes from a monomial xIδL of f such that pi(I, |L|) ∈ lk, hence
(I, |L|) ∈ ek. Thus (I ′, |L′|) belongs to the line which contain ek because α = −S(ek).
This completes the proof of Assertion 2. Now, 3 and 5 are consequences of Lemma 17.
Assertion 4 is an elementary exercise of affine geometry, in view of Lemma 17. 2
Proposition 24. Let f and ξ be as above. Assume that I = {(fi, ci, ei)}i≥1 is a sequence
with f1 = f that satisfies the following properties:
1. For i ≥ 1, ei is a non-vertical edge of NPMR(fi) belonging to the edge path defined
by ξ and S(pi(ei+1)) < S(pi(ei)).
2. The complex number ci is a non-zero root of the polynomial Ψ(fi,ei)(c).
3. For si = −S(ei) we have fi · exp(cixsi) = exp(cixsi) · fi+1.
Then the sequence I is finite.
Proof. Let hi be the (N + 1)th coordinate of the top vertex of ei. We have hi ∈ N. From
the preceding lemma and property 1 we have that hi+1 ≤ hi. Thus, either the sequence
I is finite or there exists i0 such that, if i ≥ i0, then hi = hi+1 = hi0 . For i ≥ i0, the top
vertex of ei is equal to the top vertex of ei+1, and so equal to the top vertex of ei0 , call it
p = (p1, . . . , pN+1). Thus, for i ≥ i0, we are in case 3(a) of the preceding lemma. Then,
there exists d ∈ N such that for all i ≥ 1, we have EMR(fi) ⊆ ( 1dZ)N × N and si ∈ 1dZN .
Now we will use the same argument as in Section 3.10 of McDonald (1995). LetWg(ei0)
be the barrier wedge of the edge ei0 of NPMR(fi0). Let q
i be the bottom vertex of ei.
From Lemma 17 it follows that EMR(fi0+1) ⊆ Wg(ei0), hence qi0+1 ∈ Wg(ei0). We can
conclude that EMR(fi0+2) ⊆ Wg(ei0). Using this argument recursively shows that for
i ≥ i0, EMR(fi) ⊆Wg(ei0).
Let q be the intersection point between the line containing ei0 and the hyperplane
qN+1 = 0. Let C be the intersection between the barrier wedge Wg(ei0) and the hy-
perplane qN+1 = 0. Then C = q + C˜, where C˜ is a strongly convex cone of RN . We
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have that ξ is positive for C˜. Thus, for any constant K, only a finite number of points
r ∈ C ∩ ( 1dZ)N verify that ξ · r ≤ K. On the other hand, for i ≥ i0 we have that
S(ei) = S(p− (ri, 0)), where ri ∈ C ∩ ( 1dZ)N . The slope of pi(ei) is greater than or equal
to zero and it is ξ · S(ei). Then ξ · ri ≤ ξ(p1, . . . , pN ), and thus there only exist a finite
number of possibilities. 2
4.3. the tree of the exponential parts
Given f and ξ as above, we will now construct a tree T such that its branches will cor-
respond to sequences I as in preceding lemma. We will call T the tree of the exponential
parts of f with respect to ξ. First we construct another tree G as follows:
For every non-vertical edge e of NPMR(f) belonging to the edge path defined by ξ, and
for every non-zero-root c′ of the polynomial Ψ(f,e)(c), we consider (f, c′, e) as a node of
G of level one. Let e0 be the vertical edge of the edge path of NPMR(f) defined by ξ; if
the (N +1)th coordinate of the top vertex of e0 is greater than or equal to one, then we
consider (f, e0) as a node of G of level one. Let (fi, ci, ei) be a node of G of level i ≥ 1.
We take fi+1 such that
fi · exp(cixsi) = exp(cixsi) · fi+1, si = −S(ei).
For every non-vertical edge ei+1 of NPMR(fi+1) belonging to the edge path defined by ξ,
and satisfying S(pi(ei+1)) < S(pi(ei)), and for every non-zero root ci+1 of the polynomial
Ψ(fi+1,ei+1)(c), we consider (fi+1, ci+1, e
i+1) as a node of G, and we establish that node
as a successor of the node (fi, ci, ei). Let e′0 be the vertical edge of the edge path of
NPMR(fi+1) defined by ξ; if the (N + 1)th coordinate of the top vertex of e′0 is greater
than or equal to one, then we consider (fi+1, e′0) as a node of G and we establish that
node as a successor of the node (fi, ci, ei).
Let T be the tree obtained from G deleting all nodes of the form (g, e) where e is a
vertical edge. We remark that in G, such nodes have no successor, so that T is in fact
a tree.
Let I = {(fi, ci, ei)}1≤i≤r be a branch of T (which is finite by the preceding proposi-
tion). Let g be the differential operator such that fr · exp(crxsr ) = exp(crxsr ) · g, where
sr = −S(er). Let e be the vertical edge of the edge path of NPMR(g) with respect to ξ.
We define the multiplicity of I as the (N + 1)th coordinate of the top vertex of e.
Proposition 25. Let f and ξ be as above. Let I = {(fi, ci, ei)}1≤i≤r be a branch of
T with multiplicity M . We can compute a polynomial ϕ(α1, . . . , αN ) of degree M such
that, for each γ ∈ CN , with ϕ(γ) = 0, there exists a solution of the homogeneous partial
differential equation f(z) = 0, of the form
zγ(x) = exp
(
r∑
i=1
cix
−S(ei)
)
xγ
( ∑
I∈C∩ZN
xI
∑
0≤|J|≤kI
cI,J logJ x
)
, cI,J ∈ C,
where c0,0 = 1, and C is a cone on which ξ is positive. We also have
ξ · (−S(e1)) < ξ · (−S(e2)) < · · · < ξ · (−S(er)) < 0.
In the one-variable case, for each root γ of multiplicity d of the polynomial ϕ(α), there
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exist d solutions linearly independent over C, of the form
exp
(
r∑
i=1
cix
−S(ei)
)
xγ
(
m−1∑
j=0
sj(x) logj(x)
)
(14)
where sj(x) are formal power series and m is the order of f .
Proof. Let p(x) =
∑
cix
−S(ei). Consider the differential operator g such that
f · exp(p(x)) = exp(p(x)) · g. Let e be the vertical edge of the edge path of NPMR(g)
with respect to ξ. Since the branch I has multiplicity M , the top vertex p of e has M as
its (N +1)th coordinate. Writing p = (V,M) we get V = minw(E1(g)) (see Definition 6)
and for I belonging to the cone C(g,V )we have ξ · I > 0. Now take ϕ(α) = ϕ(g,V )(α) and
apply Theorem 13 and Remark 14. 2
Remark 26. In the above proposition we have assumed, as one of the hypotheses, the
existence of a branch of T . In the one-variable case, the number of branches of T is
determined as described in the next theorem. In the N -variable case, the behavior of the
numbers of branches of T is similar to the one-variable case, but some pathologies can
appear: we deal with them in Remark 31.
Theorem 27. Assume we are in the one-variable case, i.e. N = 1. Let f be a one-
variable differential operator of order m. Consider ξ = (1). Let e0, e1, . . . , es be the non-
horizontal edges of the Newton polygon of NPMR(f). Let q = (q1, q2) be the top vertex of
e0. Then the tree of the exponential parts of f has exactly m− q2 branches counted with
multiplicity.
Proof. Let T and G be the trees constructed above. For a node (g, c′, e) of G we denote
by M(g, c′, e) the multiplicity of the root c′ in Ψ(g,e)(c). For a node (g, e′), with e′ a
vertical edge associated with g, we denote the second coordinate of the top vertex of e′
by M(g, e′).
In the one-variable case we have that, for any edge e of NPMR(g), the polynomial
Ψ(g,e)(c) has exactly vlength(e) roots different from zero (counted with multiplicity).
This implies that any branch of G ends with a node of the type (h, e), e being a vertical
edge associated with h. Now let I be a branch of T , and I ∪ {(h, e)} a branch of G. The
multiplicity of I in T is M(h, e). It is enough to prove that if Θ1, . . . ,Θk are all nodes
of G which end a branch of I, then m − q2 =
∑k
i=1M(Θi). If q2 ≥ 1 then Θ0 = (f, e0)
is the only node that ends a branch of G without ending a branch of T , and we have
q2 = M(f, e0). If q2 = 0 then (f, e0) 6∈ G. Thus, it is enough to prove that m is the sum
of M(Θ) where Θ runs over all nodes of G which end a branch of G.
We have that m = q2 +
∑s
i=1 vlength(ei). From Remark 16 and the fact that q2 =
M(f, e0), we have
m =M(f, e0) +
s∑
i=1
∑
c′ 6=0,Ψ(f,ei)(c′)=0
M(f, c′, ei).
Now it is enough to prove that, for (g, c, e) ∈ G, M(g, c, e) is the sum of M(Θ) where Θ
runs over all successors of (g, c, e) in G. This is a consequence of part 5 of Lemma 23. 2
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As a corollary we obtain an algorithm to compute a fundamental set of formal solutions
of f . There are q2 linearly independent solutions of the form xγ
(∑m−1
j=0 sj(x) log
j(x)
)
,
and for each branch of T with multiplicityM , we obtainM linearly independent solutions
of the form (14).
the N-variable case
Definition 28. Let f be a differential operator and ξ as in Remark 19. We will say that
f is simple with respect to ξ if the following properties hold:
1. If e0, e1, . . . , es is the edge path associated with f by ξ, then the polynomial
Ψ(f,ei)(c) has exactly vlength(e) simple non-zero roots for 1 ≤ i ≤ s.
2. For each node (fi, ci, ei) of the tree T of the exponential parts of f with respect to
ξ, the polynomial Ψ(fi,ei)(c) has exactly vlenght(e) simple non-zero roots.
3. Every branch of the auxiliary tree G (see Subsection 4.3) ends with a node of type
(g, e) where e is a vertical edge.
Remark 29. The above property is generical in the following sense:
Let ξ be as above and fix a Newton polyhedron N ⊆ RN+1. Consider the set A of
simple differential operators f such that NPMR(f) = N . Let E be the union of the edges
belonging to the edge path of N associated by ξ, except the vertical edge. Let B be the
set of pairs (I, L) such that (I, |L|) ∈ E, I ∈ ( 1dZ)N and L ∈ NN . The set B is finite. Let
k be its cardinal. Consider the map ∆ sending f as in (9) to (aI,L; (I, L) ∈ B) ∈ Ck. The
image ∆(A) contains an open dense subset of Ck.
Theorem 30. Let f be a differential operator simple with respect to ξ. Let e0, e1, . . . , es
be the edge path associated with f by ξ. Let qN+1 be the (N + 1)th coordinate of the top
vertex of e0. Let m be the order of f . Then the tree T of the exponentials parts of f has
exactly m− qN+1 branches, each of multiplicity one.
Proof. From property 1 of Definition 28, G has exactly m − qN+1 nodes of level
one. Let c′ be a non-zero root of Ψ(f,ek)(c). It is a simple root because Ψ(f,ek)(c)
has at most vlenght(ek) non-zero roots counted with multiplicity. Let g be such that
f · exp(c′xα) = exp(c′xα) · g, where α = −S(ek). From Corollary 18, NPMR(g) has a
vertex q lying in the line containing ek and with the (N +1)th coordinate equal to 1. Let
e′0, e
′
1, . . . , e
′
t, ek+1, . . . , es be the edge path associated with g. There are two possibilities.
The first one is that the top vertex of e′0 is q, and then (g, e) is the only successor in G of
the node (f, c′, ei), which finishes. The second possibility is that the top vertex of e′1 is
q. Then S(pi(e′2)) = S(pi(ek)). The polynomial Ψ(g,e′1)(c) is either linear or constant. If it
were a constant then the node (f, c′, ei) would not have any successor in G, contradicting
property 3 of Definition 28. Thus Ψ(g,e′1)(c) is linear and has a non-zero root c
′′. Then
(g, c′′, e′1) is the only successor in G of (f, c′, ei). Using this argument recursively one sees
that each node (f, c′, ei) belongs only to one branch of F . 2
Remark 31. If f is not simple then the following three kinds of pathology can alter
the number of branches (counting with multiplicities) of the tree T of exponential parts
of f :
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1. In the process of construction of T , one can encounter an edge e associated with
fi such that the polynomial Ψ(fi,e)(c) has fewer roots different from zero (counting with
multiplicities) than the vertical length of e. This can
(i) cause the apparition of a branch of T with multiplicity zero, or
(ii) make T have less than m− qN+1 branches, or
(iii) make T = ∅ even if m− qN+1 > 0.
One example of this last case is f(z) = y ∂z(x,y)∂y − x−1z(x, y) = 0. We have EMR(f) =
{q = (0, 0, 1), p = (−1, 0, 0)}. Take ξ = (1, 0). The edge path associated with f by ξ
is e0, e1, where e0 is the vertical edge with top vertex q, and e1 is the segment with
endpoints q and p. We have Ψ(f,e1)(c) = 1 · 10 · 01 · c− 1 = −1, so that Ψ(f,e1)(c) has no
roots, and hence the tree T is empty and our algorithm gives no solution. However, we
have
f · exp(cx−1 log(y)) = exp(cx−1 log(y)) · (δy + (c− 1)x−1).
Taking c = 1, we obtain h(x) exp(x−1 log(y)) = h(x)yx
−1
as a family of solutions of
f(z) = 0.
This example suggests the introduction of logarithms in the exponential part in or-
der to avoid this kind of pathology. This is possible in some cases. Assume g is such
that f · exp(cxα logJ x) = exp(cxα logJ x) · g. Then logarithms appear in the coefficients
of g. Let V = minξ(E1(g)). If no logarithm appear in the monomials corresponding
to V we can perform the algorithm described in Sections 3 and 4.1. If some loga-
rithms appear in these monomials then the coefficients of xI in the solution may not
be polynomials in log x and we would need to introduce formal power series in log x.
Also, and by far the most complex possibility, is that we need to introduce nested loga-
rithms.
2. The tree T can have infinitely many branches. One example of this case is f = δ(1,0)−
2δ(0,1) + x21x2(−δ(2,0) + δ(1,1) + 2δ(0,2)). We have EMR(f) = {q = (0, 0, 1), p = (2, 1, 2)}.
The edge path associated with f is e0, e1, where e0 is the vertical edge with top vertex q,
and e1 is the segment with endpoints q and p. We have S(e1) = (2, 1), and Ψ(f,e1)(c) =
0c+ 0c2 = 0. Thus, for any non-zero c ∈ C, (f, c, e1) belongs to T . If we are looking for
solutions of f(z) = 0, we compute gc such that f exp(cx−21 x
−1
2 ) = exp(cx
−2
1 x
−1
2 )gc, and
then we look for solutions of gc(z) = 0. In this particular case we have that gc(1) = 0, so
that for any c, exp(cx−21 x
−1
2 ) is a solution of f(z) = 0. Here we get more solutions than
expected.
3. In the N -variable case, the last property stated in Lemma 17 does not hold. For
example, let f = x2y2δ(1,1) + 2xyδ(0,1) + δ(0,0). Let e = [(0, 0, 0), (2, 2, 2)] be the unique
non-vertical edge of NPMR(f). We have that Ψ(f,e)(c) = (c − 1)2. Let g be such that
f · exp(x−1y−1) = exp(x−1y−1) ·g. We have g = xyδ(0,0)+xyδ(0,1)−xyδ(1,0)+x2y2δ(1,1).
The edge path associated with g is e′0, e
′
1, with S(e
′
1) = S(e), and e
′
0 is a vertical edge
with top vertex (1, 1, 1). Then the tree T has only one branch of multiplicity 1, unlike
the one-variable case, where one should obtain one branch of multiplicity two. In fact,
if c′ is a multiple root of Ψ(f,e)(c), and g is such that f · exp(c′xs) = exp(c′xs) · g, then
(in general) the node (f, c′, e) belongs only to one branch of T and this branch has
multiplicity one.
5. Examples
We provide examples to illustrate the main algorithms.
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Example 1. The use of different orders in procedure 2 may give rise to different solu-
tions. Let f(z) = δ(0,1)(z) + δ(2,0)(z) − 2δ(1,0)(z) and h = 1. Let us solve the equation
f(z) + h = 0 using procedure 2.
If w = (1, 2) then we have min
w
(Eδ(f)) = (0, 1), and max
w
(E log(h)) = (0, 0). So,
β1 = (0, 1), c1 = −1, h2 = 0 and z = − log x2 is the solution we get.
If we use the order given by w = (2, 1), then min
w
(Eδ(f)) = (1, 0) and we get the
solution 12 log x1.
Example 2. We will show that in the N -variable case the exponents in log x of the
solutions obtained with Algorithm 4 may be not bounded. Let f(z) = δx(z)−δy(z)−xyz.
The set E1(f) is {(0, 0), (1, 1)}. Take w = (1, 2), so that the indicial polynomial of f at
V = (0, 0) is ϕ(f,V )(α1, α2) = α1−α2. Following Algorithm 4 we obtain the series solution
1 + xy log(x) +
1
2
(xy)2 log2(x) +
1
6
(xy)3 log3(x) + · · · = exp(xy log(x)).
We remark that in all steps of our algorithm we need to solve an equation of the form
δx(z)− δy(z)− bxkyk logk(x),
where (k, k) is a root of the indicial polynomial. This is the reason that we need to
increase the exponent of log(x) by one in each step.
Example 3. Here we will use the algorithm proposed in Theorem 13. Let
f(z) = x21δ(0,1) + x
2
1δ(3,0) + x
4
1x2z − x2z + x1x22δ(1,0)
and let us search for solutions of the homogeneous equation f(z) = 0. Take ω = (2, 1).
Then V = (2, 0) = minω(NP1(f)), and the indicial polynomial is ϕ(f,V )(α) = α31 + α2.
We choose γ = (0, 0) as a solution of ϕ(α) = 0. Then F0(ϕ) = {(0, 0), (1, 0), (2, 0)}: this
means that there exist three solutions which begin, respectively, with the terms 1, log(x1)
and log2(x1). We select the last one. Let f2(z) = f(log2(x1)+z) = f(z)+2x1x22 log(x1)+
x41x2 log
2(x1)− x2 log2(x1). Now we apply Algorithm 4 to f2(z) = 0, and we obtain that
s(x1, x2) = log2(x1) + x−21 x2
(−1
7
log2(x1)− 2449 log(x1)−
204
343
)
+x21x2
(−1
9
log2(x1) +
8
27
log(x1)− 2081
)
+ x−41 x
2
2(· · ·) + · · ·+ x41x22(· · ·) + · · ·
is a solution of f(z) = 0. The set of exponents of s(x1, x2) is contained in the cone
generated by (−2, 1) and (2, 1).
Example 4. Here we illustrate how to extract the exponential part of the solutions.
Consider the differential operator f(z) of degree four:
f(z) = −8z − 28x21x2δ(0,1)(z) + 8x21x2δ(1,0)(z)− 2x41x22z +
+x41x
2
2δ(2,0)(z)− 10x41x22δ(0,2)(z)− x61x32δ(0,3)(z)− 6x81x72δ(3,1)(z).
First, we will construct a branch of the tree of the exponential parts of f . The polyhedron
NPMR(f) has three vertices v0 = (0, 0, 0), v3 = (6, 3, 3), and v4 = (8, 7, 4) and three finite
edges e1 = [v0, v3], e2 = [v3, v4] and e′1 = [v0, v4]. Let us fix ξ = (1 + ε, 2), where ε
is a positive irrational number close to zero. The edge path associated with f by ξ is
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e0, e1, e2. We choose the edge e1 and get Ψ(f,e1)(c) = c
3−6c2+12c−8 = (c−2)3. We have
−S(e1) = (−2,−1). Let f2 be such that f · exp(2x−21 x−12 ) = exp(2x−21 x−12 ) · f2. We get
f2(z) = −768x32z+x41x22(δ(2,0)(z)− 4δ(0,2)(z)− 6δ(0,1)(z))−x61x32δ(0,3)+ · · ·− 6x81x72δ(3,1),
where we have displayed only the monomials corresponding to vertices of NPMR(f2). Now
the only edge e of NPMR(f2) such that S(pi(e)) < S(pi(e1)) is e2 = [(0, 3, 0), (4, 2, 2)].
We have −S(e2) = (−2, 1/2), and Ψ(f2,e2)(c) = 3c2 − 768 = 3(c − 16)(c + 16). We
choose c2 = 16. The operator f3 such that f2 · exp(16x−21 x1/22 ) = exp(16x−21 x1/22 ) · f3 is
f3(z) = −15872x9/22 z − 64x21x5/22 (δ(1,0) + δ(0,1)) + x41x22(−6δ(0,1) + δ(2,0) − 4δ(0,2)) + · · ·,
where we have displayed only the monomials corresponding to some relevant vertices.
Now the edge path of f3 associated with ξ is e′0, e
′
1, . . ., where e
′
0 is the vertical edge and
e′1 = [(2, 5/2, 1), (4, 2, 2)]. Hence S(e
′
1) = S(e
2) and then the next node is (f3, e′0) so that
our branch is finished and it has multiplicity one.
Now we apply the algorithm of section 4.1 to find a formal power series solution of
f3(z) = 0. We have that V = (2, 5/2) = minξ(NP1(f3)). The indicial polynomial is
ϕ(f3,V )(α1, α2) = α1 + α2. Choosing γ = (1,−1) as a solution, we obtain that
s(x) = x1x−12 (1− 248x(−2)1 x22 log(x2) + 1/32x21x(−1/2)2 + · · ·)
is a series solution of f3(z) = 0. Hence exp(2x−21 x
−1
2 + 16x
−2
1 x
1/2
2 )s(x) is a solution of
f(z) = 0. The set of exponents of s(x) is contained in (−1, 1) + C, where C is the cone
generated by (3,−3/2) and (−2, 2). The exponents of the argument of the exponential
belong to −C.
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