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Morphological filtering on graphs
Jean Coustya,1, Laurent Najmana,1, Fabio Diasa, Jean Serraa,1
aUniversite´ Paris-Est, Laboratoire d’Informatique Gaspard-Monge, E´quipe A3SI, ESIEE
Abstract
We study some basic morphological operators acting on the lattice of all subgraphs of an arbitrary
(unweighted) graph G. To this end, we consider two dual adjunctions between the edge set and the vertex
set of G. This allows us (i) to recover the classical notion of a dilation/erosion of a subset of the vertices of G
and (ii) to extend it to subgraphs of G. Afterward, we propose several new openings, closings, granulometries
and alternate filters acting (i) on the subsets of the edge and vertex set of G and (ii) on the subgraphs of G.
The proposed framework is then extended to functions that weight the vertices and edges of a graph. We
illustrate with applications to binary and grayscale image denoising, for which, on the provided images, the
proposed approach outperforms the usual one based on structuring elements.
Keywords: Graphs, mathematical morphology, adjunctions, spatially variant morphology.
1. Introduction
From a formal point of view, digital image processing historically consists of analyzing the transformations
that act on the subsets of Z2 (the sets of pixels in a binary image) and the transformations that act on the
maps from Z2 to N (the images themselves). In such a perspective, mathematical morphology provides a
set of filtering and segmenting tools that are very useful in applications.
On the other hand, there is a growing interest for considering digital objects not only composed of points
but also composed of elements lying between them and carrying structural information about how the points
are glued together (see [6, 4, 18, 31, 10, 2] for recent examples). The simplest of these representations are
the graphs. The domain of an image is considered as a graph (which can be planar or not) whose vertex
set is made of the pixels and whose edge set is given by an adjacency relation on these pixels. Note that
this adjacency relation can be either spatially invariant or spatially variant leading to operators that are
either spatially invariant or spatially variant (see e.g. [17, 32, 33, 30] for examples of spatially variant
morphological operators). In this context, it becomes relevant to consider the transformations acting on the
set of all subgraphs and not only those acting on the set of all subsets of pixels.
When dealing with a graph G, we often need (see e.g. ([6, 7, 8, 22]) to consider the graph induced by
a subset X• of vertices of G. To this end, we associate with X• the largest subset of edges of G such that
the obtained pair is a graph (see e.g. Fig. 1 where the red and blue graph X of Fig. 1b is induced by the
set X• of red and blue vertices depicted in Fig. 1a). In other cases, we have to consider a graph induced by
a subset of the edges of G.
Motivated by classifying and understanding these operations and their combinations, we propose a
systematic study of the basic operators which are used to derive a set of edges from a set of vertices and
a set of vertices from a set of edges. Before studying these operators, we start by presenting in Section 2
a lattice structure for the set of all subgraphs of G. In fact, it turns out that the mentioned basic graph
operators are dilations and erosions in this lattice. They allow us (i) to recover the usual notion of a
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(a) X• (b) X
(red and blue vertices) (red and blue subgraph)
(c) dilation δ(X•) of X• (d) dilation [δ,∆] (X) of X
(red and blue vertices) (red and blue subgraph)
Figure 1: Illustration of a vertex-dilation and of a graph-dilation.
dilation/erosion of a subset of vertices (see e.g. [34, 13]) and (ii) to extend it to subgraphs (Section 3).
Then, we propose in Section 4 several new openings, closings, granulometries and alternate sequential filters
acting (i) on the subsets of edges and on the subsets of vertices and (ii) on the subgraphs. In Section 5,
the proposed framework and operators are extended to functions that weights the vertices and edges of a
graph. Afterward, Section 6 presents several illustrations where the proposed framework is applied for image
processing. In Sections 6.1 and 6.2, quantitative and qualitative comparisons with usual morphological filters
by structuring elements (see e.g. [29]), with connected filters (see e.g. [27, 24, 3, 23]), and with median
filters illustrate the interest of the proposed filters for denoising impulse noise on binary 2D and 3D images.
In Section 6.3 an illustration of the proposed framework to the denoising of a grayscale image is presented.
As a first example, filters on a spatially invariant graph are considered. Finally, the results are improved by
replacing the spatially invariant graph by a spatially variant one. Hence, this final example illustrate that
the proposed framework includes spatially variant morphological filters, encompassing in particular spatially
variant morphological filters based on discrete spatially variant (symmetric) structuring element.
We emphasize that, contrarily to most of the previous work on morphology in graphs (such as
[34, 13, 20, 21, 31, 18, 2]), the input and output of the main operators of this paper are both graphs.
This property can impact the results of further processing where connectivity and adjacency are involved
[27, 24, 3, 23]. For instance, using the definitions of [34], dilating the subset X• of red and blue vertices of
Fig. 1a leads to the set of red and blue vertices of Fig. 1c which is connected. On the other hand, using
the definitions proposed in this paper, dilating the subgraph X induced by X• (depicted in red and blue
in Fig. 1b) leads to the red and blue subgraph shown in Fig. 1d which is not connected. However, in the
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last example the two connected components (i.e. the red and the blue subgraphs of Fig. 1d) are adjacent to
each other. Intuitively, one may say that, on this example, the operator acting on subgraphs enriches the
one acting on subsets of vertices by allowing to make the distinction between adjacency and connectedness.
The evaluation of the practical impact of such distinction is beyond the scope of this paper. Indeed, the
various operators created by mathematical morphology stem from the two sources of an adjunction and of
a connection. The first one leads to openings and closings by adjunction, and then, to morphological filters.
The second source introduces connected components, regional minima, homotopic thinning and thickening,
topological watershed, etc. . . The two sources are not incompatible, and one can combine their axioms (e.g.
a connected opening). In practice the first line expresses mainly filtering, whereas the second one focuses
on segmentation. The present paper is exclusively devoted to the building up of an adjunction on graph
operators, and to its consequences in terms of filtering. Therefore, the heart of the matter in this paper is
provided by Section 3, and in particular by Definitions 4, 7, 10, 13, and Theorem 15. Sections 4 and 5 draw,
for the case of graphs, the usual consequences of an adjunction.
This paper2 extends a paper [9] published in a conference. In particular, it contains the proof of all
properties presented in [10]. For the convenience of the mathematically oriented reader, these proofs are
given below the statement of the properties.
2. Lattice of graphs
We define a (undirected) graph as a pair X = (X•, X×) where X• is a set and X× is composed of
unordered pairs of distinct elements in X•, i.e., X× is a subset of {{x, y} ⊆ X• | x 6= y}. Each element
of X• is called a vertex or a point (of X), and each element of X× is called an edge (of X). In the sequel,
to simplify the notations, ex,y stands for the edge {x, y} ∈ X
×.
Let X and Y be two graphs. If Y • ⊆ X• and Y × ⊆ X×, then X and Y are ordered and we write Y ⊑ X .
If Y ⊑ X , we say that Y is a subgraph of X , or that Y is smaller than X and that X is greater than Y .
Important remark. Hereafter, the workspace is a graph G = (G•,G×) and we consider the sets G•,
G× and G of respectively all subsets of G•, all subsets of G× and all subgraphs of G.
Property 1. The set G of the subgraphs of G is a complete lattice. The supremum and the infimum of
any family F = {X1, . . .Xℓ} of elements in G are given by respectively ⊔F = (
⋃
i∈[1,ℓ]Xi
•,
⋃
i∈[1,ℓ]Xi
×) and
⊓F = (
⋂
i∈[1,ℓ]Xi
•,
⋂
i∈[1,ℓ]Xi
×).
Proof. Let F = {X1, . . . Xℓ} and let X = (
⋃
i∈[1,ℓ]Xi
•,
⋃
i∈[1,ℓ]Xi
×). For any i ∈ {1, . . . , ℓ}, we
have Xi ⊑ X since, by definition of X , Xi
• ⊆ X• and Xi
× ⊆ X×. Let Y be any graph in G that is
greater than any element of F . Thus, for any i ∈ {1, . . . , ℓ}, we have Xi
• ⊆ Y • and Xi
× ⊆ Y ×. Therefore,
we have
[⋃
i∈[1,ℓ]Xi
•
]
⊆ Y • and
[⋃
i∈[1,ℓ]Xi
×
]
⊆ Y ×. Hence, we deduce that X ⊑ Y , which completes the
proof that X = (
⋃
i∈[1,ℓ]Xi
•,
⋃
i∈[1,ℓ]Xi
×) is the supremum of F .
The proof that X ′ = (
⋂
i∈[1,ℓ]Xi
•,
⋂
i∈[1,ℓ]Xi
×) is the infimum of F is similar, and as such, it is left to
the reader. 
Let S0,S1 ⊆ G be the sets of respectively the graphs made of a single vertex and the graphs made of a
pair of vertices linked by an edge, i.e., S0 = {({x}, ∅) | x ∈ G
•} and S1 = {({x, y}, {ex,y}) | ex,y ∈ G
×}. We
set S = S0∪S1. It can be seen that any graphX ∈ G is exactly the supremum of the family F = {X1, . . . , Xℓ}
of all elements in S that are smaller than X : X = (
⋃
i∈[1,ℓ]Xi
•,
⋃
i∈[1,ℓ]Xi
×). Therefore, the following
property can be deduced.
Property 2. The lattice G is sup-generated by the set S = S0 ∪ S1.
2The framework presented in this paper is a particular case of the one in [10] presented at the conference DGCI 2011 to
which this special issue is dedicated.
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If X• ⊆ G• (resp. Y × ⊆ G×), we denote by X• (resp. Y ×) the complementary set of X• (resp. Y ×)
in G• (resp. G×), that is X• = G• \X• (resp. Y × = G× \ Y ×).
Remark 3. Observe that, if X is a subgraph of G, then, except in some degenerated cases, the pair (X•, X×)
is not a graph. Furthermore, if G× is nonempty, then the lattice G is not complemented.
3. Dilations and erosions
In the graph G, we can consider sets of points as well as sets of edges. Therefore, it is convenient to
consider operators to go from one kind of sets to the other one. In this section, we investigate such operators
and we study their morphological properties. Then, based on these operators, we propose several dilations
and erosions acting on the lattice of all subgraphs of G.
Let X• be a subset of G•, we denote by GX• the set of all subgraphs of G whose vertex set is X•. Let Y ×
be a subset of G×. We denote by GY × the set of all subgraphs of G whose edge set is Y
×.
Definition 4 (edge-vertex correspondences). We define the operators δ•, ǫ• from G× into G• and the
operators ǫ×, δ× from G• into G× as follows:
G× → G• G• → G×
Provide the object with a graph
structure
X× → δ•(X×) such that
(δ•(X×), X×) = ⊓GX×
X• → ǫ×(X•) such that
(X•, ǫ×(X•)) = ⊔GX•
Provide its complement with a
graph structure
X× → ǫ•(X×) such that
(ǫ•(X×), X×) = ⊓G
X×
X• → δ×(X•) such that
(X•, δ×(X•)) = ⊔GX•
In other words, if X• ⊆ G• and Y × ⊆ G×, (δ•(Y ×), Y ×) is the smallest subgraph of G whose edge set is Y ×,
(X•, ǫ×(X•)) is the largest subgraph of G whose vertex set is X•, (ǫ•(Y ×), Y ×) is the smallest subgraph
of G whose edge set is Y ×, and (X•, δ×(X•)) is the largest subgraph of G whose vertex set is X•.
These operators are illustrated in Figs. 2a-f. The choice of X (Fig. 2b) is made to depict a representative
sample of the different configurations that can be found in subgraphs of G (Fig. 2a). Applications to image
filtering are illustrated in Section 6 where different ways to derive graphs from images are discussed.
Morphological operators on functions that weight the edges or vertices of a graph have been first studied
by Meyer, Angulo and Lerallut [20, 21]. The following Property 5 clarifies the links between their operators
and those of Definition 13. In particular, the characterization of the graph operators given in Property 27,
which extends the one given in Property 5 to functions that weight the edges or vertices of a graph, is taken
as a definition in [20, 21]. Note, moreover, that all properties of our paper are original (except Property 6,
which appears in [20, 21], for the case of functions that weight the edges or vertices of a graph). In
particular the important Theorem 15 about structure does not appear in [20] or [21], neither do Theorem 22
nor Corollary 26.
Property 5. For any X× ⊆ G× and Y • ⊆ G•:
1. δ• : G× → G• is such that δ•(X×) = {x ∈ G• | ∃ex,y ∈ X×};
2. ǫ× : G• → G× is such that ǫ×(Y •) = {ex,y ∈ G× | x ∈ Y • and y ∈ Y •};
3. ǫ• : G× → G• is such that ǫ•(X×) = {x ∈ G• | ∀ex,y ∈ G×, ex,y ∈ X×};
4. δ× : G• → G× is such that δ×(Y •) = {ex,y ∈ G× | x ∈ Y • or y ∈ Y •}.
Proof.
1. To establish Property 5.1, we will prove that the two following relations hold true:
δ•(X×) ⊆ {x ∈ G• | ∃ex,y ∈ X
×} (1)
{x ∈ G• | ∃ex,y ∈ X
×} ⊆ δ•(X×) (2)
In order to establish relation (1), let us prove that any vertex z in δ•(X×) belongs to {x ∈ G• | ∃ex,y ∈
X×}. Since z ∈ δ•(X×), we have z ∈ [⊓GX× ]
•
by definition of δ• and, by Property 1, we
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a: G b: X = (X•, X×) c: δ•(X×) d: ǫ×(X•) e: ǫ•(X×)
f: δ×(X•) g: [δ,∆] (X) h: [ǫ, E ] (X) i: α3(X) j: β3(X)
Figure 2: Dilations and erosions.
have z ∈ ∩{Z• | Z ∈ GX×}. It can be seen that (∪X
×, X×) is a subgraph of any graph in GX× .
Hence, as z ∈ ∩{Z• | Z ∈ GX×}, we deduce that z ∈ ∪X
×. Thus, there exists an edge ez,z′ in X
×,
which proves that z ∈ {x ∈ G• | ∃ex,y ∈ X×}.
In order to establish relation (2), let us prove that any vertex w in {x ∈ G• | ∃ex,y ∈ X
×} belongs
to δ•(X×). Since w ∈ {x ∈ G• | ∃ex,y ∈ X×}, there exists an edge ew,w′ ∈ X×. By definition of GX×
and by Property 1, the edge ew,w′ is an edge of ⊓GX× . Therefore, since ⊓GX× is a graph, w is a vertex
of ⊓GX× . Hence, the fact that w ∈ δ
•(X×) follows directly from the definition of δ•.
2. To establish Property 5.2, we will prove that the two following relations hold true
ǫ×(Y •) ⊆ {ex,y ∈ G
× | x ∈ Y • and y ∈ Y •} (3)
{ex,y ∈ G
× | x ∈ Y • and y ∈ Y •} ⊆ ǫ×(Y •) (4)
In order to establish relation 3, let us prove that any edge ez,z′ in ǫ
×(Y •) belongs to {ex,y ∈ G× | x ∈
Y • and y ∈ Y •}. Since ez,z′ ∈ ǫ×(Y •), by definition of ǫ×, we have ez,z′ ∈ [⊔GY • ]
×
. Hence, by
Property 1, we have ez,z′ ∈ ∪{Z
× | Z ∈ GY •}. Thus, there exists a graph Z ∈ GY • such that ez,z′ ∈ Z
×.
Since Z is a graph, w and w′ are both in Z•. As Z ∈ GY • , Z• = Y •. Therefore, the vertices w and w′
are both in Y •. Thus, ew,w′ belongs to {ex,y ∈ G× | x ∈ Y • and y ∈ Y •}.
In order to establish relation 4, let us prove that any edge ez,z′ in {ex,y ∈ G× | x ∈ Y • and y ∈ Y •}
belongs to ǫ×(Y •). Since ez,z′ ∈ {ex,y ∈ G
× | x ∈ Y • and y ∈ Y •}, we have z ∈ Y • and z′ ∈ Y •.
Hence, the pair (Y •, {ez,z′}) is a graph in GY • . Thus, by Property 1, we have ez,z′ ∈ [⊔GY • ]
× which
implies ez,z′ ∈ ǫ×(Y •), by definition of ǫ×.
3. Property 5.3 will be deduced by duality from Property 5.1. By Definition 4, we have ǫ•(X×) =
[⊓G
X×
]
•
. Thus, again by Definition 4, we have ǫ•(X×) = δ•(X×). Therefore, by Property 5.1, we
have the equality ǫ•(X×) = {x ∈ G• | ∃ex,y ∈ X×} which is equivalent to the equality ǫ•(X×) = {x ∈
G• | ∀ex,y ∈ G×, ex,y ∈ X×}.
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4. Property 5.4 will be deduced by duality from Property 5.2. By Definition 4, we have δ×(Y •) = [⊔GY • ]
×
.
Thus, again by Definition 4, we have δ×(Y •) = ǫ×(Y •). Therefore, by Property 5.2, we have the
equality δ×(Y •) = {ex,y ∈ G× | x ∈ Y • and y ∈ Y •} which is equivalent to ǫ•(X×) = {ex,y ∈ G× | x ∈
Y • or y ∈ Y •}.

In other words, Property 5 states that δ•(X×) is the set of all vertices which belong to an edge of X×,
ǫ×(Y •) is the set of all edges whose two extremities are in Y •, ǫ•(X×) is the set of all vertices which do not
belong to any edge of X×, and δ×(Y •) is the set of all edges which have at least one extremity in Y •. Thus,
the previous property locally characterizes the operators of Definition 4. This property leads in particular to
simple linear-time algorithms (with respect to the cardinality of G• and G×) to compute δ•(X×), ǫ×(Y •),
ǫ•(X×) and ǫ•(X×) without explicitly considering the families GX× , GX• , GX× and GX• .
Before further analyzing the operators defined above, let us briefly recall some algebraic tools which are
fundamental in mathematical morphology [26, 12].
Given two lattices L1 and L2, an operator δ : L1 → L2 is called a dilation when it preserves the
supremum (i.e. ∀E ⊆ L1, δ(∨1E) = ∨2{δ(X) | X ∈ E}, where ∨1 is the supremum in L1 and ∨2 the
supremum in L2). Similarly, an operator which preserves the infimum is called an erosion.
Two operators ǫ : L1 → L2 and δ : L2 → L1 form an adjunction (ǫ, δ) when for any X in L2
and any Y in L1, we have δ(X) ≤1 Y ⇔ X ≤2 ǫ(Y ), where ≤1 and ≤2 denote the order relations on
respectively L1 and L2. Given two operators ǫ and δ, if the pair (ǫ, δ) is an adjunction, then ǫ is an erosion
and δ is a dilation (see, e.g., [15] or [26, 12]). If L1, L2, and L3 are three lattices and if δ : L1 → L2,
δ′ : L2 → L3, ǫ : L2 → L1, and ǫ
′ : L3 → L2 are four operators such that (ǫ, δ) and (ǫ
′, δ′) are
adjunctions, then the pair (ǫ ◦ ǫ′, δ′ ◦ δ) is also an adjunction (see [26, 12]).
Given two complemented lattices L1 and L2, two operators α and β from L1 into L2 are dual (with
respect to the complement) of each other when, for any X ∈ L1, we have β(X) = α(X). If α and β are dual
of each other, then β is an erosion whenever α is a dilation.
Property 6 (dilation, erosion, adjunction, duality).
1. Operators ǫ× and δ× (resp. ǫ• and δ•) are dual of each other.
2. Both (ǫ×, δ•) and (ǫ•, δ×) are adjunctions.
3. Operators ǫ• and ǫ× are erosions.
4. Operators δ• and δ× are dilations.
Proof.
1. Let X• ∈ G• (resp. Y × ∈ G×). We have ǫ×(X•) = [⊔GX• ]
×
, by definition of ǫ×, (resp. ǫ•(Y ×) =
[⊓G
Y ×
]
•
, by definition of ǫ•). Thus ǫ×(X•) = [⊔G
X•
]
×
. Hence, we deduce that ǫ×(X•) = δ×(X•) by
definition of δ× (resp. ǫ•(Y ×) = δ•(Y ×), by definition of δ•).
2. To establish Property 6.2, we proceed in three steps. (i) We show that ∀X× ∈ G× and ∀Y • ∈
G•, δ•(X×) ⊆ Y • =⇒ X× ⊆ ǫ×(Y •); (ii) we prove that ∀X× ∈ G× and ∀Y • ∈ G•, X× ⊆
ǫ×(Y •) =⇒ δ•(X×) ⊆ Y •, which completes the proof that (ǫ×, δ•) is an adjunction; (iii) we deduce
that (ǫ•, δ×) is an adjunction by duality from (ii).
(i) Let X× ∈ G× and Y • ∈ G•. Assume that that δ•(X×) ⊆ Y •. We have to prove that X× ⊆
ǫ×(Y •). Let ex,y ∈ X×. By Property 5.1, we have x ∈ δ•(X×) and x ∈ δ•(X×). As δ•(X×) ⊆ Y •,
we also have x ∈ Y • and y ∈ Y •. Therefore, by Property 5.2, we may affirm that ex,y belongs
to ǫ×(Y •). Hence, X× ⊆ ǫ×(Y •).
(ii) Let X× ∈ G× and Y • ∈ G•. Assume that that X× ⊆ ǫ×(Y •). We have to prove that δ•(X×) ⊆
Y •. Let x ∈ δ•(X×). By Property 5.1, there exists an edge ex,y in X
×. As X× ⊆ ǫ×(Y •),
we have ex,y ∈ ǫ×(Y •). Then, by Property 5.2, we may affirm that x belongs to Y •. Hence,
δ•(X×) ⊆ Y •.
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(iii) Let X× ∈ G× and Y • ∈ G•. The six following statements are equivalent.
δ×(Y •) ⊆ X×
ǫ×(Y •) ⊆ X× , by duality of δ× and ǫ× (Property 6.1)
ǫ×(Y •) ⊇ X×
Y • ⊇ δ•(X×) , since (ǫ×, δ•) is an adjunction (Properties (i) and (ii))
Y • ⊆ δ•(X×)
Y • ⊆ ǫ•(X×) , by duality of δ• and ǫ• (Property 6.1).
Thus, (ǫ•, δ×) is an adjunction.
3-4. Items 3 and 4 follow from item 2 by the dilation / erosion property of adjunctions. 
Let us compose these dilations and erosions to act on G• and G×.
Definition 7 (vertex-dilation, vertex-erosion). We define δ and ǫ that act on G• (i.e., G• → G•)
by δ = δ• ◦ δ× and ǫ = ǫ• ◦ ǫ×.
For instance, if we consider the graph G represented in Fig. 2a and the subset X• of G• depicted in black
in Fig. 2b, then δ(X•) and ǫ(X•) are the sets of points represented in black in Fig. 2g and 2h respectively.
Remark 8. As compositions of respectively dilations and erosions, δ and ǫ are respectively a dilation and
an erosion. Moreover, by composition of adjunctions and dual operators, δ and ǫ are dual and (ǫ, δ) is an
adjunction.
Property 9. For any X• ⊆ G•, the two following statements hold true.
1. δ(X•) = {x ∈ G• | ∃ex,y ∈ X
×, ex,y ∩X
• 6= ∅};
2. ǫ(X•) = {x ∈ G• | ∀ex,y ∈ G×, {x, y} ⊆ X•}.
Proof.
1. The following statements are equivalent.
δ(X•) = δ•(δ×(X•)) , by Definition 7
δ(X•) = δ•({ex,y ∈ G
× | either x ∈ X• or y ∈ X•}) , by Property 5.4
δ(X•) = {x ∈ G• | ∃ex,y ∈ X
×, ex,y ∩X
• 6= ∅} , by Property 5.1
2. The following statements are equivalent.
ǫ(X•) = ǫ•(ǫ×(X•)) , by Definition 7
ǫ(X•) = ǫ•({ex,y ∈ G
× | x ∈ X• and y ∈ X•}) , by Property 5.2
ǫ(X•) = {x ∈ G• | ∀ex,y ∈ G
×, x ∈ X• and y ∈ X•} , by Property 5.3

In other words, the set δ(X•) comprises the non-isolated vertices of X• (i.e., the vertices of X• contained in
at least one edge of G) and all vertices adjacent to a vertex in X•, while the set ǫ(X•) comprises all vertices
of X• whose neighborhood is included in X•. Hence, from these characterizations, it can be shown that δ
and ǫ correspond exactly to the usual notions of an erosion and of a dilation of a set of vertices in a graph
[34]. It means, in particular that, when G• is a subset of the grid points Zd and when the edge set G× is
obtained from a symmetrical structuring element, then the operators defined above are equivalent to the
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usual binary dilation and erosion by the considered structuring element. For instance, in Fig. 2, G• is a
rectangular subset of Z2 and G× corresponds to the basic “cross” structuring element. It can be verified
that the vertex sets in Fig. 2g and h, obtained by applying δ and ǫ to X• (Fig. 2b), are the dilation and the
erosion by a “cross” structuring element of X•.
Let us now compose the operators of Definition 4, to obtain operators acting on the subsets of the edge
set of G.
Definition 10 (edge-dilation, edge-erosion). We define ∆ and E that act on G× by ∆ = δ× ◦ δ•
and E = ǫ× ◦ ǫ•.
For instance, if we consider the graph G represented in Fig. 2a and the subset X× of G× depicted in black
in Fig. 2b, then ∆(X×) and E(X×) are the sets of edges represented in black in Fig. 2g and 2h respectively.
Remark 11. As compositions of respectively dilations and erosions, ∆ and E are respectively a dilation and
an erosion. Moreover, by composition of adjunctions and dual operators, δ and ǫ are dual and (ǫ, δ) is an
adjunction.
Property 12. For any X× ⊆ G×, the two following statements hold true.
1. ∆(X×) = {ex,y ∈ G× | either ∃ex,z ∈ X× or ∃ey,w ∈ X×};
2. E(X×) = {ex,y ∈ G× | ∀ex,z, ey,w ∈ G×, ex,z ∈ X×, ey,w ∈ X×}.
Proof.
1. The following statements are equivalent.
∆(X×) = δ×(δ•(X×)) , by Definition 10
∆(X×) = δ×({x ∈ G• | ∃ex,y ∈ X
×}) , by Property 5.1
∆(X×) = {ex,y ∈ G
× | either ∃ex,z ∈ X
× or ∃ey,w ∈ X
×} , by Property 5.4
2. The following statements are equivalent.
E(X×) = ǫ×(ǫ•(X×)) , by Definition 10
E(X×) = ǫ×({x ∈ G• | ∀ex,y ∈ G
×, ex,y ∈ X
×}) , by Property 5.3
E(X×) = {ex,y ∈ G
× | ∀ex,z, ey,w ∈ G
×, ex,z ∈ X
×, ey,w ∈ X
×} , by Property 5.2

In other words, the set ∆(X×) comprises the edges in X× and the edges of G that are adjacent to an edge
in X× (i.e., the edges of G that share at least one vertex with an edge in X×), while the set E(X×) contains
each edge e in X× whose neighborhood (i.e. the set of all edges adjacent to e) is included in X×.
Based on the vertex-dilation and edge-dilation (and their adjunct erosions) of Definitions 7 and 10, we
now define the dilation acting on subgraphs (and its adjunct erosions) that was informally presented in the
introduction of the paper through in particular Fig. 1.
Definition 13. We define the operators [δ,∆] and [ǫ, E ] by respectively [δ,∆] (X) = (δ(X•),∆(X×))
and [ǫ, E ] (X) = (ǫ(X•), E(X×)), for any X ∈ G.
For instance, Figs. 2g and 2h present the results obtained by applying the operator [δ,∆] and the
operator [ǫ, E ] to the subgraph X (Fig. 2b) of G (Fig. 2a).
Lemma 14. The family G is closed under the operators [δ,∆] and [ǫ, E ]. More precisely, for any subgraph X
of G, both [δ,∆] (X) and [ǫ, E ] (X) are subgraphs of G.
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Proof. Let X be any graph in G.
We first establish that [δ,∆] (X) is a graph in G. To this end, it is sufficient to prove that, for any
edge ex,y ∈ ∆(X×), we have x ∈ δ(X•) and y ∈ δ(X•). Let ex,y be any edge in ∆(X×). By Property 12.1,
there exists either an edge ex,z ∈ X× or an edge ey,w ∈ X×. If there exists ex,z ∈ X×, then, since X is a
graph, x ∈ X• and if there exists ey,w ∈ X×, then, since X is a graph, y ∈ X•. Thus, in any of these two
cases, we have ex,y ∩X• 6= ∅, which by Property 9.1 implies that both x ∈ δ(X•) and y ∈ δ(X•).
Let us now establish that [ǫ, E ] (X) is a graph in G. To this end, it is sufficient to prove that, for any
edge ex,y ∈ E(X×), we have x ∈ ǫ(X•) and y ∈ ǫ(X•). Let ex,y be any edge in E(X×). By Property 12.2,
for any ex,z and any ey,w in G
×, we have ex,z ∈ X× and ey,w ∈ X×. Thus, as X is a graph, for any ex,z
and any ey,w in G
×, we have x ∈ X•, z ∈ X•, y ∈ X•, and w ∈ X•. Hence, by Property 9.2, we deduce
that both x ∈ ǫ(X•) and y ∈ ǫ(X•). 
Theorem 15 (graph-dilation, graph-erosion). The operators [δ,∆] and
[ǫ, E ] are respectively a dilation and an erosion acting on the lattice (G,⊑). Furthermore, ([ǫ, E ] , [δ,∆, )] is
an adjunction.
Proof. Let X and Y be two graphs in G. The following statements are equivalent.
[δ,∆] (X) ⊑ Y
δ(X•) ⊆ Y • and ∆(X×) ⊆ Y × , by definition of ⊑
X• ⊆ ǫ(Y •) and X× ⊆ E(Y ×) , by definition of the adjunctions (ǫ, δ) and (E ,∆)
X ⊑ [ǫ, E ] (Y ) , by Lemma 14, by definitions of [ǫ, E ] and ⊑ .
Thus, the pair ([ǫ, E ] , [δ,∆]) is an adjunction, which implies that [ǫ, E ] is an erosion and that [δ,∆] is a
dilation. 
Note that since lattice G is sup-generated by set S, it suffices to know the dilation of the graphs in S for
characterizing the dilation of the graphs in G.
Compared to usual morphological operators on sets, the dilations and erosions introduced in Definition 13
furthermore convey some connectivity properties different than the ones which can be deduced from usual
dilations and erosions. Observe, for instance, in Figs. 1, that some adjacent vertices of δ(X•) (Fig. 1c) are
not linked by an edge in the graph [δ,∆] (X) (Fig. 1d). A similar observation can be made in Fig. 2g, where
some 4-adjacent vertices of δ(X•) are not linked by an edge in the graph [δ,∆] (X). These properties can
have an impact on the results of further processing involving for instance connected operators [27, 24, 3, 23].
The evaluation of this impact is left to future work.
By its very definition the vertex set (resp. edge set) of [δ,∆] (X) depends only on the vertex set (resp.
edge set) of the graph X . Thus, the dilation of an isolated vertex does not contain any edge (see e.g. the
graph X of Fig. 2b that contains an isolated vertex and its dilation [δ,∆] (X) shown in Fig. 2g). In fact,
due to the operators presented in Definition 4, other adjunctions (hence dilations/erosions) can be defined
on G:
1. (α1, β1) such that ∀X ∈ G, α1(X) = (G•, X×) and β1(X) = (δ•(X×), X×);
2. (α2, β2) such that ∀X ∈ G, α2(X) = (X•, ǫ×(X•)) and β2(X) = (X•, ∅);
3. (α3, β3) such that ∀X ∈ G, α3(X) = (ǫ•(X×), ǫ× ◦ ǫ•(X×)) and β3(X) = (δ• ◦ δ×(X•), δ×(X•)).
Note that, using usual graph terminologies, β1 (resp. α2) can be defined as the operator which associates
to a graph the graph induced by its edge set (resp. vertex set). The adjunction (α3, β3) is illustrated in
Figs. 2i and 2j. Remark that contrary to the dilation [δ,∆] (X), the dilation β3(X) depends (only) on the
vertex set of X . In particular, the edge set of β3(X) contains all edges which have at least one extremity
in X•. Hence, the dilation β3 of a graph that has an isolated vertex comprises all the edges of G containing
this isolated vertex (see e.g. Fig. 2b in Fig. 2j).
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a: Y b: [γ,Γ]
1
(Y ) c: [γ,Γ]
1/2 (Y ) d: β3 ◦ α3(Y )
e: Z f: [φ,Φ]
1
(Z) g: [φ,Φ]
1/2 (Z) h: α3 ◦ β3(Z)
Figure 3: Openings and closings (G is induced by the 4-adjacency relation).
4. Filters
In mathematical morphology, a filter is an operator α acting on a lattice L, which is increasing
(i.e. ∀X,Y ∈ L, α(X) ≤ α(Y ) whenever X ≤ Y ) and idempotent (i.e. ∀X ∈ L, α(α(X)) = α(X)). A
filter α on L which is extensive (i.e. ∀X ∈ L, X ≤ α(X)) is called a closing on L whereas a filter α on L
which is anti-extensive (i.e. ∀X ∈ L, α(X) ≤ X) is called an opening on L. It is known that composing the
two operators of an adjunction yields an opening or a closing depending on the order in which the operators
are composed [26]. In this section, the operators of Section 3 are composed to obtain filters on G•, G× and G.
Definition 16 (opening, closing).
1. We define γ1 and φ1, that act on G•, by γ1 = δ ◦ ǫ and φ1 = ǫ ◦ δ.
2. We define Γ1 and Φ1, that act on G×, by Γ1 = ∆ ◦ E and Φ1 = E ◦∆.
3. We define the operators [γ,Γ]1 and [φ,Φ]1 by respectively [γ,Γ]1 (X) = (γ1(X
•),Γ1(X
×)) and [φ,Φ]1 (X) =
(φ1(X
•),Φ1(X
×)) for any X ∈ G.
Figs. 3b and 3f present the result of [γ,Γ]1 and [φ,Φ]1 for respectively the subgraph of Fig. 3a and the one
of Fig. 3e.
In fact, by composing δ• with ǫ× and δ× with ǫ•, less active filters are obtained (Property 20 and
Lemma 23).
Definition 17 (half-opening, half-closing). We define
1. γ1/2 and φ1/2, which act on G
•, by γ1/2 = δ
• ◦ ǫ× and φ1/2 = ǫ
• ◦ δ×
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2. Γ1/2 and Φ1/2, which act on G
×, by Γ1/2 = δ
× ◦ ǫ• and Φ1/2 = ǫ
× ◦ δ•.
3. [γ,Γ]1/2 and [φ,Φ]1/2 by [γ,Γ]1/2 (X) = (γ1/2(X
•),Γ1/2(X
×)) and [φ,Φ]1/2 (X) = (φ1/2(X
•),Φ1/2(X
×)),
for any X ∈ G.
Due to Property 5, the operators defined above can be locally characterized as presented in the next
property whose proof is similar to the one of Property 9 and Property 12, and as such is left to the reader.
Property 18. Let X• ⊆ G• and Y × ⊆ G×. The eight following statements hold true.
1. γ1/2(X
•) = {x ∈ X• | ∃ex,y ∈ G× with y ∈ X•}
2. γ1/2(X
•) = X• \ {x ∈ X• | ∀ex,y ∈ G×, y /∈ X•}
3. Γ1/2(Y
×) = {u ∈ G× | ∃x ∈ u with {ex,y ∈ G×} ⊆ Y ×}
4. Γ1/2(Y
×) = Y × \ {u ∈ Y × | ∀x ∈ u, ∃ex,y ∈ G× with ex,y /∈ Y ×}
5. φ1/2(X
•) = {x ∈ G• | ∀ex,y ∈ G×, either x ∈ X• or y ∈ X•}
6. φ1/2(X
•) = X• ∪ {x ∈ X• | ∀ex,y ∈ G
×, y ∈ X•}
7. Φ1/2(Y
×) = {ex,y ∈ G× | ∃ex,z ∈ Y × and ∃ey,w ∈ Y ×}
8. Φ1/2(Y
×) = Y ∪ {ex,y ∈ Y × | x ∈ δ
•(Y ×) and y ∈ δ•(Y ×)}
Informally speaking, γ1/2 removes from X
• its isolated vertices (i.e. the vertices whose strict neighborhood
is included in X•) whereas Γ1/2 removes from Y
× the edges which do not contain at least a vertex completely
covered by edges in Y × (i.e., a vertex such that any edge of G containing this vertex is included in Y ×).
Due to Property 6, it may be furthermore seen that γ1/2 (resp. Γ1/2) is the dual of φ1/2 (resp. Φ1/2). Thus,
φ1/2 adds to X
• any vertex of X• completely surrounded by elements of X• (i.e., any vertex whose strict
neighborhood is included in X•) whereas Φ1/2 adds to Y
× the edges of Y × whose two extremities belong
to at least one edge in Y × (see for instance Fig. 3).
The operator [γ,Γ]1 (resp. [φ,Φ]1) is defined in Definition 16.3 by its independent actions on the vertex
set and on the edge set of a graph. In fact, [γ,Γ]1 (resp. [φ,Φ]1) can also be characterized as a composition
of operators acting on graphs.
Lemma 19. The two following statements hold true.
1. [γ,Γ]1 = [δ,∆] ◦ [ǫ, E ]
2. [φ,Φ]1 = [ǫ, E ] ◦ [δ,∆]
Proof.
1. Let X be any graph in G. By Definition 16.3, we have [γ,Γ]1 (X) = (γ1(X
•),Γ1(X
×)). Thus, by
Definitions 16.1 and 16.2, we have [γ,Γ]1 (X) = (δ ◦ ǫ(X
•),∆ ◦ E(X×)). Hence, by Definition 13, we
have [γ,Γ]1 (X) = [δ,∆] ◦ [ǫ, E ] (X).
2. The proof of this statement is similar, and as such, it is left to the reader. 
The next property, which is one of the main results of this section, allows the operators presented in
Definitions 16 and 17 to be classified as openings and closings acting on subsets of vertices, subsets of edges
or subgraphs of G.
Property 20 (graph-openings, graph-closings).
1. The operators γ1/2 and, γ1 (resp. Γ1/2 and Γ1) are openings on G
• (resp. G×) and φ1/2, and Φ1 (resp.
Φ1/2 and φ1) are closings on G
• (resp. G×).
2. The family G is closed under [γ,Γ]1/2, [φ,Φ]1/2, [γ,Γ]1, and [φ,Φ]1.
3. The operators [γ,Γ]1/2 and [γ,Γ]1 are openings on G and [φ,Φ]1/2 and [φ,Φ]1 are closings on G.
Proof.
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1. Due to the fundamental theorem of adjunctions recalled in the introduction of the section,
Property 20.1 is a direct consequence of the facts that (ǫ×, δ•), (ǫ•, δ×), (ǫ, δ) and (E ,∆) are adjunctions
(Property 6, Remarks 8 and 11).
2. By Lemma 14, G is closed under [δ,∆] and [ǫ, E ], and by Lemma 19, [γ,Γ]1 and [φ,Φ]1 are the
compositions of these two operators. Hence, G is closed under [γ,Γ]1 and [φ,Φ]1.
In order to complete the proof of Property 20.2, it remains to show that G is also closed under
[γ,Γ]1/2 and [φ,Φ]1/2. Let X ∈ G. We are going to prove that [γ,Γ]1/2 (X) (resp. [φ,Φ]1/2) is a
graph. To this end, it is sufficient to prove that, for any edge ex,y ∈
[
[γ,Γ]1/2 (X)
]×
(resp. ex,y ∈[
[φ,Φ]1/2 (X)
]×
) , we have x ∈
[
[γ,Γ]1/2 (X)
]•
and y ∈
[
[γ,Γ]1/2 (X)
]•
(resp. x ∈
[
[φ,Φ]1/2 (X)
]•
and y ∈
[
[φ,Φ]1/2 (X)
]•
).
Let us first consider [γ,Γ]1/2. Let ex,y ∈
[
[γ,Γ]1/2 (X)
]×
. By Definition 17.3, we have ex,y ∈ Γ1/2(X
×).
Thus, by Property 18.3, one of the two statements [{xx,z ∈ G×} ⊆ X×] and [{xy,w ∈ G×} ⊆ X×]
must hold true. In any case, we have ex,y ∈ X×. Thus, x ∈ X• and y ∈ X•, which imply by
Property 18.1 that x and y belong to γ1/2(X
•). Hence, by Definition 17.3, the vertices x and y belong
to
[
[γ,Γ]1/2 (X)
]•
. Thus, G is closed under [γ,Γ]1/2.
Let us now consider [φ,Φ]1/2. Let ex,y ∈ [[φ,Φ]1/2 (X)]
×. By Definition 17.3, the edge ex,y belongs
to Φ1/2(X
×). By Property 18.7, there exists an edge ex,z ∈ X×, and there exists an edge ey,w ∈ X×.
Since X is a graph, we deduce that x ∈ X• and that y ∈ X•. Therefore, by Property 18.6, we
have x ∈ φ1/2(X
•) and y ∈ φ1/2(X
•). Hence, by Definition 16.3, we have x ∈ [[φ,Φ]1/2 (X)]
•
and y ∈
[
[φ,Φ]1/2 (X)
]•
. Thus, G is closed under [φ,Φ]1/2.
3. Let X ⊑ Y ⊑ G. Then, by definition of ⊑, we have X• ⊆ Y • and X× ⊆ Y ×. By Property 20.1, the
operators γ1/2 and Γ1/2 are openings. By idempotence of openings, we have γ1/2(γ1/2(X
•)) = γ1/2(X
•)
and Γ1/2(Γ1/2(X
×)) = Γ1/2(X
×). Thus, by Definition 17.3, we deduce that [γ,Γ]1/2 is idempotent:
[γ,Γ]1/2 ([γ,Γ]1/2 (X)) = [γ,Γ]1/2 (X) (5)
By increasingness of openings, we have γ1/2(X
•) ⊆ γ1/2(Y
•) and Γ1/2(X
×) ⊆ Γ1/2(Y
×). Thus,
since [γ,Γ]1/2 acts on graphs (Property 20.2), by Definition 17.3 and by definition of ⊑, we deduce
that [γ,Γ]1/2 is increasing:
[γ,Γ]1/2 (X) ⊑ [γ,Γ]1/2 (Y ) (6)
By anti-extensivity of openings, we have γ1/2(X
•) ⊆ X• and Γ1/2(X
×) ⊆ X×. Thus, since [γ,Γ]1/2 (X)
is a graph (Property 20.2), by Definition 17.3 and by definition of ⊑, we deduce that [γ,Γ]1/2 is anti-
extensive:
[γ,Γ]1/2 (X) ⊑ X (7)
From Equations 5, 6, and 7, we deduce that [γ,Γ]1/2 is an opening. Similarly, one proves that [γ,Γ]1
is an opening, and that [φ,Φ]1/2 and [φ,Φ]1 are closings. 
Composing the operators of the adjunctions (αi, βi), defined at the end of Section 3, also yields remarkable
openings and closings. Indeed, it can be easily seen that: α1 ◦ β1 = α1, α2 ◦ β2 = α2, β1 ◦ α1 = β1 and
β2 ◦ α2 = β2. Thus α1 and α2 are both a closing and an erosion and β1 and β2 are both a dilation and an
opening. This means, in particular, that α1 and α2 are idempotent extensive erosions and that β1 and β2
are idempotent anti-extensive dilations. The opening and the closing resulting from the adjunction (α3, β3)
are illustrated in Figs. 3d and 3h.
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It is possible to associate with any lattice L, the lattice of all increasing operators on L. In this context,
two filters ϕ1 and ϕ2 on the lattice L are said ordered if, for any X ∈ L, ϕ1(X) ≤ ϕ2(X) or if, for
any X ∈ L, ϕ2(X) ≤ ϕ1(X). A usual way to build a hierarchy of filters (i.e. an ordered family of filters)
from an adjunct pair (α, β) of erosion and dilation consists of building the dilations and erosions obtained by
iterating several times α and β. In general, composing these iterated versions of α and β leads to hierarchies
of filters when the number of iterations increases. In the remaining of the section, we follow this classical
approach to build granulometries and alternate sequential filters in the lattice G.
Let α be an operator acting on a lattice L and i be a nonnegative integer. The operator αi is defined by
the identity on L when i = 0 and by α ◦ αi−1 otherwise.
Definition 21. Let λ ∈ N. We define [γ,Γ]λ/2 (resp. [φ,Φ]λ/2) by [γ,Γ]λ/2 = [δ,∆]
i ◦ ([γ,Γ]1/2)
j ◦ [ǫ, E ]i
(resp. [φ,Φ]λ/2 = [ǫ, E ]
i ◦ ([φ,Φ]1/2)
j ◦ [δ,∆]i), where i and j are respectively the quotient and the remainder
in the integer division of λ by 2.
Theorem 22 (granulometries). The families {[γ,Γ]λ/2 | λ ∈ N} and {[φ,Φ]λ/2 | λ ∈ N} are
granulometries:
1. for any λ ∈ N, [γ,Γ]λ/2 (resp. [φ,Φ]λ/2) is an opening (resp. a closing) on G;
2. for any two elements λ, µ ∈ N such that λ ≤ µ, we have [γ,Γ]µ/2 (X) ⊑ [γ,Γ]λ/2 (X)
and [φ,Φ]λ/2 (X) ⊑ [φ,Φ]µ/2 (X) for any X ∈ G.
In order to prove Theorem 22, we use two intermediate results, namely Lemmas 23 and 24.
Lemma 23. Let X be a graph. Then, the following statements hold true:
1. γ1(X
•) ⊆ γ1/2(X
•)
2. Γ1(X
×) ⊆ Γ1/2(X
×)
3. [γ,Γ]1 (X) ⊑ [γ,Γ]1/2 (X) ⊑ X.
Proof.
1. Since Γ1/2 is an opening (Property 20.1), it is anti-extensive. Therefore, we have Γ1/2 ◦ ǫ
×(X•) ⊆
ǫ×(X•). Hence, we have δ• ◦ Γ1/2 ◦ ǫ
×(X•) ⊆ δ• ◦ ǫ×(X•) since δ• is a dilation (Property 6), thus an
increasing operator (see e.g. Lemma 2.1 in [15] for increasingness of dilations). By Definition 17, this
statement can be rewritten as δ• ◦ δ× ◦ ǫ• ◦ ǫ×(X•) ⊆ γ1/2(X
•). Hence, by Definitions 16.1 and 7, we
deduce that γ1(X
•) ⊆ γ1/2(X
•).
2. The proof of this statement is similar, and therefore it is left to the reader.
3. By Lemmas 23.2 and 23.2, we have γ1(X
•) ⊆ γ1/2(X
•) and Γ1(X
×) ⊆ Γ1/2(X
×). As [γ,Γ]1
and [γ,Γ]1/2 act on graphs, we deduce that [γ,Γ]1 (X) ⊑ [γ,Γ]1/2 (X). Furthermore, since [γ,Γ]1/2 is
an opening, we also have [γ,Γ]1/2 (X) ⊑ X , which completes the proof of Lemma 23. 
Lemma 24 (from Proposition 5.2 in [14]). Let α, β and γ be three operators acting on a lattice L such
that (α, β) is an adjunction and γ is an opening. Then, the operator β ◦ γ ◦ α is an opening.
Proof (of Theorem 22). In this proof, i stands for any positive integers. Let us first establish the
statements about {[γ,Γ]λ/2 | λ ∈ N}.
1. As composition of adjunctions, ([ǫ, E ]i , [δ,∆]i) is an adjunction. Thus, by the fundamental result about
adjunction recalled in Section 3, [γ,Γ](2×i)/2 = [δ,∆]
i◦[ǫ, E ]i is an opening. Furthermore, since [γ,Γ]1/2
is an opening (Property 20), by Lemma 24, we deduce that [γ,Γ](2×i+1)/2 = [δ,∆]
i ◦ [γ,Γ]1/2 ◦ [ǫ, E ]
i
is also an opening.
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2. By Lemma 23.3 (applied to [ǫ, E ] (X)), we have:
[γ,Γ]1 ◦ [ǫ, E ]
i (X) ⊑ [γ,Γ]1/2 ◦ [ǫ, E ]
i (X) ⊑ [ǫ, E ]i (X) (8)
Since ([ǫ, E ]i , [δ,∆]i) is an adjunction (see above), the operator [δ,∆]i is a dilation and as such it is
increasing (see e.g. Lemma 2.1 in [15] for increasingness of dilations). Thus, from Equation 8, we
deduce that:
[δ,∆]
i ◦ [γ,Γ]1 ◦ [ǫ, E ]
i
(X) ⊑ [δ,∆]i ◦ [γ,Γ]1/2 ◦ [ǫ, E ]
i
(X)
⊑ [δ,∆]i ◦ [ǫ, E ]i (X). (9)
Hence, by Lemma 19 and by Definition 21, we have:
[γ,Γ](2×i+2)/2 (X) ⊑ [γ,Γ](2×i+1)/2 (X) ⊑ [γ,Γ](2×i)/2 (X). (10)
This last statement allows the proof to be completed by induction.
Similar arguments (according to the opposite order of ⊑) allows the statements on {[φ,Φ]λ/2 | λ ∈ N} to be
proved: these proofs are left to the reader. 
Definition 25 (ASF). Let λ ∈ N. We define the operator ASFλ/2 by the identity on graphs when λ = 0
and by ASFλ/2 = [γ,Γ]λ/2 ◦ [φ,Φ]λ/2 ◦ASF(λ−1)/2 otherwise.
Note that it is possible to define a second family of operators similar to ASF = {ASFλ/2 | λ ∈ N} by
replacing in Definition 21.2 the sequence of primitives [γ,Γ]λ/2 ◦ [φ,Φ]λ/2 by the sequence [φ,Φ]λ/2 ◦ [γ,Γ]λ/2.
The following proposition, which establishes that ASF is a family of alternate sequential filters, also holds
true for this second family.
Corollary 26. The family {ASFλ/2 | λ ∈ N} is a family of alternate sequential filters:
• for any two elements λ, µ ∈ N, λ ≥ µ implies that ASFλ/2 ◦ASFµ/2 = ASFλ/2.
Proof. Due to Equation 10.4 in [29], the result is a direct corollary of Theorem 22. 
Given a graph X ∈ G, it must be noticed that the vertex set (resp. edge set) of [γ,Γ]λ/2 (X)
and [φ,Φ]λ/2 (X) depends only on the vertex set (resp. edge set) of X . Thus, Definition 21 also induces
granulometries and alternate sequential filters on G• and G×. If we consider the case where λ is even, we
deduce from the observation stated after Definition 7 that, when G• is a subset of the grid points Zd and
when G× is obtained from a symmetrical structuring element, then the vertex parts of [γ,Γ]λ/2 and [φ,Φ]λ/2
correspond to the usual opening and closing of size λ/2. Hence, we can see that, in the case of a set of points,
the proposed framework completes the granulometries and filters which are classically used in applications
by considering the odd values of λ.
5. Flat morphological operators on weighted graphs
The morphological operators presented in previous sections are increasing. As such, they all induce stack
operators acting on functions weighting the vertices and/or edges of a graph (see [36] for stack operators,
[28, 19, 11, 25] for stack operators in the context of flat mathematical morphology, and [1] for stack operators
in the context of watershed image segmentation). This allows filters for weighted graphs and thus for
grayscale images to be systematically inferred from the ones on non-weighted graphs. In this section, we
first recall the definition of stack operators through threshold decomposition of functions. Then, we give a
simple characterization of the stack operators induced by the basic operators of Definition 4.
In this section, the symbol n denotes any positive integer and the symbol K stands for the set of all
integers between 0 and n: K = {0, . . . , n}.
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Let E be any set, we denote by Fun(E) the set of all maps from E to K. Let k ∈ K and let F ∈ Fun(E).
The k-section (or k-threshold) of F is the subset Xk(F ) of E made of the elements of E whose value is
above k according to the function F : Xk(F ) = {x ∈ E | F (x) ≥ k}. Note that Fun(E) with the order
relation ≤ inferred by threshold decomposition from the inclusion relation ⊆ on E is a complete lattice. Its
supremum ∨ can also be characterized by threshold decomposition. More precisely, for any two functions F1
and F2 in Fun(E), we have:
F1 ≤ F2 iff ∀k ∈ K, Xk(F1) ⊆ Xk(F2) (11)
[F1 ∨ F2](x) = max{k ∈ K | x ∈ [Xk(F1)] ∪ [Xk(F2)]}, ∀x ∈ E. (12)
Furthermore, since the latticeK forms a finite chain, Equation 12 can be generalized to arbitrary (infinite)
supremum and union, and also to arbitrary (infinite) infimum and intersection.
Let E1 and E2 be two sets, and let P(E1) and P(E2) be the set of all subsets of E1 and E2 respectively.
Any increasing operator ψ from the lattice P(E1) to the lattice P(E2) induces the stack operator Ψ that
maps any function F in Fun(E1) to the function Ψ(F ) in Fun(E2) according to the following relation:
∀x ∈ E2, Ψ(F ) (x) = max{k ∈ K | x ∈ ψ (Xk (F ))} (13)
In fact, since the lattice K forms a finite chain, for any k ∈ K, the k-section of Ψ(F ) is exactly the result
of the operator ψ applied to the k-section of F . More precisely, Ψ is the stack operator induced by ψ if and
only if, for any map F ∈ Fun(E1), the following relation holds true:
∀k ∈ K, Xk (Ψ (F )) = ψ (Xk (F )) . (14)
By abuse of notation, in the following, we use the same symbol to denote an operator acting from P(E1)
to P(E2) and its induced stack operator acting from Fun(E1) to Fun(E2).
By threshold decomposition, the lattice G of subgraphs of G presented in Section 2 induces a
lattice Fun(G•) ⊗ Fun(G×) of pairs of functions weighting respectively the vertices and the edges of G
such that the simultaneous threshold of these two functions at any given level yields a subgraph of G.
Note that using Equation 13, the operators acting on the lattices G•, G×, or G, presented in Sections 3
and 4, induce stack operators acting on the lattices Fun(G•), Fun(G×), and Fun(G•) ⊗ Fun(G×).
Furthermore, due in particular to Equation 12, any property presented in Sections 3 and 4 for operators on
the lattices G•, G×, or G also holds true for operators on the lattices Fun(G•), Fun(G×), and Fun(G•)⊗
Fun(G×). Among the operators on unweighted graphs, those presented in Definition 4 play the role of
elementary building blocks. Therefore, we shall first characterize their induced stack filters.
Property 27. Let F • ∈ Fun(G•) and let F× ∈ Fun(G×). The four following relations hold true.
δ•(F×)(x) = max{F×(ex,y) | ex,y ∈ G
×}, ∀x ∈ G• (15)
ǫ×(F •)(ex,y) = min{F
•(x), F •(y)}, ∀ex,y ∈ G
× (16)
ǫ•(F×)(x) = min{F×(ex,y) | ex,y ∈ G
×}, ∀x ∈ G• (17)
δ×(F •)(ex,y) = max{F
•(x), F •(y)}, ∀ex,y ∈ G
× (18)
Property 27, which is as a “stack analogous” to Property 5, locally characterizes the stack operators δ•,
ǫ×, ǫ•, δ×. It leads in particular to a simple linear time algorithm (with respect to the size |G•| + |G×|
of G) to compute the results of these operators. More interestingly, since the proposed operators acting on
subgraphs of G have all been characterized as compositions of these four basic operators, all induced stack
operators acting on functions weighting the edges and/or vertices of the graph G can be characterized as
composition of these basic operators. Furthermore, the opening/closing and granulometry properties proved
in the previous sections extend from sets to weight functions by flat morphology.
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6. Illustration to image processing
This section presents three illustrations that show the application of the proposed framework to image
processing. We first illustrate in Section 6.1 the differences between the ASF filters proposed in this paper
and the usual ASF filters by symmetric structuring elements for denoising binary images. Then, the second
illustration (Section 6.2) presents the results of the proposed ASF filter, of a median filter, and of the an area
filter [35] applied to several degraded versions of a binary image. Finally, the third illustration (Section 6.3)
shows the ability of the proposed filters to process noisy grayscale images. Firstly, filters on a spatially
invariant graph are used. Then, it is shown that the proposed framework also includes spatially variant
morphological filters. Indeed, the obtained results are improved by replacing the initial spatially invariant
graph by a second graph that is spatially variant.
6.1. ASF filters applied on binary images
In order to illustrate the proposed framework, let us analyze the effect of our filters on the binary image
of Fig. 4b obtained by adding random impulse noise of different size and shape to the digital shape shown in
Fig. 4a. Fig. 4c shows the results given by the “usual” ASF (using the structuring elements corresponding
to the 4-adjacency relation) of size 4. Fig. 4d presents the results given by ASF8/2 (on the graph induced
by the 4-adjacency relation) which is the corresponding alternate filter in our framework. Note that for
the illustrations in image processing shown in this paper the restriction of the filters to G• are considered.
Clearly, ASF8/2 removes more noise than the usual ASF. However, it requires more iterations since it
considers the filters [γ,Γ]λ/2 and [φ,Φ]λ/2 for both odd and even values of λ whereas the usual ASF only
considers the even values of λ (see last paragraph of Section 4). In order to compare the proposed ASF with
filters using the same number of iterations, we produce two other filtered images. The first one is obtained
by filtering the image with a usual ASF of size 8 (Fig. 4e). It can be seen that more noise are removed but
also that less details are preserved (see in particular the head of the zebra). The second one (Fig. 4f) is
obtained in three steps: 1) double the resolution of the noisy image; 2) apply to it a usual ASF of size 8;
and 3) divide by two the resolution of the output image. Visually, this last procedure removes more noise
than the usual ASF but does not perform as well as the ASF introduced in the present paper (a quantitative
study is provided below). Fig. 5 provides a similar illustration for the case of a 3-dimensional synthetic
binary object.
To assess the filtering results also quantitatively, we generated 20 binary images of 800x600 pixels
containing white characters on a black background, one of them is illustrated on Fig. 6a. We then created
eleven sets of noisy versions of those images, each set with increasing level of noise, from around 5% up to
around 25%. The noise was generated using sets of random points of uniform distribution, that were then
dilated separately using a dilation by different structuring elements: lines, disks and crosses, with different
sizes and directions, along with single points. Those images were then combined with the original image
using an exclusive or logical operator. Fig. 6b to Fig. 6l shows the same section of one of the resulting noisy
images for each one of the considered levels of noise.
Each set of noisy images was then filtered using the usual ASF, with normal and double resolution, and
the graph ASF. We kept the same configuration used to process the images on Fig. 4. We considered filters
with sizes between 1/2 and 10. As error measure we computed the mean square error, that, considering
binary images, is equivalent to the number of different pixels divided by the number of pixels in the image,
expressed here in percentages. Fig. 7a (resp. Fig. 7b and Fig. 7c) shows the average error of each set of
filtered images using the usual ASF (usual ASF with double resolution and graph ASF) for all the considered
sizes. Points corresponding to the same set are connected by a line. Clearly the graph ASF presents a lower
error for all sizes of the considered filters. For instance, remark in particular that for the highest value of
noise, the error measure obtained by graph ASF of size 10/2 is approximately 4%, whereas it is approximately
16% for the usual ASF of size 5 and 7.5% for the usual ASF of size 10 applied on images of double resolution.
A filter is called autodual if it leads to equivalent results considering both the original image and its
complement, that is, by complementing the filtered result of the complement image, we obtain the filtered
result of the original image. It is known that the ASF filters based on structuring elements are in general
not autodual. The ASF filters proposed in this paper are not autodual either. However, treating white and
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I1 I2 I3 I4 I5
graph ASF 0.5% 0.7% 1.3% 1.7% 3.6%
area filter 0.5% 0.7% 1.6% 2.1 4.5%
median filter 1% 1.4% 2.2% 2.6% 6%
Table 1: Mean square error achieved by different filters applied to five noisy images obtained by degradation of Fig. 10a.
black pixels in a balanced way is surely an interesting property. To assess the behavior of the filters on
this aspect, we repeated this same experiment, but now considering the complement of the images (which
is equivalent to inverting the opening and closing in Definition 25 of ASFs). The results are presented on
Fig. 8. We obtain the same behavior as the previous case, that is, the graph ASF still outperforms the usual
ASF, with normal and double resolution.
Further, to measure how balanced our filters are, we compared the filtered images generated using the
original image and its complement. The result of that comparison, considering only the set of images with
most noise, is shown on figure 9. The images generated using the graph ASF considering the original image
and the complement are more similar than using the usual ASF, with normal and double resolution.
From the presented results we can conclude that, considering this type of image and noise, the graph ASF
outperforms the usual approach, removing more noise for a given size of filter. Additionally, our operator
treats white noise and black noise in a more balanced way than the usual filters.
6.2. ASF, median, and area filters applied on binary images
The previous experiment was designed to illustrate the differences between the proposed graph filters
and their corresponding versions in the usual framework of morphology by structuring elements. Let us
now illustrate the difference between the proposed graph filters and some filters that are frequently used for
denoising binary images. To this end, we degrade the image I shown in Fig. 10 according to the model of [16]
which is known as a realistic document degradation model. Roughly speaking, the resulting degradation,
obtained by a flipping process, includes impulse black and white noise and contour perturbation. From the
initial image I, we produced five levels of degraded images I1, . . . , I5. Then, these images were processed with
the ASF filter proposed in this paper (with parameter 2/2), with a median filter (by a diamond structuring
element of size 5), and with the composition of an area opening and an area closing (of size 20). The results
for an intermediate level of degradation are shown in Figs. 10 and 11. The mean square errors (MSEs)
compared to the original image achieved by these three methods on the five degraded images I1, . . . , I5, are
presented in Table 1. On all these degraded images the MSEs of the graph ASF are less than the ones of
the median filter. For low levels of degradation the MSEs of the graph ASF and of the area filtering are
similar, while the MSEs of the graph ASF become lower than the ones of the area filters when the level of
degradation increases. In this illustration, the parameters of the filters were chosen qualitatively to produce
the best results on these five particular degraded images. In order to state any definitive conclusion about
the comparison of these filters for denoising binary images, quantitative experiments on a larger database
of real images need to be done. However, performing such an evaluation is beyond the scope of this paper.
6.3. Spatially invariant and variant ASF filters applied on grayscale images
As an illustration of the framework presented in Section 5, one can consider the stack extension of the
family {ASFλ/2 | λ ∈ N} and apply it to weighted graphs. Similarly to the case of unweighted graphs, it can
be seen that the weights on the vertices of the resulting graph depend only of the weights of the vertices of
the original graph. Therefore, the operators of the family {ASFλ/2 | λ ∈ N} also induce alternate sequential
filters on vertex weighted graphs. In particular, since a grayscale image equipped with an adjacency relation
can be seen as a vertex weighted graph, we obtain new alternate sequential filters acting on grayscale images
equipped with adjacency relations. Fig. 12b shows a grayscale image obtained by adding random impulse
noise of different size to the grayscale image of Fig. 12a. Fig. 13a shows the results given by the “usual”
alternate sequential filter (using the structuring elements corresponding to the 4-adjacency relation) of size
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3. Fig. 13b presents the results given by the stack operator ASF6/2 (on the graph induced by the 4-adjacency
relation) which is the corresponding alternate filter in our framework. Visually, ASF6/2 removes more noise
than the usual alternate sequential filter. More precisely, compared to the original image of Fig. 12a, the
mean square error (MSE) achieved by the graph filter equals 159.5, whereas it equals 175 for the “usual”
alternate sequential filter. As in the binary case presented in Section 6.1, we also applied a usual ASF of size
12 to the image obtained from Fig. 12b by doubling the resolution. On this particular image, the resulting
MSE equals 162.2 which is a little more than with the graph ASF. For concision, we do not present in this
section a quantitative assessment on a larger database of grayscale images. Such quantitative assessment is
left for future work.
Interestingly, the framework of graphs presented in this paper encompasses the one of mathematical
morphology based on discrete spatially variant (symmetric) structuring elements or amoebas (see e.g.
[17, 32, 33, 30]). Let us then illustrate the effect of the alternate filters proposed in this framework on
a graph that is spatially variant. To this end, we considered a smoothed version H• of the image F •
(Fig. 12b) obtained by a Gaussian filter. Then, we derive from the “spatially invariant” vertex weighted
graph (G4, H
•) associated to the grayscale image H• equipped with the 4-adjacency relation a graph G
that is “spatially variant”. To obtain this graph G, we first consider a simple gradient ∇ : G× → K
of H• given by ∇(ex,y) = |H•(x) − H•(y)| for any edge ex,y in G4
×. Note that, using the framework of
this paper, this simple gradient can be straightforwardly characterized in morphological terms: ∇(ex,y) =
δ×(H•)(ex,y)−ǫ×(H•)(ex,y), for any edge ex,y in G4
×. Then, this gradient∇ can be thresholded at a value ν
in order to produce a new graph G such that G• = G4
• and G× = {ex,y ∈ G4
× | ∇(ex,y) ≤ ν}. The image
shown in Fig. 13d presents the result obtained by applying ASF6/2 to the map F
• in the graph G which is
obtained by the above strategy for ν = 35. For comparison purposes, we also display in Fig. 13c, the result
obtained using the usual alternate sequential filter of size 3 (i.e., the filter obtained without considering the
odd values of λ) using the spatially variant structuring element corresponding to the same graph G. Visually
the result of the proposed filter outperforms the one of usual spatially variant filter. Furthermore, the MSE
compared to the original image of Fig. 12a also assesses that the proposed filter outperforms the usual one
on this image (140 vs. 151.3). Note also that using spatially variant filters instead of invariant ones allows
the results of ASF6/2 to be improved (140.9 vs. 159.5 as respective MSE).
On a conventional PC (Intel Core 2 Duo CPU, 2.4 GHz, 2GB), the processing time for applying ASF6/2
to the image of Fig. 12b (800× 815 pixels) in the case of the spatially invariant (resp. variant) graph is 2.75
seconds (resp. 2.55 seconds).
7. Conclusion
This paper investigates the lattice of all subgraphs of a graph and provides it with morphological
operators. In particular, we propose new filters whose input and output are both graphs. We show
the interest of restricting these filters to sets of vertices. Indeed, they allow us to complete some usual
morphological filters used in image analysis applications. It is also shown that the proposed framework can
be extended from subgraphs to functions that weight the vertices and/or edges of a graph. This allows in
particular the processing of grayscale images by spatially invariant as well as spatially variant morphological
operators. The extension of this framework to multi-valued functions allowing to process in particular color
images remains for future work, as well as the study of new algorithms, based e.g. on distance maps, allowing
very fast computation for the case of iterated operators.
Simplicial (and cubical) complexes (see [4, 5] for image operators defined in cubical complexes and
[18] for examples of morphological operators in 2D simplicial complexes) allows topological properties of
discrete objects to be better handled than with graphs. These topological structures extend graphs to
higher dimensions in the sense that a graph is a 1-D structure made of points and edges considered as 0D
and 1D elements. As shown in [10], the framework presented in this paper can be extended to complexes
by considering additional generators. In 2D, for instance, a third generator for the elementary triangles (or
squares) is required.
Another interesting field of investigation for future work includes the study of morphological operators for
(directed and undirected) graphs embedded in metric spaces (or more generally weighted graphs spaces). In
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this context, the result of a given operator depends on the “length” of the edges according to the metric. Such
kind of operators, acting with dilation-like behavior, have been studied in particular in [31]. Nevertheless,
as far as we know, the existing operators do not satisfy the important algebraic properties of morphological
operators such as for instance idempotence of the filters.
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(a) original binary image (b) noisy binary image
(c) usual ASF (d) graph ASF
(e) usual ASF of double size (f) usual ASF (double resolution)
Figure 4: ASF illustration [see text].
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(a) (b)
(c) (d)
(e) (f)
Figure 5: Same as Fig. 4 but in 3D. Rendering of: (a) original binary image, (b) noisy binary image, (c) result of usual ASF,
(d) result of graph ASF, (e) result of usual ASF of double size and (f) result of usual ASF (double resolution) [see text].
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(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
(j) (k) (l)
Figure 6: Example of noisy images considered for the assessment of the filters [see text].
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(a) (b)
(c)
Figure 7: Average error for sets of filtered images: (a) usual ASF, (b) usual ASF with double resolution, (c) graph ASF [see
text].
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(a) (b)
(c)
Figure 8: Average error for complement of the sets of filtered images: (a) usual ASF, (b) usual ASF with double resolution,
(c) graph ASF [see text].
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Figure 9: Difference between the filtered images considering the original image and its complement.
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(a) (b)
(c) (d)
(e)
Figure 10: (a): Original image I, (b): the degraded image I3, (c,d,e): filtering of I3 by respectively ASF2/2, a median filter,
and area filters. To ease printing and visualization the images in b-e are inverted.
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(a) (b) (c) (d) (e)
Figure 11: (a-e): Close-up views on a part of Figs. 10a-e (without inversion).
(a) (b)
Figure 12: Original image (a) and its noisy version (b).
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(a) usual ASF (MSE: 175) (b) graph ASF (MSE: 159.5)
(c) spatially variant usual ASF (MSE: 151.3) (d) spatially variant graph ASF (MSE: 140.9)
Figure 13: Result of morphological filtering of sizes 3 and 6/2 applied to the image of Fig. 12b.
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