Stabilitaet und Konvergenz nichtlinearer Differenzenoperatoren bei Anfangswertaufgaben by Kinnebrock, W.
Juni 1971
Institut für Neutronenphysik und Reaktortechnik
KFK 1428




Für diesen Bericht behalten wir uns alle Rechte vor









Gesellschaft für Kernforschung mbll , t Karlsruhe

Zusammenfassung
Der Begriff der Stabilität bei der numerischen Lösung von Anfangswert-
aufgaben wird für nichtlineare Probleme so definiert. daß Stabilität
und Konsistenz Konvergenz gewährleisten. Im Teil 11 werden einige
Stabilitätskriterien bewiesen. Die Konvergenzaussagen aus Teil I
werden an numerischen Beispielen nachgeprüft.
Abstract
Stability 2S defined for difference operators solving numerically
nonlinear initial-value-problems so that stability and consistence
imply convergence. In part 11 same criteria for stability are proved.
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Bei der numerischen Lösung von Anfangswertproblemen
mit !Iilfe des Differenzenverfahrens ersetzt man den
kontinuierlichen Differentialoperator durch einen
Differenzenoperator,der bei gegebenen diskreten An~angs­
werten die su~zessive Berechnung einer auf endlich vielen
Gitterpunkten definierten Näherungslösl1ng gestattet.
Bei Verkleinern der 1<ITaschenweiten des Gitters soll diese
Näherung in die exakte kontinuierliche Lösung übergehen
(Konvergenz).Zur Realisierung dieser Konvergenzforderung
ist es notwendig,daß zwischen Differenzen- und Differential-
operator eine formale Verbindung besteht im Sinne der
Konsistenz.Wie jedoch Courant,Friedrichs und Le~~ ( [1J )
als erste 1928 entdeckten,reicht die Konsistenzeigenschaft
nicht aus,um Konvergenz zu gewährleisten.Da nämlich jeder
Lösungswert der Näherung mit einem Verfahrensfehler
behaftet ist 11nd gleichzeitig als Startwert fl~ die
Berechnung neuer Werte an benachbarten Gitterpunkten
dient,w~ird er dort neue Fehler verursachen.Bei Ver~leinern
der Schrittweiten wird nun zwar der lokale Verfahrensfehler
beliebig klein, jedoch kann die Fortpflanzung auf weitere
Gitterpunkte so explosiv sein,daß das Wachstum des globalen
Fehlers nicht durch die Reduktion des lokalen Fehlers
aufgehoben vnrd.In diesem Fall sprechen wir von Instabilität.
Die meisten Autoren nennen einen Differenzenoperator stabil,
wenn bei Verkleinern der Schrittweiten die Fehler,die
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durch Einbringen einer lokalen Störung entstehen,beschränkt
bleiben.Dieser Arbeit liegt ein Stabilitätsbegri~f zugrunde,
der z~B~ - zumindest in ähnlicher Form - verwendet wird bei
Strang [4] ,Forsythe-Wasow [19] ,Spijker[17] gnd Watt [23]
Wenn h die maximale Schrittweite bedeutet,so heißt ein
Dit'ferenzenoperator r,:,,",stabil,wenn :für h4 0 ein durch eine
lokale Störung verursachter Fehler höchstens wie h-r wächst.
Während bei linearen Dit':ferenzenoperatoren Stabilität
eine Eigenschaft des Operators ist ,hängt sie bei nichtlinearen
Problemen sowohl vom Operator als auch von der Lösung des
kontinuierlichen Problems ab.Daher ist es gfinstig,Stabilität
und Konvergenz stets bezüglich 'fester singulärer Anfangs-
werte zu betrachten.
Der wesentliche Inhalt dieser Arbeit ist der Beweis
folgenden Sachverhaltes:Ist eine nichtlineare Dit't'erenzen-
gleichung von der Ordnung p und ist die an der Stelle der
kontinuierlichen Lösung lineärisierte Dif'ferenzengleichung
~-stabil,sin~ zudem die für die sukzessive Rechnung
benötigten Anfangswerte so bescha'ffen,daß sie für h~ 0
wie hm in die exakten übergehen,so ist die ursprüngliche
Dif'ferenzengleichung konvergent mit dem Konvergenzgrad
q == min(p;-1,m) - ~ ,'falls die Ungleichungen p~ 2(:t!+lr und
:>~. 1ffl :::: «;4-", + I erfüllt sind.Sind die Ungleichungen nicht
er:füllt,gilt Konvergenz,falls die linearisierte Gleichung
eine spezielle - hier als "streng ~-stabil" bezeichnete _
Eigenschaft erfüllt.
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Im Kap.II werden vier verschiedene Stabilitätskriterien
bewiesen,deren Anwendung in Kap.III an speziellen Beispielen
erprobt wird.
Die Überlegungen \rerden der einfacheren Formulierung
wegen nur fJ1r Differentialgleichungen durchgefnhrt und
sind leicht auf Systeme zu verallgemeinern.Auch die Variablen=
anzahl läßt sich leicht von zwei auf n erhöhen. Ohne
Schwierigkeiten könnte man die hier betrachtete Klasse
echter Anfangswertaufgaben erweitern auf Anfangsrandwert-
aufgaben.Konvergenzen werden im Sinne der Maximumnorm
betrachtet.
Die meisten Arbeiten über die numerische Lösung nicht-
linearer Anfangswertaufgaben behandeln spezielle Differential-
gleichungstypen (z.B.quasilinear,halblinear etc.).Eie
Ergebnisse dieser Arbeit sind auf alle Typen nichtlinearer
Anfangswertaufgaben anwendbar, fsof'ern eine eindeutige
kontinuierliche Lösung existiert.Aussagen dieser Allgemeinen
~t f"indet man bei Ansorge [15J [24] ,Spijker [17J ,
Stetter [1'2J 1 [16] und Strarrg [9J .Der Stabilitätsbegriff'
von Spijker ist nicht identiseh mit dem hier vorliegenden,
für lineare Probleme jedoch decken sieh beide Begriffe.
Die hier benutzte Definition der Stabilität ist ähnlich der





Sei G die Menge der reellen Zahlen x mit °ax ~ X und
I die rffenge der Zahlen t mit °~ ta T.Auf einem Teilgebiet B
von GxI ,das die Punkte {(X,O); XEGJ enthält,sei die
reellwertige Funktion u(x,t) definiert und genüge der
nicht notwendig linearen Gleichung





---. u(x,O) = (J).(x)
dt3 IJ
( j=O, 1, ••• k)
mit epj(x) € cg
Wir setzen voraus,daß das Anfangswertproblem (1),(2)
genau eine Lösung auf B besitzt.
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2) Differenzengleichungen
Zur numerischen Lösung von (1), (2) überziehen wir Gx I
mit einem achsenparallelen Gitter mit den Maschenweiten
L1x und h = At,wobei
.Lfx = feh) ~ 0 (ho+ 0)
Den Gitterpunkten (jeAx,n-h) auf B ordnen wir die Werte
u~ zu,wobei diese Gitterwerte berechnet werden durch die
J
Gleichungen:
(3 ) = tu (un un un- 1T j, n j+~' •••• , .j+J.,f j+J; • • • •
n-l
, U,j+]+ .....
• • • •
Durch Vorgabe von Anfangswerten
uJ? = (J (i.A x )J m v (1%1-' = 0, 1, •••• ,k); (j. Ax E G)
seien alle un
J
. auf B eindeutig bestimmt.Die FUnKt10ngn ~Tj,n
seien definiert :für 0< h ~ho ' 0<; n- h <. T , j·.dx E G, sie seien
stetig in h.
Die Differenzengleichungen (3) lassen sich in einer
einfacheren Symbolik darstellen.Dazu sei Bn die Menge der




1f" *B sei so beschaffen,daß Gn+ 1 ~/Gn • Wir fassen die Gitter-
werte uj ,deren Gitterpun'kte (j.Ax,n·h) auf Gn liegen,
zu einem Velctor un = un(h) zusammen , und (3) ist darstellbar
durch eine Zuordnung der Gestalt
(5) n+1u (U (t n n-1= J n U ,u , e 0 e 0 • n-k h ),u ,
ro...;




=Wm (m = 0, 1,
Abstände und Konvergenzen betrachten wir im folgenden stets









wobei für jedes nein Vektorraum mit anderer Dimension
zugrunde liegen kann.
Die Gleichungen (5) können weiter vereinfacht werden,
wenn man die Vektoren un,un-" •••• ,un-k zu einem














= J "h = •
Als Norm sei zugrundegelegt
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Um Vergleiche mit der exakten Lösung u(x,t) von (1),(2)
durchführen zu können,führen wir die beiden folgenden
Operatoren ein:





wobei der rechts stehende Ausdrucknein Vektor mit den
Elementen u(j·Jx,t) sei für festes t=n·h und alle j mit




Definition 1: Die Differenzenoperatoren ~n aus (7) heißen
zu R p-konsistent genau dann,wenn für jede
auf B definierte Funktion v(x,t),die die
Gleichung (1) erfü11t,gilt:
~"V(X,t+h) - tn( Eh·v(x,t),h) = O(hP) (h-:» 0)
:für 0 ~t §T, 0 <:h ~ho ' 0 ~n .. h ~T
- 10 -
Soll (3),(4) eine Näherungslösung fitr V(1),(2) liefern,
müssen die An-fangswerte W (j ,4x ) aus (4) f'itr h~ 0
m
in die echten Lösungswerte u{jd~~m.~ übergehen, oder,
in der Formulierung (7), (8),es muß flh - Eh u(x, kh) ~ 0
gelten.Das führt auf die
Definition 2:Der Anfangsve1ctor .r~ aus (8) heißt bezüglich
der Lösung u(x,t) von (1),(2) s-zulässig
genau dann,wenn
(h-+ 0)
Die Anfangswerte Ccim( j -Jx) werden meist durch weitere
Differenzengleichungen bestimmt,deren Konsistenz mit den
Anfangsbedingungen (2) i.A. schon die Zulässigkeit im
Sinne von Definition 2 nach sich zieht.Der Begriff
"zu'LäasLg" findet sich z.B.bei Ansorge ((8)).
Die meisten Autoren sprechen von Konvergenz,wenn die
Lösung der Dif'ferenzengleichung fitr h~ 0 gegen die des
Anfangswertproblems konvergiert.Vorteilhafter ist es,
wenn man bei der Formulierung des Konvergenzbegriffes
eventuelle Rundungsfehler brücksichtigt und "fordert,daß
die durch Rundungen gestörte Lösung gegen die des
kontinuierlichen Problems konvergiert.Dabei wird man
allerdings voraussetzen mdssen,daß "für h~ 0 die
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Störungen ebenfalls beliebig klein werd~n,etwa vne h q
für ein q> O.Diese Voraussetzung ist zwar in der Eraxis
nie erf'üllt,jedoch wird man annehmen können,daß eine
gewisse numerische Stabilität gewährleistet wird.
Konvergenzbegrif'fe ähnlicher Art finden sich z.B. bei
Ansorge ( [8 J , [2'-4'J) und Stetter ( [erJ )"
Es gelte also die
I
Definit ion '3: Die Dif'f'erenzenoperatoren ~ n mit den Störungen
&n (h) und dem Anf'angselement 12h heißen








für O<n9hfT,wenn u(x,t) die Lösung von (1),(2)
bedeutet ..
4 ) Stabilität
Wir benutzen im folgenden die in Definition 4 festgelegten
Sprechweisen:
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Definition A: 1)Die Funktionen VJ. aus (j) he tßent J,n
"in der zweiten Ableitung bei u(x,t) gleich-
mäJ3ig beschränkt" genau dann, wenn gilt:
Es existiert ein e>O und ein C>0,80 daß
fUr a11(3 w(x,t) auf B mit
sup , w(x,t) - u(x,t)"' L e
(x,t)~B
das Folgende erfUllt ist:
a ) IJ/ . ft'ir wn:+1 = w( ( j +1 i )Ax, m.. h )
f J, n J -i .
definiert und dortselbst zweimal dif':feren-
zierbar.
~ C
2 )Die Operatoren ~n aus (7) heißen nach w(x, t )
k mal stetig-differenzierbar genan dann,wenn
die durch (j) gegebenen VI. :für alle j,n
1J, n
nach den Argumenten
..tm - ...t (;-1-1 ) d x m-h ).. j+1. ~ ... \ \ <J' i ..... "~.
~
k mal stetig-differenzierbar sind.
- 1) -
:3 )Die Operatoren q,n aus (7) heißen "in der
zweiten Ableitung bei u(x,t) gleichmäßig
beschränkt"genau dann , wenn die Funktionen
~u. bei u(x,t) in der zweiten Ableitung
T J ,n
gleichmäßig beschränlrt sind.
Es sei bemerkt,daß die Operatoren tn in der zweiten
Ableitung bei u(x,t) gleichmäßig beschränkt sind,wenn die
Funktionen LV; n in der Umgebung der Werte u'( (j+l. )4 x,m·h)Tu, 1
zweimal stetig-differenzierbar sind sowie die zweiten
Ableitungen "für 0 ~h ~ho definiert und stetig in h sind.
Für spätere Zwecke benötigen ~rlr den
Satz 1: Y.Q!:. :Die Operatoren ~ n sind in der zweiten
Ableitung bej v(x,t) gleichmäßig beschränkt.
~. :Es existiert ein €> O,so daß für alle Ei'" =6' (h )
aus dem Definitionsbereich von ci> mit 11," 11 4 E-
I n !I 11
gilt:
(9)
wobei ~fn ' 1jr n von v bzw v und 6 sowie von h
abhängige lineare Operatoren sind.Es ist zudem:
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(10)
Obiges gilt für alle n , h mit 0 ~ n- h ~ T
und für ein M> O.
Beweis:
Weeen der Voraussetzung sind die Operatoren,J... und damit die'fn
Funktionen ~j,n aus C~) i.n der Umgebung von v(xi'tn)
zweimal di~ferenzierbar,d.h.:Es existiert ein E>O,so daß
LVj,n nach (v(xi,tn) +.6" i,n) zweimal differenzierbar ist,
falls Ie i, III I ~ e. .Sei nun e = ö (h ) ein Vektor des
Definitionsbereiches von 9'n mit den Komponenten
b i,Tt = fö i,m(h) und l6"i,ml ~ e .Dann gilt die








-t..m ...... -'L, m
6'__ }O!O'
i,m i,m
(12) =;)~~j, n(vJ+l.i ' oe.
dvj+li
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Wegen der gleichmäßigen Beschränktheit in der zweiten
Ableitung ist
(e,> 0)
f'ür alle G" mitll ca 11 ~ E
Es sei nun 6' mein Teilve'ktor von 6" ,bestehend aus den
Komponenten Di ID,variiert über alle i.Dann ist ö
ID erklärt,
für m = n-k,n-k+1, ••• ,n,und (11) läßt sich in der
Formulierung von (5) so schreiben:
••••• E ( ( l-)h) + ~n-'k,h), h"v x, n-l\. Q
I"Vr n(Eh v(x,n·h), ••••• ,~v(x,(n-k)h),h)
Die Summanden sind Vektoren mit den Komponenten:
r
=L. cj+1. ' s: i,m
i=1 1
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Schreibt man schließlich (15) in der Formulierung (7),















Es bleibt noch der Beweis von (10).Sei x ein beliebiges
Element aus dem Definitionsbereich von ~.wenn xm und
x. die gleiche Bedeutung haben wie die entsprechenden
J.; m















wor-a-us die Behauptung folgt.
Es sollen jetzt die Eigenschaften formuliert werden,die
zusammen mit der Konsistenz die Konvergenz gewährleisten.
Es gelte also die
Def'in'tion 2: 1)Die Operatoren,J... aus (7) heißen bezüglich'fn
der Lösung u(x,t) von (1),(2) r-stabil genau
dann, wenn sie in der zweiten Ableitung bei
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u(x,t) gleichmäßig beschränkt sind,und wenn





k'h ~ (n-l)h f: h..h ~ T-h
2) Die Operatoren ~n heißen bezüglich der Lösung
u(x,t) von (1),(2) streng r-stabil genan dann,
wenn sie in der zweiten Ableitung bei u(x,t)
gleichmäßig beschränkt sind,und wenn fO~ die in
(9) gegebenen Operatoren ~/Enu(X,t),h) gilt:
fUrt C'>O
r ~.O
o c p.? h o
k ~ i 1c 12 < ••••
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Der hier erklärte Stabilitätsbegriff geht für lineare
Operatoren in bekannte Stabilitätsbegriffe über (Für r = 0
z.B. ~olgt die Lax-Richt~er-Stabilität).Ist nämlich ~n
linear,so gilt epn = ~~ und die Forderung ~ür r-Stabilität
lautet: ~
11 TT rh 11 C·h-r. 't' n-.i ~
J=O
Ist tj zudem von t bsw j unabhängig, -rolet
FUr r=O spricht man oft von "starker Stabilität" im
Geeensatz zur "schwachen"Stabilität'· oder "linearen
Instabilität" bei r> O.
Wi.,e bereits erwähnt (vel.De"f.3),liegt für die numerische





,h) + tv = n
vk = ll h
J = O(hP ) (h.... 0)n




Dabei läßt sich O(hm) als Summe von Verfahrensfehler
der für die Berechnung der Anfangswerte ve~~endeten
Di~erenzeneleichungenund der Rundungsfehler interpretieren,
wenn man voraussetzt,daß letztere mit der Ordnung hm gegen
o konvergieren (für h~ O).Da die dn ebenfalls Rundungen
bedeuten, ist jede eventuelle Konvergenz des obigen
Algorithmus in einem gewissen Sinne numerisch stabil.
Fiir die Konvergenz gilt nun der
Satz 2: Vor: 1) Die Operatoren ~n sind
a) zu R p-konsistent




ist m-zulässig zu u(x, t)
:3) Es ist P~ 2(r+1) und m~ 2r + 1.
~: Die Operatoren ~n mit den Störungen Jn = O(hP)
und sind bezüglich




en = vn _ ~u(x,nh)
wobei vn die (im obigen Algorithmus de~inierte) Näherungs-
lösung bedeutet.Dann ist wegen der Konsistenz:




(18) (:für alle j)
Wir beweisen dies durch Induktion.Für j=k ist
ek =.l2h - ~U(X,kh) = O(h
ID
)
also Ir ek Il ~ C3" hm ~ C3·htl (denn q ~ m,h f= ho)
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Die Ungleichung (18) gelte für j=k,k+1"i .... ,n.Ohne
Beschränkung der Allgemeinheit können wir C2~ Cj voraussetzen ..
Dann läJ3t sich h so klein wählen,daß für ~ 17) die Relation
(9) von Satz 1 anwendbar ist,so daß gilt:
mit
n+1e = (l.' + llr ) en + 't'
~n in n
tn = fn(~U(x,nh),h,en)
11 fn" ~ C4 ,llenll ~ C;.hq
Setzt man en rekursiv ein,f'olgt
n-k





Multipliziert man das Produkt 'T'T" (,h. j + 11r .)
I I in- Tn-J
j=O
m+1 Im+1\
erhä.lt man eine Summe mit 2 0 Summanden .. \ j} von




( j+1) Operat orenprodukte der Art 4/1' <P~-1 ••.. ~ ;_-s
dazwischen,doh.:jeder Summand ist (wegen der r-Stabilität)
abschätzbar durch:
Daraus :rolgt:
-r~ (rno+1) (C C)j h(q-r)j= C6,h j 5 6
Wegen der Vor.3) ist q-r = min(p-1,m) - 2r ~ 1,so daß
m +1








L;:: ('! 'hmi n (p-1 ,m)-r _ 1"1 'L q
""10 u - '"'10 r i :'
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Wir haben gezeigt :Wenn Iiej 11 ~ Ci hq für j=k,k+1, ••• ,n,
dann ist Ilen+1 11 ~ C1o"h
q.Die Konstante C10 ist in keiner
Weise von C2 abhl=lngig,so daß :rar alle m mit 0; m.h~ T gilt:
woraus die Behauptung folgt.
Dieser Satz wur-de in ähnlicher Form von Strang in [9']
bewiesen,jedoch nu~ für r=O und in der L2-Norm.Die zugrunde-
liegenden Differentialgleichungen waren quasilineare
hyperbolische Systene 1.Ordnung.Auch die Voraussetzungen
waren verschieo.en von denen des Satzes 2. (vgl.auch
(20),Seite 127).
Die Ungleiohungen p? 2(r+1) und m~ 2r + 1 schränken
die Klasse der anwendbaren Probleme stark ein,jedoch kann
man annehmen,daB stabile Dif'f'erenzengleichungen ft~
Differentialgleichungen erster Ordnung i.A.O-stabil sinn
und p ~ 2, m ~ 1 stets erfüllt ist, so daß auf Probleme dieser
Art Satz 2 anwendbar ist.Auch für Probleme zweiter Ordnung
(deren Dif'ferenzenoperatoren meist 1-stabil sind)1gelten
oft obige Ungleichungen.Für die Anfangswertprobleme,f'ür
sie verletzt sind,gilt der folgende Satz 3;
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Satz 3 :Vor.: 1) Die Operatoren tn sind
a) zu R p-konsistent
b) bezüglich der Lösllng u(x,t) von (1),(2)
streng r-stabil
2) Ilh ist m-zulässi..g zu u(x, t )
3) q :::: mmf p-}, m) - r ~ 1
fuill..: Die Operatoren fn mit Störungen ~n = O(hP)
und dem Anfangselement 11h sind bezüglich
u(x,t) q-konvergent.
Beweis:
Der erste Teil des Beweises verläuft wörtlich wie im Beweis
zu S8/tz 2.Wie dort erhält man die Relation (19):
mit: U't j 11 "- C -hP-= 1










e~ .~+ e1.·n~ S 2m+ 1 S d d . d_gJ_L'J _ nmme von umman en, eren Je ,er
a'bschätz'bar ist du~ch
····· ·I~ ~-i,...1- j ~
f'alls genen j mal der Operator 1V in diesem Summanden
vor~ommtoWegen der strengen Sta'bilität folgt die
Abachät.zung t
Das ergi'bt:
Aus (19) folgt daher:
-r pn- C • h • C - h7 1
+ ,., hp-r-1 '"v9· - C'O h
q mit q =min(p-1,m)-r
Mit der gleichen Schlußfolgerung wie 1m Beweis zu Satz 2
folgt daraus die Behauptung.
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11.' Stabilitätskriterien
Während es bei linearen Di~~erenzengleichuneeneine
Reihe von brauchbaren Stabilit§,tskriterien gibt, existieren
bei nichtlinearen Gleichungen kaum leistungs~ähige Kriterien.
Die Schwierig~eit r-ühr-t nicht nur von der Nichtlinearität ,
sonClern auch daher,daß die Lösung bekannt sein muß.Auch
die in diesem Kapitel bewiesenen Stabilitäts'kriterien
lassen sich nur für ein~ache Gleichungstypen anwenden.
Zuvor ~ormulieren wir noch den (trivialen)
Satz 4: Vor. :Die Operatoren <Pn sind bezüglich u(x, t)
streng r-stabil
Beh. :Die Operatoren ~n sind bezüglich u(x, t)
r-stabil.
Ein erstes Stabilitätskriterium ist der
Satz 5: Vor.: 1) Die Operatoren ~n sind in der zweiten
Ableitung bei u(x,t) gleichmäßig beschränkt.
2) ~(t,h) sei eine reellwertige Funktion ~ür
o ~ t f T, 0 c h ~ 11,.., stetig-differenzierbar nach t
v
für alle h;t .Es sei f( t .h ) ) 0 fUr 0 c tL.. T und




__~ t 1" ( t , h )




4) 11~~(~u(X,t),h) 11 4 f(t+h,hj + C hr+ 1f'(t,h 0
(C >O,t=nh)
0=
~.:1) Die Operatoren o/n sind bezüglich u(x,t) r-stabil.
2) Ist zudem f(t,h) monoton steigend in t,so sind




s-i A._....., .t1.~ .Es gilt die Abschätzung:
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= eXP{ln(f' +1) - ln(:f '1n2 n1
AUBmultiplizieren deB Produ~rtes der rechten Seite von (20)
führt auf' eine Summe,deren Summanden Produkte aUB Cöh
r +1
"'!I . d (m+1).:l . S d 1 H' ......uno -":loi s mo , j u.leser ummanc en errtha'lten als ~. a'ct or-en
genau j mal Cohr +1 und höchstens (j+ 1) Produkte der Form
A~A~+1A.+? ••• dazwischen,d.h.:sie sind wegen (21)
~ ~ 1 ~
abschätzbar d,xpch
Daraus :folgt:
= C h-r (1 + C C h)m+1
1 0 1











TIf f y.1" 1
. 0 'fi ·J=. <r





gew§hrleistet,so daß in das erste Produkt von (22) beliebig
f"+1
viele Fa~toren -?-- eingefügt werden können,ohne daß
i
sich die Ungleichung §ndert.Der restliche Beweis verläuft
dann wie in Teil 1).
Im folgenden wird die Anwendungsmöglich~eitvon Satz 5
an zwei Beispielen demonstriert:
1) Sei f'(t,h) == ccnat , == c mit c > O,
Dann ist
t 2 d








Die Voraussetzungen von Satz 5 für :f'et,h) sind also für
r=O erf"üllt,und man erhält die Aussage:
I
Wenn die Operatoren rn in der zweiten Ableitung bei u(x,t)
gleichm8.ßig beschränkt sind und wenn
(2:3) 11 ~~(~U(x,t),h) I1 ~ 1 + C'h (e ~o)
dann sind die Operatoren für u(x,t) O-stab~l und streng
O-stabil.Gleichung (2:3) ist die bekannte von Neumann -
Bedingung. (vgl. [2], [20J)
2) Sei f(t,h) = t r mit r ~ O.Dann ist
~ r In(T) - r In(kh) ~C1 - r In(h)
Letzteres gilt wegen t 1 ~ k h ,
Wegen f'(t+h.,h)f'(t ,h) folgt:
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Wenn die Operatoren tk in der zweiten Ableitung bei't'n
u(x,t) eleichmäßig beschränkt sind und wenn
dann sind o.ie Operatoren tn für u(x, t ) r-stabil und
streng r-stabil.
Für r=O folgt wieder die Neumann-Bedingung.
--------------------
Die folgenden beiden Sätze gelten für Operatoren,die als
Summe zweier Differenzenoperatoren darstellbar sind.
Ähnliche Stabilitätskriterien wurden z.B.von Ansorge
in [18J und Spijker in [17]für die von ihnen betrachteten
Stabilitätsbegriffe bewiesen.
Satz 6:Vor.:1) Die Operatoren Pn sind in der zweiten
Ableitung bei u(x,t) gleichmäßig beschrän~t.
2) Ilp~(~u(X,t),h) 11 ~ M für O.frt~ T,04hf;-ho
:3) Die Operatoren Tnl'sind r-stabil bei u(x, t )
4)1~r+1
Beh.: Die Operatoren
Q :: T + hI.. Pn n n
sind r-stabil bei u(x 1 t ) ,
Beweis:
Für die Ableitung gilt:
- 33 -




+ h1:' p' 0) 11'n-J
Ausmultiplizieren des Produkt.es führt auf eine Summe
mit 2j o+ 1 Summanden.Jeder Summand enthält j mal h~#Pi
'() T' rp' T' Cl o. h -p.. 0 jund jo+l Gruppen "m -m-1 •••• m_kazvf1.sc~en_urei.n .,
°t 0 L. ° c: ° +1nu ::- J =J 0 •
Daher gilt di.e Abschätzung: (es ist \Ipill ~ H)
; L(jo;l) (h4M)j.·~ (Ch-r)j+l
J
Die letzte Absch8,tzung gilt wegen I-I" ~ 1.
Für streng stabile Operatoren gilt der
SAtt 7: Vor.: 1) Die Operatoren Pn sind in der zweiten
Ableitung bei u(x,t) gleichmäßig beschränkt.
2) 11 P~(~u(x,t),h) 1I ~ M für O~t~ T und 0< h~ ho
3) Die Operatoren Tn sind streng r-stabil bei
u(x,t)
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Beh.: Die Operatoren Qn = Tn + h Pn sind streng
r-stabil bei u(x,t).
Im Gegensatz zu Satz 6 fehlt hier die Voraussetzung q ~ r + 1.
Beweis.: Es ist
Ausmultiplizieren des rechten Produ~es führt roxr eine
Su~e,deren Summanden abschätzbar sind d1~ch
f'8./11s 11 h'P~ 11 geneu j mal in dem Summanden als Faktor
auftaucht •Daher gilt:
TI 11 C)t 'II . I 11 --n. I., J
o
woraus die Behauptung folgt.
Es sei angemer'kt,daß Satz 6 und Satz 7 unter Umständen auch
ohne Kenntnis der speziellen Lösung des kontinuierlichen
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Problems zur Stabilitätsuntersuchung angewandt werden
können.So ist z.B.die Differenzengleichung
die ut = f(u) approximiert,nach Satz 7 streng O-stabil,
falls If~(u) I{:M.
Die Ableitungen der Di"ff'erenzenoperatoren, ~~ (Ehu, h) ,
sind Matrizen T(u(x,t ),x,t ,-h) = T(x,t ,h) mit x=j'Ax,t = rr-h ,n n n n
Wenn nun fl~ die Matrizen
Tn = T(x,t ,h). n
gilt:
• 0 ••
flir 0 ~ nh c T,O ~1 ~ n,dann ist der mit T assoziierte
Di"fferenzenoperator ~n,für den ~~ = T, O-stabil.
Der folgende Satz "formuliert Voraussetzungen für T(x,t,h),
die für das Produkt (T Tn 1 ••• T I' die Abschätzung (25)n - n-
gewährleisten,d.h. der Satz stellt ein Stabilitätskriterium
für O-Stapil1.tät dar.
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Satz 8. Vor.:1) T(x,t,h) sei eine quadratische,in x und h
stetige und/ in t stetig-differenzierbare
Matr-ix für x EG, 0 ~t~ T, 0 ~h ~h •o
2) Die Eigenwerte Ai(x,t,h) von T erfüllen
die Bed.ingungen:
2.1) IAi(x,t,h) I ~ 1 + C·h (C>o)
(XEG,O ~t~T,O fh~ho)
2.2) Ai(x,t,h) stetig-differenzierbar in t
2.:3) Die Vielfachheiten der Eigenwerte ~i(x,t,h)
sin0. 1 für x f: G, 0 ~ t ~ T, 0 f=- h ir ho•




Zum Beweis benötigen ,~_r das
Lemma 1:Vor. :B(x,t) sei eine n x n- Matrix fn.r 0 ~t~ T und x e G.
B(x,t) sei stetig in x und stetig-differenzierbar
in t.Der Rang von B(x,t) sei (n-1) für alle x,t.
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~.: Es e~istiert ein Vektor b(x,t) mit
1) B(x,t)·b(x,t) ~ 0
2) b(x,t) +0
3) b(x,t) stetie in x und stetig-differenzier-
bar in t




:= (bi .(x,t») und
J fl.,n.












erfüllen dann dLe Behauptung 1) und .3).
Alle b j s~no ~~enente eines eindimensionalen Unterrau~es,
so aaßifal1s b.lO;
J
bis 811f das Vorzeichen unabhängig von j ist.Da nicht alle b
j
-- 58 -
gleichzeitig verschwinden,erfü11t e (bei Vorgabe einer
~-! en+; 01".1.... ".) ..=t.; ~ ~o'k ..." .....t',.., ".\",'.L 9 •• _ 1 ... ...,__ ,.A.~ .-..l..L. ...... _--1"';"3_,al _.;."..i,.l..... :::.
Es folgt der Beweis von Satz 8:
Es sei im folgenden
Für jeden Eigenwert
mit
stets A. = ~.(x,t,h), T :=: T(x,nh,h).
~ ~ n .
Ai gibt es einen Vektor bi = bi(x,t,h)
(26)
Wegen Lemma 1 sind die 01 stetiß;-differenzterbar in t und
stetig an x und h 1'llählbar.SeiB = B(x,t,h) eine ~!fatriX mit
den linear unabhängigen Spaltenveldoren bi-Dann ist
IX fl: 1'"';.0··. L ·t·.· c; T' 0·· (.h '-'h)..... \;1J.:" ,.. , .... ::J.4
Ö
Zudem ist B überall differenzierbar nach t.W'enn B:=: (01j) ,
B-1 = (Ci j ) ,dann ist
= Algeb!"aisches Komplement von b j i
det B
Daher ist auch 3-1 stet.·i",- d";.p.P .; A 101 .; t ·fto - -,-,-1. ere1.1z._~r_ar _1.1 l.1n~
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stetig in x,h,und es ist
Es gilt nun:
(29) Tn~ Tn_1 • • ••. Tn_l ::::






Wegen (27) und (28) ist
• • • • • •








Daraus folgt mit Vor.2.1:
() 1 ) \1 J k 11 ~ 1 + C h
L.
Wegen der Stetig~eit von B(x,t,h) und B- 1(x,t,h)
f'olgt schließlich:
• • • 0
(M) > 0, 0 f: 1 ~ n ,0; nh ~T)
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TII Ti· • I.....• ,.G~sp~e e
1) Stn~ilit8tsunterGuchungGn
nnch Dcf.5 sinn Operatoren c?n r-stabil,wenn neben der
Differenzierbarkeit das Proau'<t der Frechet-Ableitungen
an der Stelle der kontinuierlichp.n Lösung mit Ch-r beschr5nlct
ist.Dns heißt,da8 die Lösungen von
mit Ch-r beschrän'ct bleiben m~sgen.D.h.: Stabilit5t nes
linearisierten Problems impliziert Stabilit~t des nicht-
line3r0n Problems,falls der nichtlincöre Differenzen-
0DcrF.\t'ör ~ei 1.1(:-:, t) in der z'.'leiten Ableitune gleichm88ip;
~eschrönlct ist.
Mit Hilfe der in Kap.rT bewiesenen Stabilitätskriterien
sollen hier einige e:i.nfache Di'fferenzengleichungen auf
Stabilitnt untersucht werden:
\1erde apprOX1m:i.ert dUrch den zugehörigen Differenzen-
quotienter
:: o :: D'o1
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Die allgemeine Lösung ist
Daher ist (32) (p-1)-sta'bil.
--------_ .......---
Es sei 1f'~(U(x,t))1 ~M für alle x,t.Wir ersetzen Cl.en
linken Teil durch den Differenzenoperator (32)
= hP f'( n)_ u
j
Nach Satz 6 ist (33) (p-1)-stabil.Fiir p = 1 ist (33)
na/ch Satz 7 streng O-stabil.
~---------------
a) Wir lösen die Differentialgleichung mit
..i-, 'h .p(un
~~ .z, \ j '
n n
U,j+1 - u j
Ax
) (h.= A x )
- 11) -





v;+1 - v ,
= v~ + h f" v~ + h f' t..!1 .1
J U J -~ Ax
Sei vnein Vektor mit den Komponenten v~ für alle J'oJ --
Dann lassen sich die Gleichu.ngen (:35) -rflr alle j
Z11 dem System zusamTIJenf'assen:
mit











'P(h) entspricht dem Operator {>- und ist entscheidend
f'lr Stabilitet.Die Eigenwerte von B{h) sind
j4j =( 1 + h s:
- 4'1 -
~ür 0 ~f" ~ 2 gilt ILtJJ ~ 1 + C hUx I
Sind die Eigenwerte zudem eint'ach,ist Satz 8
anwendbar und es gilt die Aussage:
FUr O~f'~ (u, ux) ~ 2 ist (:34) O-stabil.-x .






u j - u'_1n + h ~(n h J )u ,; - . L. U j , Ax






s' (0) = -2 y(O)
Nach Beispiel 102) ist die Di'ff'erenzengleichung
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1-stabil.Die An~angswerte erhalten wir durch
2
y1 = y(O) + h y'(O) + ~ s ' '(0)
2= 6 - 12 h + 18 h
Nunmehr- ist Satz 2 anwendbar f'U.r p = 4, r
Man erhält q-Konvergenz ~ür q = 2, d.h.:
1, m = j.
In Figur 1 ist die maximale Abweichung der Näherungs-
lösung von der exakten Lösung in Abhängig~eit von der
Schrittweite h eingetragen.(Die exakte Lösung ist
y(x) = 6 (x + 1)-2 ).Man sieht,daß die Fehler1~e
unter der in rot eingetragenen Kurve € = 40 h 2 liegt,
was die Ungleichung (:39) bestä.tigt.
-.---------
2.2) Für lineare Di~erenzenoperatorenist Satz 2 ohne die




gültig.Dies ist leicht nachprüfbar,wenn man im Be\V~eis
zu Satz 2 ~n ~ 0 setzt. (Bei linearen Operatoren
ist 1'n~ O).Das ermöglicht die folgenden,am Beispiel
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~ u(x,O) = cos(~'x)
Die Differentialgleichung ,vurde in dem durch die
Charakteristiken bestimmten Gebiet gelöst mit Hilfe
der Differenzengleichung
(40)
(40) ist 4-konsistent und 1-stabil.:
Im ersten Fall ~~rden Anfa~gswerte berechnet durch




+ h cos(iT-x.)- u.j J J
Die Gleichungen (41) liefern 2-zulässige Anfangswerte,
so daß für die maximale Abweichung der NäherTh~gslösung
von der exakten Lösung
u(x, t ) = -i sin(7T' (x+t»
- 47-
nach Satz 2 gilt:
Es sei E. (h ) der maximale Fehler.ln Figur 2 sind die
Werte t(h) sowie die Kurve 0,37 h (in rot) aufeetragen.
Man sieht die Bestätigung der Ungleichung (42).
Es gilt:
I c. (h ) - 0,37 h I ~ 1,2 10-3
Im zvreiten F~ll wurden die Anfangswerte berechnet
durch
U
O = .L sin(7r.x.)
j '1T" J
u~ = uOj + h ut(Xui,O) + ~2U++(X4'0)J v v U
mit
Die Anfangswerte sind jetzt 3-zulässig und für den
maximalen Fehler ~(h) gilt nach Satz 2:
IE: (h) I
- 48 -
= max \' unj - u(x.,t ). JnJ,n
In Figur 3 sind t: (h) und 0,63 h2 far °~ h ~ 0,05
eingetragen.Beide Kurven stimmen fast überein.
Es gilt:
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