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Introduction
This thesis is concerned with the theoretical treatment of collision-induced absorption,
i.e., the spectroscopy of colliding molecules. I will open with a brief sketch of the
history of the subject, and of some of its modern applications.
In the 17th century, Newton observed sunlight through prisms,[1] decomposing the
white light into its constituent colors, for which he coined the term “spectrum”. In
1814, von Fraunhofer again observed sunlight through glass prisms,[2] and noticed that
distinct colors were missing, marked as dark lines in Fig. 1. In 1859, Kirchhoff similarly
observed light emitted by flames enriched with certain salts,[3, 4] and observed bright
emission for specific lines. The bright lines, observed by Kirchhoff, turned out to
coincide with the dark lines, observed by von Fraunhofer. This established a deep
link between atoms and the discrete colors of light that they can emit or absorb, that
would not be explained until the advent of quantum theory. Since the discrete colors
of light absorbed turn out to be specific to the absorbing atom or molecule, the dark
lines observed in the solar spectrum contain detailed information on the composition of
the atmospheres of the Sun and the Earth – through which the sunlight had passed to
reach von Fraunhofer. To date, this concept is widely used as an analytical technique
called spectroscopy, and this is still an active field of research.
In the 19th century, the existence of atoms and molecules was not well estab-
lished, but theories were being formed which explained concepts such as heat and
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Figure 1: The Fraunhofer lines, and assigned letters, superimposed on the visible
spectrum.
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the behavior of real gases in terms of their constituent molecules and intermolecular
interactions.[5, 6] This motivated a search for the spectra of “van der Waals” molecules,
i.e., molecules bound together by these weak attractive interactions. In 1885, Janssen
observed absorption in compressed oxygen gases which scaled with the square of the
density, which is indicative of absorption by pairs of molecules.[7, 8] In retrospect,
this may have been the first observation of collision-induced absorption, absorption
by pairs of colliding molecules, rather than by bound van der Waals molecules.[9]
The discovery of collision-induced absorption is attributed to Welsh and co-workers,
who observed vibrational transitions in oxygen and nitrogen gases, and proposed that
molecular collisions may be responsible for most of the observed absorption.[10, 11] Mi-
croscopic theories of collision-induced absorption were formed soon thereafter, initially
as statistical theories that yielded spectral moments,[12–17] defined as integrals of the
absorption spectra, and subsequently as dynamical theories that directly calculate the
absorption spectrum.[18–21]
It may be worth noting that collision-induced absorption spectroscopy was ini-
tially known as interaction-induced or pressure-induced absorption, leaving unspecified
whether or not the interacting molecules are bound together. These names may have
been more carefully chosen, as real gases in principle have contributions from both:
Whether the absorption is dominated by bound or colliding molecules depends on the
temperature, i.e., on whether the thermal energy, kT , is small or large compared to the
binding energy. The modern name, collision-induced absorption, occasionally incites
discussions about the contributions of bound dimers.[22]
The attenuation of light is described by the Beer-Lambert law. After traversing a
path of length ` through a sample, the light intensity has decayed from I0 to I following
the Lambert law,[23, 24]
I = I0 exp(−α`). (1)
The length scale of this exponential decay, the absorption coefficient α, is given by the
Beer law,[25]
α = σn, (2)
where n is the density of the absorbing gas, and the absorption cross section, σ, is
an inherent property of the absorbing gas. This linear dependence on the density
is motivated by attributing the absorption to individual molecules, and suggests a
generalization by a virial expansion
α = σn+ αbinaryn
2 + αternaryn
3 +O(n4), (3)
where the quadratic term corresponds to collision-induced absorption by binary com-
plexes, the cubic term corresponds to ternary complexes, and so on.1 As sketched
1This power series in n is suggestive, as the monomer cross section, σ, is pressure dependent
through pressure broadening and shifts. Therefore, the monomer absorption at any fixed frequency is
not actually linear in the density, although the integrated intensity is.
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Figure 2: Contributions of various processes to the extinction in the oxygen A-band
at a pressure of one amagat. Rayleigh scattering (purple), monomer absorption (red),
collision-induced absorption (blue), and the total (black). Reproduced from Ref. [26] .
above, spectroscopy is used as an analytic technique by inferring the density, n, from
a measured absorption coefficient, α, assuming that the relevant cross sections are
known. Therefore, it is of interest to determine these cross sections, σ, binary absorp-
tion coefficients, αbinary, and so on, and how these depend on atmospheric conditions
such as temperature. This thesis is concerned with the calculation of binary absorption
coefficients for various collisional systems of atmospheric relevance.
Figure 2 shows the different contributions to the attenuation of light passing through
a sample of oxygen, as a function of the angular frequency or color of the light, adapted
from Spiering et al.[26] Shown in purple is the contribution of Rayleigh scattering,[27]
which varies as ω4, where ω is the frequency. This contribution is relatively constant in
the depicted frequency window around the so-called oxygen A-band, which was named
“A” by von Fraunhofer, see Fig. 1 for a true color scale. By contrast, the monomer
absorption lines, shown in red, are very narrow in frequency. The small width reflects
the long life time of the absorbing oxygen molecule. A collision pair, on the other hand,
has a very short life time on the order of 10−13 seconds,[28] and the corresponding colli-
sion induced absorption spectrum, shown in blue, is much broader. Under atmospheric
xi
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conditions, monomer absorption typically dominates,2 but the contribution of collision-
induced absorption is significant between the narrow absorption lines and beyond the
band head.
An application where collision-induced absorption is important is in remote sens-
ing, e.g., in spectroscopic measurements in the Earth’s atmosphere. Trace molecules of
interest are detected exclusively using monomer absorption lines, but collision-induced
absorption is important in the calibration.[30] This calibration is essential as a spec-
troscopic measurement of an atmosphere, unlike a laboratory measurement, is not a
well-controlled experiment. Unlike what is assumed in the above discussion of the
Lambert and Beer laws, the density, composition, temperature, and so on, are not
homogeneous throughout the atmosphere. Furthermore, the measurement results are
affected by clouds, aerosols, the surface pressure and elevation along the line of sight,
and changes in the surface reflectivity, or albedo.[31–36] To correct for these variations,
remote sensing is calibrated by measurements on a species for which the atmospheric
abundance and distribution are well known. These are typically abundant molecules,
and their monomer absorption spectra are usually saturated. This means that the
column density is extracted from spectral regions away from the saturated line cen-
ters, i.e., in the regions between absorption lines, where collision-induced absorption
contributes significantly.[30]
As an example, the NASA Orbiting Carbon Observatory 2 satellite mission (OCO-
2), which accurately measures the CO2 concentrations throughout our atmosphere,
uses O2 for calibration.[33, 37] Molecular oxygen is abundant, making up roughly one
fifth of the terrestrial atmosphere, and relatively evenly distributed throughout the
atmosphere, with an abundance that is accurately known, including its seasonal vari-
ations. Oxygen furthermore has electronic transitions at unusually low frequencies, in
the infrared and red parts of the spectrum, that are isolated in the solar spectrum.
Carbon dioxide is measured at two transitions, the “strong band” around 2.06 µm and
the “weak band” around 1.61 µm. Presently used for calibration is the oxygen A-band,
see Fig. 2, but the a1∆g bands in the infrared, as well as the B-band further in the
red, or combinations thereof are potential candidates for future missions. Figure 3
illustrates this, and gives an example of the measured carbon dioxide distribution in
the Earth’s atmosphere.
Spectroscopy is also the method by which essentially all measurements in astron-
omy are performed. One example is transit transmission spectroscopy, where one
observes absorption by an exoplanetary atmosphere as the planet transits between its
sun and a distant observer.[38] This allows one to study the general composition of the
exoplanetary atmosphere: Which molecules are most abundant? Unlike for measure-
ments of trace pollutants, discussed above, collision-induced absorption by the most
abundant atmospheric molecular species is significant and observable.[39] Measuring
2Monomer absorption dominates even for the A-band, which has weak forbidden magnetic-dipole
absorption lines.[29] Alternatively, atmospheric chemists like to claim that the A-band has strong
absorption lines, because they are easily observed – among others by von Fraunhofer – essentially due
to long path length and the high atmospheric abundance of molecular oxygen.
xii
Figure 3: Illustration of satellite-borne remote sensing of the Earth’s atmosphere by
OCO-2. The left panel depicts transmission spectra in the three measured spectral
regions. The center panel shows an artist impression of the measured CO2 molecules
in the line of sight, which originates from the sun, is reflected by the Earth’s surface,
and arrives at the satellite instrument. The right panel shows a map of the Earth,
overlayed with CO2 concentrations – measured by OCO-2 – averaged over a period in
March 2016. c© https://oco.jpl.nasa.gov
multiple absorption bands, including both monomer absorption, proportional to n, and
collision-induced absorption, proportional to n2, improves the accuracy of the extracted
density. The difference in pressure dependence also gives estimates of the atmospheric
pressure, whereas monomer absorption alone yields only the column density, strictly
speaking, such that it does not distinguish between short path lengths through dense
atmospheres and long path lengths through dilute atmospheres. Of particular interest
is again the measurement of collision-induced absorption by O2, as evidence of an O2-
rich atmosphere could[40] be explained by photosynthesis, and therefore life, on the
exoplanet.[39]
Collision-induced absorption also affects the heat balance of planetary atmospheres.
A planet with a surface temperature of roughly room temperature produces black
body radiation in the far infrared. Loss of this outgoing longwave radiation cools
the planet, such that its atmospheric absorption affects the surface temperature by a
natural greenhouse effect.[41] The contribution of collision-induced absorption to this
greenhouse effect is significant, since typical atmospheric molecules are apolar and
hence transparent in the far infrared.[42] Even in the presence of monomer absorp-
tion, collision-induced absorption contributes significantly away from the saturated
but sharp monomer lines.[43] This effect needs to be included in atmospheric models
in order to explain the presence of liquid water on early Mars.[44] One should dis-
tinguish this greenhouse effect from the absorption of incoming shortwave radiation,
which is absorbed by specific trace molecules, most notoriously CO2, the concentra-
tion of which is increasing due to anthropogenic activities. Another collisional effect
that impacts atmospheric heat balance is the broadening of saturated absorption lines,
xiii
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extending the spectral region in which they absorb, thereby increasing the total at-
mospheric absorption. Extensively discussed examples are the water continua of the
Earth’s atmosphere.[45–47]
This thesis describes the theoretical study of collision-induced absorption by at-
mospherically relevant diatomic molecules. Chapter 1 gives an introduction to renor-
malized propagation methods, which are used throughout this thesis to numerically
solve the coupled equations encountered in the quantum mechanical description of
molecular collisions. Chapter 2 describes the basic quantum mechanical line-shape
theory of collision-induced absorption, discusses the commonly-invoked isotropic inter-
action approximation, and both are applied to the roto-translational band of H2−H2.
In Chapter 3, an efficient coupled-states approximation is developed, and applied to
the roto-translational band of N2 − N2, including anisotropic interactions. Chapter 4
describes a numerical method for treating non-adiabatic couplings in open-shell van
der Waals molecules, a problem encountered in the subsequent chapters. In Chap-
ter 5, we explicitly investigate the accuracy by which the diabatization algorithm of
Chapter 4 represents nondiabatic nuclear derivative coupling. In this Chapter, we fur-
thermore present an alternative approximate diabatization algorithm, and investigate
the ambiguous generalization of counterpoise corrections to open-shell fragments. In
the remaining Chapters, 6 through 9, collision-induced absorption for electronic exci-
tations of O2 is treated. The relevant potential energy and transition dipole moment
surfaces are calculated in Chapter 6. The line-shape theory, in the isotropic interac-
tion approximation, is extended to electronic transitions in Chapter 7. In Chapter 8,
discusses various vibronic bands in O2 −O2 and O2 − N2 complexes, focussing on the
differences between the two systems, and the ill-understood transition mechanisms that
underlie them. Chapter 9 gives further details of the calculations performed to support
the chapter that precedes it, including an efficient method for including anisotropy,
analytical line-shape models, and a treatment of vibrational coordinates. Finally, in
Chapter 10, the main results of this thesis are discussed in a broader perspective, and
conclusions and outlook are given.
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1
Renormalized potential-following propagation
of solutions to the coupled-channels equations
This chapter gives a general introduction to renormalized propagation meth-
ods, which are used throughout this thesis to numerically solve the coupled-
channels equations that describe molecular collisions. We derive a renor-
malized potential-following propagation method that efficiently solves the
coupled-channels equations for long-ranged potentials. The step size is vari-
able, the method is compatible with reactive boundary conditions, and the
algorithm may be combined with other renormalized algorithms, such as
renormalized Numerov. We diagonalize the coupling matrix and consider
piece-wise constant and linear reference potentials. The constant reference
potential algorithm is very simple to implement, yet for multichannel prob-
lems almost as accurate as the linear reference potential method. The appli-
cability of the proposed algorithms to realistic problems is demonstrated for
cold collisions of NH radicals. The renormalized approach has the advantage
of producing wave functions in a straightforward way, which is illustrated
for a shape resonance in NH-NH collisions. These scattering wave func-
tions can be used to study ultracold photoassociation and near-threshold
photodissociation.
Based on T. Karman, L. M. C. Janssen, R. Sprenkels, and G. C. Groenenboom, J. Chem. Phys.
141, 064102 (2014).
1
1 Renormalized propagation
1.1 Introduction
Molecular scattering is described time-independently by the coupled-channels equa-
tions, i.e., by a set of coupled second-order differential equations in the intermolecular
distance, R, where the first derivative is absent. To ensure numerical stability, one
typically propagates derived quantities, rather than propagating the solutions of the
equations directly.[49, 50] The most widely used formulations are log-derivative and
renormalized propagation.[51, 52] In log-derivative algorithms, one propagates Y , the
ratio of the wave function and its first derivative, Ψ′ = YΨ. In renormalized methods,
one propagates Q, the ratio of the solution in two points, defined by Ψi−1 = QiΨi,
where the subscript refers to the radial grid point. Both approaches resolve the in-
stability. However, neither approach is computationally superior to the other. The
renormalized method has the advantage that it is very straightforward to reconstruct
the complete wave function, once it is known in one point, simply by repeated multipli-
cation with the calculated Q-matrices. Also, the Q-matrices can be used to propagate
integrals over the wave function along with the wave function itself, which allows one
to calculate matrix elements without explicit reconstruction of many-component wave
functions.[53]
The accuracy of a method is determined by the level of approximation that is
used to derive recurrence relations. It is convenient to distinguish between two types
of approximations, namely solution-following and potential-following propagators.[54]
As the name suggests, solution-following propagators approximate the wave function,
typically by using a truncated Taylor expansion of the solution. Potential-following
algorithms approximate the potential by a simple form, and propagate in terms of
the exact solutions to the coupled-channels equations for the approximated potential.
Typically, solution-following methods are efficient around the minimum of the potential,
where the potential varies rapidly.[55] Asymptotically, however, the propagation step
size is limited by the finite de Broglie wavelength of the solution. Potential-following
methods become more efficient and asymptotically exact, as the potential becomes
constant in the long range.[56]
The original renormalized Numerov algorithm is a solution-following method that
uses an equidistant grid in the radial coordinate, R, and a Taylor expansion of the
solution up to fifth order in the grid spacing.[49, 50] This method has been im-
proved upon by Thorlacius and Cooper by summing the Taylor series to infinite order,
with approximations that are exact in case of a constant potential.[57] Colavecchia
et al. have combined the enhanced renormalized Numerov method with a smooth
variable discretization, that allows one to use an adiabatic basis without including
derivative couplings.[58] A generalization of the renormalized Numerov method to
non-equidistant radial grids has been presented by Vigo-Aguiar and Ramos.[59] The
original log-derivative propagator is also a solution-following algorithm.[49, 50] For
log-derivative propagation, more efficient solution-following propagators exist, such as
constant reference potential type improvements,[60] and the symplectic log-derivative
propagators.[61] There also exist potential-following log-derivative algorithms that ap-
2
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1proximate the potential by constant or linear segments.[56, 62–64] However, a renor-
malized potential-following propagator does not yet exist.
Potential-following algorithms are computationally very efficient for scattering cal-
culations where one has to propagate to large distances. This is the case, e.g., for
collisions of polar molecules, with strong long-ranged dipole-dipole interactions,[65] es-
pecially in the case of cold and ultracold collisions.[66, 67] For such calculations, one
could use existing log-derivative propagators.[56] However, a renormalized method has
the advantage that it is straightforward to calculate scattering wave functions. This
is useful for the analysis of scattering resonances in cold collisions.[68, 69] Scatter-
ing wave functions for ultracold collisions are also required to describe near-threshold
photodissociation,[70, 71] and photoassociation of ultracold atoms.[72]
In this work we present a general method for renormalized potential-following prop-
agation. The step size is variable, and the method may be combined with solution-
following algorithms in the short range. We explicitly consider piece-wise constant and
linear approximations to the potential, which yield renormalized analogues of existing
log-derivative propagators. Implementations of these algorithms are made available as
Scilab and Matlab scripts in the Supplementary Material of Ref. [48]. The general
theory is derived in Sec. 1.2. The boundary conditions for scattering calculations are
given in Sec. 1.3, whereas some practical aspects of the calculations are discussed in
Sec. 1.4. The results of test calculations are presented in Sec. 1.5. The centrifugal
barrier problem is considered as a model system, and the applicability of the proposed
methods to realistic problems is demonstrated for cold collisions of NH radicals. We
also calculate scattering wave functions for shape resonances in cold NH-NH collisions.
Section 1.6 contains concluding remarks.
1.2 Theory
1.2.1 Renormalized propagation
We seek the numerical solutions of a time-independent radial Schro¨dinger equation[
− ~
2
2µR
d2
dR2
R +
~2`(`+ 1)
2µR2
+ V (R)
]
Φ(R) = EΦ(R). (1.1)
Here, R is the interparticle distance, ` is the partial wave quantum number, µ is the
reduced mass, V (R) is the interaction, ~ = 1 a.u. is the reduced Planck constant,
and E is the scattering energy. We define Ψ(R) = RΦ(R), which satisfies the simple
differential equation
Ψ′′ = WΨ, (1.2)
where the prime denotes differentiation with respect to R and
W =
`(`+ 1)
R2
+
2µ
~2
(V − E). (1.3)
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First, the radial coordinate is discretized into a grid of points {Ri, i = 0, 1, ..., n}.
The simplest method to solve this differential equation numerically, is to take this grid
to be equidistant, with spacing ∆, and to approximate the second derivative of the
solution by finite differences
Ψ′′i =
Ψi−1 − 2Ψi + Ψi+1
∆2
+O(∆2) = WiΨi. (1.4)
Here, and in the remainder of this work, subscripts denote evaluation in a grid point.
This relation can be used to determine the solution in the point Ri+1, if it is known in
the two previous points
Ψi+1 = (∆
2Wi + 2)Ψi −Ψi−1 +O(∆4). (1.5)
The error that is made in each propagation step, the local error, is of order ∆4. However,
the global convergence, the convergence as a function of the number of steps on a fixed
interval, is of the order ∆2, and this approach is said to be a second-order algorithm.[73]
One can improve on this, starting from a Taylor expansion of the wave function
around the center grid point, up to fifth order in ∆,
Ψi±1 = Ψi ±∆Ψ′i +
∆2
2
Ψ′′i ±
∆3
3!
Ψ
(3)
i +
∆4
4!
Ψ
(4)
i ±
∆5
5!
Ψ
(5)
i +O(∆6), (1.6)
with Ψ(n) denoting the n-th derivative of Ψ with respect to R. Adding these expansions
for the points Ri+1 and Ri−1, all terms odd in ∆ cancel exactly, and one obtains
Ψi+1 + Ψi−1 = 2Ψi + ∆2Ψ′′i +
∆4
12
Ψ
(4)
i +O(∆6). (1.7)
One can solve this equation for Ψi+1, using
Ψ′′i = WiΨi,
Ψ
(4)
i = (WΨ)
′′
i =
Wi−1Ψi−1 − 2WiΨi +Wi+1Ψi+1
∆2
+O(∆2), (1.8)
to obtain
Ψi+1 =
(
1− ∆
2Wi+1
12
)−1 [
Ψi
(
2 +
5∆2Wi
6
)
−Ψi−1
(
1− ∆
2Wi−1
12
)]
+O(∆6). (1.9)
This algorithm is known as Numerov’s method.[74] For this algorithm, the local error
is of the order ∆6, whereas global convergence is of the order ∆4, thus this method is
a fourth-order algorithm.
The two methods sketched above are numerically unstable, since propagation through
classically forbidden regions may lead to numerical overflow and linear dependence of
the solutions.[49, 50] These problems are eliminated by propagating the Q-matrix, the
ratio of the solution in two points, Ψi−1 = QiΨi, rather than propagating the solution
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1itself. In order to renormalize the methods derived above, we substitute Ψi−1 = QiΨi,
and Ψi+1 = Q
−1
i+1Ψi into the recurrence relations, and assume Ψi to be non-zero. This
yields the renormalized finite-differences method,
Qi+1 = (2 + ∆
2Wi −Qi)−1, (1.10)
and the renormalized Numerov method
Qi+1 =
[
2 +
10∆2Wi
12
−
(
1− ∆
2Wi−1
12
)
Qi
]−1(
1− ∆
2Wi+1
12
)
. (1.11)
To cast the above results into a more general form, we note that any second-order
differential equation has two linearly independent solutions, f(R) and g(R). Evaluating
these solutions in the three grid points provides a mapping between the solution and
a point in R3, f(R) 7−→ (fi−1, fi, fi+1) and g(R) 7−→ (gi−1, gi, gi+1). Since all solutions
are linear combinations of the two independent solutions, the solutions are associated
with a plane in R3. The plane of solutions is characterized by its surface normal
(A(i), B(i), C(i)), which can be determined as the cross product of the vectors associated
with f(R) and g(R), as
A(i) = f
(i)
i g
(i)
i+1 − f (i)i+1g(i)i ,
B(i) = f
(i)
i+1g
(i)
i−1 − f (i)i−1g(i)i+1,
C(i) = f
(i)
i−1g
(i)
i − f (i)i g(i)i−1. (1.12)
This means that one can always find A(i), B(i), and C(i), such that any solution satisfies
A(i)Ψi−1 +B(i)Ψi + C(i)Ψi+1 = 0. (1.13)
Then, one can propagate Q exactly according to
Qi+1 = −
(
A(i)Qi +B
(i)
)−1
C(i). (1.14)
The difference between methods is how A(i), B(i), and C(i) are approximated. For the
finite-differences method, Eq. (1.10), one has
A(i) = −1,
B(i) = 2 + ∆2Wi,
C(i) = −1, (1.15)
whereas the renormalized Numerov method, Eq. (1.11), uses
A(i) = −1 + ∆
2Wi−1
12
,
B(i) = 2 +
10∆2Wi
12
,
C(i) = −1 + ∆
2Wi+1
12
. (1.16)
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Both the finite-differences and Numerov method are solution-following algorithms,
since they approximate the solution, Ψ, by truncating its Taylor expansion. Therefore,
these algorithms are convergent if the grid spacing, ∆, is small compared to the length
scale at which the solution varies. However, it may happen that the length scale at
which the potential varies is in fact much larger than the length scale of the solution.
In this case it will be more efficient to approximate the potential instead. This leads to
a potential-following algorithm, where one propagates in terms of the exact solutions
of an approximated potential.
1.2.2 Potential-following propagation
The basic strategy to develop a renormalized potential-following propagator is the
following. We approximateW (R), Eq. (1.3), on the interval [Ri−1, Ri+1] by a sufficiently
simple form, the reference potential, W (i)(R). Within this approximation, the two
linearly independent solutions, f (i)(R) and g(i)(R), are known analytically. With two
independent solutions known, one may determine the plane of solutions, and propagate
in terms of these solutions using Eq. (1.14). We stress that the reference potential also
contains the collision energy and the centrifugal term, and not only the interaction,
V (R), as the term reference potential may suggest.
Rather than using the cross product, Eq. (1.12), we use
A(i) = B(i)
f
(i)
i g
(i)
i+1 − f (i)i+1g(i)i
f
(i)
i+1g
(i)
i−1 − f (i)i−1g(i)i+1
,
C(i) = B(i)
f
(i)
i−1g
(i)
i − f (i)i g(i)i−1
f
(i)
i+1g
(i)
i−1 − f (i)i−1g(i)i+1
,
(1.17)
and take B(i) = 1. With this choice, the algorithm contains one fewer matrix multi-
plication, but this could in principle lead to numerical problems if B(i) = 0. However,
such problems were not observed in any of the test calculations reported in Sec. 1.5.
Note that this strategy does not require one to use equidistant radial grids; that is, the
step size is variable.
We use a piece-wise definition of the reference potential
W (i)(R) =
{
W (i−1,i)(R) if R < Ri,
W (i,i+1)(R) if R > Ri,
(1.18)
and subsequently approximate W (i,i+1)(R) by a simple analytical form for each unique
two-point interval. Explicitly, we will consider the piece-wise constant and piece-wise
linear approximations. The definitions of these reference potentials are illustrated in
Fig. 1.1. The analytic solutions for constant and linear reference potentials are the
trigonometric and Airy functions, respectively, and the algorithms are expected to be
6
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W(R)
 
 
R0 R1 R2 R3 R4
Three−point constant
Piece−wise constant
Piece−wise linear
Figure 1.1: Three choices of the reference potential, where the vertical dotted lines
mark the radial grid points.
second and fourth order.[56] In Appendix 1.A, we treat the evaluation of A(i), B(i),
and C(i) for piece-wise defined reference potentials, and list explicit expressions for the
piece-wise constant and linear reference potentials.
One can think of a reference potential which is defined on each three-point interval,
rather than on each two-point interval. However, such reference potentials are not
single-valued, as is illustrated for a three-point constant reference potential in Fig. 1.1.
In the case of an equidistant radial grid, the three-point constant reference potential
algorithm reduces to the enhanced renormalized Numerov method of Thorlacius and
Cooper,[57] as is shown in Appendix 1.B.
1.2.3 Multichannel case
Here, we generalize the methods to the multichannel case, where the time-independent
Schro¨dinger equation takes the form[
− ~
2
2µR
d2
dR2
R +
ˆ`2
2µR2
+ Vˆ (R,ω) + Hˆasymp(ω)
]
Φ(R,ω) = EΦ(R,ω). (1.19)
The interaction, Vˆ , depends on the separation, R, and all remaining coordinates,
ω, and it vanishes for R → ∞. The sum of the Hamiltonians of the fragments is
denoted by Hˆasymp. The wave function is expanded in a set of channel functions,
7
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{φp(ω), p = 1, 2, . . . , N}, as
Φq(R,ω) = R
−1
N∑
p=1
φp(ω)Ψpq(R), (1.20)
where q labels the independent solutions as discussed in Sec. 1.3. In practice, the
channel basis is often truncated, see Sec. 1.5.2 for an example. The matrix of expansion
coefficients, Ψ, satisfies the set of coupled second-order differential equations
Ψ′′ = WΨ. (1.21)
Here, W is a Hermitian matrix, with elements
Wpq = 2µ〈φp|
ˆ`2
2µR2
+ Vˆ + Hˆasymp − E|φq〉. (1.22)
Again, the radial coordinate is discretized into a grid of points {Ri, i = 0, 1, ..., n},
and Eqs. (1.13) and (1.14) are generalized to
A(i)Ψi−1 +B(i)Ψi +C(i)Ψi+1 = 0,
Qi+1 = −
(
A(i)Qi +B
(i)
)−1
C(i). (1.23)
Next, we employ a locally adiabatic approximation.[56] That is, we diagonalize the
W-matrix with a unitary transformation,
W˜ (i)n = U
(i)†W (i)n U
(i), (1.24)
and we assume this transformation, U (i), to be constant over the three-point interval
ranging from Ri−1 to Ri+1. That is, the W-matrix is diagonal in the locally adiabatic
basis {χ(i)p (ω)}, where the p-th basis function, χ(i)p (ω), can be expressed in the primitive
basis, {φp(ω)}, as
χ(i)p (ω) =
N∑
r=1
φr(ω)U
(i)
rp . (1.25)
We denote the remaining relevant quantities in the basis {χ(i)p (ω)} as
A˜(i) = U (i)†A(i)U (i),
B˜(i) = U (i)†B(i)U (i),
C˜(i) = U (i)†C(i)U (i),
f˜
(i)
j = U
(i)†f (i)j ,
g˜
(i)
j = U
(i)†g(i)j ,
Ψ˜
(i)
j = U
(i)†Ψj, (1.26)
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1where j ∈ {i− 1, i, i+ 1}.
In the locally adiabatic basis, {χ(i)p (ω)}, the W-matrix is diagonal, and the differ-
ential equations decouple. Therefore, the problem reduces to a series of single-channel
problems. This means that the matrices f˜
(i)
j , g˜
(i)
j , A˜
(i), B˜(i), and C˜(i) are diagonal,
and the diagonal elements can be determined as for the single-channel case.
Each adiabatic potential, corresponding to a diagonal element of the W-matrix,
W˜
(i)
a,a(R), is approximated by a simple reference potential. Denoting the independent
solutions for adiabat a on interval i as f (i,a)(R) and g(i,a)(R), we have for the diagonal
elements of A˜(i), B˜(i), and C˜(i),
A˜(i)a,a =
f
(i,a)
i g
(i,a)
i+1 − f (i,a)i+1 g(i,a)i
f
(i,a)
i+1 g
(i,a)
i−1 − f (i,a)i−1 g(i,a)i+1
,
B˜(i)a,a = 1
C˜(i)a,a =
f
(i,a)
i−1 g
(i,a)
i − f (i,a)i g(i,a)i−1
f
(i,a)
i+1 g
(i,a)
i−1 − f (i,a)i−1 g(i,a)i+1
.
(1.27)
Explicit expressions for A˜
(i)
a,a and C˜
(i)
a,a are found in Appendix 1.A for piece-wise constant
and linear reference potentials. Finally, we transform back to the primitive basis,
{φp(ω)}, using the inverse of Eq. (1.26),
A(i) = U (i)A˜(i)U (i)†,
B(i) = 1,
C(i) = U (i)C˜(i)U (i)†, (1.28)
and propagate the Q-matrix according to Eq. (1.23).
Since the renormalized propagation algorithm propagates across three-point inter-
vals, there is a subtlety involving the locally adiabatic approximation. Each two-point
interval occurs in two successive propagation steps. In each of these steps, the potential
is approximated differently, as it is assumed to be diagonalized by a transformation that
depends on the three-point interval, Eq. (1.24). In potential-following log-derivative
propagation, one propagates across two-point intervals,[56] such that this issue is never
encountered. In numerical applications presented in Sec. 1.5, we find that this issue
does not affect the accuracy, as log-derivative and renormalized algorithms with the
same reference potential are equally accurate.
1.3 Boundary conditions
The solution of the time-independent Schro¨dinger equation depends on the boundary
conditions, which are given in this section. The requirement that the wave function,
Φ(R), is finite at R = 0 yields
Ψ(R = 0) = 0. (1.29)
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This leads to the boundary conditionQ1 = 0. In practical applications one may impose
the same boundary conditions for some R0 > 0, if R0 is sufficiently small such that the
potential is strongly repulsive and one may assume the wave function to vanish.
At asymptotically large R, one may impose the scattering boundary conditions
Φq(R,ω) ∼
∑
p
ϕp(ω)
[
h
(2)
`p
(kpR)δpq + h
(1)
`p
(kpR)Spq
]
, (1.30)
where {ϕp(ω)} is a basis of simultaneous eigenfunctions of Hˆasymp and ˆ`2, with eigen-
values p and ~2`p(`p + 1), respectively. The spherical Hankel functions of the first and
second kind are denoted h
(1)
` (x) and h
(2)
` (x),[75] and the Kronecker delta is given by
δpq =
{
1 if p = q
0 if p 6= q . (1.31)
The wave vectors are given by kp =
1
~
√
2µ (E − p). The elements of the unitary
scattering matrix (S-matrix) are denoted Spq. The S-matrix usually is the quantity
one is interested in, as observables such as collision cross sections and rate constants
can be determined from its elements.
The S-matrix is determined from the Q-matrix in the last gridpoint, Rn.[50] First,
the Q-matrix is transformed to the asymptotic basis, using
Q˜n =U
†QnU,
Upq =〈φp|ϕq〉. (1.32)
We determine the K-matrix as
K =
(
Gn−1 − Q˜nGn
)−1 (
Fn−1 − Q˜nFn
)
. (1.33)
In the above, Fi and Gi are diagonal matrices, whose elements are related to the
spherical Bessel functions for open channels
(Fn)ij = δijk
1/2
i Rj`i (kiRn) ,
(Gn)ij = δijk
1/2
i Ry`i (kiRn) , (1.34)
and modified Bessel functions for the closed channels
(Fn)ij = δij (kiR)
1/2 I`i+1/2 (kiRn) ,
(Gn)ij = δij (kiR)
1/2K`i+1/2 (kiRn) . (1.35)
The S-matrix is then determined from the open-open block of the K-matrix, K˜, as
S =
(
1− iK˜
)−1 (
1 + iK˜
)
, (1.36)
with 1 a unit matrix and i the imaginary unit.
Finally, we note that one can also impose reactive boundary conditions, where
flux is allowed to escape in to reactive channels at short range.[67, 76] The methods
developed can be used with these boundary conditions, but we will not consider such
calculations in this Thesis.
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11.4 Practical considerations
Potential-following propagation is efficient if the potential varies slowly. In the short
range of the potential, this will not be the case, and solution-following methods such
as renormalized Numerov may be more efficient. These two methods may conveniently
be combined, resulting in a hybrid algorithm, which is efficient in both regimes. For
the implementation, this means that the first Q-matrix, Qi in Eq. (1.23), is determined
by a solution-following method, rather than by the boundary conditions, Eq. (1.29).
The performance of a potential-following method depends not only on the functional
form of the reference potential, but also on how its parameters are chosen in each
interval. As argued by Alexander and Gordon, for a linear reference potential the
optimal choice may be found by using the exact potential at the two-point Gauss-
Legendre abscissae.[77] For constant reference potentials, we use the exact potential at
the center of the interval.
In practical applications, matrix operations form the computational bottleneck, as
the required computational time scales with the third power of the number of channels.
In this context, it is interesting to note that the locally adiabatic basis is independent
of the scattering energy, which only shifts the diagonal of the W-matrix. Therefore,
the diagonalization of the W-matrix does not have to be performed repeatedly for
successive energies, as long as computer memory permits the transformation to the
adiabatic basis to be stored.
The other required matrix operations are multiplications and inversions. Our al-
gorithm requires three matrix multiplications and one matrix inverse per propagation
step. We note that an equivalent algorithm can be derived by propagating in the
adiabatic basis, as is done in Ref. [58]. By storing the energy-independent overlap
matrices,
Oi,i+1 = U
(i)†U (i+1), (1.37)
and propagating a transformed Q-matrix, one can save two matrix multiplication per
step.[58] In this case, the computational cost per propagation step is identical to that
of renormalized Numerov.[49, 50, 58]
1.5 Results
In what follows, we use the following designation for the different algorithms. The
renormalized algorithms with piece-wise constant and linear reference potentials are
denoted Qsin and Qairy, respectively. The names refer to the linearly independent
solutions, the trigonometric and Airy functions. These methods are compared to ex-
isting log-derivative propagators, which use the same reference potentials. These are
denoted Ysin and Yairy.[56]
Implementations of Qsin and Qairy can be found in the Supplementary Material
of Ref. [48] along with test programs for constant and linear potentials. Also included
are an implementation of the renormalized Numerov algorithm,[49, 50] and a physical
11
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test problem, describing the collinear collision of a hydrogen molecule with a helium
atom.[78] The programs are available for Scilab,[79] and the commercial alternative
Matlab.[80]
First of all, it has been verified that the renormalized potential-following algo-
rithms yield the exact Q-matrix if the potential equals the reference potential. The
corresponding log-derivative algorithms yield the numerically exact Y-matrix for the
approximated potentials. The Qsin and Ysin algorithms are equivalent in the sense
that they both yield the exact solution for the same approximated potential, the piece-
wise constant reference potential. The same holds for Qairy and Yairy, which use the
same piece-wise linear reference potential. We have applied our new algorithms to both
a single-channel and a multichannel scattering problem, as described below.
1.5.1 Centrifugal barrier
A particularly convenient model system is given by the single-channel problem in which
the potential is given by the centrifugal barrier only. That is, we take the Schro¨dinger
equation, Eq. (1.1), with V (R) = 0. The potential is physically relevant, as it is the
asymptotic form of any potential involving at most one charged particle. Furthermore,
analytical solutions in terms of spherical Bessel functions are known, thus allowing
for a rigorous test of our numerical results. Since it is a single-channel problem, the
locally adiabatic basis is not an approximation. Hence, this calculation only tests the
efficiency of the reference potentials.
As a test case, we consider the d-wave scattering of two nitrogen atoms at a collision
energy of 100 cm−1. Thus, the centrifugal barrier corresponds to ` = 2 and the reduced
mass is µ = µN/2 with µN the mass of a
14N nucleus. Figure 1.2 shows the convergence
of the S-matrix, as a function of the number of steps on equidistant and logarithmically
scaled grids on the interval 0.001 a0 to 100.001 a0. The error is defined as the norm of
the difference between the obtained and the exact S-matrix. The results of the constant
reference potential algorithms, Qsin and Ysin, which are equivalent as argued above,
match closely. The same is true for the linear reference potential algorithms, Qairy
and Yairy. On an equidistant grid, the error of the second-order algorithm Qsin varies
as ∆−2. Similarly, the error for the fourth-order algorithm Qairy varies as ∆−4. On
a logarithmically scaled grid, we reach the same accuracy with an order of magnitude
fewer grid points, clearly demonstrating the advantage of a variable step size.
1.5.2 NH-NH
To test the applicability of the reported methods to realistic multichannel problems, we
consider the scattering of two 15NH radicals in field-free space at low energy. The long-
ranged dipole-dipole interactions combined with the low energy require propagation to
large separation. In literature, this problem has been treated with the Yairy algorithm,
combined with a short-range propagator, using the implementions available in the
Molscat package.[51] In this calculation, the NH monomers are treated as rigid rotors,
12
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Figure 1.2: Error in the S-matrix for the centrifugal barrier problem, as a function
of the number of steps on equidistant or logarithmically scaled grids. The difference
between renormalized and log-derivative algorithms is not noticeable, hence we have
dropped the labels Q and Y .
and the channel basis functions are labeled as |(jAjB)jAB`; JM〉, where jX is the total
angular momentum of monomer X (X = A,B), obtained by coupling of the rotational
(NX) and spin (SX) angular momenta, jAB is the coupled angular momentum of jA and
jB, J is the total angular momentum of the collision complex, obtained by angular-
momentum coupling of jAB and partial wave `, and M is the projection of J onto
the space-fixed quantization axis. The NH-NH scattering dynamics is assumed to
take place on a single potential-energy surface that corresponds to total spin quantum
number S = 2. For a more detailed description of the calculation, the reader is referred
to the original articles.[66, 67]
We have repeated these calculations with the Qsin and Qairy algorithms, combined
with renormalized Numerov in the short range.[49, 50] The short-range algorithm is
used on the interval 4.5 to 15 a0, and the potential-following algorithms are used from 15
to 100 a0, see Sec. 1.3 for a discussion of the boundary conditions. The same radial grids
were used for renormalized propagation and for propagation with the Yairy algorithm
in Molscat. Here, the channel basis was truncated at partial wave quantum number
`max = 4 and monomer rotational quantum number Nmax = 2, and the calculation was
performed for J = 2 at an energy of 1 K. For odd parity and permutation symmetry,
the calculation thus involves 119 coupled channels.
The convergence of the S-matrix is shown in Fig. 1.3. Here, we define the error
as the norm of the difference between the current and most accurately calculated S-
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Figure 1.3: Error in the S-matrix for NH-NH collisions at E = 1 K, for odd parity
and permutation symmetry, and total angular momentum J = 2, as a function of the
number of propagation steps in the long range. The error is defined in the main text.
The radial grid for the potential-following propagators was generated by Molscat,
whereas renormalized Numerov uses an equidistant grid.
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1matrix. The norm of the matrix is defined as the largest singular value. The figure also
includes the convergence for the renormalized Numerov method.[49, 50] This method
requires an order of magnitude more grid points to achieve reasonable convergence,
thus illustrating the advantage of potential-following over solution-following methods
in the long range.
It can be seen that the two types of Airy propagators give almost identical errors,
and for both algorithms the convergence of the S-matrix is second order in the number
of grid points. The reason that convergence is no longer fourth order seems to be
that it is the locally adiabatic approximation that is limiting the accuracy. The first-
derivative matrix is not diagonal in the locally adiabatic basis, and consideration of its
diagonal elements by the Airy propagators constitutes little improvement. For practical
applications to systems such as NH-NH, constant reference potential algorithms, such
as Qsin, appear to be equally accurate. The obvious advantage of the constant reference
potential algorithm is that it is much simpler to implement.
An advantage of the renormalized algorithms is that the Q-matrices they provide
allow straightforward calculation of the scattering wave function. To illustrate this,
we show the wave function for scattering from the |(jAjB)jAB`; JM〉 = |(11)21; 22〉
channel in Fig. 1.4, where each line corresponds to a different channel. The entrance
channel is shown as the blue line which asymptotically has large amplitude. This figure
also shows the scattering wave function, obtained after scaling the reduced mass by 2.2
%. These λ-scans are used to sample the sensitivity of the cross sections to scattering
resonances. With this scaling we find a shape resonance, i.e., a quasi-bound state
trapped behind the centrifugal barrier. This results in a scattering wave function with
a large amplitude at short range, as can be seen in Fig. 1.4.
Besides allowing analysis of scattering resonances, the reconstruction of scatter-
ing wave functions allows one to calculate matrix elements over continuum states.
This means the methods developed can be used to describe photodissociation and
photoassociation.[72] It is also possible to directly propagate matrix elements over the
scattering states, without their explicit reconstruction on the complete radial grid.[53]
1.6 Conclusion
We have presented a general theory for renormalized potential-following propagation,
and explicitly consider piece-wise constant and piece-wise linear reference potentials.
The applicability of these algorithms to realistic problems has been demonstrated for
cold NH-NH collisions. In such applications, the accuracy is determined by the locally
adiabatic approximation, rather than by the form of reference potential. Therefore,
the constant reference potential algorithm, which is simple to implement, yields almost
the same accuracy as the linear reference potential method.
The potential-following algorithms, derived in this work, are especially efficient for
problems where one has to propagate to very large distances, e.g., cold and ultracold
collisions of species with long-ranged interactions. The step size is variable, the method
15
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Figure 1.4: The upper panel shows the scattering wave function for NH-NH collisions
from a |(jAjB)jAB`; JM〉 = |(11)21; 22〉 entrance channel at an energy of 1 K. The lines
correspond to different channels. The blue line which asymptotically has large ampli-
tude corresponds to the entrance channel. The lower panel shows the wave function
for a shape resonance in the same channel, as found after scaling the reduced mass by
2.2 %.
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1is compatible with reactive boundary conditions, and the algorithm may be combined
with renormalized Numerov in the short range. The renormalized approach, opposed
to log-derivative propagation, allows one to reconstruct scattering wave functions in
a straightforward way, and therefore to describe near-threshold photodissociation and
photoassociation of ultracold atoms.
Appendices
1.A Numerical evaluation
Numerical evaluation of Eq. (1.27) for the reference potentials considered may be dif-
ficult. Problems occur especially for the linear reference potential in the case of a
vanishing slope. In this case, the arguments of the Airy functions become increasingly
large and more closely spaced. This invites evaluation through the known asymp-
totic expansion of the Airy functions,[75] but this is not straightforward since we are
considering a sector composed of two different linear intervals. In this Appendix, we
therefore express Eq. (1.27) as much as possible in terms of factors depending on the
solutions on each two-point interval. Next, we give explicit expressions for the constant
reference potential in Sec. 1.A.1, and give an asymptotic expansion for the linear refer-
ence potential in Sec. 1.A.2. The definitions of the reference potentials, their linearly
independent solutions, and the corresponding Wronskians, W = fg′ − f ′g, are listed
in Tab. 1.A.1. For notational ease, we will suppress the tildes denoting that we are
considering a locally adiabatic potential, as well as superscripts i and a, denoting the
three-point interval and adiabat, respectively.
On each three-point interval, we consider two segments, ranging from the grid-
points Ri−1 to Ri and Ri to Ri+1, respectively. On these two-point intervals, a certain
reference potential is assumed, and within this approximation, the linearly independent
solutions on each interval are known. The solutions are denoted a(j), b(j), where j = 1, 2
labels the interval. The linearly independent solutions on the sector consisting of two
such intervals are given by
f(R) =
{
a(1)(R) [Ri−1, Ri] ,
caa
(2)(R) + cbb
(2)(R) [Ri, Ri+1] ,
g(R) =
{
b(1)(R) [Ri−1, Ri] ,
daa
(2)(R) + dbb
(2)(R) [Ri, Ri+1] .
(1.A.1)
The coefficients ca, cb, da, and db are found by requiring f , f
′, g, and g′ to be continuous
at Ri. This gives(
ca
cb
)
=
1
a
(2)
i b
(2)′
i − a(2)′i b(2)i
(
b
(2)′
i −b(2)i
−a(2)′i a(2)i
)(
a
(1)
i
a
(1)′
i
)
, (1.A.2)
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−
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1and analogously for da and db.
To evaluate Eq. (1.27), we consider its numerator and denominator separately. For
the numerator there are two cases, corresponding to A(i) and C(i). For the numerator
in the expression for C(i) we find
figi−1 − fi−1gi = X−1 , (1.A.3)
and for A(i)
figi+1 − fi+1gi = (cadb − cbda)X+2 , (1.A.4)
where we have defined
X±j = a
(j)
i b
(j)
i±1 − a(j)i±1b(j)i , (1.A.5)
where i is the center grid point of the three-point interval. Evaluation of X±j is numer-
ically safe, as will be shown below. The quantity in parentheses can be related to the
Wronskians of the solutions on both intervals as
cadb − cbda = W
(1)
W(2) (1.A.6)
Evaluation of the denominator in Eq. (1.27) seems less straightforward, as the
functions involved are defined on different intervals. Upon insertion of the definitions
(1.A.2) and analogues for da,b, one can express the denominator in terms of factors
involving the independent solutions on the same interval. The result is given by
fi+1gi−1 − fi−1gi+1 = 1W(2)
(
X+2 Y
−
1 −X−1 Y +2
)
, (1.A.7)
where we have defined
Y ±j = a
(j)′
i b
(j)
i±1 − a(j)i±1b(j)′i , (1.A.8)
again with i the center grid point.
To be explicit, the diagonal elements of the required matrices A˜(i) and C˜(i) are
computed as
A˜(i)a,a = W(1)
X+2
X+2 Y
−
1 −X−1 Y +2
,
C˜(i)a,a = W(2)
X−1
X−1 Y
+
2 −X+2 Y −1
, (1.A.9)
where the dependence on a and i, enumerating the adiabats and three-point intervals,
is implicit on the right-hand side.
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1.A.1 Constant reference potential: Qsin
For the constant reference potential, evaluation of Eqs. (1.A.5) and (1.A.8) is straight-
forward. For open channels we find
X±j = sin
(√
|W (j)| (Ri −Ri±1)
)
,
Y ±j =
√
|W (j)| cos
(√
|W (j)| (Ri −Ri±1)
)
, (1.A.10)
and for closed channels we have
X±j = sinh
(√
W (j) (Ri −Ri±1)
)
,
Y ±j =
√
W (j) cosh
(√
W (j) (Ri −Ri±1)
)
. (1.A.11)
1.A.2 Linear reference potential: Qairy
For the linear reference potential, Eqs. (1.A.5) and (1.A.8) can be evaluated numeri-
cally using routines by Amos,[81] for small arguments of the Airy functions. However,
the argument will become asymptotically large in the long range, as the slope of the
potential tends to zero. Therefore we will evaluate Eqs. (1.A.5) and (1.A.8) using
the asymptotic expansion of the Airy functions.[75] Defining ∆ = W
1/3
1 (Ri±1 − Ri),
x = W0W
−2/3
1 , z = |x|, ζ = 23z3/2, ck = Γ(3k+1/2)54kk!Γ(k+1/2) , and dk = −6k+16k−1ck, the asymptotic
expansion for |∆| small compared to z yields
X±j =
1
2pi
z−1/2(1 + ∆/z)−1/4{
exp{[(1 + ∆/z)3/2 − 1]ζ}
(∑
k
(−1)kckζ−k
)
(∑
k
ckζ
−k(1 + ∆/z)−3k/2
)
− exp{−[(1 + ∆/z)3/2 − 1]ζ}
(∑
k
ckζ
−k
)
(∑
k
(−1)kckζ−k(1 + ∆/z)−3k/2
)}
, (1.A.12)
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1for positive arguments of the Airy functions, and
X±j =
1
pi
z−1/2(1−∆/z)−1/4{
− sin{[(1−∆/z)3/2 − 1]ζ}[(∑
k
(−1)kc2k+1ζ−(2k+1)(1−∆/z)−3(2k+1)/2
)
(∑
k
(−1)kc2k+1ζ−(2k+1)
)
+
(∑
k
(−1)kc2kζ−2k
)
(∑
k
(−1)kc2kζ−2k(1−∆/z)−3k
)]
+ cos{[(1−∆/z)3/2 − 1]ζ}[(∑
k
(−1)kc2k+1ζ−(2k+1)(1−∆/z)−3(2k+1)/2
)
(∑
k
(−1)kc2kζ−2k
)
−
(∑
k
(−1)kc2k+1ζ−(2k+1)
)
(∑
k
(−1)kc2kζ−2k(1−∆/z)−3k
)]}
, (1.A.13)
for negative arguments.
Similarly we find expansions for Y ±j
Y ±j = −
1
2
W(j)(1 + ∆/z)−1/4{
exp{[(1 + ∆/z)3/2 − 1]ζ}
(∑
k
(−1)kdkζ−k
)
(∑
k
ckζ
−k(1 + ∆/z)−3k/2
)
+ exp{−[(1 + ∆/z)3/2 − 1]ζ}
(∑
k
dkζ
−k
)
(∑
k
(−1)kckζ−k(1 + ∆/z)−3k/2
)}
, (1.A.14)
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for positive arguments, and
Y ±j = −W(j)(1−∆/z)−1/4{
cos{[(1−∆/z)3/2 − 1]ζ}[(∑
k
(−1)kc2kζ−2k(1−∆/z)−3k
)
(∑
k
(−1)kd2kζ−2k
)
+
(∑
k
(−1)kd2k+1ζ−(2k+1)
)
(∑
k
(−1)kc2k+1ζ−(2k+1)(1−∆/z)−3(2k+1)/2
)]
+ sin{[(1−∆/z)3/2 − 1]ζ}[(∑
k
(−1)kc2k+1ζ−(2k+1)(1−∆/z)−3(2k+1)/2
)
(∑
k
(−1)kd2kζ−2k
)
−
(∑
k
(−1)kd2k+1ζ−(2k+1)
)
(∑
k
(−1)kc2kζ−2k(1−∆/z)−3k
)]}
, (1.A.15)
for negative arguments. All the summations are rapidly convergent for z  |∆|. Expo-
nential and trigonometric functions are required for small and accurately determined
arguments only, using
(1 + x)k =
∑∞
i=0
(
k
i
)
xi,
(1 + x)k − 1 = ∑∞i=1 (ki)xi, (1.A.16)
for small x. Hence, evaluation is free of numerical problems. In numerical evaluation,
all the sums are truncated if the value of a term drops below the value of the first term
times the machine epsilon.
Finally, we note that our approach is slightly different from that used by Alexander
and Manolopoulos, who consider asymptotic expansion of the modulus and phase.[56]
1.B Connection with enhanced Numerov
Instead of considering a reference potential with a piece-wise definition, one could
assume the reference potential constant over each three-point interval, W (i)(R) = W (i).
In this case, the independent solutions are the (hyperbolic) trigonometric functions of
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1argument √|W (i)|R. The space of solutions is defined by
A(i) =

sin
(√
|W (i)|(Ri−Ri+1)
)
sin
(√
|W (i)|(Ri+1−Ri−1)
) if W (i) < 0,
sinh(
√
W (i)(Ri−Ri+1))
sinh(
√
W (i)(Ri+1−Ri−1))
if W (i) > 0,
B(i) = 1,
C(i) =

sin
(√
|W (i)|(Ri−1−Ri)
)
sin
(√
|W (i)|(Ri+1−Ri−1)
) if W (i) < 0,
sinh(
√
W (i)(Ri−1−Ri))
sinh(
√
W (i)(Ri+1−Ri−1))
if W (i) > 0.
(1.B.1)
If we choose the grid to be equidistant with spacing ∆, this simplifies to
A(i) = C(i) =

1
−2 cos
(√
|W (i)|∆
) if W (i) < 0,
1
−2 cosh(
√
W (i)∆)
if W (i) > 0.
(1.B.2)
We note that this is equivalent to the enhanced renormalized Numerov method of
Thorlacius and Cooper,[57] a fourth-order solution-following algorithm that becomes
exact for constant potentials. Numerically, we found that the order is close to two, if
non-equidistant grids are chosen.
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Collision-induced absorption with exchange effects
and anisotropic interactions:
Theory and application to H2 − H2
In this chapter, we discuss three quantum mechanical formalisms for calcu-
lating collision-induced absorption spectra. First, we revisit the established
theory of collision-induced absorption, assuming distinguishable molecules
which interact isotropically. Then, the theory is rederived incorporating
exchange effects between indistinguishable molecules. It is shown that the
spectrum can no longer be written as an incoherent sum of the contri-
butions of the different spherical components of the dipole moment. Fi-
nally, we derive an efficient method to include the effects of anisotropic
interactions in the computation of the absorption spectrum. This method
calculates the dipole coupling on-the-fly, which allows the uncoupled treat-
ment of the initial and final states without the explicit reconstruction of the
many-component wave functions. The three formalisms are applied to the
collision-induced rotation-translation spectra of hydrogen molecules in the
far-infrared. Good agreement with experimental data is obtained. Signifi-
cant effects of anisotropic interactions are observed in the far wing.
Based on T. Karman, A. van der Avoird, and G. C. Groenenboom, J. Chem. Phys. 142, 084305
(2015).
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2.1 Introduction
Homonuclear diatomic molecules, which includes several astrophysically and atmo-
spherically relevant species, have zero electric dipole moment due to their inversion
symmetry. This means that these molecules are in principle infrared inactive. How-
ever, gases of apolar molecules exhibit collision-induced absorption, as was first shown
experimentally for a gas of oxygen molecules.[10] This absorption originates from col-
lision complexes present in the gas. The collision complex can be considered to be a
short-lived species, which may have a lower symmetry than the individual molecules
and hence an electric dipole moment. Since these collision complexes are short-lived,
the resulting absorption spectra are typically broad in frequency.
The hydrogen molecule, H2, is extensively studied in the field of collision-induced
absorption. This includes experimental studies,[83, 84] theoretical studies using the
isotropic interaction approximation and empirical potentials,[21, 85] similar theoretical
methods applied to vibrational transitions,[86] and calculations using ab initio poten-
tials and dipole moment surfaces up to very high temperatures.[87] The anisotropy of
the interaction potential has been considered in calculations of the dimer contributions,[88]
as well as in continuum transitions.[84] The importance of the collision-induced spectra
of H2 in astrophysics is discussed extensively in a recent review paper, Ref. [89]. To
name a few applications: the presence of H2 molecules in the atmospheres of outer
planets can be probed by collision-induced absorption,[90] collision-induced emission
is a necessary mechanism for rapid cooling during the formation of the first stars,[91]
and the missing infrared spectra of cool white dwarfs are explained by the absorption
due to their dense hydrogen atmospheres.[92] In this chapter, we focus on the hydrogen
molecule precisely because it is extensively studied, which allows us to compare our
theoretical developments to experimental results and other theoretical work.
In this chapter, we first discuss the established theory of collision-induced absorp-
tion, assuming isotropic interactions between distinguishable molecules. The theory
is then rederived incorporating exchange effects between indistinguishable molecules.
This method treats exchange interactions exactly within the approximation of an
isotropic interaction, unlike an earlier approximate method that applied a statistical
weighting to different parial waves.[21] Finally, we outline an efficient novel method for
including the effects of anisotropic interactions in the computation of the absorption
spectrum. The three formalisms for calculating collision-induced absorption spectra
are then applied to molecular hydrogen. Due to the large rotational constant of the
hydrogen molecule, few rotational states are thermally populated. Therefore, exchange
effects are expected to be comparatively strong for H2 − H2. On the other hand, the
large rotational constant effectively renders the hydrogen molecule isotropic. Signifi-
cant effects of interaction anisotropy are observed only in the far wing of the absorption
spectrum. We further benchmark our method for including anisotropic interactions in
Chapter 3, where we consider absorption due to nitrogen-nitrogen collisions.[93]
The proposed method for including anisotropic interactions in the calculation of
collision-induced spectra is not the first approach developed. McKellar and Scha¨fer
26
2.2 Theory
2
calculated the dipole coupling between initial and final states by explicitly calculating
the many-component wave function on a discrete radial grid.[88] This requires a lot
of computer memory, and this approach becomes infeasible if the number of channels
becomes large. Julienne and Mies used a different approach, treating the radiation field
non-perturbatively,[94] and applied this method to atomic transitions.[95–97] Gustafs-
son and Frommhold have applied the non-perturbative Julienne and Mies approach
to molecular systems such as H2 − H2 and H2 − He.[84, 98] One advantage of this
approach is that it may also be applied to multi-photon transitions, as the absorp-
tion is treated explicitly, rather than by first order perturbation theory. However, this
approach requires the coupled treatment of initial and final states, which essentially
doubles the size of the channel basis, making the method unnecessarily computer in-
tensive if one is interested in the weak radiation limit. The method of calculating the
dipole coupling on-the-fly, proposed in this chapter, allows the uncoupled treatment
of the initial and final states in the scattering calculation, whilst avoiding the need
to compute the full many-component wave function on a large radial grid. With this
method, it becomes possible to study molecular systems with strong anisotropic inter-
actions, which is demonstrated for the case of collision-induced absorption spectra of
N2 − N2, considered in Chapter 3.
This chapter is organized as follows. Section 2.2 discusses the three theoretical for-
malisms. In Sec. 2.3, we apply these three formalisms to the collision-induced rotation-
translation spectra of molecular hydrogen. We discuss the potential energy and dipole
moment surfaces in Sec. 2.3.1, and the spin statistics of the H2 −H2 collision complex
in Sec. 2.3.2. Sections 2.3.3 and 2.3.4 discuss the computational details of calculations
with isotropic and anisotropic interactions, respectively. Finally, we present numerical
results in Sec. 2.3.5, and compare these to experimental data. Concluding remarks are
given in Sec. 2.4.
2.2 Theory
2.2.1 Absorption coefficients from perturbation theory
Collision-induced absorption may be computed by first order time-dependent perturba-
tion theory.[28] The absorption coefficient is defined by Lambert’s law, which predicts
exponential decay of the intensity, I(z) ∝ exp(−αz), with the path length, z. In first
order perturbation theory, the absorption coefficient at frequency ω is given by
α(ω, T ) =
2pi2
3~c
n2ω
[
1− exp
(
− ~ω
kBT
)]
V g(ω, T ) (2.1)
with the spectral density
g(ω, T ) =
∑∫
i
∑∫
f
P (i)(T )|〈i|µˆ|f〉|2δ(ωf − ωi − ω). (2.2)
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Here, n, V , and T are the number density, volume, and temperature of the gas, re-
spectively. The constant c is the speed of light, ~ is the reduced Planck constant, and
µˆ represents the dipole operator. The states |i〉 and |f〉 represent the initial and final
states, with energies ~ωi and ~ωf , and P (i)(T ) is the thermal population of the initial
state. The symbol
∑∫
denotes a summation over all discrete quantum numbers, such as
rotational states, and integration over the continuum, i.e. translational states.
The initial and final states are the eigenstates of the zeroth order Hamiltonian
Hˆ = − ~
2
2µ
∇2R + HˆA + HˆB + Vˆ (~rA, ~rB, ~R), (2.3)
that is, the Hamiltonian describing the molecular pair, but not the coupling with the
radiation field. The first term represents the kinetic energy in the center of mass frame,
HˆA and HˆB are the monomer Hamiltonians, and Vˆ (~rA, ~rB, ~R) represents the interaction
between the molecules. The vector ~rA connects the two atoms in molecule A, ~rB is the
analogue for molecule B, and the vector ~R connects the centers of mass of molecules.
The dependence of µˆ and Vˆ on the polar angles of ~rA, ~rB, and ~R is discussed in
the Appendix for the case of colliding homonuclear diatomic molecules. Section 2.3.1
discusses how the dipole moment and potential energy surfaces are determined from
electronic structure calculations.
The eigenstates of the Hamiltonian Eq. (2.3) can be divided in two parts: the bound
states are eigenstates at discrete energies E < 0, whereas a continuum of scattering
states exists at positive energies E > 0. The absorption contains contributions of tran-
sitions between two bound states, between two scattering states, and between bound
and scattering states. In this work, we will focus on transitions between scattering
states only. The contribution of bound states is discussed in Chapter 3.
In what follows, we will consider evaluating the spectral density, Eq. (2.2), for
scattering wave functions determined in different approximations. We will start with
assuming isotropic interactions, since in this approximation the angular part of the scat-
tering wave function is known analytically, and only the radial part must be computed
numerically. Next, in Sec. 2.2.3, these solutions are adapted to exchange symmetry.
Finally, in Sec. 2.2.4, we allow for mixing of different angular components, induced by
anisotropic interactions between the two molecules.
2.2.2 Isotropic interactions between distinguishable molecules
An approximation that historically plays a central role in the computation of collision-
induced spectra is the approximation of an isotropic interaction between the colliding
particles. In this approximation, one can separate translational and rotational degrees
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of freedom, and write the scattering wave function in Dirac notation as
|(NANB)NL; JMEcol〉 = |(NANB)NL; JM〉|Ecol, L〉,
〈R|Ecol, L〉 = 1
R
UEcol,L(R). (2.4)
Here, the coupled angular function is defined as
|(NANB)NL; JM〉 =
∑
MA,MB ,MN ,ML
|NAMA〉|NBMB〉|LML〉
×〈NAMANBMB|NMN〉〈NMNLML|JM〉, (2.5)
where |NAMA〉 and |NBMB〉 are the monomer rotational states, |LML〉 describes the
end-over-end rotation of the complex, and the symbol 〈l1m1l2m2|lm〉 denotes a Clebsch-
Gordan coefficient. The radial part, UEcol,L(R)/R, depends only on the collision energy,
Ecol, and the partial wave, L. Therefore, in this approximation, we do not need to
calculate the radial wave function for each unique set of quantum numbers, and the
calculation of the required wave functions constitutes a computationally inexpensive
one-dimensional problem, unlike the coupled differential equations that arise in the
general theory. Furthermore, since the angular part of the wave functions is known
analytically, the summations over certain quantum numbers, that arise in the thermal
average, Eq. (2.2), can be performed analytically, as will be shown in this section.
The total energy of the scattering state, Eq. (2.4), is given by the sum of the kinetic
and rotational energy
Etot = Ecol + Erot,
Erot = Erot,A + Erot,B,
Erot,X = B0NX(NX + 1)−D0 [NX(NX + 1)]2 , (2.6)
where X = A,B and the rotational and distortion constants of hydrogen are given
by B0 = 59.322 cm
−1 and D0 = 0.0471 cm−1, respectively.[99] The population of the
initial state is given by the product of translational and rotational Boltzmann factors,
P (i)(T ) = PtransPNAPNB ,
Ptrans =
λ30
V
exp
(
−Ecol
kBT
)
,
λ0 = ~
√
2pi
µkT
,
PNX =
gNX
Zrot
exp
(
−Erot,NX
kBT
)
,
Zrot =
∑
N
(2N + 1)gN exp
(
−Erot,N
kBT
)
, (2.7)
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where X = A,B and µ is the reduced mass of the collision complex. For hydrogen, the
statistical weights are gNX = 1 if NX is even and gNX = 3 if NX is odd.
Inserting the scattering wave functions as initial and final states into Eq. (2.2), the
spectral density can be expressed as
V g(ω, T ) = λ30~
∑
NA,NB ,N
∑
N ′A,N
′
B ,N
′
PNAPNB
∑
L,L′
∫ ∞
0
dEcol
∫ ∞
0
dE ′col exp
(
−Ecol
kBT
)
∑
J,J ′,M,M ′,ν
|〈(NANB)NL; JME |µˆ| (N ′AN ′B)N ′L′; J ′M ′E ′〉|2 δ(E ′tot − Etot − ~ω). (2.8)
The scattering states are energy normalized,∫
UEcol,L(R)UE′col,L(R)dR = δ(E − E ′). (2.9)
The radial wave functions are found by numerically solving{
− d
2
dR2
+
L(L+ 1)
R2
+
2µ
~2
[V0 (R)− Ecol]
}
UEcol,L(R) = 0, (2.10)
subject to boundary conditions
UEcol,L(0) =0
UEcol,L(R) '
√
µkR2
2pi~2
[
h
(2)
L (kR) + SL(k)h
(1)
L (kR)
]
. (2.11)
In the above, V0(R) is the isotropic interaction, µ is the reduced mass, Ecol is the
collision energy, k =
√
2µEcol is the wave number, L is the partial wave quantum
number, and h
(1)
L and h
(2)
L denote spherical Hankel functions of the first and second
kind, respectively.[75]
Using the Wigner-Eckart theorem, the required matrix element of the dipole mo-
ment surface is
〈(NANB)NL; JMEcol|µˆν |(N ′AN ′B)N ′L′; J ′M ′E ′col〉 =
(−1)J−M
(
J 1 J ′
−M ν M ′
)
〈(NANB)NL; JEcol||µˆ||(N ′AN ′B)N ′L′; J ′E ′col〉, (2.12)
where µ0 = µz and µ±1 = ∓ (µx ± iµy) /
√
2 are the spherical components of the dipole
operator. The symbol in round braces is a Wigner 3-jm symbol, and the reduced
matrix element of the dipole operator is given by
〈(NANB)NL; JEcol| |µˆ| |(N ′AN ′B)N ′L′; J ′E ′col〉 =
∑
l1,l2,l,λ
〈Ecol, L|Dl1,l2,l,λ(R)|E ′col, L′〉
〈(NANB)NL; J ||
[[
C(l1)(rˆA)⊗ C(l2)(rˆB)
](l) ⊗ C(λ)(Rˆ)](1) ||(N ′AN ′B)N ′L′; J ′〉, (2.13)
30
2.2 Theory
2
and Eq. (2.A.9). The symbol in rectangular brackets denotes the Clebsch-Gordan
coupled spherical harmonics in the Racah normalization, in which the dipole moment
is expanded, and Dl1,l2,l,λ(R) are the corresponding expansion coefficients. See the
Appendix for more details. The complete M , M ′, and ν dependence of the spectral
density thus amounts to the square of a 3-jm symbol, and the sum over these quantum
numbers yields ∑
M,M ′,ν
(
J 1 J ′
−M ν M ′
)2
= {J, 1, J ′}, (2.14)
where the triangular delta {j1, j2, j3}, equals unity if the triad satisfies the triangular
conditions |j1 − j2| ≤ j3 ≤ j1 + j2, and zero otherwise.[100] Thus, the spectral density
becomes
V g(ω, T ) = λ30~
∑
NA,NB ,N
∑
N ′A,N
′
B ,N
′
PNAPNB
∑
L,L′
∑
J,J ′
×
∫ ∞
0
dEcol exp
(
−Ecol
kBT
)
|〈(NANB)NL; JEcol| |µˆ| |(N ′AN ′B)N ′L′; J ′E ′col〉|2 ,
(2.15)
where the final-state kinetic energy, E ′col, is related to the initial-state kinetic energy,
Ecol, and the rotational quanta by the requirement of energy conservation, imposed by
the integral over the delta function in Eq. (2.8).
In order to perform the sums over J , J ′, N , and N ′, we first expand the square
in Eq. (2.15) as a double sum over the components of the dipole surface, {l1, l2, l, λ},
yielding for the spectral density
V g(ω, T ) = λ30~
∑
NA,NB ,N
∑
N ′A,N
′
B ,N
′
PNAPNB
∑
L,L′
∑
J,J ′
∑
l1,l2,l,λ
∑
l′1,l
′
2,l
′,λ′
×
∫ ∞
0
dEcol exp
(
−Ecol
kBT
)
〈Ecol, L|Dl1,l2,l,λ|E ′col, L′〉〈Ecol, L|Dl′1,l′2,l′,λ′|E ′col, L′〉
× [l, l′]1/2 [1, J, J ′, L, L′, N,N ′, NA, N ′A, NB, N ′B]
(
L λ L′
0 0 0
)(
L λ′ L′
0 0 0
)
×
(
NA l1 N
′
A
0 0 0
)(
NA l
′
1 N
′
A
0 0 0
)(
NB l2 N
′
B
0 0 0
)(
NB l
′
2 N
′
B
0 0 0
)
×

NA N
′
A l1
NB N
′
B l2
N N ′ l


NA N
′
A l
′
1
NB N
′
B l
′
2
N N ′ l′


N N ′ l
L L′ λ
J J ′ 1


N N ′ l′
L L′ λ′
J J ′ 1
 ,
(2.16)
where the symbols in curly braces are Wigner 9-j symbols and we use the short-hand
notation
[j1, j2, . . . , jn] ≡ (2j1 + 1) (2j2 + 1) · · · (2jn + 1) . (2.17)
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Thus, the complete J and J ′ dependence is contained in a product of 9-j symbols and
dimension factors, and the sum over these quantum numbers can be performed using
the orthogonality relation,[100]
∑
X,Y
[X, Y ]

j1 j2 k
j3 j4 l
X Y j5


j1 j2 k
′
j3 j4 l
′
X Y j5
 = δkk′δll′[l, k] {j1j2k}{j3j4l}{klj5}. (2.18)
Next, the complete N and N ′ dependence is contained in a similar sum. Evaluating
this sum also using the orthogonality relation, Eq. (2.18), yields
V g(ω, T ) = λ30~
∑
l1,l2,l,λ
∑
NA,NB ,N
′
A,N
′
B
PNAPNB
∑
L,L′
[1, L, L′, NA, N ′A, NB, N
′
B]
[l1, l2, λ]
×
(
NA l1 N
′
A
0 0 0
)2(
NB l2 N
′
B
0 0 0
)2(
L λ L′
0 0 0
)2
×
∫ ∞
0
exp
(
−Ecol
kBT
)
|〈Ecol, L|Dl1,l2,l,λ|E ′col, L′〉|2dEcol. (2.19)
The remaining sums over NA, NB, N
′
A, and N
′
B cannot be performed analytically. In
the isotropic interaction approximation, the spectrum consists of an incoherent sum
over the components {l1, l2, l, λ} of the dipole moment. The spectral density can also
be cast in the following insightful form
V g(ω) =
∑
l1,l2,l,λ
∑
NA,NB ,N
′
A,N
′
B
PNAPNB
[1, NA, N
′
A, NB, N
′
B]
[l1, l2, λ]
×
(
NA l1 N
′
A
0 0 0
)2(
NB l2 N
′
B
0 0 0
)2
V Gl1,l2,l,λ(ω − ωrot), (2.20)
with
V Gl1,l2,l,λ(ω) = ~λ30
∑
L,L′
[L,L′]
(
L λ L′
0 0 0
)2
×
∫ ∞
0
dEcol exp
(
−Ecol
kBT
)
|〈Ecol, L|Dl1,l2,l,λ|Ecol + ~ω, L′〉|2. (2.21)
This shows that the spectrum can be thought of as a super-position of a basic trans-
lational profile, V G(ω), centered at the rotational transitions given by ~ωrot = E ′rot −
Erot.[21]
We note that the above results are equivalent to those obtained in Ref. [21]. When
comparing, one should note the difference in the definition of the expansion of the
dipole moment surface due to the use of Racah normalized spherical harmonics.
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2.2.3 Isotropic interactions between indistinguishable molecules
If the colliding molecules are indistinguishable, the statistical weights also depend on
the exchange symmetry of the scattering wave function. Therefore, one should consider
scattering wave functions which are adapted to permutation symmetry. This can be
done as follows,
|(NANB)NL; JM±〉 = [2(1 + δNANB)]−1/2
(
1± PˆAB
)
|(NANB)NL; JM〉
= [2(1 + δNANB)]
−1/2
× [|(NANB)NL; JM〉 ± (−1)NA+NB−N+L|(NBNA)NL; JM〉] ,
(2.22)
where NB ≥ NA in order to ensure linear independence of the wave functions. Next, we
rederive an expression for the spectral density, using the following symmetry adapted
functions as initial and final states:
|(NANB)NL; JMEcol±〉 = |(NANB)NL; JM±〉|Ecol, L〉. (2.23)
Inserting these states into Eq. (2.2), the analog of Eq. (2.8) becomes
V g(ω, T ) = ~
∑
NA,NB ,N,
∑
N ′A,N
′
B ,N
′
∑
L,L′
∫ ∞
0
∫ ∞
0
dEcoldE
′
colP

NANB
(Ecol, T )
×
∑
J,J ′,M,M ′,ν
|〈(NANB)NL; JMEcol|µˆν |(N ′AN ′B)N ′L′; J ′M ′E ′col〉|2δ(E ′tot − Etot − ~ω).
(2.24)
The Boltzmann weight depends on NA and NB, as well as on the permutation symme-
try,  = ±1, and is given by
P NANB(Ecol, T ) =
λ30
V Zrot
gNANB exp
(
−Ecol + Erot
kBT
)
. (2.25)
The statistical weights, denoted gNANB , are discussed in Sec. 2.3.2 and their values for
all symmetry types of H2 − H2 are given in Table 2.1.
Now, the spectral density contains matrix elements of the form
〈(NANB)NL; JMEcol ± |µˆν |(N ′AN ′B)N ′L′; J ′M ′E ′col±〉 =
[
(1 + δNANB)
(
1 + δN ′AN ′B
)]−1/2
×〈(NANB)NL; JMEcol|µˆν(1± PˆAB)|(N ′AN ′B)N ′L′; J ′M ′E ′col〉,
(2.26)
where use has been made of the fact that PˆAB commutes with µˆν , and that (1±PˆAB)2 =
2
(
1± PˆAB
)
. Since this matrix element is the sum of two terms, its square is expanded
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as four terms. The sums over J , J ′, M , M ′, and ν can be performed as in Sec. 2.2.2.
The same holds for the sums over N and N ′ for the two direct terms, but for the two
exchange terms, one encounters sums of the form,[100]
∑
N,N ′
(−1)N ′ [N,N ′]

NA N
′
A l1
NB N
′
B l2
N N ′ l


NA N
′
B l
′
1
NB N
′
A l
′
2
N N ′ l
 =
(−1)2NB+l2+l′2

NA N
′
A l1
N ′B NB l2
l′1 l
′
2 l
 . (2.27)
Evaluating these sums, the spectral density becomes
V g(ω) =λ30~
∑
l1,l2,l′1,l
′
2,l,λ
∑
NA,NB ,N
′
A,N
′
B ,
∑
L,L′
gNANBZ
−1
rot exp
(
−Erot
kBT
)∫
dEcol exp
(
−Ecol
kBT
)
× [1, L, L
′, NA, N ′A, NB, N
′
B]
(1 + δNANB)(1 + δN ′AN ′B)[λ]
〈Ecol, L|Dl1,l2,l,λ|E ′col, L′〉〈Ecol, L|Dl′1,l′2,l,λ|E ′col, L′〉
×
(
L λ L′
0 0 0
)2 [δl1l′1δl2l′2
[l1, l2]
[( NA l1 N ′A
0 0 0
)2(
NB l2 N
′
B
0 0 0
)2
+
(
NA l1 N
′
B
0 0 0
)2(
NB l2 N
′
A
0 0 0
)2 ]
+ 2(−1)N ′A+N ′B+L′+l2+l′2
(
NA l1 N
′
A
0 0 0
)(
NA l
′
1 N
′
B
0 0 0
)
×
(
NB l2 N
′
B
0 0 0
)(
NB l
′
2 N
′
A
0 0 0
)
NA N
′
A l1
N ′B NB l2
l′1 l
′
2 l

]
, (2.28)
where use has been made of the fact that the 9-j symbols are invariant under reflection
in their diagonal, and that one can interchange the summation indices l1 and l
′
1, and
l2 and l
′
2.
In contrast to the distinguishable particle case where the spectral density is an
incoherent sum over the dipole components, {l1, l2, l, λ}, interference occurs between
terms with l1 6= l′1 and l2 6= l′2 and the spectral lines are now labeled with the six
indices, {l1, l′1, l2, l′2, l, λ}. However, if symmetric and antisymmetric states are given
equal weights in the thermal average, their contributions to the interference cancel
exactly, and the spectral density is zero unless l1 = l
′
1 and l2 = l
′
2. In this case,
the resulting spectrum is identical to the one obtained by the distinguishable particle
formalism described above. The spectrum will deviate if symmetric and anti-symmetric
states are not given equal weights, for example due to the nuclear spin statistics of
indistinguishable particles.
We note that our discussion differs from previous treatment of exchange symmetry.[21]
Previously, wave functions were not explicitly adapted to exchange symmetry, rather a
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statistical weighing of different partial waves was applied. This works well in the limit of
low temperatures, where all molecules are in the rotational ground state, NA = NB = 0,
such that N = 0 and the permutation symmetry is determined by (−1)L alone.
The method of weighing different partial waves[21] cannot be applied to the absorp-
tion of hydrogen, since even at the lowest temperature considered here, T = 77 K, it is
not only the rotational ground state which is populated. Furthermore, we note that a
partial wave dependent weight alters only the translational profile, which contributes
equally to each rotational line. Thus, the theory of Ref. [21] cannot predict the relative
effect of exchange on the different rotational transitions. For these reasons, we use the
more rigorous treatment described above, explicitly adapting spatial wave functions to
exchange symmetry.
2.2.4 Algorithm for treating anisotropic interactions
For anisotropic interaction potentials, one can no longer separate the translational and
rotational degrees of freedom. That is, the wave function can no longer be written as
in Eq. (2.4). One can, however, introduce an angular basis, {|φi〉}, see for example Eq.
(2.5), and expand the total wave function in this channel basis, as
〈R|Ψq〉 = 1
R
∑
p
|φp〉Upq(R). (2.29)
The expansion coefficients, which depend only on the radial coordinate, can be ob-
tained with coupled-channels theory.[101] That is, the wave function, Eq. (2.29), can
be inserted a time-independent Schro¨dinger equation, which can be solved numerically,
subject to scattering boundary conditions. In this section, we derive a method to cal-
culate the dipole coupling between coupled-channels wave functions on-the-fly, that is,
without storing the many-component wave function on the radial grid points.
Inserting the above expansion of the wave function into the time independent
Schro¨dinger equation(
Hˆ − E
)
|Ψq〉 = 0,
Hˆ = − ~
2
2µR
d2
dR2
R +
Lˆ2
2µR2
+ HˆA + HˆB + Vˆ , (2.30)
and taking scalar products with the channel functions yields the following differential
equation for the expansion coefficients
d2
dR2
U = WU. (2.31)
Here, the W-matrix is Hermitian, and its elements are given by
Wp′p = 2µ〈φp′| Lˆ
2
2µR2
+ HˆA + HˆB + Vˆ − E|φp〉. (2.32)
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The coupled-channels equations are to be solved subject to the scattering boundary
conditions. For energy-normalized scattering states, the boundary conditions are
Upq(0) =0
Upq(R) '
√
µkpR2
2pi~2
[
h
(2)
Lp
(kpR)δpq + h
(1)
Lp
(kpR)Spq
]
, (2.33)
with h
(n)
Lp
(x) the spherical Hankel functions, and Lp the partial wave quantum number
for channel p. Here, it has been assumed that the channel functions diagonalize the
asymptotic Hamiltonian HˆA+HˆB. Their eigenvalues, the channel energies p, determine
the wave numbers kp = ~−1
√
2µ(E − p). If the asymptotic Hamiltonian is not diagonal
in the channel basis, a transformation to the asymptotic basis, which diagonalizes the
asymptotic Hamiltonian, is required.
Direct propagation of the solutions Upq(R) is numerically unstable due to the fact
that they vary exponentially in classically forbidden regions. There exists a number
of algorithms which avoid such instabilities, of which renormalized and log-derivative
propagation are the most popular.[50] For the purpose of describing collision-induced
absorption we require the complete wave function, and not just the asymptotic form.
Therefore, it is most convenient to use renormalized propagation,[50] as the calculated
Q-matrices allow to reconstruct the full wave function straight-forwardly, by successive
multiplication of the asymptotic wave function. However, we note that explicitly calcu-
lating many-component wave functions for a large number of radial grid points requires
a lot of computer memory. Therefore we derive a method for the direct propagation of
the required integrals.
First, we divide the angular basis in two distinct sets, one {|φp〉 | p = 1, 2, . . . , r} is
associated with the initial states, and one {|φp〉 | p = r + 1, r + 2, . . . , r + s} with the
final states. Note that such a distinction can always be made, since initial and final
states coupled by the dipole operator have opposite parity, and parity is conserved in
a collision process. Thus, the matrix of expansion coefficients takes the block form
Uj =
[
U˜
(i)
j 0
0 U˜
(f)
j
]
, (2.34)
where the sub-scripts denote evaluation at some point of the discrete grid in the radial
coordinate {Rj | j = 1, 2, . . . , n}. Here, we shall assume this grid to be equidistant
with grid spacing ∆R.
In renormalized propagation, we define the Q-matrix through
Uj = Qj+1Uj+1. (2.35)
Recursion relations for the Q-matrices may be derived from Eq. (2.31), augmented with
some approximation. For example, the renormalized Numerov method uses a Taylor
expansion of the wave function up to fifth order in the grid spacing ∆R.[50] When the
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angular basis is partitioned in the two sets defined above, the Q-matrices also take the
block form
Qj =
[
Q˜
(i)
j 0
0 Q˜
(f)
j
]
, (2.36)
where the blocks satisfy
U˜
(x)
j = Q˜
(x)
j+1U˜
(x)
j+1, (2.37)
and the blocks can be propagated separately for x = i, f .
Now, we wish to calculate a matrix element of the dipole moment, which, when
evaluated in R = Rj, is represented in the angular basis by the matrix
Dj =
[
0 D˜j
D˜†j 0
]
. (2.38)
The matrix element of the dipole operator in Eq. (2.2) can be expressed, using a mid-
point rule quadrature in R, as
An = ∆R
n∑
j=1
U˜
(i)†
j D˜jU˜
(f)
j . (2.39)
It is convenient to express this integral in terms of the wave functions at the end of
the interval, according to
An = U˜
(i)†
n BnU˜
(f)
n ,
Bn = ∆R
n−1∑
j=1
(
Q˜
(i)
j+1Q˜
(i)
j+2 . . . Q˜
(i)
n
)†
D˜j
(
Q˜
(f)
j+1Q˜
(f)
j+2 . . . Q˜
(f)
n
)
+ ∆RD˜n. (2.40)
To derive a recurrence relation we consider
Bn+1 =∆R
n∑
j=1
(
Q˜
(i)
j+1Q˜
(i)
j+2 . . . Q˜
(i)
n+1
)†
D˜j
(
Q˜
(f)
j+1Q˜
(f)
j+2 . . . Q˜
(f)
n+1
)
+ ∆RD˜n+1
=∆RQ˜
(i)†
n+1
[
n−1∑
j=1
(
Q˜
(i)
j+1Q˜
(i)
j+2 . . . Q˜
(i)
n
)†
D˜j
(
Q˜
(f)
j+1Q˜
(f)
j+2 . . . Q˜
(f)
n
)
+ D˜n
]
Q˜
(f)
n+1
+ ∆RD˜n+1
=Q˜
(i)†
n+1BnQ˜
(f)
n+1 + ∆RD˜n+1. (2.41)
This allows one to propagate the dipole coupling directly and match to the asymptotic
form of U˜(x), Eq. (2.33), for x = i, f at the last grid point using Eq. (2.40).
37
2 Collision-induced absorption: H2 − H2
The method described above allows propagation the dipole coupling between scat-
tering states. With this dipole coupling, we can calculate the spectral density as
V g(ω) = ~V
∫
dEtot
∑
i,f
P (i)
∑
M,M ′,ν
|〈i|µˆν |f〉|2
= ~
λ30
Zrot
∫
dEtot exp
(
−Etot
kBT
)∑
i,f
gNANB |〈i||µˆ||f〉|2. (2.42)
Here, the sum over i runs over all scattering states at total energy Etot. The sum over
f is over all scattering states at total energy Etot + ~ω. The permutation symmetry
of the final state may be restricted to that of the initial state. The parity of the final
state is opposite to that of the initial state, and the final-state total angular momentum
differs from that of the initial state by at most one unit, |J − 1| ≤ J ′ ≤ J + 1. Note
that the sum over the projection quantum numbers has already been carried out using
Eq. (2.14). The required integral, 〈i||µˆ||f〉, is computed using the method described
above, on discrete grids in E and ω. For indistinguishable molecules the statistical
weights, gNANB , depend on the permutation symmetry of the initial state, , and the
scattering states should be adapted to this symmetry in order to account for exchange
effects. The statistical weights are discussed in more detail in Sec. 2.3.2, and the values
for all symmetry types of the H2 − H2 system are given in Table 2.1.
We note that the method described above can also be used to calculate collision-
induced absorption spectra in certain approximation schemes, in addition to providing
the numerically exact solution from coupled-channels calculations. For example, one
could use this method in combination with an isotropic potential, to obtain the re-
sult of the isotropic interaction theory. To save computational time, one should then
exploit the fact that such an approximation scheme block-diagonalizes the W-matrix,
Eq. (2.32), and propagate the blocks separately. We illustrate this idea in Chapter 3,
where we calculate collision-induced absorption spectra of N2−N2 within the coupled-
states approximation.[93]
2.3 Application to H2 − H2
2.3.1 Potential energy and dipole moment surface
The description of the collision-induced absorption of H2 pairs requires accurate poten-
tial energy and dipole moment surfaces, i.e., the potential energy and electric dipole
moment as a function of the geometry of the collision complex. These are taken from
Ref. [102]. In this section, we briefly explain how these surfaces were obtained, and the
analytical form to which they were fit.
The potential energy was calculated for the H2 − H2 complex, using the spin-
restricted coupled-clusters method with single and double excitations with perturbative
triples [CCSD(T)]. At the same level of theory, the dipole moment was determined from
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the linear response to a finite electric field. Two field strengths were used to ensure
that hyperpolarizability effects are suppressed. The calculations were performed in an
augmented correlation consistent quadruple zeta one-electron basis set (aug-cc-pVQZ).
All energies were corrected for the basis set superposition error.[103] The calculations
were performed for 18 orientations, and 17 separations of the two molecules. The H2
bond length was kept fixed at its vibrational average of 1.449 a0.
The potential energy and dipole moment surfaces were fit, in a linear least squares
procedure, to an expansion in coupled spherical harmonics. In the spherical harmonics
expansion of the potential, all terms with l1 + l2 ≤ 6 were included. This introduces a
root mean square error of less than 0.2% for any separation. For the dipole moment,
the expansion was truncated including only terms with l1 + l2 ≤ 4. As R is decreased,
the error introduced by this truncation increases to 2% at R = 3.7 a0, but should be
smaller than 1% at separations that contribute significantly to the absorption.
In order to evaluate these expansions for arbitrary intermolecular distances, R, we
performed a fit of the expansion coefficients Vl1,l2,l(R) and Dl1,l2,l,λ(R). First, the long-
range behavior was fit to an expansion in 1/R, using a Rn weighted linear least squares
fit, with n determined by the leading power of 1/R. For the potential energy, we fit
terms with n ≤ 7 for R ≥ 12 a0, whereas for the dipole surface, only the n = 4 terms
{l1, l2, l, λ} = {2, 0, 2, 3} and {2, 2, 2, 3} were fit. The long-range contributions were
damped by multiplication with Tang-Toennies damping functions,[104]
fn,β(R) = 1− e−βR
n∑
k=0
(βR)k
k!
. (2.43)
We used β = 1.48 a−10 for the potential energy surface, and β = 1.62 a
−1
0 for the dipole
moment surface. These damped long-range contributions were subtracted from the
total to obtain the short-range part, which was fit for R ≤ 12 a0 using the Reproducing
Kernel Hilbert Space method.[105] The smoothness parameter for this fit was set to
two, and the asymptotic behavior was chosen such that the short-range part falls off as
the first term in the asymptotic expansion that was not fit explicitly in the long-range.
2.3.2 Nuclear spin statistics
In this work, we consider all hydrogen nuclei to be protons, which is the naturally
most abundant hydrogen isotope. This nucleus is a fermion with nuclear spin quantum
number I = 1/2, such that the total nuclear spin of molecule X = A,B takes the values
IX = 0, 1. Since the total wave function should be antisymmetric with respect to the
exchange of identical protons, the antisymmetric singlet (IX = 0) spin states combine
with symmetric rotational states (even NX), and the symmetric triplet (IX = 1) spin
states combine with antisymmetric rotational states (odd NX). If we consider the
two molecules to be distinguishable, the statistical weight for the rotational states
of the complex is given by the product gNAgNB with gNX = 1 if NX is even and
gNX = 3 if NX is odd. In case we consider all feasible permutations of nuclei, given
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Table 2.1: Nuclear spin statistical weights for all symmetries. The rotational quanta
of both monomers are denoted NA and NB, respectively, and  denotes the symmetry
under permutation of the monomers.
(−1)NA (−1)NB  gNANB
1 1 1 1
1 1 −1 0
−1 −1 1 6
−1 −1 −1 3
±1 ∓1 3
by the permutation of both nuclei in each molecule, and the permutation of the whole
molecules, the statistical weights also depend on the permutation symmetry, . The
group theoretical calculation of the spin statistical weights is treated in the book of
Bunker and Jensen.[106] Here, we merely state the result in Table 2.1.
2.3.3 Details of calculations with isotropic potentials
We define the functions
f˜+l1,l2,l′1,l′2,l,λ
(ω,Ecol) =
∑
even L,odd L′
[L,L′]
(
L λ L′
0 0 0
)2
〈Ecol, L|Dl1l2lλ|E ′col, L′〉
× 〈Ecol, L|Dl′1l′2lλ|E ′col, L′〉,
f˜−l1,l2,l′1,l′2,l,λ(ω,Ecol) =
∑
odd L,even L′
[L,L′]
(
L λ L′
0 0 0
)2
〈Ecol, L|Dl1l2lλ|E ′col, L′〉
× 〈Ecol, L|Dl′1l′2lλ|E ′col, L′〉. (2.44)
These functions are computed on discrete logarithmic grids in the kinetic energies, Ecol
and E ′col, ranging from 0.1 K to 3000 K in 100 steps. For l1 = l
′
1 and l2 = l
′
2, the
functions f˜±l1,l2,l1,l2,l,λ(ω,Ecol) are evaluated on a discrete grid of frequencies that satisfy
~ω = E ′col−Ecol, rather than Ecol and E ′col, by spline interpolation of log
(
f˜±l1,l2,l1,l2,l,λ
)
,
followed by exponentiation. These functions can be used to compute the following
integrals for arbitrary temperatures using
f±l1,l2,l′1,l′2,l,λ(ω, T ) = ~λ
3
0
∫ ∞
0
dEcol exp
(
−Ecol
kBT
)
f˜±l1,l2,l′1,l′2,l,λ(ω,Ecol). (2.45)
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Numerically, these integrals were evaluated using trapezoidal integration. The spectral
density is computed as
V g(ω, T ) =
∑
l1,l2,l,λ
∑
NA,NB
PNAPNB
∑
N ′A,N
′
B
(
NA l1 N
′
A
0 0 0
)2(
NB l2 N
′
B
0 0 0
)2
× [1, NA, N
′
A, NB, N
′
B]
[l1, l2, λ]
[
f+l1,l2,l1,l2,l,λ(ω − ωrot, T ) + f−l1,l2,l1,l2,l,λ (ω − ωrot, T )
]
,
(2.46)
with ~ωrot = E ′rot − Erot.
For the calculations adapted to exchange symmetry, the spectral density is calcu-
lated as
V g(ω, T ) =
1
Zrot
∑
l1,l2,l′1,l
′
2,l,λ
∑
NA,NB ,N
′
A,N
′
B
exp
(
−Erot
kBT
)
[1, NA, N
′
A, NB, N
′
B]
(1 + δNANB)(1 + δN ′AN ′B)[l1, l2, λ]
×
{
δl1l′1δl2l′2
[(
NA l1 N
′
A
0 0 0
)2(
NB l2 N
′
B
0 0 0
)2
+
(
NA l1 N
′
B
0 0 0
)2(
NB l2 N
′
A
0 0 0
)2 ]
× (g+NANB + g−NANB) [f+l1,l2,l1,l2,l,λ(ω − ωrot, T ) + f−l1,l2,l1,l2,l,λ (ω − ωrot, T )]
+ 2[l1, l2](−1)N ′A+N ′B
(
NA l1 N
′
A
0 0 0
)(
NA l
′
1 N
′
B
0 0 0
)
×
(
NB l2 N
′
B
0 0 0
)(
NB l
′
2 N
′
A
0 0 0
)
NA N
′
A l1
N ′B NB l2
l′1 l
′
2 l

× (g−NANB − g+NANB) [f+l1,l2,l′1,l′2,l,λ (ω − ωrot, T )− f−l1,l2,l′1,l′2,l,λ (ω − ωrot, T )]
}
,
(2.47)
with ~ωrot = E ′rot−Erot. In case l1 6= l′1 or l2 6= l′2, we use direct rather than logarithmic
interpolation of f±l1,l2,l′1,l′2,l,λ(ω, T ). We recall that, in the case of the exchange adapted
theory, the sums are constrained such that NB ≥ NA, to ensure linear independence of
the scattering states.
In all cases, whether adapted to exchange symmetry or not, the absorption co-
efficient is calculated from the spectral density, as discussed in Sec. 2.2.1, according
to
α(ω, T ) =
2pi2
3~c
n2ω
[
1− exp
(
− ~ω
kBT
)]
V g(ω, T ). (2.48)
The computationally most expensive part is the calculation of the radial inte-
grals 〈Ecol, L|Dl1l2lλ|E ′col, L′〉. The required wave functions are computed on a discrete
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equidistant grid in radial coordinate R, using the renormalized Numerov method.[50]
The calculated functions f˜l1,l2,l′1,l′2,l,λ(E,ω) were converged using a radial grid ranging
from 4 to 100 a0, in steps of 0.1 a0. This step size corresponds to the shortest local de
Broglie wave length, λdb, divided by 10. The angular momentum quantum numbers
L and NA, NB were truncated at Lmax and Nmax, respectively. For the final state, we
included all angular functions coupled to the initial state by the dipole moment surface
of Ref. [102]. We used Lmax = 30 and Nmax = 20, after checking that this leads to
results which are converged better than to 1 % accuracy.
2.3.4 Details of calculations with anisotropic potentials
The coupled-channels equations have been solved using the renormalized Numerov
method, propagating the dipole coupling as described in Sec. 2.2.4. The grid in fre-
quency was chosen equidistant with spacing 25 cm−1 up to ω = 375 cm−1, and addi-
tional points at 600, 800, 1900, 2000, 2100, and 2200 cm−1. The energy grid included
281 points, from 0.1 to 5, 000 K. The grid was obtained as a logarithmically spaced grid,
with additional points near the combined rotational energy levels of both molecules,
to accurately sample scattering resonances and the opening of the rotationally excited
channels. We use the angular basis functions of Eq. (2.A.3), which are adapted to both
inversion and permutation symmetry. This basis is truncated using the criterion that
NA(NA + 1) +NB(NB + 1) ≤ Nmax(Nmax + 1), with Nmax = 8. The radial grid ranged
from 4 to 50 a0, again using a step size of λdb/10. The total angular momentum was
truncated at Jmax = 50 for the highest energies, and lower otherwise. The thermal
average in Eq. (2.42) has been calculated using a trapezoidal integration rule.
To save computational time, asymptotically closed channels, which are required
only in the short-range, were removed in the long-range. To determine whether or
not a channel should be excluded, its channel energy is compared to an exponentially
decaying energy criterion, which was chosen such that all channels are included for
R < 10 a0, and all asymptotically closed channels are removed for R > 20 a0. This
idea has been exploited previously by Martinazzo et al.[107]
2.3.5 Results
In this section, the numerical results of the theory discussed above are presented and
compared to experimental results by Birnbaum.[83] In Fig. 2.1, the absorption spec-
trum is shown for three temperatures, T = 77, 195, and 292 K. The measurements are
represented by the dots, whereas lines represent theory in the isotropic interaction ap-
proximation. Crosses represent calculations including the interaction anisotropy, which
are discussed below. Reasonable agreement between experiment and the isotropic inter-
action approximation theory is obtained. The difference between experiment and the-
ory at the band maxima is around 8 % for the lowest temperature. It is not completely
clear what the accuracy of the experiment is, but differences between measurements
by different authors are on the order of ±10 %.[13, 83, 108–112]
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Figure 2.1: Collision-induced absorption spectrum of H2 for different temperatures.
Lines mark theory with an isotropic interaction potential and distinguishable parti-
cles, crosses mark theory with the full anisotropic potential, and the dots represent
measurements in Ref. [83].
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Figure 2.2: Most important incoherent contributions l1, l2, l, λ, to the absorption
spectrum at a temperature of 77 K.
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Figure 2.3: Translational profile for some of the dominant incoherent contributions
l1, l2, l, λ, at a temperature of 77 K.
Figure 2.2 shows the different incoherent contributions to the spectrum at T = 77
K. The spectrum is dominated by the l1, l2, l, λ = 2, 0, 2, 3 and 0, 2, 2, 3 terms. In first
order perturbation theory, these terms correspond to the quadrupole moment of one
molecule inducing a dipole moment in the complex through the isotropic polarizability
of the other molecule. Higher spherical components contribute significantly at higher
frequency, as they induce transitions with larger changes in the rotational quanta.
Figure 2.3 shows the most significant translational profiles for a temperature of
T = 77 K, as a function of the angular frequency associated with the difference in
kinetic energy, ~ωtrans = E ′col − Ecol. The translational profile can be used to explain
the shape of the total spectrum. As discussed in Sec. 2.2.2, the spectrum is built up as
a sum of translational profiles, centered around individual rotational transitions. The
width of these profiles leads to a coarsely structured spectrum, with broad but clearly
visible absorption peaks near the NX = 0 → 2 (ω = 354 cm−1) and NX = 1 → 3
(ω = 587 cm−1) rotational transitions. Dipole coupling between states with identical
rotational energy, for example NX = 1→ 1, contribute to a translational band at low
photon frequency. With increasing temperature, the translational profiles broaden, and
the intensity shifts to higher ω, due to the increased population of higher rotational
levels.
We note that the peak intensity of a rotational line is found at slightly higher
frequency than the actual rotational transition. This follows from the fact that the
translational profiles peak at some ωmax > 0, which can be explained in the following
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Figure 2.4: Collision-induced absorption spectrum of H2 at T = 77 K, including
exchange effects.
way. The odd parity of the dipole operator requires the partial wave to change in an
absorption process. This means that the initial and final state feel a slightly different
effective potential, due to the different centrifugal barrier. Therefore, maximum overlap
of translational wave functions does not occur for zero energy difference, as it would if
the effective potentials were identical, but for some small but non-zero energy difference.
Furthermore, the translational profile is not symmetric around ω = 0. In fact, the
red wing is weaker than the blue wing by a frequency dependent Boltzmann factor,
V G(−ω) = exp (−~ω/kBT )V G(ω), since the red and the blue wing are related by
detailed balance.[28] Hence, the maximum occurs for ωmax > 0, and the rotational
lines in the spectrum appear to be shifted to the blue.
Figure 2.4 shows the theoretical absorption spectrum at T = 77 K, including ex-
change effects, computed with the permutation adapted formalism derived in Sec. 2.2.3.
The effects amount to about 2% on the NX = 0 → 2 transition. This is in agreement
with Ref. [21], in which work exchange effects were explored with an approximate
partial-wave-weighing formalism. This confirms their general conclusion that exchange
effects are insignificant even at temperatures as low as T = 77 K. The peculiar shape
of the exchange effects originates from the difference in position of the maxima of the
translational profiles for even and odd partial waves. The difference of the two profiles,
which determines the exchange effects, is therefore sharply peaked. The double transi-
tion NA = 0→ 2, NB = 0→ 2 at ω = 708 cm−1 is clearly visible in the exchange terms,
whereas it is not discernible in the direct spectrum. By contrast, the double transition
NA = 0 → 2, NB = 1 → 3 at ω = 941 cm−1 is visible in the absorption spectrum,
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Figure 2.5: Line strength as a function of initial-state energy. The lines represents
the isotropic interaction approximation calculation, and the crosses the anisotropic
calculation. Exchange effects are suppressed.
but there is no exchange contribution as this transition involves one ortho-H2 and one
para-H2 molecule.
The theoretical absorption spectrum, obtained using the full anisotropic potential, is
shown by the crosses in Fig. 2.1. The results for isotropic and anisotropic calculations
agree closely, due to large rotational constant of H2, which effectively renders the
hydrogen molecule isotropic.
Figure 2.5 shows the line strength as a function of the initial-state energy. The
crosses represent the anisotropic calculation, where the line strength is given by
f(ω,Etot) =
∑
i,f
gNANB |〈i||µˆ||f〉|2. (2.49)
In this equation, the sum over i is restricted to all states at energy Etot, whereas the
sum over f is restricted to states of energy Etot+~ω. The solid line represents results of
the isotropic interaction approximation. Neglecting exchange effects, the line strength
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Figure 2.6: Far wing of the collision-induced absorption spectrum of normal H2 (3:1
ratio of ortho:para hydrogen) at T = 77 K.
is calculated as
f(ω,E) =
∑
l1,l2,l,λ
∑
NA,NB ,N
′
A,N
′
B
gNAgNB
∑
L,L′
[1, L, L′, NA, N ′A, NB, N
′
B]
[l1, l2, λ]
×
(
NA l1 N
′
A
0 0 0
)2(
NB l2 N
′
B
0 0 0
)2(
L λ L′
0 0 0
)2
×|〈E − Erot, L|Dl1,l2,l,λ|E − E ′rot + ~ω, L′〉|2. (2.50)
The agreement of these two results further illustrates the validity of the isotropic in-
teraction approximation for H2 − H2. Figure 2.5 shows that agreement of the spectra
calculated using isotropic or anisotropic potentials does not follow from a fortunate
cancellation of errors in the integral over the initial-state energy.
Finally, we consider the far wing of the collision-induced absorption spectrum, for
frequencies around ω = 2000 cm−1. Measurements in this spectral region have been
presented in Ref. [84], along with first principles calculations using the full anisotropic
potential of Ref. [113]. We have performed similar calculations using the more recent
potential energy and dipole moment surfaces of Ref. [102]. In Fig. 2.6, we compare our
results to the experimental and theoretical results of Ref. [84]. For both potentials,
the effect of anisotropic interactions is to increase the absorption significantly, by a
factor of 2 in the calculations of Ref. [84], and by 70 % in the present work, both at
the highest frequencies. The line shapes obtained in both calculations are very similar,
and they match the experimental line shape reasonably well. The overall intensity is
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not well reproduced, however, as the previous calculations with anisotropic potentials
overestimate the absorption by 60 %, and our results underestimate the intensity by
about 40 %. As pointed out in Ref. [84], the far wing of the spectrum is sensitive to
the repulsive part of the potential, as well as to higher spherical components of the
dipole moment. These are more difficult to calculate accurately and do not affect the
lower frequency part of the spectrum, hence it is possible that the potential energy
and dipole moment surfaces are still insufficiently accurate to reproduce the far wing
absorption.
2.4 Conclusions
We have discussed three formalisms to describe the collision-induced absorption of H2
molecules. All calculations are completely from first principles, using the accurate
potential energy and dipole moment surfaces of Ref. [102]. First, we discuss the estab-
lished theory of collision-induced absorption assuming an isotropic interaction between
two distinguishable molecules. Then, we rederive the theory, rigorously adapting the
wave functions to exchange symmetry. Finally, anisotropic interactions are taken into
account in a novel method. Our method is computationally very efficient since we treat
the absorption perturbatively, with direct propagation of the dipole transition matrix.
Good agreement with experiment is found when using the simplest model, assuming
isotropic interactions between distinguishable molecules. Exchange effects, within the
isotropic interaction approximation, are seen to amount to only a few percent at the
lowest temperatures studied. The effect of interaction anisotropy on the collision-
induced absorption of molecular hydrogen is significant only in the far wing of the
spectrum. In chapter 3, we study the effect of interaction anisotropy on the collision-
induced absorption of the N2 − N2 system, which is more profound.
Appendix
2.A Angular functions and matrix elements
The angular dependence of the scattering wave function can be expanded in products of
angular momentum kets, |NAMA〉|NBMB〉|LML〉, describing the rotation of molecules
A and B and the end-over-end rotation of the system. It is convenient to construct
eigenfunctions of the total angular momentum as
|(NANB)NL; JM〉 =
∑
MA,MB ,MN ,ML
|NAMA〉|NBMB〉|LML〉
×〈NAMANBMB|NMN〉〈NMNLML|JM〉. (2.A.1)
The total angular momentum, J , and its space-fixed projection, M , are conserved
quantities. These states are also eigenfunctions of the spatial inversion operator, iˆ,
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2
as well as of Pˆ
(A)
12 and Pˆ
(B)
12 , which interchange the two atoms of molecules A and B,
respectively.
iˆ|(NANB)NL; JM〉 = (−1)NA+NB+L|(NANB)NL; JM〉,
Pˆ
(A)
12 |(NANB)NL; JM〉 = (−1)NA|(NANB)NL; JM〉,
Pˆ
(B)
12 |(NANB)NL; JM〉 = (−1)NB |(NANB)NL; JM〉. (2.A.2)
If molecules A and B are identical, permutation symmetry is also conserved, and these
functions can be adapted to this symmetry according to
|(NANB)NL; JM±〉 = 1± PˆAB√
2(1 + δNANB)
|(NANB)NL; JM〉
=
1√
2(1 + δNANB)
[|(NANB)NL; JM〉 ± (−1)NA+NB−N+L|(NBNA)NL; JM〉] ,
(2.A.3)
where PˆAB interchanges the two molecules.
In this Appendix we present matrix elements, required throughout this chapter, in
the angular basis Eq. (2.A.1). In case one works with a PˆAB adapted basis, one can
relate the required matrix elements to the ones in the primitive basis using Eq. (2.A.3),
and the fact that PˆAB is Hermitian, unitary, and commutes with both Hˆ and µˆ.
First, we note that the angular functions of Eq. (2.A.1) are eigenstates of the
asymptotic Hamiltonian
Hˆasym =HˆA + HˆB,
HˆX =B
(X)
0 Nˆ
2
X −D(X)0 Nˆ4X ,
HˆX |(NANB)NL; JM〉 =Erot,NX |(NANB)NL; JM〉,
Erot,NX =B
(X)
0 NX (NX + 1)−D(X)0 [NX (NX + 1)]2 , (2.A.4)
for X = A,B.
The potential energy surface is expanded in terms of coupled spherical harmonics,
as
V (R) =
∑
l1,l2,l
Vl1,l2,l(R)
[[
C(l1)(rˆA)⊗ C(l2)(rˆB)
](l) ⊗ C(l)(Rˆ)](0)
0
. (2.A.5)
The irreducible spherical tensor product is denoted[
A(l1) ⊗B(l2)](l)
m
=
∑
m1,m2
A(l1)m1 B
(l2)
m2
〈l1m1l2m2|lm〉, (2.A.6)
the spherical components of the tensors C(l)(Rˆ) are Racah normalized spherical har-
monics depending on the polar angles of ~R. For homonuclear diatomic molecules, only
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even l1 and l2 occur. Since parity is conserved, only even l occurs. If A and B are
identical molecules, one also has the symmetry Vl2,l1,l(R) = Vl1,l2,l(R). The potential
energy surface can be determined from ab initio electronic structure calculations, as
discussed in Sec. 2.3.1 for the case of H2 − H2. The term with l1 = l2 = l = 0 repre-
sents the isotropic part of the potential, whereas the other terms represent anisotropic
components.
The dipole moment can also be expanded in terms of Clebsch-Gordan coupled
spherical harmonics
µν(R) =
∑
l1,l2,l,λ
Dl1,l2,l,λ(R)
[[
C(l1)(rˆA)⊗ C(l2)(rˆB)
](l) ⊗ C(λ)(Rˆ)](1)
ν
. (2.A.7)
Again, l1 and l2 are even due to the symmetry of homonuclear diatomic molecules.
For the dipole moment, l can differ from λ by one, at most. Furthermore, only odd λ
occur, due to the odd parity of the dipole operator. If A and B are identical molecules,
the following symmetry holds: Dl2,l1,l,λ(R) = (−1)l+1Dl1,l2,l,λ(R). The dipole moment
surfaces can also be calculated ab initio, as described in Sec. 2.3.1.
The required matrix elements of the angular terms in the expansion of the potential
are given by
〈(NANB)NL; J |
[[
C(l1)(rˆA)⊗ C(l2)(rˆB)
](l) ⊗ C(l)(Rˆ)](0)
0
|(N ′AN ′B)N ′L′; J ′〉 =
δJJ ′(−1)NA+NB+l+N ′+J [NA, N ′A, NB, N ′B, N,N ′, L, L′]1/2
×
(
NA l1 N
′
A
0 0 0
)(
NB l2 N
′
B
0 0 0
)(
L l L′
0 0 0
){
N N ′ l
L′ L J
}
NA N
′
A l1
NB N
′
B l2
N N ′ l
 .
(2.A.8)
The required reduced matrix elements of the angular terms in the expansion of the
dipole are given by
〈(NANB)NL; J ||
[[
C(l1)(rˆA)⊗ C(l2)(rˆB)
](l) ⊗ C(λ)(Rˆ)](1) ||(N ′AN ′B)N ′L′; J ′〉 =
(−1)L+NA+NB [1, l, J, J ′, L, L′, N,N ′, NA, N ′A, NB, N ′B]1/2
×
(
NA l1 N
′
A
0 0 0
)(
NB l2 N
′
B
0 0 0
)(
L λ L′
0 0 0
)
NA N
′
A l1
NB N
′
B l2
N N ′ l


N N ′ l
L L′ λ
J J ′ 1
 .
(2.A.9)
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Quantum mechanical calculation of the collision-
induced absorption spectra of N2 − N2 with
anisotropic interactions
We present quantum mechanical calculations of the collision-induced ab-
sorption spectra of nitrogen molecules, using ab initio dipole moment and
potential energy surfaces. Collision-induced spectra are first calculated
using the isotropic interaction approximation. Then, we improve upon
these results by considering the full anisotropic interaction potential. We
also develop the computationally less expensive coupled-states approxima-
tion for calculating collision-induced spectra and validate this approxima-
tion by comparing the results to numerically exact close-coupling calcula-
tions for low energies. Angular localization of the scattering wave func-
tions due to anisotropic interactions affects the line strength at low en-
ergies by two orders of magnitude. The effect of anisotropy decreases at
higher energy, which validates the isotropic interaction approximation as a
high-temperature approximation for calculating collision-induced spectra.
Agreement with experimental data is reasonable in the isotropic interaction
approximation, and improves when the full anisotropic potential is consid-
ered. Calculated absorption coefficients are tabulated for application in
atmospheric modeling.
Based on T. Karman, E. Miliordos, K. L. C. Hunt, G. C. Groenenboom, and A. van der Avoird,
J. Chem. Phys. 142, 084306 (2015).
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3.1 Introduction
Molecular nitrogen is the dominant component of the atmospheres of the Earth, Titan,
and early Mars.[44] Collision-induced absorption due to N2 pairs contributes signifi-
cantly to the far infrared absorption spectra of these atmospheres. Therefore, accurate
knowledge of the collision-induced spectra is required for remote-sensing studies.[114]
Collisions with abundant N2 molecules also lead to broadening of strong absorption
lines,[115] such as the water continua in the Earth’s atmosphere.[45] The far infrared
absorption of N2 pairs also contributes to surface warming,[116] and this mechanism
may be essential in explaining the presence of liquid water on early Mars.[44]
Previous quantum mechanical calculations of the collision-induced rotation-transla-
tion absorption spectra of N2−N2 have been performed by Borysow and Frommhold.[117]
In these calculations, effective isotropic potentials were used in combination with ad-
justed collision-induced dipole moments. Laboratory measurements of the collision-
induced N2 − N2 spectra have also been performed.[118–121] Boissoles et al. investi-
gated the collision-induced absorption of N2−N2, N2−O2, and O2−O2, using empiri-
cal line-shapes.[122, 123] First principles potential energy and dipole moment surfaces
were used in classical molecular dynamics simulations of collision-induced spectra by
Bussery-Honvault and Hartmann.[124] In contrast to what one would expect for a
classical treatment, the agreement between the simulated and experimental spectra is
better for lower temperatures.
In this chapter, we present quantum mechanical calculations of the collision-induced
N2 − N2 spectra, using the theory presented in the preceding chapter, and first prin-
ciples potential energy and dipole moment surfaces. We performed calculations using
the isotropic interaction approximation, the coupled-states approximation, and the
numerically exact close-coupling approach. The coupled-states approximation neglects
weak Coriolis coupling, but takes the full anisotropy of the interaction into account.
Results obtained in this approximation are close to the numerically exact calculations
and approach the results obtained in the isotropic interaction approximation for high
energy. At low energies, angular localization of the scattering wave function causes
the line strength to differ from the result in the isotropic interaction approximation
by several orders of magnitude. The effect of anisotropic interactions is to increase
the band intensity, bringing the calculations into closer agreement with experimental
data. For high energy, the effect of the anisotropy decreases, which validates the use
of the isotropic interaction as a high-temperature approximation. However, in the
isotropic interaction approximation, narrow shape resonances occur for high partial
waves and energies, leading to unphysically sharp features in the spectrum that should
be smoothed. To our knowledge, the present calculations are the first quantum me-
chanical calculations of collision-induced absorption including anisotropic interactions,
except for nearly isotropic systems such as H2 − H2 and H2 − He.[82, 84, 98]
This chapter is organized as follows. The calculation of the potential energy and
electric dipole moment surfaces is discussed in Sec. 3.2. The line-shape theory is dis-
cussed in Sec. 3.3. This includes a brief summary of the theory presented in the
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preceding chapter, in Sec. 3.3.1, a derivation of the coupled-states approximation to
collision-induced spectra, in Sec. 3.3.2, and a discussion of the contribution of the bound
states, in Sec. 3.3.3. The computational details are discussed in Sec. 3.4. Numerical
results are presented and compared to experimental data in Sec. 3.5 and concluding
remarks are given in Sec. 3.6.
3.2 Electronic structure calculations and fit
The calculation of collision-induced absorption spectra requires accurate potential en-
ergy and dipole moment surfaces. These are calculated using ab initio electronic struc-
ture theory, in calculations similar to those for the H2 − H2 complex, described in
Ref. [102]. Here, we briefly describe the method that was used in these calculations
and we discuss how these surfaces were fit.
Potential energy and dipole moment surfaces were obtained using the super-molecular
approach. The method used is coupled-cluster theory with single and double excita-
tions and perturbative triples [CCSD(T)], using an augmented correlation consistent
quadruple zeta basis set (aug-cc-pVQZ). All calculations were corrected for the basis set
superposition error.[103] The dipole moment was calculated from the linear response to
a finite electric field, at the same level of theory. In four separate ab initio calculations
for each geometrical configuration, uniform electric fields of ±0.001 and ±0.001√2 a.u.
were applied along the coordinate axes, and the results were analyzed to remove hy-
perpolarization effects through fourth order in the applied field. All calculations were
performed for 29 orientations and 15 separations of the two molecules. The N2 bond
length was fixed at the vibrational average of 2.081 a0.
For the T-shaped configuration, test calculations were run at intermolecular sepa-
rations of 4.5, 7.0, and 15.0 a0, with fields of ±0.001, ±0.001
√
2, and ±0.001√3 a.u.,
in order to remove hyperpolarization effects through sixth order. The differences from
the results obtained with four values of the applied field were less than 0.002 % in
these test cases. Calculations were also run with the larger aug-cc-pV5Z basis set, for
the T-shaped configuration at the intermolecular distances listed above. In these test
cases, after correction for basis-set superposition errors, the largest difference between
the dipole moments obtained with the aug-cc-pVQZ and aug-cc-pV5Z basis sets was
less than 0.3 %.
The potential energy surface was fit, in a linear least squares procedure, to the
following expansion in coupled spherical harmonics
V (R) =
∑
l1,l2,l
Vl1,l2,l(R)
[[
C(l1)(rˆA)⊗ C(l2)(rˆB)
](l) ⊗ C(l)(Rˆ)](0)
0
. (3.1)
Similarly, the spherical components of the dipole operator, µ0 = µz and µ±1 =
∓ (µx ± iµy) /
√
2, were fit to the expansion
µν(R) =
∑
l1,l2,l,λ
Dl1,l2,l,λ(R)
[[
C(l1)(rˆA)⊗ C(l2)(rˆB)
](l) ⊗ C(λ)(Rˆ)](1)
ν
. (3.2)
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The irreducible spherical tensor product is defined by[
Aˆ(l1) ⊗ Bˆ(l2)
](l)
m
=
∑
m1,m2
Aˆ(l1)m1 Bˆ
(l2)
m2
〈l1m1l2m2|lm〉, (3.3)
and C
(l)
m (Rˆ) denotes a Racah normalized spherical harmonic depending on the polar
angles of the vector ~R = RRˆ, the vector that connects the centers of mass of the two
molecules. The vectors rˆA and rˆB denote the polar angles of the molecular axes of
molecules A and B, respectively. The ab initio points and fitted expansion coefficients
can be found in the Supplemental Material of Ref. [93]
To evaluate these expansions at arbitrary separation R, we performed a fit of the
expansion coefficients, Vl1,l2,l(R) and Dl1,l2,l,λ(R). First, the long range was fit to an
expansion in powers of 1/R, using an Rn weighted linear least squares fit, with n
determined by the leading power of 1/R. In the region R ≥ 12 a0, we fit the potential
energy surface using terms with n ≤ 7, whereas we fit the dipole surface using terms
with n ≤ 6 in the region R ≥ 15 a0. The long-range contributions were damped by
multiplication with Tang-Toennies damping functions,[104]
fn,β(R) = 1− e−βR
n∑
k=0
(βR)k
k!
. (3.4)
where n is the corresponding power of 1/R and β = 1.615 a−10 is determined from
the log-derivative of the isotropic potential in the repulsive region.[104] These damped
long-range contributions were subtracted from the total to obtain the short-range part,
which was fit for R ≤ 12 a0 using the Reproducing Kernel Hilbert Space method.[105]
The smoothness parameter for this fit was set equal to two and the asymptotic behavior
was chosen such that the short-range part falls off as the first term in the asymptotic
expansion that was not fit explicitly in the long-range.
3.3 Line-shape theory
3.3.1 Summary
To calculate collision-induced absorption spectra, we use the isotropic and anisotropic
formalisms discussed in chapter 2. The absorption coefficient is defined by Lambert’s
law, which predicts exponential decay of the intensity, I(z) ∝ exp(−αz), with the path
length, z. In first order perturbation theory, the absorption coefficient at frequency ω
is given by
α(ω, T ) =
2pi2
3~c
n2ω
[
1− exp
(
− ~ω
kBT
)]
V g(ω, T ) (3.5)
with the spectral density
g(ω, T ) =
∑∫
i
∑∫
f
P (i)(T )|〈i|µˆ|f〉|2δ(ωf − ωi − ω). (3.6)
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Here, n, V , and T are the number density, volume, and temperature of the gas, re-
spectively, c is the speed of light, ~ is the reduced Planck constant, and µˆ represents
the dipole operator. The states |i〉 and |f〉 represent the initial and final states, with
energies ~ωi and ~ωf , and P (i)(T ) is the thermal population of the initial state. The
symbol
∑∫
denotes a summation over all discrete quantum numbers, such as rotational
and vibrational states, and integration over the continuum, i.e. translational states.
The states |i〉 and |f〉 are the eigenstates of the Hamiltonian
Hˆ = − ~
2
2µ
∇2R + HˆA + HˆB + Vˆ (~rA, ~rB, ~R), (3.7)
that is, the Hamiltonian describing the molecular pair, but not the coupling with the
radiation field. The first term represents the kinetic energy in the center of mass frame,
HˆA and HˆB are the monomer Hamiltonians, and Vˆ (~rA, ~rB, ~R) represents the interaction
between the molecules. The eigenstates of this Hamiltonian can be divided in two
distinct sets. A continuum of scattering states exists for positive energies, whereas
the bound states correspond to a discrete set of eigenstates at negative energies. In
chapter 2, we did not consider the contribution of bound states to the collision-induced
absorption spectra of H2, as the weak interaction between two H2 molecules supports
only two weakly bound states. For N2 pairs, the situation is markedly different,[117]
as the isotropic potential now supports six radial bound states for L = 0. In isotropic
interaction calculations including the end-over-end rotation of the complex, 96 bound
states are found per monomer rotational state. The contribution of these bound states
is discussed in detail in Sec. 3.3.3.
The calculation of the absorption spectrum can be simplified by determining the
eigenstates |i〉 and |f〉 in certain approximation schemes. We will start by assuming
that the interaction between the two molecules, Vˆ , is isotropic. In this approximation,
the wave function describing the absorbing complex factorizes as the product of an
angular wave function and a radial wave function.[20, 21, 82] The angular part of the
wave function is known analytically, which allows one to explicitly perform part of
the thermal averaging, required to obtain the absorption spectrum. Only the radial
part must be determined numerically, in a computationally inexpensive single-channel
calculation. This separation of rotational and translational degrees of freedom allows
one to write the spectral density as superposition of translational profiles centered at
rotational transition frequencies given by ~ωrot = E ′rot − Erot,
V g(ω, T ) =
∑
l1,l2,l,λ
∑
NA,NB ,N
′
A,N
′
B
PNAPNB
[1, NA, N
′
A, NB, N
′
B]
[l1, l2, λ]
×
(
NA l1 N
′
A
0 0 0
)2(
NB l2 N
′
B
0 0 0
)2
V Gl1,l2,l,λ(ω − ωrot), (3.8)
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where the free-to-free contribution to the translational profile, V G, is given by
V Gfree−freel1,l2,l,λ (ω, T ) = ~λ
3
0
∑
L,L′
[L,L′]
(
L λ L′
0 0 0
)2
×
∫ ∞
0
dEcol exp
(
−Ecol
kBT
)
|〈Ecol, L|Dl1,l2,l,λ|Ecol + ~ω, L′〉|2, (3.9)
and contributions involving bound states are discussed in Sec. 3.3.3. In the above
equations, the symbols in round braces are Wigner 3-jm symbols and we use the
short-hand notation
[l1, l2, . . . , ln] = (2l1 + 1) (2l2 + 1) . . . (2ln + 1) . (3.10)
For a more realistic description, the orientation dependence of the interaction be-
tween the two nitrogen molecules should be considered. To take this anisotropy into
account, we calculate the bound states of the anisotropic potential as described in Sec.
3.3.3 and for the scattering states we perform close-coupling calculations using the
method described in Ref. [82]. This method calculates the dipole coupling on-the-fly,
that is, whilst propagating the wave functions over R, as opposed to after reconstruct-
ing the full R-dependent wave functions. This allows one to treat the absorption
perturbatively rather than explicitly,[84, 98] yet avoids the reconstruction of the full
many-component wave function on a discrete radial grid. From a computational per-
spective, it is still prohibitive to calculate collision-induced spectra at temperatures of
interest (T ≥ 78 K) using the numerically exact close-coupling approach. The reason
is that minimal basis sets including only the open channels at an energy of E ≈ 1000 K
already contain on the order of 30,000 channels. In Sec. 3.3.2, we therefore develop the
coupled-states approximation for collision-induced spectra, which reduces the dimen-
sion of the channel basis for similar calculations to about 2,000 channels.
3.3.2 Coupled-states approximation
In chapter 2, we point out that the method developed to propagate the dipole coupling
matrix may be used to introduce approximations for the computation of collision-
induced spectra. In general, the strategy is to introduce approximations that block-
diagonalize the coupling matrix, and use this block-diagonal structure to reduce the
dimension of the basis set. In the case of the coupled-states approximation, we neglect
off-diagonal Coriolis coupling by writing
Lˆ2 =
(
Jˆ − Nˆ
)2
= Jˆ2 + Nˆ2 − 2Nˆ · Jˆ ≈ Jˆ2 + Nˆ2 − 2NˆzJˆz, (3.11)
where the angular momentum operator Lˆ generates the end-over-end rotation of the
complex, Jˆ is the total angular momentum, and Nˆ = NˆA + NˆB where NˆA and NˆB
are the monomer angular momenta. In this helicity-decoupling approximation, the
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projection, K, of the total angular momentum onto the intermolecular axis is a good
quantum number.[125] Hence, the calculation may be performed per K and K ′, the
projection quantum numbers in the initial and final state, respectively.
To exploit the body-fixed projection, K, of the total angular momentum as a good
quantum number, the calculation should be performed in a body-fixed frame. Here,
the primitive angular basis functions are defined by[125]
〈Rˆ|(NANB)NK; JM〉 =
∑
|NAKA〉|NBKB〉
×〈NAKANBKB|NK〉D(J)∗MK(φ, θ, 0)
√
2J + 1
4pi
, (3.12)
where (θ, φ) are the polar angles of the intermolecular axis ~R, D
(J)
MK is a Wigner
D-matrix element, and the kets |NAKA〉 and |NBKB〉 describe the rotation of the
monomers in the body-fixed frame. The matrix elements of the potential in this angu-
lar basis are[125]
〈(NANB)NK; JM |Vˆ |(N ′AN ′B)N ′K ′; J ′M ′〉 =
δJJ ′δMM ′δKK′
∑
l1,l2,l
Vl1,l2,l(R)(−1)l+NA+NB+N−K [NA, N ′A, NB, N ′B, N,N ′]1/2
×
(
NA l1 N
′
A
0 0 0
)(
NB l2 N
′
B
0 0 0
)(
N l N ′
−K 0 K ′
)
NA N
′
A l1
NB N
′
B l2
N N ′ l
 . (3.13)
An additional advantage of the body-fixed frame is that this expression is simpler than
the corresponding expression in the space-fixed basis, Eq. (A8) in Ref. [82]. The matrix
elements of the dipole moment are also simpler, they are given by[125]
〈(NANB)NK; JM |µˆν |(N ′AN ′B)N ′K ′; J ′M ′〉 =∑
k,l1,l2,l,λ
Dl1,l2,l,λ(R)(−1)NA+NB+N+M+l−λ+k [1, l, NA, N ′A, NB, N ′B, N,N ′, J, J ′]1/2
×
(
l λ 1
k 0 −k
)(
J 1 J ′
−M m M ′
)(
J 1 J ′
−K k K ′
)(
N l N ′
−K k K ′
)
×
(
NA l1 N
′
A
0 0 0
)(
NB l2 N
′
B
0 0 0
)
NA N
′
A l1
NB N
′
B l2
N N ′ l
 . (3.14)
In the above equations, the symbols in curly braces are Wigner 9-j symbols. We note
that, although the potential conserves the quantum numbers J , M , and K, the dipole
moment couples states which differ in these quantum numbers by at most one unit.
Symmetry adapted functions are generated by acting on the primitive basis func-
tions with projection operators 1± Eˆ∗ and 1± PˆAB, in order to adapt to inversion, Eˆ∗,
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and permutation, PˆAB, respectively. The action of these symmetry operators on the
body-fixed angular functions is given by[125]
Eˆ∗|(NANB)NK; JM〉 = (−1)NA+NB−N+J |(NANB)N −K; JM〉,
PˆAB|(NANB)NK; JM〉 = (−1)NA+NB+J |(NBNA)N −K; JM〉. (3.15)
Since the channel functions of Eq. (3.12) do not have well-defined partial wave
quantum numbers, L, we cannot match to the scattering boundary conditions in terms
of the spherical Hankel functions, Eq. (34) of Ref. [82]. Instead, we match the solutions
to the asymptotic form of these functions, given by
h
(1)
L (kR) '− i(−1)L exp (ikR) (kR)−1 ,
h
(2)
L (kR) 'i(−1)L exp (−ikR) (kR)−1 . (3.16)
The phase of the asymptotic form of the Hankel functions depends on whether L is even
or odd, which can be determined from the parity of the wave function and NA + NB.
In practice, this phase can be omitted as it is the square of the dipole matrix elements
that enters Eq. (3.6). The asymptotic form of the Hankel functions is valid when
the centrifugal term vanishes, necessitating the propagation to larger intermolecular
separation, R. We have performed test calculations where the wave functions were
matched asymptotically to Hankel functions with some effective partial wave quantum
number, Leff , taken equal to J . This method should yield the same result, provided
that we propagate to sufficiently large R, such that all Hankel functions approach their
asymptotic form. Test calculations confirm that both approaches agree to within the
selected convergence criterion of about 1 %.
Effective partial wave quantum numbers can also be used in both the matching
procedure, and to approximate the centrifugal term during propagation,[126] by writing
Lˆ2 ≈ Leff(Leff + 1). (3.17)
In this case, the results of the calculation will depend slightly on the arbitrary choice
of effective partial wave, Leff . In propagation, we only make the helicity-decoupling
approximation, Eq. (3.11), which is exact for the part of the centrifugal term that is
diagonal in the body-fixed projection, K.
3.3.3 Contribution of bound states
In the discussion of the contribution of bound states, one should distinguish between the
calculations with isotropic and anisotropic interactions. For an isotropic interaction,
the spectral density is given by Eq. (3.8), where the translational profile, V G, has the
following contributions involving bound states, in addition to the contribution from
transitions between free states, Eq. (3.9). The contribution of bound-to-free transitions
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is given by[21]
V Gbound−freel1,l2,l,λ (ω, T ) = ~λ
3
0
∑
L,L′
[L,L′]
(
L λ L′
0 0 0
)2
×
∑
n
exp
(
−En,L
kBT
)
|〈En,L, L|Dl1,l2,l,λ|En,L + ~ω, L′〉|2, (3.18)
where the sum is over all n bound states for partial wave L, and |En + ~ω, L′〉 corre-
sponds to a scattering state, i.e., En + ~ω > 0. Contributions of free-to-bound tran-
sitions are determined from Eq. (3.18) by detailed balance, and transitions between
bound states contribute
V Gbound−boundl1,l2,l,λ (ω, T ) = ~λ
3
0
∑
L,L′
[L,L′]
(
L λ L′
0 0 0
)2
×
∑
n,n′
exp
(
−En,L
kBT
)
|〈En,L, L|Dl1,l2,l,λ|En′,L′ , L′〉|2δ (En′,L′ − En,L − ~ω) .
(3.19)
The bound-state wave functions are determined using a sinc-function discrete variable
representation (sinc-DVR).[127, 128]
There are two aspects of the bound state contributions that should be discussed.
First, the bound-to-bound contribution consists of a set of infinitely narrow absorption
lines, since the bound complexes have infinite life time in the two-body theory. The
δ-functions should be convolved with a line profile, for which we choose a normalized
Gaussian of 0.12 cm−1 full width at half maximum. For all other contributions, the
two body theory allows one to calculate the line-shape. The second aspect is one
of interpretation. In the isotropic interaction approximation, any translational state
can be combined with any rotational wave function. This means that the sum of the
rotational and vibrational energies of bound states may be positive. On the anisotropic
potential, such states of positive total energy are continuum states rather than bound
states.
For the case of an anisotropic interaction, we first determine a contracted radial
basis as the lowest 50 eigenstates of a reference Hamiltonian with an isotropic reference
potential
Hˆ0 =− ~
2
2µ
∇2R + Vref(R),
Vref(R) =λV0(R−Rshift) + αR, (3.20)
where V0(R) is the isotropic part of the interaction.[129] The eigenstates of the reference
Hamiltonian are determined using the sinc-DVR.[127, 128] The shift Rshift = −1 a0
allows the radial basis to accurately sample the repulsive region, which is otherwise
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Table 3.1: Nuclear spin statistical weights for all symmetries.
(−1)NA (−1)NB  gNANB
1 1 1 21
1 1 −1 15
−1 −1 1 6
−1 −1 −1 3
±1 ∓1 18
only reached by states of very high energy. The scaling λ = 3 and the slope α =
3 × 10−6 Eh/a0 improve the localization of the radial functions inside the potential
well. These parameters were determined by variationally optimizing the energy of the
bound states of the original Hamiltonian, Eq. (3.7).
The bound states of the Hamiltonian Eq. (3.7) were then determined by diagonal-
izing the Hamiltonian matrix in a basis of direct products of the angular functions
in Eq. (3.12) and the contracted radial functions described above. We calculate the
bound states within the coupled-states approximation, discussed in Sec. 3.3.2. This
leads to the eigenvalue problem of a sparse matrix, which is efficiently solved for the
lowest eigenvalues using the Davidson algorithm.[130] Having converged the bound
states, i.e. eigenstates with negative energy, the dipole coupling between these states
is calculated. In order to calculate the coupling between bound and free states, we
first compute the dipole operator acting on the bound state wave function. Then, we
perform scattering calculations at energy E = Ebound + ~ω, and propagate the overlap
between the free state and the product of dipole operator and bound state along with
the free state wave function.[82]
3.4 Computational details
3.4.1 Spin statistics and molecular parameters
We assume that all four nitrogen nuclei are 14N, which is the most abundant nitrogen
isotope with a natural abundance of 99.6 %. This nucleus is a boson with spin quantum
number I = 1. For nitrogen molecule X = A,B, there are six symmetric nuclear spin
wave functions corresponding to total nuclear spin IX = 0 and 2, and there are three
antisymmetric nuclear spin wave functions with IX = 1. The total wave function
should be symmetric with respect to the interchange of identical nuclei, which leads to
the statistical weights for the rotational states gNX = 6 if NX is even and gNX = 3 if
NX is odd. If we consider the colliding molecules to be distinguishable, the statistical
weights for the rotational states of the complex are given by the product gNAgNB . For
indistinguishable nitrogen molecules, the statistical weights depend on the permutation
symmetry, , and their values are given in Table 3.1.[106]
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The rotational energy levels of molecule X = A,B are computed as
Erot = BNX(NX + 1)−D [NX (NX + 1)]2 , (3.21)
where NX is the rotational quantum number, and the rotational and distortion con-
stants are given by B = 1.989 581 cm−1 and D = 5.76× 10−6 cm−1, respectively.[131]
3.4.2 Calculations with isotropic interactions
Calculations in the isotropic interaction approximation were performed as described in
more detail in chapter 2. The radial part of the scattering wave function is determined
using the renormalized Numerov method.[50] This is calculated for each partial wave,
L, on a discrete grid in the kinetic energy. The calculated dipole overlap integrals,
〈E,L|Dl1,l2,l,λ|E ′, L′〉, were obtained on discrete grids in the initial-state collision en-
ergy E and the energy difference ~ω = E ′ − E, rather than in E and E ′, by spline
interpolation of the logarithm of the square of the radial integral, as explained in Ref.
[82]. The integral over the initial state kinetic energy has been calculated using trape-
zoidal integration.
To converge the calculated spectrum to within 1 %, we use partial waves up to
Lmax = 150 and rotational quantum numbers up to Nmax = 50. The wave functions
were calculated on a radial grid extending from 4 to 100 a0, using the shortest local
de Broglie wavelength divided by 10 as the step size, which amounts to a step size
of approximately 0.03 a0. The same step size is used in the sinc-DVR calculations
for determining the bound state wave functions. The δ-function line-shape due to
bound-to-bound transitions has been convolved with a Gaussian of 0.12 cm−1 width.
The isotropic potential supports a large number of shape resonances, some of which
are very narrow. Consequently, the convergence of the calculation with respect to the
number of grid points on a simple logarithmically spaced energy grid is not smooth.
We use a tailored energy grid consisting of a logarithmically spaced grid with 200 steps
on the interval from 0.1 K to 3000 K, augmented with 13 points per resonance. To this
end, we manually identified 39 resonances and estimated their widths, by inspecting
the phase shifts, as explained in the Appendix.
3.4.3 Calculations with anisotropic interactions
Calculations in the coupled-states approximation were performed using a discrete grid
in the photon frequency, ω/cm−1 = 30, 45, 60, 75, 90, 105, 120, and 180. For low
energies, calculations were performed on a logarithmically spaced grid ranging from
0.1 K to 200 K in 165 steps. Additional calculations at higher energies were performed
for E/K = 300, 400, 500, 700, 1000, 1400, and 2000. Convergence parameters for
the basis set are given in Table 3.2. Here, Jmax is the highest total angular momentum
included, whereas Nmax refers to the truncation of the monomer angular momenta by
the criterion
NA(NA + 1) +NB(NB + 1) ≤ Nmax(Nmax + 1). (3.22)
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Table 3.2: Convergence parameters of the coupled-states and close-coupling calcu-
lations. Asterisks denote interpolation as a function of J , according to the scheme
discussed in the text.
Energy Nmax Jmax
0.1 K ≤ E ≤ 10 K 16 20
10 K ≤ E ≤ 100 K 16 45
100 K ≤ E ≤ 200 K 16 60
200 K < E ≤ 400 K 20 90
400 K < E ≤ 500 K 20 100
500 K < E ≤ 1000 K 26 150∗
1000 K < E ≤ 2000 K 28 200∗
The values of these parameters are chosen to ensure convergence of 1 % or better.
Numerically exact close-coupling calculations were done for a single photon fre-
quency, ω = 60 cm−1. These calculations were converged with the same convergence
parameters as used in the coupled-states approximation as listed in Table 3.2. The
close-coupling calculations were performed only for low energies, using fewer energy
grid points. A logarithmically spaced grid of 100 steps was used from 0.1 to 10 K with
4 additional points at energies 17.78, 31.62, 56.23, and 100 K.
For energies E > 500 K, the calculations are not performed for each value of
the initial-state total angular momentum, J . Instead, J is increased in steps of 10,
J = 0, 10, 20, . . .. For each value of J , the squared dipole matrix elements are summed
over all K, the final-state quantum numbers J ′ and K ′, and all contributing irreducible
representations. The results are interpolated as a function of J by spline interpolation of
the logarithm of the line strength followed by exponentiation. At the energy E = 500 K,
calculations have been performed for all values of J , and at this energy we confirm
that the interpolation scheme is accurate to better than 1 %. For higher energy, this
interpolation scheme should become increasingly accurate.
Asymptotically closed channels, which are required only in the short range, are
gradually removed from the calculations to save computational time.[82, 107] We use
an exponentially decaying energy criterion, which is chosen such that all channels are
included for R < 18 a0, and all closed channels are removed for R > 28 a0.
We match the wave function to the scattering boundary conditions at R = 100 a0 for
the lowest energies, which may be further than is strictly necessary. For the energies
E = 1400 K and E = 2000 K, we propagate only to R = 30 a0. We confirm at
individual values of the quantum numbers J and K that this yields the same results
to well within 1 %.
The thermal average, Eq. (43) of our previous chapter, has been performed as
follows. We interpolate the logarithm of the line strength, as a function of the logarithm
of the total energy, by spline interpolation. Then, we exponentiate the result, multiply
with the Boltzmann factor, and perform the integral over the total energy using a
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trapezoidal integration rule. We estimate the accuracy of this approach by repeating
the interpolating step with only half of the energy grid points. This reproduces the
integral to an accuracy better than 5 %.
Different convergence parameters are used for the sinc-DVR calculation of the
bound state wave functions. The calculations were converged truncating the monomer
rotational quantum numbers by the criterion Eq. (3.22) with Nmax = 10. All values of J
and K for which bound states exist were included in the calculations. The highest total
angular momentum for which bound states were found is J = 30. The radial coordinate
was discretized by using a grid ranging from 4 to 100 a0, with a step size of 0.05 a0.
A contracted radial basis was determined as the 50 lowest eigenstates of a reference
Hamiltonian, Eq. (3.20). As discussed in Sec. 3.3.3, the reference Hamiltonian contains
an isotropic interaction potential which is defined by the shift Rshift = −1 a0, scaling
λ = 3, and slope α = 310−6Eh/a0 parameters. There parameters were determined
by variationally optimizing the energies of bound states of the original Hamiltonian.
The convergence criteria for the subsequent diagonalization of the Hamiltonian matrix
using the Davidson algorithm are as follows: The search space is expanded until all
bound states and the 10 lowest eigenstates of positive energy are converged, that is,
until the norm of the residual of the tenth eigenstate of positive energy is smaller than
10−6.[130] Again, the δ-function line-shape due to bound-to-bound transitions has been
convolved with a Gaussian of 0.12 cm−1 width.
3.5 Results
3.5.1 Isotropic interaction approximation
Figure 3.1 shows the collision-induced absorption spectra at temperatures T = 78,
93, 126, 228.3, and 300 K. Crosses represent measurements in Refs. [118–121]. Lines
represent the theoretical absorption spectra as calculated in the isotropic interaction
approximation. The theoretical spectra include all binary contributions to the ab-
sorption: free-to-free, free-to-bound, bound-to-free, and bound-to-bound transitions.
Reasonable agreement is obtained, although significant differences are observed mainly
for low temperatures and in the far wing (high ω). For clarity of this figure, the spectra
in this figure have been smoothed by convolution with a Gaussian of 11.7 cm−1 full
width at half maximum. Sharp structures in the theoretical spectra do exist, and these
are discussed below.
The contributions of the spherical components of the dipole moment to the spectrum
at T = 78 K are shown in Fig. 3.2. The total absorption coefficient is shown by the
black line, which shows sharp structures that were suppressed in Fig. 3.1. The dominant
components are the l1, l2, l, λ = 2, 0, 2, 3 and 0, 2, 2, 3 terms. In first-order perturbation
theory, these correspond to the quadrupole moment of one molecule which induces a
dipole moment in the collision complex through the isotropic polarizability of the other
molecule. Higher terms in the spherical expansion contribute significantly in the far
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Figure 3.1: Collision-induced absorption spectrum of N2 for different temperatures.
Lines mark theory with an isotropic interaction potential and the crosses represent
measurements in Refs. [118–121]. Spectra for successive temperatures have been shifted
vertically, as indicated. Theoretical spectra have been smoothed to ensure clarity of
this figure.
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Figure 3.2: Contribution of different spherical components of the dipole moment to
the collision-induced absorption spectrum of N2 − N2 at T = 78 K.
wing. This can be understood as these terms induce simultaneous transitions in both
molecules and transitions with larger changes in the rotational angular momenta.
Figure 3.3 shows the translational profiles for free-to-free transitions at a tempera-
ture of T = 78 K as a function of the angular frequency associated with the difference
in kinetic energy through ~ωtrans = E ′col − Ecol. The red and the blue wing of the
profile are related by detailed balance as V G(−ω) = exp (−~ω/kBT )V G(ω). As dis-
cussed in Ref. [82], these profiles can be used to explain the shape of the absorption
spectrum. At the lowest temperature, T = 78 K, the translational profiles are already
broader than the typical rotational structure, which is determined by the rotational
constant, Brot ≈ 2 cm−1. Therefore, the rotational lines overlap in the spectrum (Fig.
3.1). We stress the difference with the H2−H2 system studied in chapter 2, where the
large rotational constant leads to a structured absorption spectrum with resolved rota-
tional lines. The shift of the intensity to higher frequency with increasing temperature
can be understood from the higher population of excited rotational states at elevated
temperature.
The translational profiles in Fig. 3.3 show sharply peaked structures for low fre-
quency, which occur repeatedly around each rotational transition in the absorption
spectrum. These structures are due to the shape resonances supported by the isotropic
potential. Resonant scattering wave functions have a large amplitude at short range,
corresponding to a long life time of the collision complex, which leads to an enhanced
dipole coupling. The sharp structure due to these resonances survive the thermal
averaging in the computation of the translational profile only if ω equals the energy
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Figure 3.3: Translational profiles due to free-to-free transitions for different spherical
components of the dipole moment at T = 78 K.
difference between two resonances of comparable width. For example, the structure
at ω = 7.5 cm−1 is due to transitions between resonant wave functions for L = 18,
E = 5.2 cm−1 and L′ = 25, E ′ = 12.7 cm−1. Since the partial wave quantum number
differs by 7, this transition contributes only to dipole components with λ ≥ 7, and the
peak near ω = 7.5 cm−1 is visible only in the l1, l2, l, λ = 4, 2, 6, 7+2, 4, 6, 7 components
in Fig. 3.3. If anisotropic interactions are taken into account, the shape resonances are
expected to become less pronounced, especially for higher partial waves and energies.
Therefore, the structure seen in the theoretical absorption spectrum, Fig. 3.2, must be
considered an artifact of using the isotropic interaction approximation. We note that
the shape resonances of the isotropic potential have not been discussed in previous
calculations of the collision-induced absorption spectra of N2 −N2 pairs.[117, 132] We
cannot be certain why this is the case, but it is possible that the energy grids employed
in earlier work were too coarse to properly sample the narrow resonances.
The translational profiles for bound-to-free transitions at a temperature of T = 78 K
are shown in Fig. 3.4. This figure also shows the contribution of the individual bound
states for partial wave L = 10 to the translational profile. From a bound state at
energy Ebound, the continuum cannot be reached below the threshold frequency given
by ~ωthresh = −Ebound, and the bound-to-free contribution vanishes. The translational
profile peaks just above threshold and falls off as ω is increased further, as the overlap
between the involved states decreases as the energy gap increases. The contribution
of weakly bound states is typically stronger as these states exhibit better overlap with
continuum wave functions.
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Figure 3.4: Translation profile for bound-free transitions at T = 78 K. The black line
marks the total translation profile, whereas the colored lines mark the contributions of
the four bound states with L = 10 and bound-state energies as indicated.
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Figure 3.5: Contributions of free-free, bound-free, and bound-bound transitions to the
absorption spectrum at T = 78 K in the isotropic interaction approximation. The free-
free transitions and bound state (bound-bound and bound-free) contributions from Ref.
[117] are also shown as the orange dashed and red dashed-dotted lines, respectively.
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Figure 3.6: Line strength as a function of the initial energy for a photon frequency
ω = 60 cm−1. The solid line is obtained in the isotropic interaction approximation,
dots represent results obtained in the coupled-states approximation, and pluses denote
numerically exact close-coupling results.
In Fig. 3.5, we compare the contributions of bound-bound, bound-free, and free-free
transitions to the absorption at T = 78 K. Also shown in Fig. 3.5 are the absorption
coefficients for free-to-free transitions and the contribution of bound states from Ref.
[117], as inferred from a computer code made available at Ref. [133]. Both calculations
were performed in the isotropic interaction approximation. The present calculations
show much sharper features. In case of the bound-bound contributions, the width is
somewhat arbitrary, but there is no obvious reason to smooth the lines beyond the
width of the free-free and bound-free transitions. Again, we cannot be certain of the
source of this discrepancy, but a possible explanation is the inaccurate sampling of
shape resonances in earlier work.
3.5.2 Anisotropic interaction potential
In Fig. 3.6, we show the line strength for a fixed photon frequency, ω = 60 cm−1, as
a function of the initial state energy. The line strength is defined as the total squared
dipole moment,
f(ω,Etot) =
∑
i,f
gNANB |〈i||µˆ||f〉|2, (3.23)
where the sum over i is restricted to all states at energy Etot and the sum over f is
restricted to states of energy Etot + ~ω. The line corresponds to the line strength in
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Figure 3.7: Line strength as a function of energy for a fixed photon frequency as
indicated. Lines represent results obtain in the isotropic interaction approximation,
whereas dots are obtained in the coupled-states approximation.
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the isotropic interaction approximation, whereas the dots correspond to the coupled-
states approximation with the full anisotropic potential energy surface. For low energy,
E ≤ 100 K, we also performed numerically exact close-coupling calculations, which are
shown as crosses. Sharp scattering resonances occur at all three levels of theory, which
are visible as sharp peaks in the line strength. The coupled-states approximation is
reasonably close to the numerically exact results, the agreement improves for higher
energies, and both methods agree well near E = 100 K. Deviations are observed mainly
on the resonances, since these are very sensitive to approximating the centrifugal barrier
by the coupled-states approximation.
In Fig. 3.7, we show the line strength for additional photon frequencies. For these
frequencies, no close-coupling calculations have been performed. Scattering resonances
occur only for total energies below∼ 20 cm−1 when the anisotropic interaction potential
is used. This means that except at very low photon frequencies, the absorption spec-
trum will be a smooth function of ω. This contrasts with the sharp features observed
above, for calculations in the isotropic potential approximation. In case of the isotropic
potential, the narrow shape resonances occur for arbitrarily high total energies.
At low energies, E  100 K, a difference of typically two orders of magnitude
is observed between results obtained with the full anisotropic potential and results
obtained using only the isotropic part, see Figs. 3.6 and 3.7. One contributor to
the increase in the line strength is the closer approach of the colliding molecules on
the anisotropic potential, because the induced dipole moment is much larger at short
separation. By setting the dipole moment equal to zero for separations R < 7 a0, we
find that only about 30 % of the line strength at low energy stems from these short
separations, which cannot be reached on the isotropic potential. This is a significant
contribution to the dipole moment, but it is insufficient to explain an increase of the line
strength at low energy by two orders of magnitude. Since the large increase of the line
strength is not explained by the closer approach of the colliding molecules, we conclude
that the dramatic effect of anisotropic interactions is due to angular localization of
the scattering wave functions. The line strength is enhanced by localization near the
T-shaped geometry, which corresponds to the minimum of the anisotropic potential
energy surface. This T-shaped N2−N2 complex bears a relatively large dipole moment.
As seen in Fig. 3.7, the results of the isotropic interaction approximation approach
the results of the more accurate coupled-states calculation for high energies, E 
100 K. This validates the isotropic interaction approximation as a high-temperature
approximation to collision-induced spectra. This can be understood as the dynamics
of energetic collisions are less sensitive to the details of the interaction potential. For
high energy collisions, the molecules have insufficient time to adapt their orientations,
whereas for slow collisions, the molecules may adiabatically follow orientations for
which the interaction is attractive. Furthermore, a larger number of rotational states
contributes to the total dipole moment at high energies, which may lead to some
cancellation of errors in the thermal average of the calculation within the isotropic
interaction approximation.
Figure 3.8 shows the different binary contributions to the absorption spectrum at
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Figure 3.8: Different contributions to the collision-induced spectrum at temperature
T = 78 K using the full anisotropic interaction potential in the coupled-states approxi-
mation. For comparison, the total absorption in the isotropic interaction approximation
is included. This contribution has been smoothed for clarity of the figure.
T = 78 K in the coupled-states approximation, including the full anisotropic poten-
tial. The dots, the crosses, and the dotted line represent the free-free, bound-free, and
bound-bound contributions, respectively. For comparison, the smoothed total absorp-
tion spectrum in the isotropic interaction approximation is included as the solid line.
The contribution of bound states is significant, albeit not as strong as in the isotropic
interaction approximation. The reason is explained in Sec. 3.3.3: In the isotropic
interaction approximation, bound states of positive total energy exist, as bound trans-
lational states can be combined with rotational state of arbitrarily high energy. In the
anisotropic case, such states of positive energy become part of the continuum. Since
bound states only occur for negative total energy when anisotropic interactions are
considered, the bound-to-bound contribution is naturally limited by the well-depth
of the potential. Also apparent is the smoothness of the spectrum when anisotropic
interactions are included, as opposed to the unphysically sharp features observed for
calculations in the isotropic interaction approximation. Even the bound-to-bound con-
tribution is reasonably smooth with the narrow artificial broadening of the δ-functions
by only 0.12 cm−1.
Figure 3.9 shows the collision-induced rotation-translation spectrum of N2 − N2
at a temperature of T = 78 K, where the crosses represent the experimental data
by Ref. [121], the dots are theoretical results using the full anisotropic interaction
potential in the coupled-states approximation, and the solid line shows the spectrum
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Figure 3.9: Collision-induced spectrum at temperature T = 78 K. Crosses repre-
sent measurements in Ref. [121], the line represents theoretical results in the isotropic
interaction approximation, and dots are theoretical results using the full anisotropic
interaction potential in the coupled-states approximation. The result in the isotropic
interaction approximation has been smoothed for clarity of the figure.
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obtained in the isotropic interaction approximation. For clarity of this figure, the
spectrum obtained in the isotropic interaction approximation has been smoothed by
convolution with a Gaussian of 11.7 cm−1 full width at half maximum. Considering
anisotropic interactions increases the overall intensity of the collision-induced rotation-
translation band of N2−N2. This is consistent with the findings of Ref. [124], and brings
the calculated spectra into closer agreement with experimental data near the band
maximum.[121] The difference between theory and experimental data for T = 78 K is
reduced from 34 % to 19 %, which is still larger than the estimated 5 % experimental
error. The remaining difference is attributed to systematic errors in the experiment, as
discussed in Ref. [121], and inaccuracy of the fit of the dipole moment on the theoretical
side, as discussed below. Absorption coefficients for temperatures between 50 K and
300 K can be found in Table 3.3.
Inclusion of anisotropic interactions does not improve the far wing of the spectrum,
which is systematically overestimated by our calculations, see higher temperatures in
Fig. 3.1. A possible explanation for the difference between experiment and theory is
the uncertainty of the measurements, as the experimental error is largest in the far
wing, where the absorption nearly vanishes. On the theoretical side, we expect that
the largest errors come from the determination of the coefficients in the spherical har-
monic expansion of the dipole moment surface in Eq. (3.2). Inaccuracy in the higher
spherical-harmonic coefficients affects only the far wings of the spectra, as can be seen
from Fig. 3.2. Test calculations with additional field strengths, and comparisons of
the results obtained with aug-cc-pVQZ and the larger aug-cc-pV5Z basis sets, both
at CCSD(T) level, suggest that the values of the potential energy and dipole moment
for the individual geometrical configurations of the N2-N2 pair are relatively well con-
verged. However, uncertainties remain in the coefficients for the spherical harmonic
expansion, obtained by fitting to the ab initio points. To reduce these uncertainties,
results from a large number of additional ab initio calculations at suitably chosen ge-
ometries are needed. This will permit the inclusion of more terms in the spherical
harmonic expansion, as well as more accurate determination of the coefficients already
included.
3.6 Conclusions
We have presented a theoretical study of the collision-induced absorption spectra of
N2 −N2. In contrast with earlier quantum mechanical studies of these spectra, we use
ab initio dipole moment and potential energy surfaces free of empirically adjusted pa-
rameters, and we use the full anisotropic interaction potential energy surface. Angular
localization of the scattering wave function due to anisotropic interactions is seen to
increase the line strength at low energies by two orders of magnitude. Good agree-
ment with experimental data is obtained, and the agreement improves upon inclusion
of anisotropic interactions. The effect of anisotropic interactions decreases at higher
energy, which validates the isotropic interaction approximation as a high-temperature
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Figure 3.A.1: The phase shift as a function of the collision energy for shape resonances
on the isotropic potential.
(T > 100 K for N2−N2) approximation for calculating collision-induced spectra. This is
consistent with the classical simulations reported in Ref. [124]. The unambiguous iden-
tification quantum effects would require quantum mechanical calculations and classical
simulations using the same potential energy and dipole moment surfaces.
Appendix
3.A Shape resonances on the isotropic potential
The isotropic potential supports a large number of shape resonances, some of which
are very narrow. In order to construct an energy grid that properly samples these
resonances, we manually identified the positions and widths of 39 resonances by in-
specting the phase shifts, defined through the S-matrix by S = exp(i2δ). The phase
shift is typically a smooth function of the collision energy, but rapidly jumps by pi on
resonance. In Fig. 3.A.1, we show the phase shifts for a number of partial waves.
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4
Multiple-property-based diabatization for
open-shell van der Waals molecules
In this chapter, a new multiple-property-based diabatization algorithm is
presented. The transformation between adiabatic and diabatic representa-
tions is determined by requiring a set of properties in both representations
to be related by a similarity transformation. This set of properties is de-
termined in the adiabatic representation by rigorous electronic structure
calculations. In the diabatic representation, the same properties are de-
termined using model diabatic states defined as products of undistorted
monomer wave functions. This diabatic model is generally applicable to
van der Waals molecules in arbitrary electronic states. Application to lo-
cating seams of conical intersections and collisional transfer of electronic
excitation energy is demonstrated for O2 − O2 in low-lying excited states.
Property-based diabatization for this test system included all components
of the electric quadrupole tensor, orbital angular momentum, and spin-orbit
coupling.
Based on T. Karman, A. van der Avoird, and G. C. Groenenboom, J. Chem. Phys. 144, 121101
(2016).
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4.1 Introduction
The Born-Oppenheimer approximation is at the heart of molecular physics,[135] lead-
ing to a two-stage treatment of electronic and nuclear degrees of freedom. The Born-
Oppenheimer adiabatic approximation, neglecting nuclear-derivative couplings between
electronic eigenstates,[136] breaks down for systems with close-lying electronic states.[137–
139] Rather than explicitly including these couplings in dynamical calculations, it
is often advantageous to use a diabatic representation in which the derivative cou-
plings are negligible, at the cost of introducing off-diagonal terms in the electronic
potential.[136, 139, 140]
This chapter considers diabatization for complexes containing open-shell or elec-
tronically excited molecules, where diabatization is necessary due to the presence of
asymptotically degenerate states. For van der Waals molecules, products of monomer
wave functions that are rotated along with the nuclei form an adequate diabatic
representation. In previous work on such systems, the transformation to this dia-
batic representation has been obtained by manual inspection of the electronic wave
function,[141] or by considering only geometries for which the transformation is de-
termined by symmetry.[142] Property-based diabatization is also possible,[138, 143] for
example simply by diagonalizing the matrix representation of a property.[144] However,
it is not always possible to distinguish multiple states using a single property,[143] and
diagonalization of a property matrix does not provide a phase definition.
In this chapter, we present a new method based on fitting a similarity transfor-
mation to a set of property matrices known in both representations. Any number of
properties may be included on equal footing and the diabatic model employed provides
a consistent phase definition of the diabatic states. The diabatic model presented is
generally applicable to van der Waals molecules in arbitrary electronic states. As a test
system, we consider the low-lying electronic states of O2−O2 correlating to monomers
in the X3Σ−g , a
1∆g, and b
1Σ+g states. Due to the long life-time of the singlet excited
states, the collision dynamics in this system is of importance for atmospheric excitation
energy transport,[145, 146] and the related collision-induced absorption spectra are of
interest for calibration of remote-sensing missions.[37]
4.2 Property-based diabatization algorithm
The proposed algorithm consists of three steps:
1. A number of properties are calculated in the adiabatic representation, that is, in the
space of eigenfunctions of the electronic Hamiltonian. We denote the n × n matrix
representations of these properties in the adiabatic basis by Ap, where p enumerates
different properties and n is the number of states. These properties can be evaluated
using any electronic structure program, at computational cost negligible compared
to that of calculating the electronic eigenstates.
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2. We denote the n×n matrix representations of these same properties in the diabatic
basis by Dp. These are obtained from a diabatic model that employs products of
undistorted monomer wave functions as diabatic states. This allows calculation of
the matrices Dp in terms of monomer properties, as is explained in more detail in
Sec. 4.3.
3. In the last step, we fit a unitary transformation, U , that best maps the set of matrices
Ap onto the set Dp. This transformation gives the relation between adiabatic and
diabatic states, and can be used to transform the potential energy, or other ab initio
computed properties, to the diabatic representation as V (diabatic) = UV (adiabatic)U †.
The algorithm that determines this transformation is described next.
We are looking for a unitary transformationU that transforms between the diabatic
and adiabatic representations, and hence satisfies
UApU
† = Dp ∀ properties p. (4.1)
In general, this equation can not be satisfied exactly due to discrepancies between the
rigorous electronic structure calculations in which Ap are determined and the simple
model that yields Dp. Instead, we therefore minimize the square Frobenius norm of
the residual, summed over all properties p with weight wp,∑
p
wp||UAp −DpU ||2 =∑
p
wpTr
[
(UAp −DpU)† (UAp −DpU)
]
=∑
p
wpvec (U )
†M †pMpvec (U) . (4.2)
In the last step, we introduced the vectorization of U , denoted by vec (U), which maps
an n × n matrix onto a n2 dimensional vector by stacking its columns. The n2 × n2
matrix Mp is given by
Mp = A
T
p ⊗ 1− 1⊗Dp, (4.3)
with 1 the n× n identity matrix, and ⊗ is the Kronecker product.
To obtain non-trivial solutions that minimize Eq. (4.2), we introduce the constraint
vec (U )† vec (U) = 1 using the Lagrange undetermined multiplier method. This yields
the eigenvalue equation [∑
p
wpM
†
pMp
]
vec (U) = λvec (U) . (4.4)
This eigenvalue equation can be solved using standard numerical methods, and the
matrix U is obtained by appropriately reshaping the eigenvector corresponding to the
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lowest eigenvalue. However, if the eigenvalue zero is degenerate, the solution of Eq. (4.4)
is not unique. This issue is resolved by adding more properties, which can only increase
the obtained eigenvalues since each term, M †pMp, is positive semi-definite. Therefore,
the degeneracy of an eigenvalue zero may be lifted by including the appropriate prop-
erties in the analysis. Finally, we note that the solution to Eq. (4.4) can be determined
up to an overall phase of all states, which does not affect any properties transformed
using Eq. (4.1). The relative phases of the adiabatic states, the columns of U , are
determined completely by the unique solution to Eq. (4.4). This phase information is
required for transforming ab initio transition moments to the diabatic representation.
The imposed constraint does not guarantee unitarity of the matrix U . However,
if the transformation between the adiabatic and diabatic representations is uniquely
determined, the matrix U should be close to unitary, unless the diabatic model used
to obtain Dp was inadequate. The nearest exactly unitary matrix is then found using
a singular value decomposition,
U = LΣR†, (4.5)
where L and R are unitary matrices whose columns contain the left and right singular
vectors, respectively, and Σ is a diagonal matrix whose non-negative diagonal elements
are the singular values. Setting the singular values to unity gives the nearest unitary
matrix
U ′ = LR†. (4.6)
4.3 Diabatic model for van der Waals molecules
For van der Waals molecules, quasi-diabatic states can be defined as products of rotated
undistorted monomer states
|ψAψB〉 =
[
Rˆ(ΩA)|ψA〉
]
⊗
[
Rˆ(ΩB)|ψB〉
]
, (4.7)
where |ψA〉, |ψB〉 are monomer electronic states, defined in a monomer-centered frame,
and Rˆ(ΩX) is a rotation operator depending on the Euler angles of molecule X. We
neglect the intermolecular exchange interaction in the diabatic model, and hence have
suppressed the formal antisymmetrization of the electronic states. We now consider
one-electron properties which are written as direct sums of the monomer one-electron
property
Oˆ = Oˆ(A) ⊗ 1ˆ(B) + 1ˆ(A) ⊗ Oˆ(B). (4.8)
For the dimer we find the following matrix element in the diabatic representation
〈ψAψB|Oˆ|ψ′Aψ′B〉 =
δψA,ψ′A〈ψB|Rˆ(ΩB)†Oˆ(B)Rˆ(ΩB)|ψ′B〉
+〈ψA|Rˆ(ΩA)†Oˆ(A)Rˆ(ΩA)|ψ′A〉δψB ,ψ′B . (4.9)
80
4.4 Results
4
If the one-electron property is the q-th component of a rank-k spherical tensor, denoted
as Oˆ
(k)
q , we find for the monomer matrix element
〈ψX |Rˆ†Oˆ(k)q Rˆ|ψ′X〉 =
∑
q′
〈ψX |Oˆ(k)q′ |ψ′X〉D(k)q′,q(Rˆ−1). (4.10)
That is, under rotation a spherical tensor operator transforms amongst its components
with coefficients given by Wigner D-matrix elements.[147] The transition moments
between the monomer states, 〈ψX |Oˆ(k)q′ |ψ′X〉, are obtained in an electronic structure
calculation for an isolated monomer X = A,B in the monomer-centered frame. This
calculation has to be performed only once, and defines a phase convention for the
diabatic states.
For the low-lying electronic states of O2 − O2 considered as a test system, |ψA〉,
|ψB〉 ∈ |X3Σ−g 〉, |a1∆g〉, |b1Σ+g 〉. The a and b excited monomer states lie 7 918 cm−1 and
13 195 cm−1 above the ground state, respectively. This gives rise to ten singlet states,
seven triplet states, and one quintet state. The different total electron spin states are
not coupled by non-adiabatic couplings, and are therefore diabatized separately. The
properties that we include are orbital angular momentum and the electric quadrupole
moment, which transform according to Eq. (4.10) as spherical tensors with rank k = 1
and k = 2, respectively. With properties in atomic units, we use equal weights wp = 1
for all tensor components, and have not found it necessary to adjust these weights.
For the ten singlet states of the complex, the procedure outlined above uniquely
determines the transformation between the diabatic and adiabatic representations. For
the seven triplet states, we however encountered the following problem. Apart from
the triplet ground state, which is energetically well-separated from the other states, all
electronic states correlate to one monomer in the X3Σ−g ground state and the other
in the a1∆g or b
1Σ+g excited states. Because the included properties do not couple
the ground and excited monomer states, all matrices Dp are block-diagonal in the
localization of the excitation, and the matrix
∑
pwpM
†
pMp will be block-diagonal
as well. Both blocks have at least one eigenvalue close to zero, and the resulting
transformation will not be unique. This leads to two possible transformations that differ
only in the relative sign of amplitudes for excitations localized on the two molecules. In
order to uniquely determine the transformation, we also include spin-orbit coupling, as
described in more detail in Chapter 6. We transform the spin-orbit coupling obtained in
the monomer-based diabatic model to the adiabatic representation using both possible
transformations, and compare the resulting adiabatic spin-orbit couplings to the results
of ab initio calculations in order to uniquely determine the correct transformation.
4.4 Results
In this section we show results for application of the reported diabatization algorithm
to the low-lying triplet states of O2 −O2, with the monomers in the electronic X3Σ−g ,
a1∆g, and b
1Σ+g states. All electronic structure calculations are performed using the
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internally contracted multi-reference configuration interaction method with Davidson’s
size-consistency correction (MRCISD+Q) in an aug-cc-pVTZ basis set, as implemented
in the Molpro package.[148] Molecular orbitals and reference functions are calculated
in state-averaged complete active space self-consistent field calculations, averaging over
the subsets of nearly degenerate states that correlate to the same dissociation limit. The
active space contains the 12 electrons in the 8 orbitals that correlate to the molecular
pi and pi∗ shells.
First, we confirm that the proposed algorithm uniquely defines the transformation
between adiabatic and diabatic representations. The uniqueness of the transformation
matrix is determined by the non-degeneracy of the lowest eigenvalue of the matrix∑
pwpM
†
pMp. To monitor this, we express the lowest eigenvalues in percent of the
largest eigenvalue. Typically, the lowest two eigenvalues are on the order of 0.1 %,
whereas the third eigenvalue is much larger, typically around 15 %. For parallel-
displaced geometries, where ΩA ≈ ΩB, the model has more difficulty to distinguish
between the two molecules, resulting in somewhat larger and less well-separated eigen-
values. As explained before, the correct transformation is determined uniquely by
computing spin-orbit couplings between adiabatic states using both possible transfor-
mations. Typically, we find that one of the transformations reproduces the spin-orbit
couplings to a few cm−1, whereas the other is typically off by about 300 cm−1, which
uniquely establishes the former as the correct transformation.
As a simple test of the accuracy of the computed transformation and diabatic
model, we compare adiabatic properties as calculated ab initio to those obtained by
transforming the diabatic model to the adiabatic representation. We typically observe
root-mean-square errors of few percent in the quadrupole tensor, half a percent in the
spin-orbit coupling, and much less than one percent in the orbital angular momentum
operator. The differences are largest for short separations and nearly collinear orien-
tations of the O2 monomers, and are due to the intermolecular interaction which is
included in the MRCI calculations but not in the diabatic model.
Transformation to the diabatic basis smoothens the geometry dependence of all
properties included in the analysis, as properties in the model are smooth by construc-
tion and the transformed diabatic model accurately reproduces the adiabatic proper-
ties. Other properties should also become smooth functions of the geometry. This is
shown in Fig. 4.1 for the φ-dependence of the transition dipole moments connecting
the triplet ground state to the lowest six excited states. These are interaction-induced
dipole moments as the corresponding transitions violate both spin and spatial selec-
tion rules in the isolated monomers. Therefore, these properties cannot be included in
a diabatic model based on undistorted monomer wave functions, yet in the diabatic
representation they become smooth functions of the geometry.
Next, we test the accuracy of the diabatization algorithm for the high-symmetry
T-shaped geometry. In this case, each of the Cartesian-component diabatic states can
be assigned to an irreducible representation of the C2v point group, see the Appendix.
Neglecting mixing of energetically well-separated states, there should be one-to-one
correspondence between the diabatic and adiabatic states, except for the two B1 states
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Figure 4.1: Length of transition dipole moments connecting the triplet ground state
with the six triplet excited states as a function of φ for fixed θA = 64.3 deg, θB =
81.4 deg, and R = 5.75 a0. Panel a (b) panel shows results in the adiabatic (diabatic)
representation.
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Figure 4.2: The seam of conical intersections between the two states correlating to
O2(X
3Σ−g )−O2(b1Σ+g ) as a function of the Jacobi angles θA, θB, and φ at fixed R = 7 a0.
correlating to O2(X
3Σ−g )− O2(a1∆xy), which can mix. By performing MRCI calcula-
tions, we verify that the correct symmetry-determined transformation is obtained to
numerical precision also without explicitly including symmetry.
Figure 4.2 shows the seams of conical intersections for the two states correlating to
O2(X
3Σ−g )−O2(b1Σ+g ) at fixed R = 7 a0 as a function of the three angular coordinates.
We locate the seam by first computing global diabatic potential energy surfaces, and
interpolating the smooth diabatic potentials linearly between grid points. We locate
the degeneracies of the two adiabatic energies as the roots of the discriminant of the
characteristic polynomial of the 2× 2 potential matrix.
Finally, we apply the diabatic potential energy surfaces for the two states cor-
relating to O2(X
3Σ−g ) − O2(b1Σ+g ) in order to compute cross sections for collisional
transfer of the electronic excitation energy.[149] These cross sections are important for
atmospheric excitation energy transport due to the long life-time of the oxygen singlet
excited states.[145, 146] We perform both fully quantum mechanical coupled-channels
calculations and approximate semiclassical calculations.[150] In the semiclassical cal-
culations, the translational degrees of freedom evolve according to the classical equa-
tions of motion for the isotropic potential, whereas all other degrees of freedom are
treated quantum mechanically using the full potential. Figure 4.3 shows the resulting
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Figure 4.3: Integral scattering cross sections for elastic, rotationally inelastic, and
excitation inelastic transitions. Lines correspond to results of coupled-channels calcu-
lations, where the crosses refer to approximate semiclassical calculations.
cross sections, where lines are obtained from coupled-channels calculations and crosses
correspond to semiclassical results. Reasonable agreement between approximate semi-
classical and the full quantum results is obtained for high collision energies, and the
energy dependence of the cross sections can be readily understood from the decreasing
interaction time with increasing collision energy. For more detail, the reader is referred
to the Appendix.
4.5 Conclusions and Outlook
We have presented a method for determining the transformation between adiabatic and
diabatic representations by requiring a set of properties in both representations to be
related by a similarity transformation. Properties in the adiabatic representation can
be computed with many electronic structure methods with negligible computational
overhead. Diabatically, properties are obtained from a model based on undistorted
monomer wave functions, which is generally applicable to van der Waals molecules.
We have demonstrated the stability of the diabatization algorithm for O2 − O2 in
low-lying electronic states. Where the transformation is determined by point-group
symmetry, the correct transformation is recovered to numerical precision. We have
also demonstrated application to locating seams of conical intersections and collisional
transfer of electronic excitation energy. Providing a theoretical description of collision
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dynamics in these excited states and the related collision-induced absorption spectra
constitutes our immediate work plan.
Appendices
This appendix is based on the Supporting Material of Ref. [134], which gives a more
detailed description of the benchmarking calculations reported in this chapter. In
particular, Sec. 4.A describes test calculations for symmetry-determined diabatization
at the T-shaped geometry of the O2 − O2 complex, and Sec. 4.B presents details of
the quantum mechanical and semiclassical scattering calculations for excitation energy
transfer. Global diabatic potential energy surfaces are discussed in chapter 5.
4.A High symmetry geometries
We test the accuracy of the diabatization algorithm for the high symmetry T-shaped
geometry, with Jacobi coordinates θA = φ = 0, θB = pi/2, and R = 7 a0, i.e., with
molecule A parallel to the z-axis and molecule B parallel to the x-axis. The molecular
bond lengths are kept fixed at r = 2.28 a0. In this case, each of the Cartesian-
component diabatic triplet states can be assigned to an irreducible representation (ir-
rep) of the C2v point group, see Table 4.A.1. The B1 irrep contains the X
3Σ−g −X3Σ−g
triplet ground state and the two states correlating to X3Σ−g −a1∆xy and a1∆xy−X3Σ−g ,
whereas the B2 irrep contains the two states correlating to a
1∆x2−y2 − X3Σ−g and
b1Σ+g −X3Σ−g , and the two A2 states correlate to X3Σ−g − a1∆x2−y2 and X3Σ−g − b1Σ+g .
In the above notation, ψA−ψB denotes the diabatic state with molecule X in monomer
electronic state ψX . Neglecting mixing of energetically well-separated states, there
should be a one-to-one correspondence between the diabatic states and the adiabatic
states, except for the two B1 states X
3Σ−g − a1∆xy and a1∆xy −X3Σ−g which can mix.
Table 4.A.1: Classification of triplet diabatic states with monomer X = A,B in
electronic state ψX according to the irreducible representations of C2v at the T-shaped
geometry.
C2v irrep ψA ψB σxz σyz
B1 X
3Σ−g X
3Σ−g 1 −1
B2 a
1∆x2−y2 X3Σ−g −1 1
B1 a
1∆xy X
3Σ−g 1 −1
A2 X
3Σ−g a
1∆x2−y2 −1 −1
B1 X
3Σ−g a
1∆xy 1 −1
B2 b
1Σ+g X
3Σ−g −1 1
A2 X
3Σ−g b
1Σ+g −1 −1
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In order to assign C2v irreps to the adiabatic states, which are ordered according to
increasing energy, we also performed MRCI calculations using the full C2v point-group
symmetry. This provides the following mapping between diabatic and adiabatic states,
U (C2v) =

1 0 0 0 0 0 0
0 0 0 1 0 0 0
0 cos(ϕ) 0 0 − sin(ϕ) 0 0
0 0 1 0 0 0 0
0 sin(ϕ) 0 0 cos(ϕ) 0 0
0 0 0 0 0 0 1
0 0 0 0 0 1 0

, (4.A.1)
where the rows of the matrix enumerate diabatic states, ordered as in Table 4.A.1,
and the columns enumerate adiabatic states, ordered by energy. The mixing angle ϕ
describes the coupling between the states correlating to X3Σ−g − a1∆xy and a1∆xy −
X3Σ−g , and is not determined by symmetry alone.
By performing the same MRCI calculations without explicitly including symmetry
and diabatizing using the reported algorithm, we numerically obtain the transformation
U (Numerical) =

1.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
0.0000 0.0000 0.0000 −1.0000 0.0000 0.0000 0.0000
0.0000 0.6321 0.0000 0.0000 0.7749 0.0000 0.0000
0.0000 0.0000 −1.0000 0.0000 0.0000 0.0000 0.0000
0.0000 −0.7749 0.0000 0.0000 0.6321 0.0000 0.0000
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 1.0000
0.0000 0.0000 0.0000 0.0000 0.0000 −1.0000 0.0000

.
(4.A.2)
Apart from changes in the sign of the columns, corresponding to the phase of the
adiabatic states, this corresponds to Eq. (4.A.1) with ϕ = −50.8 deg.
4.B Scattering calculations
We perform fully quantum mechanical coupled-channels scattering calculations using
coupled space-fixed basis functions of the form
|φp〉 = |(ψAnAψBnB)nAB`; JM〉 =
∑
mA,mB ,mAB ,m`
|ψA〉|nAmA〉|ψB〉|nBmB〉|`m`〉
× 〈nAmAnBmB|nABmAB〉〈nABmAB`m`|JM〉,
(4.B.1)
where |ψX〉|nXmX〉 is an electronic-rotational state for molecule X = A,B, the ket
|`m`〉 describes the end-over-end rotation, and 〈nAmAnBmB|nABmAB〉 is a Clebsch-
Gordan coefficient. The quantum number J represents the total angular momentum
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excluding electron spin, which is implicitly contained in the monomer electronic states.
The coupled-channels wave function is expanded in this basis as
〈R|Ψq〉 = 1
R
∑
p
|φp〉Fpq(R), (4.B.2)
where q labels the independent solutions, and |φp〉 are the above-mentioned basis
functions. The basis set is truncated such that one of ψA and ψB equals X
3Σ−g and
the other equals b1Σ+g , and nX ≤ nmax = 8 are included. Functions with ψX = X3Σ−g
combine only with odd nX , whereas ψX = b
1Σ+g combines only with even nX , both due
to the Pauli exclusion principle for indistinguishable bosonic 16O nuclei, with nuclear
spin I = 0, in each O2 moiety. We treat the electronic ground and excited state O2
molecules as distinguishable, and refer the reader to Ref. [149] and references therein
for a discussion of identical-nuclei symmetry in resonant excitation energy transfer in
atom-atom collisions.
The radial expansion coefficients in Eq. (4.B.2) are obtained from the coupled-
channels equations, solved subject to the usual S-matrix boundary conditions[101] us-
ing the Renormalized Numerov algorithm.[50] State-to-state integral cross sections are
calculated from the T-matrix as
σi→f =
1
(2nA + 1)(2nB + 1)
pi
k2i
∑
nAB ,`,n
′
AB ,`
′,J
(2J + 1)
∣∣∣T (J)i,nAB ,`;f ,n′AB ,`′∣∣∣2 , (4.B.3)
where k2i = 2µEcol, and i = {ψA, nA, ψB, nB} and f = {ψ′A, n′A, ψ′B, n′B} are composite
labels for the initial and final states, respectively. The excitation is initially localized
on molecule A and both molecules are in their respective ground rotational states
nA = 0 and nB = 1. Elastic cross sections are obtained by setting f = i, whereas for
rotational-inelastic transitions f is summed over all states f 6= i with the excitation
localized on molecule A, and for excitation-inelastic transitions f is summed over all
states with the excitation localized on molecule B.
We also perform approximate semiclassical scattering calculations where the trans-
lational degrees of freedom,R(t) = RB−RA, evolve according to the classical equations
of motion, with the classical potential given by the isotropic part of the interaction.
The internal degrees of freedom, the electronic and rotational states of both molecules,
are treated quantum mechanically using the full anisotropic potential. The internal
degrees of freedom thus evolve according to the time-dependent Schro¨dinger equation
d
dt
|Φ(t)〉 = −iHˆ[R(t)]|Φ(t)〉,
|Φ(t)〉 =
∑
k
ak(t)e
−ikt|χk〉,
Hˆ0|χk〉 = k|χk〉,
d
dt
al(t) =
∑
k
ei(l−k)t〈χl|Vˆ [R(t)]|χk〉ak(t), (4.B.4)
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where Hˆ0 = Hˆ[R(t = −∞)] is the sum of monomer Hamiltonians, and Vˆ [R(t)] =
Hˆ[R(t)] − Hˆ0 is the interaction operator. The Hamiltonian for the internal degrees
of freedom, Hˆ[R(t)], is explicitly time dependent only through its dependence on the
classical coordinates. The channel functions are of the form
|χk〉 =|(ψAnAψBnB)nABmAB〉
=
∑
mA,mB
|ψA〉|nAmA〉|ψB〉|nBmB〉〈nAmAnBmB|nABmAB〉. (4.B.5)
The time-dependent Schro¨dinger equation and the classical equations of motion are
solved numerically using the LSODA algorith,[151] as implemented in Scilab.[79] Long
before the collision, at t = −∞, the molecules are well separated and are incident with
well-defined collision energy, Ecol, and impact parameter, b. The initial boundary
conditions for the quantum mechanical degrees of freedom determine the vector of
time-dependent expansion coefficients as
a
(i,nAB ,mAB)
f ,n′AB ,m
′
AB
(t = −∞) = δi,fδnAB ,n′ABδmAB ,m′AB , (4.B.6)
where the superscript denotes the initial state and i = {ψA, nA, ψB, nB} = {b1Σ+g , 0,
X3Σ−g , 1} as before. Cross sections for transitions to final state f are obtained by
integrating over the impact parameter b as
σi→f =
2pi
(2nA + 1)(2nB + 1)
∑
nAB ,mAB ,n
′
AB ,m
′
AB
∫ ∞
0
∣∣∣a(i,nAB ,mAB)f ,n′AB ,m′AB (t = +∞)∣∣∣2 b db.
(4.B.7)
This integral is evaluated numerically using trapezoidal integration.
The reason that only the isotropic part of the potential is used for the classical
degrees of freedom is that the isotropic potential does not affect the rotational or elec-
tronic degrees of freedom. This means that the classical potential depends only on the
classical coordinates, R(t), and not on the quantum mechanical wave function for the
internal coordinates, a(t). The reverse is not true; the quantum mechanical potential
Vˆ is explicitly dependent on the classical coordinates. An alternative treatment is pos-
sible by including a dependence of the classical potential on the quantum mechanical
internal state, for example through Ehrenfest dynamics.[150]
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5
Diabatic states, nonadiabatic coupling,
and the counterpoise procedure
for weakly interacting open-shell molecules
We study nonadiabatic coupling in systems of weakly interacting open-shell
molecules, which have nearly degenerate electronic states and hence sig-
nificant nuclear derivative couplings. By comparison to numerically calcu-
lated nuclear derivatives of adiabatic electronic wave functions, we show
that nonadiabatic couplings are represented accurately by diabatization
using a recent multiple-property-based algorithm [J. Chem. Phys., 144,
121101 (2016)]. Accurate treatment of weakly interacting molecules fur-
thermore requires counterpoise corrections for the basis-set superposition
error (BSSE). However, the generalization of the counterpoise procedure to
open-shell systems is ambiguous. Various generalized counterpoise schemes
that have been proposed previously, are shown to be related through differ-
ent choices for diabatization of the monomer wave functions. We compare
these generalized counterpoise schemes and show that only two approaches
accurately describe long-range interactions. In addition, we propose an
approximate diabatization algorithm based on the asymptotic long-range
interaction. This approach is appealingly simple to implement, as it yields
analytical expressions for the transformation to the diabatic representation.
Finally, we investigate the effects of diabatizing intermolecular potentials
on the nuclear dynamics by performing quantum scattering calculations for
NO(X 2Π)−H2. We show that cross sections for pure rotational transitions
are insensitive to diabatization. For spin-orbit inelastic transitions, asymp-
totic and multiple-property-based diabatization are in qualitative agree-
ment, but the quantitative differences may be observable experimentally.
Based on T. Karman, M. Besemer, A. van der Avoird, and G. C. Groenenboom, J. Chem. Phys.
148, 094105 (2018).
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5.1 Introduction
Intermolecular interactions and molecular collisions in the gas phase are important in
atmospheric chemistry, combustion, and astrochemistry. In these applications, radi-
cal species with unpaired electrons play a particularly important role. However, the
theoretical treatment of collisions involving these open-shell species is complicated as
their electronic states often are spatially degenerate. As an example, radicals such as
NO and OH have an X2Π ground state,[65] which has two degenerate spatial compo-
nents, e.g., Πx and Πy. In a collision complex, this leads to two electronic states that
correlate to the degenerate monomer states asymptotically, i.e., for large separation
between the colliding molecules. These electronic states are split only by the weak
interaction with the collision partner, and hence are nearly degenerate for all geome-
tries. These states are coupled by so-called nonadiabatic couplings that arise from the
nuclear kinetic energy operator, which contains derivatives with respect to the nuclear
coordinates, acting on electronic wave functions, which parametrically depend on the
nuclear coordinates. Nonadiabatic couplings between nearly-degenerate states can be
significant or even divergent. Usually, nonadiabatic couplings are treated by diabati-
zation: Transforming to a diabatic basis, in which the derivative couplings vanish or
are negligible, at the cost of introducing an off-diagonal electronic interaction.[153]
For open-shell diatomic molecules, diabatic states can be defined as products of
complex-valued Lˆz-adapted monomer states. Diabatization for open-shell molecules
interacting with rare gas atoms is straightforward due to the planar symmetry in such
systems.[154, 155] For molecule-molecule systems, such symmetry is generally absent,
but progress has been made in method development[138, 143, 144, 156–159], that now
enables the treatment of these systems.[142, 160–163] In particular, in the preceding
chapter, we have developed a multiple-property-based diabatization scheme specifically
tailored towards weakly interacting open-shell molecules.[134] Strong nonadiabatic cou-
pling is also encountered for complexes involving open-shell atoms,[164–171] as well as
for non-linear molecules such as the methane and benzene cations,[172–174] which also
have spatially degenerate electronic states.
For the accurate treatment of weakly interacting molecules, it is essential to re-
duce the basis-set superposition error by the counterpoise procedure of Boys and
Bernardi.[103] The generalization of this procedure to open-shell fragments is known
to be ambiguous.[166, 167, 175] Several generalizations have been proposed in the lit-
erature, but to our knowledge these have never been compared critically. We find
that the long-range interaction, in particular, is highly sensitive to the counterpoise
correction. We use the long-range interaction to gauge the accuracy of possible gener-
alized counterpoise procedures. We show that the diabatic counterpoise correction of
Alexander[175] and the approach of K los et al.[167] both lead to a smooth and correct
R−n dependence, with coefficients that are in agreement with separately computed
monomer multipole moments. Other generalized correction schemes fail to describe
the long-range interaction accurately.
Furthermore, we introduce a rotation-translation operator formalism to describe
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the electronic states of weakly interacting open-shell molecules as products of monomer
wave functions. This permits a compact and rigorous derivation of the diabaticity of
these states. We discuss various diabatization schemes. By comparison to numerically
calculated derivative couplings of ab initio calculated adiabatic wave functions, we show
that the recent multiple-property-based diabatization algorithm of chapter 4 accurately
represents nonadiabatic couplings.
We also propose an approximate diabatization algorithm based on the asymptotic
long-range interaction. This algorithm is appealingly straightforward to implement as
the asymptotic long-range interaction, and hence the transformation to the diabatic
basis, is known analytically for many systems. This approach removes nonadiabatic
couplings asymptotically, where they lead to singular derivative couplings, and is ap-
proximate in the short range, away from the degeneracy, where the dynamics is thought
to become adiabatic and insensitive to residual derivative couplings. This approach has
been proposed previously and applied in various contexts,[169–171, 176, 177] but has
never been compared to full diabatization by any algorithm. We show that the deriva-
tive couplings represented by asymptotic diabatization are qualitatively incorrect at
short range, but become increasingly more accurate at long range, which presumably
is the region where nonadiabatic coupling is most significant in dynamical calculations.
This idea is investigated by performing quantum scattering calculations for NO − H2
collisions. In particular, we show that spin-orbit inelastic scattering is sensitive to
diabatization. Although full multiple-property-based diabatization and approximate
asymptotic diabatization are in qualitative agreement, the quantitative differences in
the differential cross sections may be observable experimentally.[178–182]
This chapter is organized as follows. Section 5.2 gives a brief introduction to nonadi-
abatic coupling, the Born-Oppenheimer approximation, and diabatization. In Sec. 5.3,
we give a definition of the diabatic states of a dimer of weakly interacting molecules,
and we discuss the transformation to the diabatic representation. The elimination
of derivative couplings between degenerate states is discussed rigorously in the Ap-
pendix. In Sec. 5.3, we also review existing approaches for diabatization, and propose
a particularly simple, but approximate diabatization scheme based on the asymptotic
long-range interaction. Section 5.4 discusses generalizations of the counterpoise pro-
cedure to the open-shell case. Numerical results for the NO − H2 system are given in
Sec. 5.5. In particular, we present a comparison of nuclear derivative couplings from
ab initio calculated adiabatic wave functions, and those obtained from full multiple-
property-based diabatization,[134] and the asymptotic diabatization scheme, proposed
here. Furthermore, we investigate the accuracy of various counterpoise corrections.
Finally, we consider the effects of diabatization of experimentally observable scattering
cross sections. Concluding remarks are given in Sec. 5.6.
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5.2 Primer on nonadiabatic coupling
The total wave function describing electrons and nuclei is expanded in electronic wave
functions as
Ψ(r,R) =
∑
i
φi(r;R)χi(R), (5.1)
where the electronic wave functions, φi, are eigenstates of the electronic Hamiltonian,
HˆElectronic(R)φi(r;R) = i(R)φi(r;R). (5.2)
The set {φi} is an orthonormal set of functions of the electronic degree of freedom,
which parametrically depends on the nuclear coordinates. Inserting this ansatz into
the time-independent Schro¨dinger equation yields nuclear Schro¨dinger equations for
χi(R) where i(R) plays the role of a potential.[136] The different electronic states
are coupled by nonadiabatic first and second derivative couplings with respect to the
nuclear coordinates, 〈φi|∇|φj〉 and 〈φi|∇2|φj〉, respectively. Neglect of these nonadia-
batic couplings leads to the adiabatic or Born-Oppenheimer approximation,[135] where
Ψ ≈ φ0χ0 and the dynamics takes place on a single potential energy surface.
We note that the electronic wave functions, φi, need not be single-valued nor
continuous twice-differentiable functions of R, even though the total wave function,
Eq. (5.1), does have this property. Single valuedness can be accounted for by geomet-
ric phases,[183] and singular derivatives can cancel exactly against derivatives of the
nuclear wave functions, χi.
Going beyond the Born-Oppenheimer approximation, one can use a truncated ex-
pansion of the total wave function, Eq. (5.1). One then has the freedom to unitarily
transform the electronic wave function without affecting the expansion,
φj → ψj =
∑
i
φiUi,j. (5.3)
In particular, one can attempt to find a transformation matrix, U(R), that eliminates
the derivative couplings at the cost of introducing couplings by the off-diagonal diabatic
potentials. This concept is called diabatization, and {ψj} are diabatic states.
Eliminating derivative couplings by diabatization is not just a matter of conve-
nience. Using the Hellmann-Feynman theorem, one can show that
〈φi| d
dx
|φj〉 =
〈φi|dHˆdx |φj〉
i − j , (5.4)
where x is any nuclear coordinate. If the numerator on the right-hand side does not
vanish at an exact degeneracy, i − j = 0, or conical intersection, the derivative cou-
plings are singular. These singular derivative couplings cannot be treated in numerical
nuclear dynamics calculations. Hence, diabatization is essential for electronic states
that are nearly degenerate, but coupling to energetically well separated states can be
neglected safely. The accuracy of the latter approximation should be comparable to
that of the Born-Oppenheimer approximation for closed-shell systems.
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The electronic wave function for two non-interacting diatomic molecules can be written
as[184]
|ψ(A)ψ(B)〉 = Aˆ
[
Tˆ (RA)Rˆ(αA, βA, γA)|ψ(A)〉
]
⊗
[
Tˆ (RB)Rˆ(αB, βB, γB)|ψ(B)〉
]
. (5.5)
This wave function describes two molecules, X = A,B, with centers of mass RX , in
electronic state ψ(X), and oriented at z-y-z Euler angles αX , βX , and γX . For the
case of a linear molecule, X, the angles βX and αX are the spherical polar angles, and
γX = 0. The operators
Rˆ(α, β, γ) = e−αjˆze−βjˆye−γjˆz
Tˆ (R) = e−iR·pˆ (5.6)
are rotation and translation operators, where jˆ and pˆ are the electronic angular and
linear momentum operators. The operator Aˆ antisymmetrizes the electronic wave
function with respect to exchange of any two electrons. In Appendix 5.A, we develop
the rotation-translation operator formalism for the description of the electronic states
of Eq. (5.5). This formalism permits a compact derivation of the diabaticity of these
wave functions, i.e., these wave functions have vanishing derivative couplings with
respect to the center of mass motion of either molecule, and rotational nonadiabatic
couplings can be eliminated by a convenient choice of rotational wave functions.
In the literature, the equivalent of Eq. (5.5) is typically implicitly dependent on
the nuclear coordinates, where the electronic monomer wave functions are defined in
molecule-fixed frames.[154, 155] This leads to equations that are valid only within a cer-
tain implicitly defined co-ordinate frame. Furthermore, one formally cannot uniquely
define electronic wave functions for half-integer spin by attaching them to molecule-
fixed frames, because under rotations the frame transforms according to SO(3), whereas
the rotation of half-integer spin is described by SU(2). The wave function for half-
integer spin changes sign under a 2pi rotation, and hence cannot be defined in a frame
that is invariant to such rotations.
For weakly interacting diatomic molecules, the adiabatic electronic wave functions
can be approximated by linear combinations of antisymmetrized products of monomer
wave functions
|Ψ(Adiabatic)a 〉 =
∑
i,j
|ψ(A)i ψ(B)j 〉Ui,j;a. (5.7)
In ab initio calculations, one directly obtains the adiabatic wave functions, |Ψ(Adiabatic)a 〉,
as eigenstates of the electronic Hamiltonian. As the expansion coefficients Ui,j;a may
vary rapidly with nuclear geometry, these adiabatic electronic wave functions may have
appreciable – or even singular – nonadiabatic couplings, rendering them unsuitable for
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subsequent dynamical calculations. This issue is remedied by transforming to the
diabatic representation, Eq. (5.5), using a transformation U , with elements Ui,j;a. The
problem of actually determining this transformation matrix is called diabatization, and
some approaches are discussed in the following subsections.
At this point, it is worthwhile to specialize the discussion to the NO − H2 sys-
tem, considered below: An open-shell diatomic molecule in a 2Π electronic state in-
teracting with a closed-shell 1Σ+g diatom. In this case, there are two diabatic states,
{|Π+1〉, |Π−1〉}, using the short-hand notation |Πα〉 ≡ |2Πα1Σ+g 〉, and two corresponding
adiabatic states. These are related by
[ |Ψ1〉, |Ψ2〉 ] = [ |Πx〉, |Πy〉 ] [ cos(ϕ) sin(ϕ)− sin(ϕ) cos(ϕ)
]
=
[ |Π+1〉, |Π−1〉 ] 1
2
√
2
[ −1 i
1 i
] [
cos(ϕ) sin(ϕ)
− sin(ϕ) cos(ϕ)
]
=
[ |Π+1, 〉 |Π−1〉 ]U (ϕ), (5.8)
which parameterizes the 2 × 2 diabatic-to-adiabatic transformation matrix, U , by a
single mixing angle, ϕ. This considerably simplifies the discussion. The diabatic po-
tential energy matrix is obtained by transforming the ab initio computed adiabatic
potentials as
V (Diabatic) = U(ϕ)V (Adiabatic)U(ϕ)† =
[
 ∆E
2
exp(2iϕ)
∆E
2
exp(−2iϕ) 
]
, (5.9)
where
V (Adiabatic) =
[
− ∆E
2
0
0 + ∆E
2
]
, (5.10)
that is,  is the mean adiabatic energy, and ∆E ≥ 0 is the adiabatic energy splitting.
This motivates a crude approximation to diabatization: If one can neglect the energy
splitting and assume
∆E = 0, (5.11)
the diabatic potential energy matrix is completely independent of the mixing angle,
ϕ, and determined only by the average adiabatic potential. As is shown numerically
below, this may be reasonable for some dynamical processes, that are insensitive to
the off-diagonal potential, whereas it leads to qualitatively wrong results for spin-orbit
changing transitions of NO, for example. [155]
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5.3.1 Integration of derivative couplings
The nonadiabatic coupling between two adiabatic states is given by
〈Ψ(A)1 |
d
dx
|Ψ(A)2 〉 =
∑
di
〈Ψ(A)1 |Ψ(D)di 〉〈Ψ
(D)
di
| d
dx
∑
dj
|Ψ(D)dj 〉〈Ψ
(D)
dj
|Ψ(A)2 〉

=
∑
d
U∗d,1
d
dx
Ud,2 =
dϕ
dx
, (5.12)
where ϕ is the mixing angle defined in Eq. (5.8), and x is any nuclear coordinate. Thus,
one can obtain the mixing angle by integrating nuclear derivative couplings
ϕ(x) = ϕ(x0) +
∫ x
x0
〈Ψ1| d
dx′
|Ψ2〉dx′, (5.13)
where x = x0 is a reference geometry at which the mapping between adiabatic and
diabatic states, and therefore the mixing angle, is known. Equation (5.12) neglects the
coupling to states that are not included in the diabatic model. These states should be
energetically well-separated from the states of interest, and hence are not expected to
cause singular nonadiabatic couplings. The accuracy of this approximation is compa-
rable to the Born-Oppenheimer approximation for closed-shell fragments.
This approach also exposes a problem in more than one dimension, i.e., more than
one nuclear coordinate.[140] Here, one has a vector of derivative couplings which sat-
isfies
〈Ψ1|∇|Ψ2〉 = ∇ϕ, (5.14)
which has a solution for the mixing angle, ϕ, if and only if the left-hand size had zero
curl, that is, if
∂
∂xi
[
〈Ψ1| ∂
∂xj
|Ψ2〉
]
− ∂
∂xj
[
〈Ψ1| ∂
∂xi
|Ψ2〉
]
= 0. (5.15)
This is not generally the case, which means that the derivative coupling cannot be
transformed away completely, and strictly diabatic states do not exist in more than one
degree of freedom. In this case, only the curl-free part of the derivative coupling can be
removed by a transformation to quasi diabatic states.[140] The diabatic states discussed
in this chapter are thus in fact quasi diabatic. The transformation to quasi diabatic
states can, however, still eliminate the singular part of the derivative couplings at a
conical intersection, and in principle represent derivative couplings to good accuracy.
The residual derivative couplings, that cannot be transformed away, are due to coupling
to energetically well-separated states that are not contained in the diabatic model, and
hence are expected to be non-singular and of comparable order to those neglected in
the Born-Oppenheimer approximation for closed-shell systems.
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The nonexistence of a strictly diabatic basis has motivated various alternative di-
abatization schemes, which should still eliminate the problematic singular part of the
derivative couplings, but have the advantage of bypassing the ab initio computation
of derivative couplings, which are otherwise required on a dense grid for numerical
integration. Below, we discuss and propose such approximate diabatization schemes.
5.3.2 Symmetry-based diabatization
It is mentioned above that there exist reference geometries at which the mapping be-
tween adiabatic and diabatic states, or the mixing angle, is known. This is typically
the case for high-symmetry geometries. For the NO − H2 example in mind here, this
occurs for geometries with a plane of reflection symmetry containing the NO bond
axis, where there is direct correspondence between the adiabatic states carrying A′ and
A′′ irreducible representations of the Cv point group, and the diabatic |Πx〉 and |Πy〉
states. This symmetry-determined transformation is used for diatom(Π)−atom(1S)
systems,[154] which always have reflection symmetry in the triatomic plane. For
diatom(Π)−diatom(1Σ) systems, this approach has been applied to NO − H2,[160]
and OH − H2,[142] where the geometries were restricted to either co-planar, or with
the H2 molecule perpendicular to the plane containing NO and the H2 center of mass.
Symmetry-based diabatization is straightforward, but severely restricts the sampling
of geometries, such that it is applicable only to weakly anisotropic systems, such as
those involving H2 molecules, but still fails for CH(
2Π)−H2,[185] for example.
5.3.3 Property-based diabatization
A straightforward way to determine the transformation matrix is by directly inspect-
ing the ab initio wave functions, and comparing these to the diabatic wave functions
of Eq. (5.5). This can be done either by maximizing overlap with reference wave
functions,[138, 156–159] or by “manual” inspection of the wave function.[141, 144] In
order to avoid tedious manual inspection of the ab initio wave functions, property-
based diabatization algorithms have been developed[134, 143, 144] that furthermore
have the advantage of direct applicability irrespective of the level of theory at which
adiabatic wave functions – and their properties – were computed.
One approach is to require the transformed adiabatic properties to be smooth
functions of the nuclear coordinates, such that the transformed wave functions also
become smooth, and hence diabatic. The dipole and quadrupole (DQ) method of
Ref. [143] accomplishes this by extremizing a functional involving elements of the dipole
and quadrupole tensors. In Ref. [144], a selected transition property is diagonalized,
which diabatizes as the resulting eigenvalues of the dipole component typically become
smoother functions of the nuclear coordinates.
In chapter 4, we have presented a different type of property-based diabatization,
where one does not require transformed properties to be smooth by construction, but
rather one looks for a mapping between adiabatic and diabatic properties, which are
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both assumed to be known. That is, one calculates properties adiabatically, from
ab initio wave functions, as well as diabatically, from the model wave functions of
Eq. (5.5), and subsequently determines a similarity transformation that relates these
properties. Advantages are that this method can be applied directly to any number of
states, includes any number of properties on equal footing, and involves only standard
matrix operations of low dimensions. The disadvantage is that it requires knowledge
of model diabatic wave functions, such as Eq. (5.5). This equation applies generally to
van der Waals molecules only. This multiple-property-based diabatization algorithm is
applied to NO− H2 below, in Sec. 5.5.
5.3.4 Asymptotic diabatization
Here, we propose an approximate diabatization scheme for van der Waals molecules
with spatially degenerate fragments, namely to use the asymptotic form of the trans-
formation, U , as the distance between the fragments tends to infinity, R → ∞. The
motivation for this approximation is that nonadiabatic couplings are most significant
where adiabatic states are close in energy, so one will want to remove the nonadia-
batic coupling asymptotically, where the adiabatic states become degenerate. At short
separation, there will be residual derivative couplings, but these should be less signifi-
cant to the dynamics as the degeneracy of the adiabatic states has been lifted by the
short-range interaction. This idea has been applied also for the interaction between
two open-shell atoms in degenerate electronic states,[169–171, 186] but to our knowl-
edge, its accuracy has not yet been compared to any numerical diabatization method.
Similar approximations have also been made for Jahn-Teller systems,[176, 177] where
the transformation to diabatic states was determined from the lowest order in a Taylor
expansion of the interaction around a degeneracy.
The asymptotic transformation between the adiabatic and diabatic representations
can be obtained by diagonalizing the asymptotic interaction in the diabatic represen-
tation. The asymptotic interaction is known analytically, in many cases, except for an
overall scaling. For example, for a Π-state diatomic molecule interacting with a closed-
shell Σ-state molecule, the asymptotic form of the off-diagonal interaction is given by
the quadrupole-dipole coupling
〈Π+1|Vˆasymp|Π−1〉 = c4
R4
1∑
M=−1
D
(2)∗
M,2(0, θA, 0)D
(1)∗
−M,0(φ, θB, 0)〈2,M, 1, −M |3, 0〉. (5.16)
If molecule B is homonuclear, and hence has no dipole moment, the asymptotic off-
diagonal interaction is given by the quadrupole-quadrupole coupling
〈Π+1|Vˆasymp|Π−1〉 = c5
R5
2∑
M=−2
D
(2)∗
M,2(0, θA, 0)D
(2)∗
−M,0(φ, θB, 0)〈2,M, 2, −M |4, 0〉. (5.17)
In the above, we have chosen the z-axis parallel to the intermolecular axis and molecule
A in the xz-plane. The eigenvectors are independent of both the separation, R, and
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the long-range coefficient, cn, although the ordering of the adiabatic states depends on
the sign of cn. The transformation between the adiabatic and diabatic representations,
parameterized for the two-state case by a single angle, ϕ, defined in Eq. (5.8), can be
obtained from the asymptotic interaction analytically
ϕ =
1
2
Arg
(
〈Π+1|Vˆasymp|Π−1〉
)
, (5.18)
where Arg is the complex argument.
We note that, in principle, it may happen that the leading interaction does not lift
the degeneracy of the adiabatic states, for example because 〈Π+1|Vˆasymp|Π−1〉 vanishes
for certain orientations. In such cases, one could include the next-to-leading term.
Inclusion of the next-to-leading term could also be considered to improve the accuracy,
and in order to include radial derivative couplings, which vanish for the R-independent
mixing angle obtained from the asymptotic interaction. However, this is not attempted
here as it considerably complicates the theory; the resulting mixing angle would depend
on the relative strength of long-range interactions, and both first-order electrostatics
and second-order dispersion contribute at order R−6. Asymptotic diabatization is con-
sidered here as an appealingly simple approach to diabatization, yielding the transfor-
mation between the adiabatic and diabatic representations analytically, without prior
knowledge of the strength of the long-range interaction.
This method cannot be applied if there is no analytically known long-range inter-
action, for example where two diabatic states correspond to different monomer spin or
charge states.
5.4 Counterpoise correction
Interaction energies are defined as the difference of the total energies of the complex
and its separate fragments,
V (R) = E(AB)(R)− E(A) − E(B), (5.19)
where R schematically denotes the complete specification of the nuclear geometry of
the complex. In practice, calculations usually employ the so-called counterpoise (CP)
procedure of Boys and Bernardi,[103] which entails evaluation of all energies in the
dimer-centered one-electron basis set. This also includes ghost functions centered on
molecule B when computing E(A), and vice versa. The interaction is thus computed
as
V (R) = E(AB)(R)− E(A)(R)− E(B)(R), (5.20)
where the monomer energies in the dimer basis set are now weakly dependent on the
geometry of the complex, through the positions of the ghost orbitals. This procedure
reduces the basis-set superposition error and improves the accuracy of the computed
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interaction, due to systematic cancellation of errors associated with the truncated one-
electron basis set.[103]
If one wishes to extend the CP procedure of Boys and Bernardi to open-shell sys-
tems, the situation becomes slightly more complicated as multiple electronic states may
be involved. For simplicity, we again consider the two-state case for NO− H2. In this
case, the interaction as well as the energies of the complex AB and monomer A (NO)
are represented by 2 × 2 matrices. Not only the monomer adiabatic energies but also
the monomer mixing angle, ϕ(A), between monomer adiabatic and diabatic states are
R dependent, due to the ghost orbital basis. The mixing angle for the monomer cal-
culation, ϕ(A), can be obtained by the same diabatization procedure as is employed for
the dimer calculation. The mixing angles obtain in complex and monomer calculations
will generally be different, ϕ(A) 6= ϕ(AB).
In 1993, Alexander introduced a generalized counterpoise correction, which we refer
to as the diabatic CP correction.[175] In this counterpoise scheme, equation (5.20) is
applied to all diabatic potentials. This can be written compactly in matrix notation as
V (R) = E(AB)(R)−E(A)(R)− E(B)(R)12×2, (5.21)
where the interaction, V , energy of the complex AB, E(AB), and monomer energy,
E(A), are all evaluated in the diabatic representation.
Later, further generalizations have been proposed. In particular, it has been stated
that it would be preferable to perform the CP correction at an adiabatic level.[167] We
define the adiabatic CP correction[175] as applying Eq. (5.20) to each adiabatic state,
i, that is
Vi(R) = E
(AB)
i (R)− E(A)i (R)− E(B)(R). (5.22)
This yields the adiabatic interaction matrix, which is subsequently diabatized.
To the best of our knowledge, the performance of various generalized CP schemes
has never been compared. It is not clear a priori which generalized CP scheme is most
appropriate, nor whether systematic differences in their performance even exist. Below,
we summarize some of the possible generalizations,[166, 167, 175] show how they are
related, and test their numerical performance in Sec. 5.5.2.
In the diabatic CP correction scheme of Alexander[175], all total energy matrices
in Eq. (5.21), E, are evaluated in the diabatic representation. In order to make the
connection with the adiabatic CP scheme more apparent, we may transform Eq. (5.21)
to the adiabatic representation for the dimer calculation. This is accomplished by
transforming with U †[ϕ(AB)]. In the adiabatic representation, the energy matrix E(AB)
is diagonal. The matrix E(A) is obtained by transforming the monomer adiabatic
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energies with U †[ϕ(AB)]U [ϕ(A)], which yields
E(A)(R) =
[
cos(∆ϕ) sin(∆ϕ)
− sin(∆ϕ) cos(∆ϕ)
] [
(A) − 1
2
∆E(A) 0
0 (A) + 1
2
∆E(A)
]
×
[
cos(∆ϕ) − sin(∆ϕ)
sin(∆ϕ) cos(∆ϕ)
]
= (A) 12×2 +
1
2
∆E(A)
[ − cos(2∆ϕ) sin(2∆ϕ)
sin(2∆ϕ) cos(2∆ϕ)
]
. (5.23)
In the above, (A) is the mean adiabatic energy and ∆E(A) is the splitting of the adi-
abatic energies obtained in the calculation for monomer A. The phase angle ∆ϕ =
ϕ(AB) − ϕ(A) is the mixing angle between the adiabatic representations of the com-
plex AB and monomer calculations. This diabatic CP correction coincides with the
adiabatic correction if ∆ϕ = 0, and differs otherwise.
The partitioning of the CP correction in the last line of Eq. (5.23) is insightful as the
first term is a multiple of the unit matrix, affecting only the trace, and the second term
is traceless. Because the two diagonal potentials, corresponding to ΛA = ±1, are equal,
the first term represents a CP correction to only the diagonal potential, and the second
contributes only to the off-diagonal or coupling potential. The first term is invariant
under unitary transformations, which means that for the diagonal potential it does not
matter in which representation one performs the CP correction, and all generalized CP
methods mentioned in this section should yield exactly the same result.
The CP correction to the off-diagonal potential is sensitive to the choice of repre-
sentation in which the monomer energies are evaluated, and some options found in the
literature are summarized here.
• Diabatic correction
The diabatic correction of Alexander is equivalent to using Eq. (5.21), or Eq. (5.23)
with ϕ(A) and ϕ(AB) evaluated using the same diabatization scheme, see Ref. [175].
• Mean correction
The mean CP correction – averaged over the contributing monomer states – was
used in Ref. [184]. From the analysis presented above, it is seen that using only the
mean adiabatic energy, and neglecting the splitting, will give a CP correction for the
diagonal potentials only. This corresponds to Eq. (5.23) with ∆E(A) = 0.
• Adiabatic correction
Correcting using the adiabatic energies is equivalent to using Eq. (5.23) with ∆ϕ =
0, i.e., assuming that the adiabatic representation in the monomer and complex
calculations coincide.[175]
• Reverse adiabatic correction
The reverse adiabatic correction amounts to using Eq. (5.23) assuming ∆ϕ = 1
2
pi,
meaning that the adiabatic states in the monomer and complex calculations are
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in reverse order. This is motivated by Alexander as the lowest adiabatic state in
the monomer calculations is the state that is more stabilized by the ghost basis
functions of the second molecule, i.e., where the open-shell electron is closer to the
second molecule. For the complex, this would typically be the more repulsive state,
and hence the order of the states should be reversed.[175]
• Correction of K los et al.
The correction of Ref. [167] – which was originally motivated as an adiabatic CP
correction – the difference in mixing angle is determined and used to transform the
monomer energies to the dimer adiabatic representation, but subsequently neglects
any off diagonal elements. This amounts to assuming sin(2∆ϕ) = 0 in Eq. (5.23),
but it is different from the adiabatic correction as it does not assume cos(2∆ϕ) = 1.
Therefore, this method is also capable of describing the situation where the order of
the adiabatic states is reversed, if ∆ϕ ≈ 1
2
pi. In case the adiabatic states are strongly
mixed, e.g., ∆ϕ ≈ 1
4
pi, the correction to the off-diagonal potential vanishes smoothly
as cos(2∆ϕ).
5.5 Numerical Results for NO−H2
Here, we present numerical results for the interaction between NO(X 2Π) and H2. We
calculated orbitals using a two-state two-configuration MCSCF calculation, with the
single unpaired electron in two orbitals. This yields single-determinant descriptions
of both states of the NO-H2 complex, with which we performed RCCSD(T) calcula-
tions to obtain the adiabatic energies. These adiabatic energies were transformed to
the diabatic representation, using the recent multiple-property-based method of chap-
ter 4,[134] with quadrupole moments and angular momenta calculated for the reference
wave functions. Diabatization for the monomer calculations, encountered in the dia-
batic CP correction, was performed identically. All calculations were performed using
Molpro using an aug-cc-pVQZ basis set.[148] Additional computational details and
routines for evaluation of the potential can be found in Ref. [161].
Below, and without loss of generality, we choose the intermolecular axis as the z
axis, and the NO molecule in the xz-plane. Hence, the geometry as defined through
Eq. (5.5) is given by RA = − mH2mNO+mH2Rzˆ, RB =
mNO
mNO+mH2
Rzˆ, βA = θNO, βB = θH2 ,
αB = φ, and αA = γA = γB = 0, where mNO and mH2 are the monomer masses, and
R, θNO, θH2 , and φ are the Jacobi coordinates. The monomer bond lengths are kept
fixed at rNO = 2.1803 a0 and rH2 = 1.448 a0 throughout.[160]
5.5.1 Nonadiabatic coupling
We first explicitly show that multiple-property-based diabatization[134] accurately rep-
resent the nonadiabatic derivative couplings. To this end, we calculate derivative
couplings both numerically and from diabatization. We numerically obtain deriva-
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Figure 5.1: Nonadiabatic derivative couplings as a function of θNO, for various values
of R (color coded), and an otherwise fixed geometry, defined by θH2 = 90
◦ and φ = 45◦.
Panels (a) through (d) show the couplings due to d/dθNO, d/dθH2 , d/dφ, and d/dR,
respectively. These are calculated numerically from adiabatic electronic wave func-
tions at the MCSCF level (solid lines), from the diabatic wave functions as obtained
by multiple-property-based diabatization (plus markers), or from asymptotic diabati-
zation (black dotted line). Asymptotic diabatization predicts vanishing nonadiabatic
couplings due to d/dR, which are not indicated.
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Figure 5.2: Nonadiabatic coupling due to d/dR, as a function of R, for various
values of θNO (color coded), and an otherwise fixed geometry, defined by θH2 = 90
◦ and
φ = 45◦. Couplings are calculated numerically from adiabatic electronic wave functions
at the MCSCF level (solid lines), and from the diabatic wave functions as obtained by
multiple-property-based diabatization (plus markers).
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tive couplings, 〈Ψ1| ddx |Ψ2〉, from the adiabatic MCSCF reference wave functions in
Molpro using the ddr utility.[148] The nuclear coordinate x represents any of the
Jacobi coordinates, x ∈ θNO, θH2 , φ, R. Briefly, the ddr procedure computes deriva-
tive couplings using finite differences from adiabatic wave functions computed at the
geometry of interest and for finite displacements, ∆x, along the nuclear coordinate
x. The accuracy of the finite-differences approach was monitored throughout, and
typical displacements were in the order of 0.1◦ for the angular coordinates, and ∆R be-
tween 0.001 and 0.1 a0. The derivative couplings as represented by diabatization were
obtained from the diabatic-to-adiabatic transformation matrix, U , using Eq. (5.12).
We explicitly evaluated the couplings for transformation matrices determined using
multiple-property-based diabatization,[134] and for the asymptotic diabatization pro-
posed here.
Figure 5.1 shows the derivative couplings between the lower and upper adiabatic
states as a function of θNO, for various values of R, and an otherwise fixed geometry
defined by the Jacobi angles θH2 = 90
◦ and φ = 45◦. The solid lines represent the results
of finite differences calculations, which are reproduced accurately by the results of the
multiple-property-based diabatization algorithm of chapter 4 shown as the plus-sign
markers: The couplings obtained differ by less than 0.5 % of the maximum coupling
for all geometries shown, and are difficult to distinguish visually. A notable exception
occurs for the coupling due to d/dR at the shortest distances, near θNO = 130
◦, where
the coupling is small in absolute sense, and both methods predict a zero-crossing at
slightly displaced geometries, as is seen more clearly in Fig. 5.2, in a similar plot as a
function of R.
Figure 5.1 furthermore shows striking differences between nonadiabatic couplings
for various values of R. For large R, the nonadiabatic couplings do approach the result
obtained by asymptotic diabatization, but even at R = 25 a0, significant differences
are observed. Below, in Sec. 5.5.3, we further investigate the accuracy of the proposed
asymptotic diabatization in dynamical calculations.
5.5.2 Counterpoise correction and long-range interactions
Here, we compare different methods for performing the counterpoise correction. To
this end, we consider the long-range interaction. Because the long-range interaction is
weak in absolute sense, it is sensitively dependent on such corrections. Nevertheless,
it is relevant for the scattering dynamics, and the correct long-range is known from
perturbation theory and separately computed multipole moments, which makes it a
convenient test.
Figure 5.3 shows the expansion coefficients for the LA, LB, L = 2, 2, 4 and 3, 2, 5
terms of the diagonal potential, which should asymptotically approach the quadrupole-
quadrupole and octupole-quadrupole interactions, respectively. These expansion coef-
ficients have been multiplied by R5 and R6, respectively, such that they should become
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Figure 5.3: Expansion coefficients of the diagonal potential for two first-order terms
multiplied by Rn such that they become constant in the limit of large R. The horizontal
dashed dotted line represents the limiting value as calculated from multipole moments,
whereas the other lines and symbols are obtained from ab initio calculations with
different CP procedures, as indicated. Panels (a) and (b) refer to LA, LB, L = 2, 2, 4
and 3, 2, 5, respectively.
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Figure 5.4: Expansion coefficients of the off-diagonal potential for two first-order
terms multiplied by Rn such that they become constant in the limit of large R. The
horizontal dashed dotted line represents the limiting value as calculated from multipole
moments, whereas the other lines and symbols are obtained from ab initio calculations
with different CP procedures. Panels (a) and (b) refer to LA, LB, L = 2, 2, 4 and 3, 2, 5,
respectively.
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constant in the limit as R→∞. The expected limit is
VLA,LB ,L = δLA+LB ,L(−1)LB
(
2L
2LA
)1/2
〈ψ′(A)|QLA,KA|ψ(A)〉〈ψ′(B)|QLB ,0|ψ(B)〉R−L−1,
(5.24)
where KA = 0 or 2 for diagonal and off-diagonal potentials, respectively, and 〈ψ′(X)|
QLX ,KX |ψ(X)〉 are independently computed multipole moments. This limit is shown
as the horizontal dashed-dotted line. The remaining lines and symbols correspond to
different choices for the CP procedure. Without performing a CP correction, shown
as the blue dashed line, the ab initio points multiplied by Rn do not approach a
constant, i.e., the interaction does not approach the correct asymptotic form. By
contrast, the CP corrected results smoothly approach a constant value which is in
close agreement with the value obtained from independent calculations of the molecular
multipole moments. This demonstrates that the long-range interaction is sensitive
to the CP correction. The CP corrected results for different correction schemes are
indistinguishable. This is consistent with Eq. (5.23), which shows that the diagonal
potential is affected only by the trace of the CP correction.
Figure 5.4 shows similar plots for the expansion coefficients of the off-diagonal po-
tential, also for the LA, LB, L = 2, 2, 4 and 3, 2, 5 terms in the angular expansion. Here,
we find large differences between the possible correction schemes. Again we find that
the uncorrected ab initio points do not approach the correct long-range form. Per-
forming a mean CP correction yields exactly the same result, which is again consistent
with Eq. (5.23), as this correction affects only the trace of the potential energy matrix,
and hence only the diagonal potential. Performing the CP correction either adiabati-
cally or reverse adiabatically also does not lead to the correct R-dependence. Finally,
the method of K los[167] and the diabatic CP correction[175] do lead to the correct
R-dependence and excellent agreement with the long-range theory.
5.5.3 Asymptotic diabatization
Here, we further investigate the accuracy of the asymptotic diabatization proposed in
Sec. 5.3.4. Figure 5.5 shows several expansion terms of the off-diagonal potential using
the full property-based diabatization (solid lines) and the asymptotic form (dashed
lines). Full diabatization uses the multiple-property-based diabatization algorithm of
chapter 4.[134] For diagonal terms, which are not shown, the two approaches yield
identical results, as explained in Sec. 5.3.4. The leading off-diagonal term LA, LB, L =
2, 2, 4 is accurately reproduced by the asymptotic diabatization, with some deviations
in the short range, for R < 7a0. Especially the smaller terms deviate strongly in the
short-range.
The second panel of Fig. 5.5 shows the long-range behavior of the expansion coeffi-
cients multiplied by Rn. The leading term is accurately reproduced using the asymp-
totic transformation. It may be somewhat surprising that the next-to-leading term,
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Figure 5.5: Panel (a) contains selected expansion coefficients of the off-diagonal po-
tential using the full diabatization (solid lines) and asymptotic diabatization (dashed
lines). Full diabatization uses the multiple-property-based diabatization algorithm of
chapter 4:[134] Expansion coefficients in panel (b) are multiplied by Rn such that they
become constant in the limit of large R.
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V3,2,5, comes out with the correct R dependence but a c6 coefficient that is in error by
about 20 %. This is explained by writing the off-diagonal potential as
〈Π+1|Vˆ |Π−1〉 = ∆E
2
e2iϕ, (5.25)
where both the splitting of the adiabatic states, ∆E, and the mixing angle, ϕ, depend
on the geometry. By assuming that the mixing angle follows its asymptotic form, we
are modifying the angular dependence of the off-diagonal potential, which will affect the
angular expansion coefficients. We confirm this effect by re-calculating the expansion
after modifying the complex phase for a model potential containing only the first-order
quadrupole-quadrupole and octupole-quadrupole interactions, with multipole moments
for NO-H2. This is seen to decrease V3,2,5 by about 20 %, and to increase V2,2,3 by about
6 atomic units. We stress that the observed error is on the order of R−6, and hence using
the asymptotic form of the mixing angle does yield the correct asymptotic interaction,
which varies as R−5, as expected.
This result also implies that the computation of long-range coefficients for the next-
to-leading term of the off-diagonal potential represents a stringent test of diabatiza-
tion algorithms: Using the asymptotic mixing angle leads to significant and constant
(R-independent) errors in long-range coefficients, even though the mixing angle ap-
proaches its asymptotic value arbitrarily closely. For the particular case of NO−H2 at
R = 20 a0, we find that the difference between the asymptotic and the numerically
determined mixing angles is usually on the order of 1◦, with exceptions where the
difference exceeds 5◦ in 5 % of the orientations considered. Still, the property-based
diabatization algorithm finds a value for c6 which is in agreement with independently
computed multipole moments to better than 2 %.
As discussed above, the expansion coefficients for the off-diagonal potential obtained
using asymptotic diabatization are different from those obtained from full multiple-
property-based diabatization precisely because both potentials are related by a geometry-
dependent unitary transformation. This transformation asymptotically approaches
unity in the long-range, and differs strongly from unity only in the short-range, where
the intermolecular interaction has lifted the degeneracy of the adiabatic states. It is
expected that the dynamics becomes adiabatic in the short range, where the splitting
is large, and hence is insensitive to this unitary transformation. To rigorously test this
idea for the first time, we have performed coupled-channels scattering calculations for
NO colliding with ortho H2.
The monomer states of the NO(X2Π) molecule are labeled by the angular mo-
mentum quantum number jNO, parity e or f , and spin-orbit manifold F1 or F2. The
ground spin-orbit state, F1, corresponds to a bond-referred angular momentum pro-
jection quantum number Ω = 1/2, whereas the excited manifold, F2, corresponds to
Ω = 3/2. The hydrogen states are labeled by the angular momentum jH2 , and display
no further fine structure. As the initial state we consider F1, jNO = 1/2, f and jH2 = 1.
The channel basis contains all functions with NO total angular momenta jNO ≤ 13/2,
jH2 = 1, and total angular momentum J ≤ 81/2. The equidistant radial grid extends
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Figure 5.6: Integral scattering cross sections as a function of the collision energy.
Colors correspond to final states as indicated in the legend. Solid lines correspond
to cross sections obtained using the fully diabatized potential, whereas dashed lines
have been obtained using the asymptotic diabatization proposed here, and dotted lines
correspond to the crude approximation, Eq. (5.11), neglecting the off-diagonal poten-
tial. Full diabatization was performed using the multiple-property-based diabatization
algorithm of chapter 4.[134]
from R = 4.5 to 40 a0 in steps of 0.14 a0.
Figure 5.6 shows integral cross sections for transitions to the NO jNO = 1/2 and 3/2
states as a function of the collision energy. At an energy of approximately 124 cm−1,
transitions to the excited spin-orbit manifold, the F2 states, become energetically al-
lowed. Cross sections to these states are smaller and much more sensitive to the
off-diagonal potential. Especially for these cross sections, the difference between the
full multiple-property-based diabatization and asymptotic diabatization is visible on
the scale of Fig. 5.6. In this Figure, we also include the predictions based on the crude
approximation, Eq. (5.11), of neglecting the splitting of adiabatic states or equivalently
the off-diagonal potential, and using only the mean potential which is independent of
the mixing angle. The resulting integral cross sections are qualitatively incorrect for
the spin-orbit changing transitions (F2), but the agreement is close for purely rotational
transitions (F1). We do not recommend the crude approximation because it is outper-
formed by asymptotic diabatization, which is almost as simple to implement. However,
the cross sections obtained in the crude approximation do indicate that rotationally
inelastic cross sections are not only less sensitive to the diabatization, but insensitive
to the off-diagonal potential altogether.
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Figure 5.7: Differential scattering cross sections at E = 150 cm−1 as a function
of the scattering angle. The four panels correspond to four final states as indicated.
Solid lines correspond to cross sections obtained using the fully diabatized potential,
whereas dashed lines have been obtained using the asymptotic diabatization proposed
here. Dotted lines correspond to the crude approximation, Eq. (5.11), neglecting the
off-diagonal potential, magnifications of which are included in panels (c) and (d), as
indicated. Full diabatization was performed using the multiple-property-based diaba-
tization algorithm of chapter 4.[134]
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Figure 5.7 shows the differential cross sections for the transitions to j = 3/2 states as
a function of the scattering angle, both for the rotationally (F1) and spin-orbit (F2) in-
elastic transitions. For the purely rotational transitions, the agreement between results
obtained with full multiple-property-based diabatization and asymptotic diabatization
is excellent. Differences with the crude approximation are small but visible. For the
more sensitive spin-orbit changing transitions, deviations between full and asymptotic
diabatization are clearly visible, although both the magnitude and angular dependence
of the cross section is qualitatively reproduced well using the approximate asymptotic
diabatization. It should be possible to resolve these differences experimentally,[178–
182] and hence probe nonadiabatic coupling by measuring differential cross sections for
spin-orbit changing transitions. For spin-orbit changing transitions, predictions using
the crude approximation are off by one or two orders of magnitude, and the angular
dependence differs significantly.
5.6 Conclusions
In this chapter, we have revisited the theory of weakly interacting open-shell molecules.
We specifically focussed on the effect of asymptotically degenerate states, which lead to
significant nonadiabatic coupling. We have presented a thorough derivation of nonadi-
abatic couplings and their elimination by a proper choice of rotational wave functions.
This leads to results which are commonly used without derivation. We showed numer-
ically that the multiple-property-based diabatization algorithm of chapter 4 accurately
represents nonadiabatic couplings for NO(X 2Π)−H2, by comparing to numerically
calculated derivative couplings of adiabatic wave functions.
We have investigated generalizations of the counterpoise procedure of Boys and
Bernardi to open-shell systems.[103] We have shown that these corrections are im-
portant for obtaining the correct R-dependence of the long-range interactions. The
correction to the diagonal potential is insensitive to the choice of transformation ap-
plied to the CP correction. By contrast, the off-diagonal potential is sensitive to such
choices. Counterpoise corrections at the adiabatic level are shown to be inaccurate.
The diabatic correction of Alexander[175] and the correction of K los et al.[167] are
shown to agree well, and lead to the correct long-range interactions as computed from
multipole moments obtained separately from finite-field calculations. The agreement
between the methods may have been surprising given that the method of Ref. [167]
was presented as an adiabatic CP correction, and these are shown to perform poorly.
We present a re-formulation of this method, clearly demonstrating its relation to the
diabatic CP correction of Ref. [175].
We have also considered approximate diabatization by using the asymptotic trans-
formation between adiabatic and diabatic states. This transformation is determined
from long-range theory analytically, and hence is straightforward to implement. This
transformation removes nonadiabatic coupling asymptotically, where the adiabatic
states are nearly degenerate. Residual nonadiabatic coupling does exist in the short
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range, but should affect the dynamics to a lesser extent as the adiabatic states should be
well-separated in this region. For rotationally and spin-orbit inelastic scattering of NO
with H2(j = 1), we demonstrate good agreement between differential scattering cross
sections using potentials obtained by full and asymptotic diabatization, respectively.
Full diabatization was performed using the multiple-property-based diabatization al-
gorithm of chapter 4.[134] A cruder approximation which neglects the adiabatic energy
splitting performs well for pure rotational transitions, but predicted cross sections for
spin-orbit inelastic scattering are off by two orders of magnitude. This method is not
recommended, as it is outperformed by the appealingly simple asymptotic diabatization
algorithm, and multiple-property-based diabatization can be used to more accurately
represent nonadiabatic couplings.
Appendix
5.A Nonadiabatic coupling
In this Appendix, we define the monomer eigenstates, introduce the rotation-translation
operator formalism, and discuss the occurrence of nonadiabatic coupling between asymp-
totically degenerate states. Products of monomer states are intuitively assumed to be
diabatic, as they depend smoothly on the nuclear coordinates. However, to the best of
our knowledge, this has not been discussed rigorously in the literature. The absence of
a rigorous derivation has led to the paradoxal statement that for diatomic molecules jˆz-
adapted wave functions are diabatic, whereas their real-valued Cartesian counterparts
are not, even though the transformation that relates them is geometry independent.
5.A.1 Monomer states of diatomic molecules
Monomer electronic wave functions are defined as eigenstates of the monomer electronic
Hamiltonian
Hˆ
(z)
electronic|ψΛSΣΩ〉(z) = ψ|ψΛSΣΩ〉(z). (5.A.1)
Here, ψ is the electronic state with as good quantum numbers, non-relativistically, the
total electron spin, S, and the bond-axis projections of the orbital, spin, and total
electronic angular momenta Λ, Σ, and Ω = Λ + Σ, respectively. The superscript, z,
denotes that the diatomic molecule is chosen along the quantization axis. This affects
the electronic Hamiltonian, Hˆ
(z)
electronic, which parametrically depends on the nuclear
coordinates. If the molecule is oriented at polar angles β and α, assuming the nuclear
center of mass lies at the origin, the electronic Hamiltonian is given by
Hˆelectronic = Rˆ(α, β, 0)Hˆ(z)electronicRˆ†(α, β, 0), (5.A.2)
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where the rotation operator is given by
Rˆ(α, β, γ) = e−iαjˆze−iβjˆye−iγjˆz (5.A.3)
with jˆ the total electronic angular momentum. The monomer electronic wave functions
are given by
|ψΛSΣΩ〉 = Rˆ(α, β, 0)|ψΛSΣΩ〉(z). (5.A.4)
Now, it is a standard result in literature that Hund’s case (a) rotation-electronic
wave functions can be obtained as products of complex-conjugate Wigner D-matrix
elements and electronic wave functions,[154]
|ψΛSΣJMΩ〉 =
√
2J + 1
4pi
D
(J)∗
M,Ω(α, β, 0)|ψΛSΣΩ〉, (5.A.5)
where the electronic state is usually implicit in the notation used in the literature.
In what follows, we derive the action of the rotational kinetic energy on the Hund’s
case (a) wave functions, using only the elementary angular momentum algebra of the
rotation operator formalism of Ref. [187].
5.A.2 Angular derivative couplings
Here, we consider the nonadiabatic coupling due to derivatives with respect to the
z-y-z Euler angles, that arise from the action of rigid-body angular momentum op-
erators, Jˆ (α, β, γ), see Eqs. (8-10) of Ref. [187], on the monomer wave functions of
Eq. (5.A.5). The nuclear angular momentum operator, Rˆ, for a diatomic molecule with
polar angles (β, α) differs from the standard rigid-body angular momentum operators
only by dropping terms involving the third Euler angle, γ, from the final equations.
Furthermore, it is useful to introduce the body-fixed angular momentum operators
Pˆ = RˆJˆ Rˆ†. The action of these operators on the electronic rotation operator of
Eq. (5.A.3) is particularly simple[147][
Pˆ , Rˆ(α, β, γ)
]
= −Rˆ(α, β, γ)jˆ. (5.A.6)
Taking matrix elements of the above result in a basis of angular momentum kets fol-
lowed by complex conjugation yields the well-known action of Pˆ on D(J)∗M,Ω(α, β, γ)[
Pˆ±1, D(J)∗M,Ω(α, β, γ)
]
= c∓(j,Ω)D
(J)∗
M,Ω∓1(α, β, γ),[
Pˆz, D(J)∗M,Ω(α, β, γ)
]
= ΩD
(J)∗
M,Ω(α, β, γ), (5.A.7)
with, in the Condon and Shortley phase convention,
c±(j,Ω) =
√
j(j + 1)− Ω(Ω± 1). (5.A.8)
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Combining the above results, we obtain[
Pˆ±1, D(J)∗M,Ω(α, β, γ)Rˆ(α, β, γ)
]
=c∓(j,Ω)D
(J)∗
M,Ω∓1(α, β, γ)Rˆ(α, β, γ)
−D(J)∗M,Ω(α, β, γ)Rˆ(α, β, γ)jˆ±1,[
Pˆz, D(J)∗M,Ω(α, β, γ)Rˆ(α, β, γ)
]
= D
(J)∗
M,Ω(α, β, γ)Rˆ(α, β, γ)
(
Ω− jˆz
)
. (5.A.9)
Using the following relation,
D
(J)∗
M,Ω(α, β, 0)Rˆ(α, β, 0)|ψΛSΣΩ〉(z) = D(J)∗M,Ω(α, β, γ)Rˆ(α, β, γ)|ψΛSΣΩ〉(z), (5.A.10)
we find for the action on the Hund’s case (a) wave functions
Rˆ2|ψΛSΣJMΩ〉 =Pˆ2|ψΛSΣJMΩ〉
=D
(J)∗
M,Ω(α, β, 0)Rˆ(α, β, 0)
[
J(J + 1) + jˆ2 − 2Ω2
]
|ψΛSΣΩ〉(z)
− c+(j,Ω)D(J)∗M,Ω+1(α, β, 0)Rˆ(α, β, 0)jˆ+1|ψΛSΣΩ〉(z)
− c−(j,Ω)D(J)∗M,Ω−1(α, β, 0)Rˆ(α, β, 0)jˆ−1|ψΛSΣΩ〉(z). (5.A.11)
This is a familiar result, and the individual terms are readily understood by writing
the nuclear angular momentum as the difference of the total and electronic angular
momentum. This gives Rˆ2 = Jˆ2 + jˆ2 − 2jˆ · Jˆ , leading to the observed diagonal and
Ω-uncoupling terms.
The above result has been known in the literature, and has been derived using
straightforward but tedious application of the chain rule of differentiation,[188–191] as
well as using more elegant angular momentum theoretical approaches.[187] That is, it
has been shown that the use of jˆz-adapted electronic states combined with Wigner
D-matrix elements as rotational wave functions is sufficient to eliminate nonadia-
batic coupling.[192] It has been stated, but to our knowledge never properly discussed
whether this is actually necessary. The presented derivation makes explicit use of
the jˆz-adaptation of the electronic states in Eq. (5.A.10). If one were to repeat the
derivation without this assumption, one should make use of the generally valid relation
D
(J)∗
M,K(α, β, 0)Rˆ(α, β, 0) = D(J)∗M,K(α, β, γ)Rˆ(α, β, γ)ei(jˆz−K)γ. (5.A.12)
Application of the body-fixed angular momentum operators to the exponential gives
rise to additional terms[
Pˆ±1, ei(jˆz−K)γ
]
= cot(β)
(
jˆz −K
)
ei(jˆz−K∓1)γ,[
Pˆz, ei(jˆz−K)γ
]
=
(
jˆz −K
)
ei(jˆz−K)γ. (5.A.13)
These terms vanish only when applied to an eigenstate of jˆz and the body-referred
index, K, is chosen equal to that eigenvalue. If a different choice is made, the occurrence
of cot(β) above leads to singular derivative couplings.
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The analysis above explains a paradoxal statement often found in the literature,
namely that complex jˆz-adapted electronic wave functions are diabatic whereas the
Cartesian components are not.[141] This cannot strictly be true, as these sets of state
are related by a geometry-independent unitary transformation, so either both sets must
be diabatic or they both are not. The derivation above shows that, in fact, they both
lead to singular nonadiabatic couplings, but for the complex jˆz-adapted states, the
derivative coupling is diagonal, such that the singularity may be removed exactly by
the right choice of rotational wave function, i.e. K = Ω.
5.A.3 Translational derivative couplings
In case the nuclear center of mass is not centered at the origin of the coordinate system,
the electronic wave function may be written as[193]
|ψΛSΣΩ〉 = Tˆ (Rnuc)Rˆ(α, β, 0)|ψΛSΣΩ〉(z). (5.A.14)
The electronic translation operator is given by
Tˆ (Rnuc) = e−iRnuc·pˆ, (5.A.15)
where pˆ is the electronic linear momentum operator. Nonadiabatic couplings due to
the kinetic energy of the nuclear center of mass can be evaluated analogously to the
angular derivative couplings above, using[
Pˆnuc, Tˆ (Rnuc)
]
= −Tˆ (Rnuc)pˆ. (5.A.16)
This means that the derivative couplings with respect to the nuclear center of mass are
non-zero, although couplings due to kinetic energy of the total center of mass vanish
exactly [
pˆ+ Pˆnuc, Tˆ (Rnuc)
]
= Tˆ (Rnuc) (pˆ− pˆ) = 0. (5.A.17)
This is consistent with the fact that the motion of the center of mass, and not the
nuclear center of mass, decouples from the internal coordinates. As we are employing
electronic wave functions calculated for a fixed nuclear center of mass, we cannot exactly
decouple the total center of mass. This leads to residual coupling on the order of me/M .
The second derivative with respect to Rnuc leads to terms proportional to pˆ
2 acting
on the electronic wave functions. These couplings are related to mass polarization
terms and the small difference between the bare and reduced mass of the electrons
in a molecule with nuclei of finite mass.[194] These couplings also exists in the usual
Born-Oppenheimer approximation for closed-shell systems, and their neglect should be
an approximation of comparable accuracy.
The first derivative with respect to Rnuc gives rise to couplings proportional to pˆ
acting on electronic wave functions. This can be related to transition dipole moments
using the operator identity
pˆ = ime[Hˆ, rˆ]. (5.A.18)
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Hence, the first derivative coupling drives spurious dipole-allowed transitions[195].
These couplings for well-separated states can be eliminated by incorporating so-called
electron translation factors (ETFs).[153, 195] Here, it suffices to note that matrix
elements of Eq. (5.A.18) between degenerate eigenstates of Hˆ vanish irrespective of
the dipole matrix element, and hence do not give rise to additional divergent deriva-
tive couplings between the degenerate monomer states of open-shell systems. The
remaining coupling to well-separated states is of the same magnitude as for the usual
Born-Oppenheimer approximation in the closed-shell case.
In conclusion, we have shown that the wave functions of Eq. (5.A.14) are diabatic
in the sense that all derivative couplings, i.e., both rotational and translational, be-
tween degenerate monomer states vanish or can be eliminated by the right choice of
rotational wave function. Remaining non-Born-Oppenheimer couplings to energetically
well-separated states should be negligible, as they are of the same order as non-Born-
Oppenheimer couplings for closed-shell molecules.
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6
Potential energy and dipole moment
surfaces of the triplet states of the
O2(X
3Σ−g )− O2(X3Σ−g , a1∆g, b1Σ+g ) complex
We compute four-dimensional diabatic potential energy surfaces and tran-
sition dipole moment surfaces of O2 − O2, relevant for the theoretical de-
scription of collision-induced absorption in the forbidden X3Σ−g → a1∆g
and X3Σ−g → b1Σ+g bands at 7 883 cm−1 and 13 122 cm−1, respectively. We
compute potentials at the MRCI level and dipole surfaces at the MRCI and
CASSCF levels of theory. Potentials and dipole surfaces are transformed
to a diabatic basis using the multiple-property-based diabatization algo-
rithm of chapter 4. We discuss the angular expansion of these surfaces,
derive the symmetry constraints on the expansion coefficients, and present
working equations for determining the expansion coefficients by numeri-
cal integration over the angles. We also present an interpolation scheme
with exponential extrapolation to both short and large separation, which
is used for representing the intermolecular distance dependence of the an-
gular expansion coefficients. For the triplet ground state of the complex,
the potential energy surface is in reasonable agreement with previous cal-
culations, whereas global excited state potentials are reported here for the
first time. The transition dipole moment surfaces are strongly dependent
on the level of theory at which they are calculated, as is also shown here
by benchmark calculations at high symmetry geometries. Therefore, ab ini-
tio calculations of the collision-induced absorption spectra cannot become
quantitatively predictive unless more accurate transition dipole surfaces can
be computed. This is left as an open question for method development in
electronic structure theory.
Based on T. Karman, A. van der Avoird, and G. C. Groenenboom, J. Chem. Phys. 147, 084306
(2017).
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6.1 Introduction
With an abundance of 21 %, molecular oxygen is an important constituent of the
Earth’s atmosphere. The X3Σ−g ground state of molecular oxygen corresponds to a
2pσ2g2ppi
4
u2ppi
∗2
g configuration. There exist two low-lying excited states of a
1∆g and
b1Σ+g symmetry corresponding to the same electronic configuration at 7 883 cm
−1 and
13 122 cm−1 above the ground state, respectively. Emission due to transitions from
these states to the ground state can be observed in the atmosphere.[196] Absorption
due to the X3Σ−g → b1Σ+g transition is used to calibrate satellite instruments, and
hence is important for remote sensing applications.[37] Excited states corresponding to
different electronic configurations are also observed in the atmosphere. Atmospheric
oxygen shows strong absorption bands in for example the Schumann-Runge continuum
(X3Σ−g → B3Σ−u ) and Herzberg bands (X3Σ−g → A3Σ+u , X3Σ−g → A′3∆u, and X3Σ−g →
c1Σ−u ). The Herzberg transitions are electric-dipole forbidden, but gain intensity due
to spin-orbit and orbit-rotation coupling.[197]
Electric dipole transitions from the X3Σ−g ground state to the a
1∆g and b
1Σ+g states
are forbidden by multiple selection rules, e.g., the electronic spin quantum number
changes, S = 1 = 0, the parity is conserved, g = g, and ∆Λ = 2 for the transition
to the a1∆g state. Spin-orbit coupling between the X
3Σ−g and b
1Σ+g states breaks
spin symmetry and allows magnetic dipole X3Σ−g → b1Σ+g transitions[29, 198], and
electric quadrupole X3Σ−g → a1∆g transitions.[199] Magnetic dipole coupling between
the X3Σ−g and a
1∆g states involves spin-orbit coupling to intermediate excited states of
1Πg and
3Πg symmetry, and hence magnetic dipole transitions between these states are
weaker.[200] Electric dipole transitions are allowed only after breaking both spin and
inversion symmetry, thus the dominant mechanism for this should be the collision with
a paramagnetic species. In the atmosphere, the most abundant paramagnetic species
is molecular oxygen itself. Due to the weak magnetic dipole strength for the X3Σ−g →
a1∆g transition, O2 − O2 collision-induced absorption should contribute significantly
to the band intensity under atmospheric conditions. Even for the X3Σ−g → b1Σ+g
transition, where the magnetic dipole lines are relatively stronger, O2 − O2 collision-
induced absorption is important to achieve high accuracy in satellite calibration.[201]
In this chapter, we investigate the potential energy and transition dipole moment
surfaces of the O2 − O2 complex, which are relevant to the theoretical description of
collision-induced absorption in the X3Σ−g → a1∆g and X3Σ−g → b1Σ+g bands. The
required dipole moment surfaces are the transition dipole moments from the triplet
O2(X
3Σ−g ) + O2(X
3Σ−g ) ground state to the four states correlating to O2(X
3Σ−g ) +
O2(a
1∆g), and to the two states correlating to O2(X
3Σ−g ) + O2(b
1Σ+g ). The required
adiabatic potential energy surfaces are those corresponding to the lowest seven triplet
states of the O2−O2 complex. We also transform to a diabatic representation, using the
multiple-property-based method of chapter 4. This is necessary as the asymptotically
degenerate excited electronic states of the complex are close in energy for all geometries,
making non-adiabatic interactions non-negligible. The vibrational dependence of the
potential energy and transition dipole moment surfaces is neglected in this first ab initio
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study of collision-induced absorption in this system, but will be explored in chapter 8.
Several global potentials for the singlet, triplet, and quintet spin states of the dimer
correlating to the O2(X
3Σ−g )−O2(X3Σ−g ) ground state exist in the literature. The Nij-
megen potential is the first global potential consisting of ab initio first-order exchange
and electrostatics with empirical dispersion contributions.[202–204] The Perugia po-
tential was obtained by an inversion procedure on scattering cross sections from molec-
ular beam experiments.[205, 206] The Madrid-Cuernavaca potential is the most recent
and most accurate potential. It consists of a quintet potential calculated with the
accurate coupled-cluster method, combined with exchange splittings calculated using
second-order complete active space perturbation theory (CASPT2) and multi-reference
configuration interaction (MRCI).[207–210] For states of the O2 − O2 dimer correlat-
ing to the monomers in electronically excited a1∆g or b
1Σ+g -states, no global potential
energy surfaces exist. Ab initio calculations for a limited number of orientations with
high point-group symmetry have been performed,[211, 212] which have been used in
model calculations for the quenching of O2 molecules in the a
1∆g state,[211] and highly
vibrationally excited (v > 25) X3Σ−g O2 molecules.[213] For the present purpose of cal-
culating collision-induced absorption spectra, global potentials and dipole surfaces are
required, and calculations for only highly symmetric orientations of the molecules are
not sufficient.
In Ref. [209], multi-reference methods have been compared systematically to more
accurate single-reference coupled cluster [CCSD(T)] calculations for the high-spin quin-
tet state correlating to O2(X
3Σ−g ) − O2(X3Σ−g ). The tested multi-reference methods
were MRCI, CASPT2, and the averaged coupled-pair functional (ACPF). It is sug-
gested to regard the MRCI and CASPT2 results as upper and lower limits to the po-
tential energy, respectively, and it is made plausible that the CASPT2 results should
be considered more reliable.[209] Nevertheless, we use the MRCI method in this work,
since this allows straightforward calculation of transition properties. The calculation
of transition moments is required for the transition dipole moment surface, and for the
multiple-property-based diabatization.
In the present work, we perform similar benchmark calculations at highly sym-
metric geometries, for both the interaction energy and the transition dipole moment.
These calculations show that the interaction energy converges reasonably smoothly,
albeit slowly, with the active space and basis set, such that accurate results may be
expected from affordable MRCI calculations. For the transition dipole moment, the
situation is markedly different as the computed property depends strongly on the level
of theory used. It may come as a surprise that we cannot obtain converged transition
dipole moments, but this is in agreement with the work of Zagidullin et al.,[214] who
studied the interaction-induced luminescence of O2(a
1∆g) using a statistical model.
In that work, it is shown that the interaction-induced dipole changes dramatically
between CASSCF and MRCI levels of theory, even with a large full-valence active
space. Interaction-induced luminescence and collision-induced absorption are related
by detailed balance. The authors of Ref. [214] consider a different transition, namely
between the O2(a
1∆g) − O2(a1∆g) excited state and the singlet ground state of the
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dimer. However, the mechanism for this transition is very similar, i.e. it is also allowed
by the exchange interaction between two O2 monomers, which breaks the spin sym-
metry. We also note that in Refs. [200, 215, 216] and references therein, large electric
dipole moments are obtained for spin-forbidden intersystem crossings in small organic
molecules, induced by the exchange interaction with molecular oxygen.
This chapter is organized as follows. Section 6.2 describes the theory. We give a
brief summary of the multiple-property-based diabatization method of Ref. [134], and
show how to include spin-orbit coupling in the diabatic model. The angular expansion
of diabatic potential energy and transition dipole moment surfaces is discussed, and
we derive restrictions on the expansions from inversion, time reversal, and permutation
symmetry. We present formulas for determining the expansion coefficients by numeri-
cal integration, e.g. using Gauss-Legendre and Gauss-Chebyshev quadratures. Section
6.3 discusses the results of benchmark calculations, performed in order to estimate
the accuracy of the calculation of both the potential energy and the transition dipole
moments. Details of the calculations performed to obtain global potentials and dipole
moment surfaces are given in Sec. 6.4. Section 6.5 describes an interpolation method
with exponential extrapolation, which is used to represent the O2−O2 distance depen-
dence of the angular expansion coefficients. The resulting four-dimensional potential
energy and transition dipole moment surfaces are discussed in Sec. 6.6 and conclusions
are given in Sec. 6.7.
6.2 Theory
6.2.1 Monomer electronic states and the diabatic model
In this section, we revisit a recently reported multiple-property-based diabatization
scheme.[134] This scheme fits a unitary transformation between two representations,
the adiabatic representation and the quasi-diabatic representation, given a set of molec-
ular properties, evaluated in both bases. Properties in the adiabatic representation are
routinely calculable in many electronic structure codes. Properties in the diabatic
representation are determined in a system-specific model, which is discussed in this
section. We extend the diabatic model of Ref. [134] to include spin-orbit coupling.
This section also provides the definition of the coordinate system and a discussion of
the electronic states of interest.
We consider the low-lying excited states of the O2 molecule discussed in the in-
troduction, i.e. the X3Σ−g ground state, the a
1∆g excited state at 7 883 cm
−1 above
the ground state, and the b1Σ+g excited state at 13 122 cm
−1. The internuclear axis of
molecule A with respect to an arbitrary space-fixed coordinate system is given by the
vector rA. We will interchangeably denote the direction of this axis by the vector rA,
by its polar angles, θA, φA, or by the zyz Euler angles (φA, θA, 0). We calculate the
monomer electronic wave functions for these states by solving the time-independent
Schro¨dinger equation for a single O2 molecule aligned with the z-axis, i.e. θA = φA = 0,
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and its center of mass as the origin of this monomer-fixed reference frame
HˆA,0|ψA(0, 0, 0)〉 = ψA|ψA(0, 0, 0)〉, (6.1)
where ψA is any one of X
3Σ−g , a
1∆g or b
1Σ+g . The a
1∆g state is doubly degenerate
with real-valued Cartesian components a1∆xy and a
1∆x2−y2 , or the complex Lˆz-adapted
components
|a1∆±2〉 = 1√
2
(|a1∆x2−y2〉 ± i|a1∆xy〉) , (6.2)
which are eigenstates of Lˆz at eigenvalues Λ = ±2, respectively. The electronic Hamil-
tonian for an O2 molecule along the vector rA is found by rotating the electron coor-
dinates as
HˆA(rA) = Rˆ(rA)HˆA,0Rˆ†(rA), (6.3)
and for the eigenfunctions of this Hamiltonian we find
HˆA(rA)|ψA(φA, θA, 0)〉 =ψA|ψA(φA, θA, 0)〉,
|ψA(φA, θA, 0)〉 =Rˆ(φA, θA, 0)|ψA(0, 0, 0)〉,
Rˆ(φ, θ, χ) = exp(−iφLˆz) exp(−iθLˆy) exp(−iχLˆz), (6.4)
with Lˆ the electronic orbital angular momentum operator. The orbital angular mo-
mentum Lˆ generates rotations of the spatial part of the electronic wave functions, and
does not act on electron spin. The advantage of this will become apparent below.
The geometry of a dimer consisting of two O2 monomers, labeled A and B, is defined
by three vectors rA, rB, and R, with respect to some arbitrary space-fixed reference
frame. The electronic Hamiltonian depends parametrically on these coordinates, and
is denoted Hˆ(rA, rB,R). The first two vectors define the length and direction of
the molecular axes, as discussed above, whereas R points from the center of mass of
molecule A to molecule B, i.e. with the dimer center of mass as the origin, monomer A
is centered at −R/2, and monomer B is centered at R/2. For vanishing interaction,
e.g. R → ∞, the eigenstates are thus given as products of rotated and translated
monomer states
|ψAψB〉(rA,rB ,R) =
[
Tˆ (−R/2)Rˆ(rA)|ψA(0, 0, 0)〉
]
⊗
[
Tˆ (R/2)Rˆ(rB)|ψB(0, 0, 0)〉
]
,
Tˆ (R) = exp
(
−iR · Pˆ
)
, (6.5)
with Pˆ the electron linear momentum operator. We stress that the wave function in
Eq. (6.5) is an electronic wave function only, which has a parametric dependence on
the nuclear coordinates, indicated by the superscript (rA, rB,R).
Here, we point out two aspects of the electronic wave function which are implicit
in the notation of Eq. (6.5). First of all, the electronic wave function is antisymmetric
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with respect to the exchange of any two electrons, which is accomplished by acting on
Eq. (6.5) with the antisymmetrizer
Aˆ = 1
N !
∑
Pˆ∈SN
(−1)pPˆ . (6.6)
Here, N is the total number of electrons, SN is the symmetric group of order N , and p
is the parity of the permutation Pˆ . Secondly, the spin sub-state is implicit above, and
a more explicit notation may be
|ψAψB〉(rA,rB ,R) =Aˆ
∑
MA,MB
[
Tˆ (−R/2)Rˆ(rA)|ψA(0, 0, 0)SAMA〉
]
⊗
[
Tˆ (R/2)Rˆ(rB)|ψB(0, 0, 0)SBMB〉
]
〈SAMASBMB|SM〉, (6.7)
where 〈SAMASBMB|SM〉 is a Clebsch-Gordan coefficient that serves to couple the
monomer spin angular momenta to a total S with projection M onto the space-fixed
z-axis. For the triplet states considered in this work S = 1, M = −1, 0, 1, and the
value of SA (SB) depends on the monomer state of molecule A (B). As noted above,
the rotation operators do not act on the electron spin coordinates. If they did, and
hence rotated the spin states of both monomers over different angles, the wave function
in Eq. (6.7) would not necessarily be a pure triplet state. The spin state plays no role
except for determining certain symmetry properties and in the calculation of the spin-
orbit coupling, required in the diabatization procedure. Therefore, we will mostly use
the implicit and more compact notation of Eq. (6.5).
Also for interacting monomers, the adiabatic wave functions can be approximated
by a linear combination of products of rotated monomer states,
|Ψ(adiabatic)a 〉(rA,rB ,R) ≈
∑
ψA,ψB
|ψAψB〉(rA,rB ,R)UψA,ψB ;a(rA, rB,R), (6.8)
where a labels the adiabatic states and UψA,ψB ;a is an element of the unitary transfor-
mation between adiabatic states and the products of rotated monomer wave functions.
Within this space of wave functions, the products of rotated monomer wave functions
minimize non-adiabatic coupling, and therefore serve as a quasi-diabatic basis. We
will now discuss how this transformation between the adiabatic and quasi-diabatic
representations is determined from one-electron properties.
In order to evaluate one-electron properties in the diabatic basis, we write any
one-electron operator as a direct sum of monomer one-electron property operators
Oˆ = Oˆ(A) ⊗ 1ˆ(B) + 1ˆ(A) ⊗ Oˆ(B), (6.9)
where 1ˆ(X) is the identity operator for the electronic coordinates of monomer X = A,B.
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Matrix elements in the diabatic basis are then given by
〈ψAψB|Oˆ|ψ′Aψ′B〉(rA,rB ,R) =
〈ψA|Rˆ(0, θA, 0)†Tˆ (−R/2)†Oˆ(A)Tˆ (−R/2)Rˆ(0, θA, 0)|ψ′A〉δψB ,ψ′B
+ δψA,ψ′A〈ψB|Rˆ(φ, θB, 0)†Tˆ (R/2)†Oˆ(B)Tˆ (R/2)Rˆ(φ, θB, 0)|ψ′B〉. (6.10)
We note that in our short-hand notation for the nuclear coordinates in Eq. (6.10), the
superscript (rA, rB,R) applies to both bra and ket, and to the one-electron operator, Oˆ.
The translated one-electron properties of the form Tˆ †OˆTˆ can be obtained analytically,
but in many cases this shift of origin does not have to be considered explicitly, for
example because the lowest non-vanishing multipole moments are origin independent.
If the one-electron property is the q-th component of a rank-k spherical tensor operator,
denoted as Oˆ
(k)
q , we can also perform the rotation analytically to obtain
〈ψ|Rˆ†Oˆ(k)q Rˆ|ψ′〉 =
∑
q′
〈ψ|Oˆ(k)q′ |ψ′〉D(k)q′,q(Rˆ−1), (6.11)
where D
(k)
mq(Rˆ) = 〈km|Rˆ|kq〉 denotes a Wigner D-matrix element depending on the
Euler angles of the rotation Rˆ. This last equation gives the required matrix elements
completely in terms of the transition moments between the monomer states, 〈ψ|Oˆ(k)q′ |ψ〉,
as obtained in an electronic structure calculation for a single monomer in the monomer-
fixed frame, as described at the beginning of this section.
Above, it is explained how we calculate one-electron properties in the diabatic
representation. These properties are also calculated in the adiabatic representation
as expectation values and transition moments between wave functions from ab initio
calculations, as implemented in many electronic structure packages. In this way, we
obtain all components of the orbital angular momentum and of the electric quadrupole
operators in both representations. The transformation from the adiabatic to the dia-
batic representation is then fit to these properties as described in Ref. [134], and briefly
explained below. The transformation U should satisfy
UAp −DpU = 0, (6.12)
where Ap is a matrix representation of a property, labeled by p, in the adiabatic basis,
and Dp is a representation of the same property in the diabatic basis. This equation
is linear in each element of U , and hence can be vectorized to yield
Mpvec(U) = 0,
Mp = A
T
p ⊗ 1− 1⊗Dp. (6.13)
Now we seek the non-trivial U that minimizes∑
p
wp||UAp −DpU ||2, (6.14)
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i.e. that minimizes the square norm of the residual of Eq. (6.12) averaged with weights
wp over an arbitrary number of properties. The solution for vec(U) is found as the
eigenvector at zero eigenvalue of the matrix∑
p
wpM
†
pMp. (6.15)
The matrix U is then found by appropriately reshaping this eigenvector. Furthermore,
we set mixing between the energetically well-separated states correlating to different
asymptotes to zero, and impose unitarity on the resulting U through a singular value
decomposition, as explained in Ref. [134].
The precise choice of weights, wp, in Eq. (6.15) should not have a strong influence
on the calculated transformation, but its inclusion is necessary in order to include
different properties which may have different units. We use weights wp = 1 a.u. such
that each term in Eq. (6.15) is dimensionless and roughly of the same magnitude.
Each term in the sum over the properties in Eq. (6.15) is positive semi-definite,
and hence can only increase all eigenvalues of the matrix. Therefore, properties can be
added until the degeneracy of the lowest eigenvalue is lifted, and the solution for U is
uniquely determined. Inclusion of the electric quadrupole moment and orbital angular
momentum is not sufficient to accomplish this, as we obtain two independent solutions
that differ only in the sign of the contributions of excitations localized on monomers
A and B. To resolve this issue, we compute the spin-orbit coupling given both pos-
sible transformations, and compare this to the spin-orbit coupling calculated in the
adiabatic representation. This spin-orbit coupling exists between the state correlating
to O2(X
3Σ−g ) − O2(X3Σ−g ) and the two states correlating to O2(X3Σ−g ) − O2(b1Σ+g ).
Although the energetically well-separated X3Σ−g −X3Σ−g state does not mix with the
other states, its inclusion in the diabatization procedure is very useful, as this allows
determination the relative phases, which affect the sign of the transition dipole mo-
ments.
The spin-orbit coupling in the diabatic representation is calculated as follows. We
use an approach similar to that above, in Eq. (6.10), except that the operator involved
is now a spin-dependent scalar operator
〈ψAψB|HˆSO|ψ′Aψ′B〉(rA,rB ,R) =∑
MA,MB ,M
′
A,M
′
B
[
〈ψASAMA|Rˆ(0, θA, 0)†Hˆ(A)SO Rˆ(0, θA, 0)|ψ′AS ′AM ′A〉δψB ,ψ′B
+δψA,ψ′A〈ψBSBMB|Rˆ(φ, θB, 0)†Hˆ
(B)
SO Rˆ(φ, θB, 0)|ψ′BS ′BM ′B〉
]
×〈SAMASBMB|SM〉〈S ′AM ′AS ′BM ′B|S ′M ′〉. (6.16)
Because HˆSO is invariant under simultaneous rotations of the electronic spin and spatial
coordinates, we find for rotations of spatial coordinates only
Rˆ(r)†HˆSORˆ(r) = Rˆspin(r)HˆSORˆspin(r)†. (6.17)
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Thus, we obtain for the matrix elements on the right-hand side of Eq. (6.16)
〈ψSM |Rˆspin(r)HˆSORˆspin(r)†|ψ′S ′M ′〉 =
∑
µ,µ′
D
(S)
µ,M(R−1)D(S
′)
µ′,M ′(R−1)〈ψSµ|HˆSO|ψ′S ′µ′〉
=
∑
µ,µ′,α,β,γ
D
(α)
β,γ(R−1)〈SµS ′µ′|αβ〉〈SMS ′M ′|αγ〉
× 〈ψSµ|HˆSO|ψ′S ′µ′〉. (6.18)
The spin-orbit coupling between the X3Σ−g and b
1Σ+g of O2 is denoted 〈ψ|HˆSO|ψ′〉 for
the case µ = µ′ = 0, and vanishes otherwise. The Clebsch-Gordan coefficients can be
simplified by noting that for the non-vanishing contributions, one of SA, S
′
A, SB, and
S ′B equals 0 and the remaining three quantum numbers equal 1. This yields
〈ψSM |Rˆspin(r)HˆSORˆspin(r)†|ψ′S ′M ′〉 = D(1)0,M+M ′(R−1)〈ψ|HˆSO|ψ′〉, (6.19)
and we obtain for the spin-orbit coupling in the diabatic model
〈ψAψB|HˆSO|ψ′Aψ′B〉(rA,rB ,R) =
D
(1)
0,M ′−M(0,−θA, 0)〈1, M ′ −M, 1,M |1,M ′〉〈ψA|HˆSO|ψ′A〉
+D
(1)
0,M ′−M(0,−θB,−φB)〈1,M, 1, M ′ −M |1,M ′〉〈ψB|HˆSO|ψ′B〉. (6.20)
6.2.2 Expansion of the diabatic potential energy surfaces
In this section, we consider the expansion of the diabatic potential energy surfaces in
angular functions, and derive constraints on the expansion from symmetry relations.
This derivation is similar to what is presented in Ref. [141], which treats diabatic
potentials for two open-shell diatomic molecules. However, the present derivation uses
a rotation-operator formalism which avoids the definition of two-angle and three-angle
embedded frames. Furthermore, we also consider couplings between different monomer
electronic states, rather than only between the sub-levels of the same electronic state.
The expansion of the transition dipole moment surfaces is considered in the following
section. The results presented here reduce to those of Ref. [141] in the special cases
of diagonal potentials and off-diagonal potentials that couple the spatially degenerate
sub-levels of the same monomer states.
We again consider two diatoms, A and B, with internuclear axes rA and rB, and
intermolecular axisR, all with respect to some arbitrary space-fixed reference frame. A
matrix element of the electronic Hamiltonian Hˆ is an analytic function of these angles,
and can be expanded in products of complex-conjugated Wigner D-matrix elements,
D
(l)∗
m,k(φX , θX , 0), and Racah-normalized spherical harmonics, CL,M(Θ,Φ). Exploiting
the rotational invariance of Hˆ, this general angular expansion can be compacted by
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Clebsch-Gordan coupling the angular functions to a scalar, yielding
〈ψA,ΛAψB,ΛB |Hˆ|ψ′A,Λ′Aψ
′
B,Λ′B
〉(rA,rB ,R) =
∑
LA,LB ,L
V
ψA,ΛA ,ψB,ΛB ,ψ
′
A,Λ′
A
,ψ′
B,Λ′
B
LA,LB ,L
(R)
×
∑
MA,MB ,M
〈LAMALBMB|LM〉〈L,M,L, −M |00〉
×D(LA)∗MA,ΛA−Λ′A(φA, θA, 0)D
(LB)∗
MB ,ΛB−Λ′B(φB, θB, 0)CL,−M(Θ,Φ). (6.21)
We note again that our superscript short-hand notation for the nuclear coordinates ap-
plies to the entire bracket, i.e. to both bra, ket, and also to the electronic Hamiltonian,
which has a parametric dependence on the nuclear coordinates. The above expansion
of the interaction matrix element in a complete basis of functions of the angles is ex-
act but not unique. The presented form of the expansion has the advantage that it
smoothly approaches the correct asymptotic form for large R,[141] where electrostatic
long-range interactions contribute, see Sec. 6.2.4.
In the ab initio calculations, we use the dimer-fixed reference frame with monomer
A in the xz-plane, i.e. φA = Θ = Φ = 0. In this case, the matrix element of the
interaction operator takes the form
〈ψA,ΛAψB,ΛB |Hˆ|ψ′A,Λ′Aψ
′
B,Λ′B
〉(rA,rB ,R) =
∑
LA,LB ,L
V
ψA,ΛA ,ψB,ΛB ,ψ
′
A,Λ′
A
,ψ′
B,Λ′
B
LA,LB ,L
(R)
×
∑
M
〈LA, −M,LB,M |L0〉〈L0L0|00〉
×d(LA)−M,ΛA−Λ′A(θA)d
(LB)
M,ΛB−Λ′B(θB) exp(iMφB). (6.22)
Using the orthogonality of the angular functions∫ 1
−1
d
(L)
M,K(θ)d
(L′)
M,K(θ) d cos(θ) =
2
2L+ 1
δL,L′ ,∫ 2pi
0
exp(−iM ′φ) exp(iMφ) dφ = 2piδM,M ′ , (6.23)
one can obtain the expansion coefficients by numerical integration
V
ψA,ΛA ,ψB,ΛB ,ψ
′
A,Λ′
A
,ψ′
B,Λ′
B
LA,LB ,M
=
(2LA + 1)(2LB + 1)
8pi
×
∫
e−iMφd(LA)−M,ΛA−Λ′A(θA)d
(LB)
M,ΛB−Λ′B(θB)
×〈ψAψB|Hˆ|ψ′Aψ′B〉(rA,rB ,R) d cos(θA) d cos(θB) dφ,
V
ψA,ΛA ,ψB,ΛB ,ψ
′
A,Λ′
A
,ψ′
B,Λ′
B
LA,LB ,L
=
∑
M
V
ψA,ΛA ,ψB,ΛB ,ψ
′
A,Λ′
A
,ψ′
B,Λ′
B
LA,LB ,M
〈LA, −M,LB,M |L0〉
〈L0L0|00〉 . (6.24)
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It is convenient to evaluate the above integral numerically using Gauss-Legendre quadra-
ture points in cos(θ) and a Gauss-Chebyshev quadrature in cos(φ).
Rotational invariance of the Hamiltonian is already exploited to simplify the expan-
sion of the interaction by Clebsch-Gordan coupling the angular functions to a scalar
operator, but further symmetries can be used to place additional constraints on the
expansion coefficients. In appendix 6.A we derive restrictions on the expansion coef-
ficients of the diabatic potential energy surfaces, Eq. (6.21), from inversion symmetry
(6.25a), Hermiticity of the electronic Hamiltonian (6.25b), time reversal (6.25c), and
permutation of identical nuclei (6.25d-6.25f). The resulting relations are summarized
here,
V
ψA,ΛA ,ψB,ΛB ,ψ
′
A,Λ′
A
,ψ′
B,Λ′
B
LA,LB ,L
=(−1)LA+LB+LV
ψA,−ΛA ,ψB,−ΛB ,ψ
′
A,−Λ′
A
,ψ′
B,−Λ′
B
LA,LB ,L
, (6.25a)
V
ψA,ΛA ,ψB,ΛB ,ψ
′
A,Λ′
A
,ψ′
B,Λ′
B
LA,LB ,L
=(−1)LA+LB+L
(
V
ψ′
A,Λ′
A
,ψ′
B,Λ′
B
,ψA,ΛA ,ψB,ΛB
LA,LB ,L
)∗
, (6.25b)
V
ψA,ΛA ,ψB,ΛB ,ψ
′
A,Λ′
A
,ψ′
B,Λ′
B
LA,LB ,L
=(−1)LA+LB+L
(
V
ψA,−ΛA ,ψB,−ΛB ,ψ
′
A,−Λ′
A
,ψ′
B,−Λ′
B
LA,LB ,L
)∗
, (6.25c)
V
ψA,ΛA ,ψB,ΛB ,ψ
′
A,Λ′
A
,ψ′
B,Λ′
B
LA,LB ,L
=(−1)LA+ρψA+ρψ′AV
ψA,−ΛA ,ψB,ΛB ,ψ
′
A,−Λ′
A
,ψ′
B,Λ′
B
LA,LB ,L
, (6.25d)
V
ψA,ΛA ,ψB,ΛB ,ψ
′
A,Λ′
A
,ψ′
B,Λ′
B
LA,LB ,L
=(−1)LB+ρψB+ρψ′BV
ψA,ΛA ,ψB,−ΛB ,ψ
′
A,Λ′
A
,ψ′
B,−Λ′
B
LA,LB ,L
, (6.25e)
V
ψA,ΛA ,ψB,ΛB ,ψ
′
A,Λ′
A
,ψ′
B,Λ′
B
LA,LB ,L
=(−1)LA+LBV
ψB,ΛB ,ψA,ΛA ,ψ
′
B,Λ′
B
,ψ′
A,Λ′
A
LB ,LA,L
, (6.25f)
where ρψ is the phase obtained under the action of σxz for monomer state ψ, defined
in Eq. (6.A.5).
From the symmetry under inversion, Eq. (6.25a), and time reversal, Eq. (6.25c), we
conclude that all expansion coefficients are real valued. From Eq. (6.25b) we then find
that LA +LB +L must be even for all diagonal potentials and for potentials involving
only Σ states. Combining (6.25a) and (6.25d,6.25e), valid for homonuclear diatomic
monomers, we find that L is even in all cases. For potentials involving Σ states,
there are constraints on LA and LB individually: for diagonal potentials only even LA
and even LB occur, whereas for the off-diagonal potential coupling |X3Σ−g b1Σ+g 〉 with
|b1Σ+g X3Σ−g 〉, only odd LA and odd LB occur. For diagonal potentials involving one Σ
state and one Λ 6= 0 state, combining Eqs. (6.25a) and (6.25d,6.25e) shows that LA,
LB, and L are all even. However, for off-diagonal potentials involving ΛX 6= 0 states,
there are no general constraints on the parity of LX .
6.2.3 Expansion of the dipole moment surfaces
We now consider the expansion of the dipole moment surfaces in terms of complex con-
jugated Wigner D-matrix elements and Racah-normalized spherical harmonics. This
proceeds analogously to the expansion of the potential energy surfaces, except that
the dipole operator is not invariant under rotations. Rather, it transforms as a vector
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operator with three spherical components related to the usual Cartesian components
as µˆ±1 = ∓(µx±iµy)/
√
2 and µˆ0 = µˆz. This suggests the expansion in Clebsch-Gordan
coupled angular functions as
〈ψA,ΛAψB,ΛB |µˆν |ψ′A,Λ′Aψ
′
B,Λ′B
〉(rA,rB ,R) =
∑
LA,LB ,λ,L
D
ψA,ΛA ,ψB,ΛB ,ψ
′
A,Λ′
A
,ψ′
B,Λ′
B
LA,LB ,λ,L
(R)
×
∑
MA,MB ,µ,M
〈LAMALBMB|λµ〉〈λµLM |1ν〉
×D(LA)∗MA,ΛA−Λ′A(φA, θA, 0)D
(LB)∗
MB ,ΛB−Λ′B(φB, θB, 0)CL,M(Θ,Φ). (6.26)
As was done for the potential, we consider how to determine the expansion co-
efficients from matrix elements calculated at suitably chosen geometries. The dipole
moment in the dimer-fixed frame is given by
〈ψA,ΛAψB,ΛB |µˆν |ψ′A,Λ′Aψ
′
B,Λ′B
〉(rA,rB ,R) =
∑
LA,LB ,λ,L
D
ψA,ΛA ,ψB,ΛB ,ψ
′
A,Λ′
A
,ψ′
B,Λ′
B
LA,LB ,λ,L
(R)
×
∑
M
〈LA, ν −M, LB,M |λν〉〈λνL0|1ν〉
×d(LA)ν−M,ΛA−Λ′A(θA)d
(LB)
M,ΛB−Λ′B(θB) exp(iMφB). (6.27)
Using again the orthogonality relations, Eq. (6.23), one may obtain the expansion
coefficients as follows
D
ψA,ΛA ,ψB,ΛB ,ψ
′
A,Λ′
A
,ψ′
B,Λ′
B
LA,LB ,M,ν
=
(2LA + 1)(2LB + 1)
8pi
×
∫
e−iMφd(LA)ν−M,ΛA−Λ′A(θA)d
(LB)
M,ΛB−Λ′B(θB)
×〈ψAψB|µˆν |ψ′Aψ′B〉(rA,rB ,R) d cos(θA) d cos(θB) dφ,
D
ψA,ΛA ,ψB,ΛB ,ψ
′
A,Λ′
A
,ψ′
B,Λ′
B
LA,LB ,M,ν
=
∑
λ,L
D
ψA,ΛA ,ψB,ΛB ,ψ
′
A,Λ′
A
,ψ′
B,Λ′
B
LA,LB ,λ,L
×〈LA, ν −M, LB,M |λν〉〈λνL0|1ν〉. (6.28)
These integrals can be evaluated accurately using the same Gauss-Legendre quadrature
in cos(θ) and Gauss-Chebyshev quadrature in cos(φ) as were used for the potential.
Again, we derive relations between the expansion coefficients from symmetry oper-
ations. The derivations can be found in appendix 6.B, and the results are summarized
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here
D
ψA,ΛA ,ψB,ΛB ,ψ
′
A,Λ′
A
,ψ′
B,Λ′
B
LA,LB ,λ,L
=(−1)LA+LB+LD
ψA,−ΛA ,ψB,−ΛB ,ψ
′
A,−Λ′
A
,ψ′
B,−Λ′
B
LA,LB ,λ,L
, (6.29a)
D
ψA,ΛA ,ψB,ΛB ,ψ
′
A,Λ′
A
,ψ′
B,Λ′
B
LA,LB ,λ,L
=(−1)LA+LB+L+1
(
D
ψ′
A,Λ′
A
,ψ′
B,Λ′
B
,ψA,ΛA ,ψB,ΛB
LA,LB ,λ,L
)∗
, (6.29b)
D
ψA,ΛA ,ψB,ΛB ,ψ
′
A,Λ′
A
,ψ′
B,Λ′
B
LA,LB ,λ,L
=(−1)LA+LB+L+1
(
D
ψA,−ΛA ,ψB,−ΛB ,ψ
′
A,−Λ′
A
,ψ′
B,−Λ′
B
LA,LB ,λ,L
)∗
, (6.29c)
D
ψA,ΛA ,ψB,ΛB ,ψ
′
A,Λ′
A
,ψ′
B,Λ′
B
LA,LB ,λ,L
=(−1)LA+ρψA+ρψ′AD
ψA,−ΛA ,ψB,ΛB ,ψ
′
A,−Λ′
A
,ψ′
B,Λ′
B
LA,LB ,λ,L
, (6.29d)
D
ψA,ΛA ,ψB,ΛB ,ψ
′
A,Λ′
A
,ψ′
B,Λ′
B
LA,LB ,λ,L
=(−1)LB+ρψB+ρψ′BD
ψA,ΛA ,ψB,−ΛB ,ψ
′
A,Λ′
A
,ψ′
B,−Λ′
B
LA,LB ,λ,L
, (6.29e)
D
ψA,ΛA ,ψB,ΛB ,ψ
′
A,Λ′
A
,ψ′
B,Λ′
B
LA,LB ,λ,L
=(−1)LA+LB+λ+L+1D
ψB,ΛB ,ψA,ΛA ,ψ
′
B,Λ′
B
,ψ′
A,Λ′
A
LB ,LA,λ,L
, (6.29f)
where again the phase ρψ is defined in Eq. (6.A.5). These results are derived from
inversion symmetry (6.29a), Hermiticity of the dipole operator (6.29b), time reversal
(6.29c), and permutation of identical nuclei (6.29d-6.29f).
Combining the results obtained from the symmetry under inversion, Eq. (6.29a),
and time reversal, Eq. (6.29c), we conclude that all expansion coefficients are purely
imaginary. We note that if we were considering expectation values rather than transi-
tion dipole moments, all expansion coefficients would have been real valued, as in this
case ρψA + ρψB + ρψ′A + ρψ′B is even, opposite to what is assumed in the present deriva-
tion of Eq. (6.29a). From Eq. (6.29c), we also see that the expansion coefficients for
transitions involving only Σ states must have LA +LB +L even. For these transitions,
LA (LB) is odd and LB (LA) is even, for the case where molecule A (B) is carrying the
excitation. Combining Eq. (6.29c) with Eqs. (6.29d,6.29e), we see that L is odd in all
cases.
6.2.4 Multipole expansion
The Coulomb operator describing the long-range electrostatic interaction between monomers
A and B can be expanded in a multipole series as
Hˆel =
∑
lAlBMAB
(−1)lB
RlA+lB+1
(
2lA + 2lB
2lA
)1/2
〈lAmAlBmB|lA + lB, mA +mB〉
Qˆ
(A)
lA,mA
Qˆ
(B)
lB ,mB
C∗lA+lB ,mA+mB(Rˆ), (6.30)
where the symbol in parentheses is a binomial coefficient, and Qˆ
(X)
lX ,mX
denotes the mX
spherical component of the 2lX -pole operator for monomer X = A,B.[186, 217]
The first-order interaction is obtained by taking matrix elements of Eq. (6.30)
between products of undistorted monomer wave functions, Eq. (6.5). This yields
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Eq. (6.21), where the expansion coefficients are given by their first-order form
V
ψA,ΛA ,ψB,ΛB ,ψ
′
A,Λ′
A
,ψ′
B,Λ′
B
LA,LB ,L
= δLA+LB ,L
(−1)LA√2L+ 1
RL+1
(
2LA + 2LB
2LA
)1/2
×〈ψA,ΛA|QˆLA,ΛA−Λ′A|ψ′A,Λ′A〉〈ψB,ΛB |QˆLB ,ΛB−Λ′B |ψ
′
B,Λ′B
〉. (6.31)
Non-vanishing contributions correspond to non-zero (transition) multipole moments on
the monomers. Furthermore, using the inversion symmetry of the monomers, multipole
moments may be shown to vanish for odd LX . Finally, many of the off-diagonal
potentials in this work can be shown to vanish because the monomer functions |ψX〉
and |ψ′X〉 correspond to different electronic spin.
The second-order interaction is obtained by calculating matrix elements of
Hˆ(2) = HˆelGˆHˆel
Gˆ =
∑
ψAψB
′ |ψAψB〉〈ψAψB|
∆EψA + ∆EψB
, (6.32)
where ∆EψX is the excitation energy for the excitation from the state of interest to
|ψX〉, for monomer X = A,B. As indicated by the primed sum, the reduced resol-
vent, Gˆ, contains a sum over all states, excluding terms for which the denominator
vanishes. Terms with ∆EψA = 0 or ∆EψB = 0 give rise to induction interactions, and
the terms with both ∆EψA 6= 0 and ∆EψB 6= 0 give rise to dispersion. With some
rearrangements,[186] the second-order interaction operator is given by[218]
Hˆ(2) = −
∑
lA,lB ,l
′
A,l
′
B ,pA,pB ,pAB ,qAB
f
(pApBpAB)
l1l2l′1l
′
2
C∗pAB ,qAB(Rˆ)
RlA+lB+l
′
A+l
′
B+2
×
∑
ψAψB
′
[[
QˆlA|ψA〉〈ψA|Qˆl′A
](pA) ⊗ [QˆlB |ψB〉〈ψB|Qˆl′B](pB)](pAB)
qAB
∆Ea + ∆Eb
, (6.33)
with the coefficients f
(pApBpAB)
lAlB l
′
Al
′
B
given by Eq. (21) of Ref. [186]. Following Casimir and
Polder,[219] the following relation can be used to write each spherical term as a product
of operators for monomers A and B,
1
A+B
=
1
2pi
∫ ∞
0
2A
A2 + ω2
2B
B2 + ω2
dω. (6.34)
Taking matrix elements of Eq. (6.33) yields terms proportional to products of transition
moments of the form 〈ψX |QˆL,M |ψ′′X〉〈ψ′′X |QˆL′,M ′ |ψ′X〉, summed over the doubly-primed
intermediate states. Generally speaking, these contributions never vanish due to sym-
metry, except when |ψX〉 and |ψ′X〉 correspond to different electronic spin. For the
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diagonal potential, these contributions can be related to frequency-dependent polariz-
abilities of the monomers.
The interaction-induced dipole moment can be computed in the long range from
electrostatic perturbation theory as well.[220] As the interaction potential in the above
derivation, the interaction-induced dipole is related to the molecular multipole mo-
ments and polarizabilities. For diagonal dipole moments, important contributions
are quadrupole-induced dipole moments, varying as R−4, hexadecapole-induced mo-
ments, varying with R−6, and dispersion contributions, varying with R−7. However,
for the important transition dipole moments in this work, connecting the X3Σ−g ground
state with the singlet excited states, all long-range contributions vanish because the
monomer electronic spin is not conserved.
6.3 Benchmark ab initio calculations
In this Section, we report benchmark calculations for the potential energy and dipole
moment surfaces. We study the convergence with respect to the one-electron basis
set and the dependence on the level of electron correlation. These calculations are
performed for highly symmetric orientations of the molecules. The high symmetry is
exploited to speed up the calculation, such that we can perform tests which would
otherwise become prohibitively expensive. Furthermore, the high symmetry simplifies
the calculation as in many cases the quasi-degenerate excited states carry different
irreducible representations, thus removing their non-adiabatic coupling. Finally, the
direction of the transition dipole moments is determined by symmetry, which simplifies
the comparison and interpretation of these moments.
We define three choices of the active space
• The small Complete Active Space (sCAS) contains four electrons in the four pi∗ or-
bitals. This is the minimal active space that allows a zeroth-order description of all
states of interest, i.e., all states corresponding to the (pi)4(pi∗)2 electronic configura-
tion of the O2 monomers.
• The medium Complete Active Space (mCAS) contains the 12 electrons in the pi-
shell. This active space can describe the static correlation of the pi electrons. This
is important for O2, as is well-known from studies of the Hartree-Fock instability of
O2, associated with artificial breaking of inversion symmetry.[221]
• The large Complete Active Space (`CAS) contains the 16 electrons in the p-shell.
Calculations with the `CAS are prohibitively expensive at low symmetry geometries,
and therefore calculations of the full potential energy and dipole moment surfaces are
not feasible using this active space.
6.3.1 Interaction energy
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Table 6.1: Interaction energies in cm−1 for all seven
triplet states at the H-shaped geometry.
State aug-cc-pVDZ aug-cc-pVTZ aug-cc-pVQZ
sCAS F12-MRCI+Q
Ag X
3Σ−g − a1∆g −68.27 −40.78 −32.13
B2u X
3Σ−g − a1∆g −96.71 −72.44 −65.13
B2u X
3Σ−g − b1Σ+g −98.16 −73.62 −65.61
B1u X
3Σ−g −X3Σ−g −149.46 −124.95 −116.20
B1u X
3Σ−g − a1∆g −162.75 −136.59 −127.75
B3g X
3Σ−g − a1∆g −127.71 −104.22 −96.85
B3g X
3Σ−g − b1Σ+g −135.92 −111.71 −103.71
mCAS F12-MRCI+Q
Ag X
3Σ−g − a1∆g −64.94 −39.53 −31.65
B2u X
3Σ−g − a1∆g −93.78 −70.66 −63.57
B2u X
3Σ−g − b1Σ+g −95.49 −71.89 −64.23
B1u X
3Σ−g −X3Σ−g −148.54 −125.32 −117.63
B1u X
3Σ−g − a1∆g −159.08 −135.21 −127.21
B3g X
3Σ−g − a1∆g −124.85 −102.63 −95.50
B3g X
3Σ−g − b1Σ+g −132.52 −109.26 −101.63
`CAS F12-MRCI+Q
AgX
3Σ−g − a1∆g −73.44 −46.73
B2uX
3Σ−g − a1∆g −102.72 −78.47
B2uX
3Σ−g − b1Σ+g −105.01 −80.55
B1uX
3Σ−g −X3Σ−g −157.83 −133.40
B1uX
3Σ−g − a1∆g −169.79 −144.87
B3gX
3Σ−g − a1∆g −134.73 −111.40
B3gX
3Σ−g − b1Σ+g −143.15 −119.12
mCAS F12-CASPT2
AgX
3Σ−g − a1∆g −50.26 −33.61 −37.83
B2uX
3Σ−g − a1∆g −89.87 −73.16 −76.64
B2uX
3Σ−g − b1Σ+g −92.31 −76.11 −79.85
B1uX
3Σ−g −X3Σ−g −156.03 −139.36 −142.42
B1uX
3Σ−g − a1∆g −167.92 −152.53 −156.16
B3gX
3Σ−g − a1∆g −130.32 −114.36 −117.66
B3gX
3Σ−g − b1Σ+g −140.34 −124.67 −128.25
We first consider the H-shaped geometry (θA = θB = pi/2, and φ = 0) at an intermolec-
ular separation R = 6 a0. This separation corresponds to the minimum of the potential
for the triplet O2(X
3Σ−g ) − O2(X3Σ−g ) state.[210] Table 6.1 shows the interaction en-
ergies for the seven triplet states of interest using explicitly correlated multi-reference
configuration interaction with Davidson’s size-consistency correction (F12-MRCI+Q)
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using three choices for the active space,[222] and the mCAS F12-CASPT2 method.[223]
The augmented correlation consistent basis sets (aug-cc-pVnZ, where n =D, T, Q is
the cardinality) were used,[224] together with the standardized auxiliary basis sets of
Refs. [225, 226]. We used Slater-type geminals with exponent γ12 = 1 a
−1
0 in the ex-
plicitly correlated treatment, which is the Molpro default parameter setting, and we
have deviated from the defaults only in the use of more stringent thresholds. The re-
maining size-consistency error was corrected for by subtracting the interaction energy
at R = 100 a0, and the basis-set superposition error was corrected for by a counterpoise
scheme described in Sec. 6.4.
The dependence of the MRCI results on the choice of active space is substantial,
but we may expect reasonably converged interaction energies using the mCAS active
space. The potential well obtained from the larger `CAS calculation is consistently
deeper by around 8 cm−1 or less than 10 % of the well depth, using the same triple
zeta basis set in both calculations. The difference with the mCAS CASPT2 result
can, assuming that the conclusions of Ref. [209] also apply to the excited states, be
used as a more conservative estimate of the accuracy of the interaction energy. The
root-mean-square deviation between mCAS F12-MRCI+Q and mCAS F12-CASPT2
results, both in aug-cc-pVTZ, is about 13 cm−1 or 11 % of the well depth. The well
depth is typically larger at the CASPT2 level, when compared to MRCI, especially for
the more strongly bound states. The results converge smoothly with the quality of the
one-electron basis set, and triple-ζ basis sets yields results converged to about 7 cm−1.
6.3.2 Transition dipole moments
Here, we report transition dipole moments at the CASSCF and MRCI levels of theory,
using different active spaces and one-electron basis sets. Non-zero transition dipole
moments for the H-shaped geometry (θA = θB = pi/2, φ = 0, and R = 6 a0) are
shown in Table 6.2. The transition dipole moment converges smoothly with the one-
electron basis set, and reasonably converged results are obtained with triple-ζ basis
sets. However, there are large discrepancies between CASSCF and MRCI calculations.
Differences between calculations with different choices of the active space are smaller
but also significant. We may conclude from Table 6.2 that the interaction-induced
transition dipole moments are very small. This may be an important reason why it is
difficult to obtain converged results for this property.
We have performed further exploratory calculations at the T-shaped (θA = pi/2,
θB = φ = 0, and R = 7 a0) and X-shaped (θA = θB = φ = pi/2 and R = 6 a0)
geometries, and for shorter separation, for which the transition dipole moments are
much larger, as they decay roughly with an exponential R-dependence. In absolute
sense, the dipole moments remain small and very sensitive to the level at which electron
correlation is treated. This is rather surprising for a one-electron property such as the
dipole moment. The apparent sensitivity to electron correlation also seems to be at
odds with the smooth convergence with respect to the one-electron basis set. However,
it should be stressed that the interaction-induced dipole moments, considered here, do
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not correspond to simple one-electron excitations, which may result in the reported
sensitivity to electron correlation.
Ultimately, we cannot convincingly draw any conclusions about the accuracy of
either method for computing the weak interaction-induced electronic transition dipole
moments. Therefore, we decide to compute global dipole moment surfaces at both the
mCAS CASSCF and the mCAS MRCI levels. Both approaches are commonly used
methods, and the difference between the two surfaces may be useful for indicating the
uncertainty of our results.
6.4 Computational details
6.4.1 Methodology
Based on the benchmark calculations described above, we decided to use the explicitly
correlated multi-reference configuration interaction method in an aug-cc-pVTZ basis
set to compute potential energy and dipole moment surfaces. Here, we summarize
the details of the calculations of these global surfaces. The dipole moment surface is
also reported at the CASSCF level of theory. In this case, the same calculations were
performed, except that the configuration interaction step was omitted.
All ab initio calculations were carried out with the Molpro 2012 package.[227]
Molecular orbitals were calculated in complete active space self-consistent field (CASSCF)
calculations, using the mCAS active space described above, which contains 12 elec-
trons in the 8 orbitals correlating to the O2 pi-shell. State-averaged calculations were
performed including all nearly-degenerate states correlating to the same asymptote,
i.e. separate sets of orbitals were used for the X3Σ−g − X3Σ−g state, the four states
correlating to X3Σ−g − a1∆g, and the two states correlating to X3Σ−g − b1Σ+g . Next,
dynamic correlation was treated by performing F12-MRCI+Q calculations, in which
again the coupling between the nearly-degenerate states was included. Interaction
energies were calculated including Davidson’s size-consistency correction. The resid-
ual size-consistency error was corrected for by subtracting the interaction energy at
R = 10 000 a0, and the basis-set superposition error (BSSE) was corrected for by the
generalized counterpoise procedure reported below.
Transition moments between the configuration-interaction wave functions are cal-
culated for the dipole and quadrupole moments, and for the orbital angular momentum
operator. Calculation of these transition moments between wave functions defined with
different orbitals requires a transformation to biorthogonal orbitals. This is currently
not implemented for spin-orbit matrix elements, hence we cannot directly compute the
spin-orbit coupling between the X3Σ−g −X3Σ−g ground state and the two excited states
correlating to X3Σ−g − b1Σ+g . Instead, we recompute the ground state wave function
with the orbitals optimized for the excited state, and use this wave function to calcu-
late the spin-orbit coupling required for the diabatization procedure. We correct the
spin-orbit matrix elements for a possible phase difference between the ground-state
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wave functions calculated with the two sets of orbitals. This phase difference is deter-
mined by calculating the overlap of the ground state wave functions computed using
both sets of orbitals. For computing the wave function overlap, the transformation to
biorthogonal orbitals is implemented in Molpro 2012.
6.4.2 Counterpoise procedure
Interaction energies and other interaction-induced properties which are calculated from
electronic structure calculations for the dimer contain the basis-set superposition error
(BSSE). This error is reduced by subtracting the monomer energies or properties eval-
uated in the dimer basis set. For closed-shell monomers, this is called the counterpoise
procedure of Boys and Bernardi.[103] For open-shell fragments, the procedure is not
uniquely defined, as the degenerate monomer sub-states yield different counterpoise
corrections in the dimer basis set.
For two interacting open-shell atoms, a generalized counterpoise procedure has
been proposed where the contributions of different monomer sub-states to the adia-
batic states are estimated from the asymptotic wave function.[166, 170] In the present
work, we determine the contributions of different monomer sub-states to each adia-
batic state by the diabatization procedure, and we could correct the diabatic potential
energy surfaces accordingly. Instead, we opt for the simpler approach of calculating
counterpoise corrections by averaging the monomer energies over excitations localized
on either monomer, and over the two spatial components of the ∆ state. To be explicit,
we correct the potential for the state correlating to O2(X
3Σ−g )−O2(X3Σ−g ) as
VX3Σ−g X3Σ−g (rˆA, rˆB, R) =
E
(AB)
X3Σ−g −X3Σ−g (rˆA, rˆB, R)− E
(A)
X3Σ−g
(rˆA, rˆB, R)− E(B)X3Σ−g (rˆA, rˆB, R) , (6.35)
we correct potentials for the four states correlating to O2(X
3Σ−g )−O2(a1∆g) as
VX3Σ−g −a1∆g (rˆA, rˆB, R) = E
(AB)
X3Σ−g −a1∆g (rˆA, rˆB, R)
−1
2
E
(A)
X3Σ−g
(rˆA, rˆB, R)− 1
4
E
(A)
a1∆xy
(rˆA, rˆB, R)− 1
4
E
(A)
a1∆x2−y2
(rˆA, rˆB, R)
−1
2
E
(B)
X3Σ−g
(rˆA, rˆB, R)− 1
4
E
(B)
a1∆xy
(rˆA, rˆB, R)− 1
4
E
(B)
a1∆x2−y2
(rˆA, rˆB, R) , (6.36)
and for the two states correlating to O2(X
3Σ−g )−O2(b1Σ+g ) as
VX3Σ−g −b1Σ+g (rˆA, rˆB, R) = E
(AB)
X3Σ−g −b1Σ+g (rˆA, rˆB, R)−
1
2
E
(A)
X3Σ−g
(rˆA, rˆB, R)
−1
2
E
(A)
b1Σ+g
(rˆA, rˆB, R)− 1
2
E
(B)
X3Σ−g
(rˆA, rˆB, R)− 1
2
E
(B)
b1Σ+g
(rˆA, rˆB, R) , (6.37)
where E is the adiabatic energy calculated in the dimer-centered one-electron basis set,
the superscript denotes a dimer calculation (AB) or a specific monomer (A or B), and
the subscript denotes the electronic state.
140
6.5 Interpolation method
6
The differences between the BSSE corrections for different sub-states are small in
any case, below 1 cm−1 near the H-shaped minimum, but the present approach–apart
from being simpler–has the advantage of applying the same correction to each member
of a set of asymptotically degenerate states. This means that the position of the seams
of conical intersections is unaffected by the BSSE correction, and that the adiabatic
potentials are consistent with the transformation to the diabatic basis.
Finally, we note that we cannot correct transition dipole moments for the BSSE,
as the monomer transition dipole moments to be subtracted always vanish because the
transition is spin-forbidden.
6.4.3 Geometries
For the angular coordinates we use 10-point Gauss-Legendre quadratures in cos(θA)
and cos(θB), and a 10-point equidistant grid in φ, which can be thought of as a Gauss-
Chebyshev quadrature in cos(φ). Using the permutation-inversion symmetry of identi-
cal nuclei allows us to restrict the angles θA and θB to values between 0 and pi/2 with
θA ≥ θB, and to restrict φ to the range [0,pi]. In total, this amounts to 150 unique
orientations. The transformations relating these geometries are in Sec. 6.A. These op-
erations were used to transform properties, i.e. orbital angular momenta, dipole, and
quadrupole moments, to determine their values at symmetry-equivalent geometries not
explicitly included in the grid. The monomer vibrational coordinates are kept fixed at
rA = rB = 2.28 a0. The radial grid consists of the points R = 5.5, 5.75, 6, 6.25, 6.5,
6.75, 7, 7.25, 7.5, 8, 8.5, 9, 9.5, 10, 12, 15, and 20 a0. Including an additional point at
R = 10 000 a0 to correct for a size-consistency error, this amounts to 2 700 geometries.
6.5 Interpolation method
The calculations outlined above yield diabatic potential energy and dipole moment
surfaces on the quadrature points in the angles θA, θB, and φ, and on a discrete grid
in the separation, R. For a fixed value of R, we obtain the expansion coefficients of
these surfaces by numerical integration over the angles, using Eqs. (6.24) and (6.28).
To obtain truly global energy and dipole surfaces, the expansion coefficients have to
be fit as a function of R. A popular method for this purpose is the reproducing kernel
Hilbert space (RKHS)[105]. At short separation, this method smoothly interpolates
between the ab initio points, whereas RKHS extrapolates to asymptotically large sep-
aration as R−n, where the exponent is conveniently chosen to coincide with the leading
term from long-range theory. RKHS extrapolation to short separation is polynomial,
even though an exponential R-dependence may be more appropriate. Also, exponen-
tial extrapolation for large separation is more realistic for the monomer-spin-changing
off-diagonal potentials and transition dipole moments, which vanish at all orders in
electrostatic long-range theory. Therefore, we propose a new method for interpolating
ab initio points with exponential extrapolation to both small and large separations.
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The aim is to find a function y(R) that interpolates the expansion coefficients of the
potential energy surfaces and the transition dipole moment surfaces, yi, in the radial
grid points, Ri, for i = 1, . . . , N . The basic idea is to write the expansion coefficient as
a linear combination of functions of R where there are as many functions, and therefore
linear fit parameters, as ab initio points,
y(R) =
N∑
i=1
cifi(R). (6.38)
We choose to use one unique function centered at each of the ab initio points,
fi(R) = f(R−Ri). (6.39)
In this way, there are sufficient parameters to have the fit pass exactly through all of
the data points, i.e. it will interpolate the ab initio points. The extrapolatory behavior
is determined by the asymptotic form of the fit functions, which we would like to be
y(R) ∝ exp(−α0R) for R R1, (6.40)
y(R) ∝ exp(−α∞R) for R RN . (6.41)
Therefore, we choose to use
fi(R) = exp {− [R−Ri]φ(R−Ri)} , (6.42)
φ(x) =
α∞ + α0
2
+
α∞ − α0
2pi
tan−1
(x
λ
)
, (6.43)
that is, fi(R) is exponential for distances much shorter or much larger than Ri, and
around Ri, the exponent switches from α0 to α∞ on a length scale set by λ.
We define a matrix F , with elements
Fi,j = fj(Ri), (6.44)
the column vector y, which contains the expansion coefficient to be interpolated, yi,
and the vector c, which contains the linear fit parameters, ci. The fit parameters that
exactly interpolate the ab initio points satisfy
Fc = y. (6.45)
If the fit functions are linearly independent, the matrix F can be inverted and the
system solved for the fit parameters
c = F−1y. (6.46)
If the fit functions become numerically linearly dependent, a regularized solution can
be obtained by using the pseudo-inverse
F−1 ≈ R (Σ + ν1N×N)−1L†, (6.47)
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where
F = LΣR† (6.48)
is the singular value decomposition of F , i.e. the columns of the unitary matrices L
and R contain the left and right singular vectors, respectively, and Σ is a diagonal
matrix whose entries are called the singular values. Choosing ν = max(Σ) × 10−10 =
Σ1,1 × 10−10 ensures that the inverse of the diagonal matrix in Eq. (6.47) can be
safely evaluated, and subsequently, the pseudo-inverse of F is obtained by numerically
accurate multiplications by unitary matrices.
6.5.1 Fitting strategy for the potential energy surfaces
We consider fitting the radial dependence of an expansion coefficient of the potential
energy surface, V
ψA,ΛA ,ψB,ΛB ,ψ
′
A,Λ′
A
,ψ′
B,Λ′
B
LA,LB ,L
(R). We first determine whether this term has
long-range contributions from first-order electrostatics or second-order dipole-dipole
dispersion. Long-range interactions are present only for the diagonal potentials and for
off-diagonal potentials that couple ±Λ sub-states of the same monomer state, i.e. where
ψA = ψ
′
A and ψB = ψ
′
B but ΛA = −Λ′A or ΛB = −Λ′B. Long-range interactions
vanish at all orders for off-diagonal potentials that couple the excitations localized
on different monomers, because the monomer electron spin is not conserved. First-
order interactions occur for LA, LB > 0 and LA + LB = L, and vary as R
−n with
n = L+1. In practice, we consider only first-order interactions involving the quadrupole
and hexadecupole moments, LA, LB = 2, 4. Second-order dipole-dipole dispersion,
varying with R−6, contributes to terms with LA, LB ≤ 2, and LA, LB, and L satisfying
the triangular conditions.
If long-range interactions are present, these are fit in an Rm-weighted linear least
squares fit to,
ylr(R) =
∑
n
cnR
−n (6.49)
where m is determined by the leading term in the long-range interaction. This fit is
performed using ab initio points for R > 10 a0. Next, we obtain the damped long-range
potential by multiplication with a Tang-Toennies damping function
Vlr(R) =
∑
n
cnfn,β(R)R
−n,
fn,β(R) =1− exp(−βR)
n∑
k=0
(βR)k
k!
, (6.50)
with β = 2.0 a−10 . This damped long-range potential is evaluated in the radial grid
points, Ri, i = 1, . . . , N , and subtracted from the ab initio points. The remainder is
by definition the short-range potential, and is fit as described below.
The short-range potential is fit, for R ≤ 10 a0, using the exponential interpolation
scheme described above. The fit functions are defined by an inner and outer exponent,
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α0 and α∞, and a length scale, λ, for which we choose
λ =
√
1 +
2√
5
, (6.51)
in atomic units. This choice of length scale ensures that the exponent switches smoothly
from 80 % α0 to 80 % α∞ between ±1 a0 around the grid point. In order to obtain
smooth fit functions, the exponent cannot change too much over the fixed length scale.
Therefore, we set α0 = α∞ + 0.1 a−10 , i.e., the inner exponential function is slightly
steeper. The value of α∞ is determined by the asymptotic behavior as described below.
The outer exponent is determined by the actual asymptotic behavior of the short-
range potential. To this end, we first determine whether the short-range potential
actually decays exponentially at the outermost three grid points considered. This is
the case if the short-range potential has the same sign at these grid points, and if so,
if the logarithm of the absolute value of the potential is a linear function of R in this
range. To determine whether this is a linear function, we perform a linear least squares
fit to the form aR+ b, and accept if the residual sum of squares is sufficiently small, if
R2 > 0.975. This coefficient of determination is defined as
R2 = 1− Var[y − (aR+ b)]
Var(y)
, (6.52)
where the variance is
Var(x) =
∑
i
(xi − x¯)2. (6.53)
The exponent obtained from this fit is used as the outer exponent, α∞, in the inter-
polation scheme. In practice, we see that much larger R2 ≈ 0.99 are often obtained,
and this is typically the case unless the short-range potential has decayed below the
noise level of numerical accuracy at the last grid points. Therefore, if the short-range
potential is found not to decay exponentially, we decrease the range used in the fit
by removing the grid point at the largest value of R and attempt again to fit the
three outermost data points with a single exponent. This process is repeated until an
exponential decay is found.
In some cases, the data range has been reduced manually. Also, to avoid inaccu-
racy when extrapolating to shorter separation, some insignificant contributions have
been removed altogether, as they rose above the noise level in too few grid points to
determine whether they actually should be extrapolated exponentially.
6.5.2 Fitting strategy for the dipole moment surfaces
The fitting strategy for the dipole moment surfaces is very similar to that for the poten-
tial energy surfaces. A difference is that the asymptotically spin-forbidden transition
dipole moments considered in this work have no R−n long-range form, and therefore
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only the short-range exponential interpolation scheme is employed. A second differ-
ence is that the range of ab initio points used in this fit was decreased to all points at
R ≤ 8 a0, because the asymptotically forbidden transition dipole moments are much
smaller, and hardly exceed the noise level for larger separation. Because of the inherent
smallness of the dipole moments, it much more frequently occurred that the fit range
had to be adjusted manually, or that terms had to be omitted.
Figure 6.1 illustrates the typical fitting procedure. The procedure determines a
short-range region in which the expansion coefficients vary exponentially with separa-
tion. These ab initio points, and those at yet shorter separation, are interpolated by
the scheme outlined above. At larger separation, the exponential fit decays below a
noise level and the data points are not used for interpolation. This is clearly visible in
particular in panel (b), which shows the absolute value of the expansion coefficients on
a logarithmic scale. In this panel, successive lines have been shifted down by powers
of 10 for clarity of the figure.
6.6 Numerical results
6.6.1 Global diabatic potential energy surfaces
The global potential energy surfaces are shown in Fig. 6.2 for H-shaped geometries
(θA = θB = pi/2, φ = 0), relative to the lowest asymptote. The triplet ground-state of
the complex correlates to the lowest asymptote, O2(X
3Σ−g )−O2(X3Σ−g ), four asymp-
totically degenerate electronic states correlate to the second asymptote at 7 883 cm−1,
O2(X
3Σ−g )−O2(a1∆g), and two further electronic states correlate to the third asymp-
tote at 13 122 cm−1, O2(X3Σ−g )−O2(b1Σ+g ). States correlating to the different asymp-
totes remain well separated for all relevant separations, whereas the asymptotically
degenerate state correlating to the same asymptotes remain close in energy for all sep-
arations. The well depths are small compared to the asymptotic energy difference, and
therefore the shape of the potential wells and their differences are not clearly visible in
Fig. 6.2. In what follows, we will therefore subtract the asymptotic energy difference.
The shifted global potential energy surfaces are shown in Fig. 6.3. This figure
shows the adiabatic potential energy for four fixed orientations as a function of the
intermolecular distance, R. The adiabatic energies have been obtained by evaluating
the fit diabatic potential energies, followed by diagonalization of the diabatic potential
energy matrix. The splitting between the adiabatic states correlating to each asymptote
are relatively small, at most tens of cm−1 near the H-shaped minima. The potentials
for states correlating to electronically excited O2 moieties are generally very similar to
those for the triplet ground state, as for fixed orientations, all states exhibit minima at
roughly the same positions and depth. The differences are even smaller if we consider
only the isotropic part of the potential, i.e. the LA = LB = L = 0 term in Eq. (6.21),
shown in Fig. 6.4. This means that the orientational average of the potential is very
similar for all states, but the anisotropy is slightly different for each electronic state.
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Figure 6.1: This figure illustrates the fitting procedure for a few expansion terms
of the diabatic potential energy and dipole moment surfaces. Panel (a) shows the
expansion coefficients on a linear scale, whereas panel (b) shows their absolute value
on a logarithmic scale. Lines in panel (b) have been shifted vertically for clarity.
Markers indicate the ab initio points, lines indicate the exponential interpolation. The
exponential interpolation and extrapolation scheme interpolates the data in the short
range, where the expansion coefficients vary roughly exponentially with separation, R.
At larger separation, the exponential fit decays below a noise level and the data points
are left out of the analysis, as explained in the main text.
146
6.6 Numerical results
65 6 7 8 9 10
R/a0
0
5000
10000
15000
V/
cm
-
1
X 3 g
-
 + X 3 g
-
X 3 g
-
 + a 1 g
X 3 g
-
 + b 1 +g
Figure 6.2: This figure shows the calculated F12-MRCI+Q potentials for H-shaped
geometries (θA = θB = pi/2, φ = 0) as a function of the inter-molecular separation, R.
Solid black lines mark the lowest three asymptotes, as indicated, and the remaining
lines represent the adiabatic electronic states, where different colors distinguish between
different electronic states correlating to the same asymptote.
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Figure 6.3: This figure shows the R-dependence of the adiabatic potential energy
surface for fixed orientations. Panels (a) through (d) refer to collinear (θA = θB = 0),
T-shaped (θA = 0, θB = pi/2), H-shaped (θA = θB = pi/2, φ = 0), and X-shaped
(θA = θB = φ = pi/2), respectively. The solid line corresponds to the triplet ground
state, the dotted lines correlate to O2(X
3Σ−g )−O2(a1∆g), and the dashed lines correlate
to O2(X
3Σ−g ) − O2(b1Σ+g ). Different colors distinguish adiabatic states correlating to
the same asymptote.
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Figure 6.4: Isotropic component of the potential energy surfaces for each asymptote
as a function of the separation.
The reason for the similarity of the potentials is that the electronic configuration is
identical for all monomer electronic states considered.
We have also compared the present potential for the triplet ground to those of
Ref. [210], which was obtained by combining a quintet CCSD(T) potential with ex-
change splittings computed using MRCI. The comparison is shown in Fig. 6.5, where
the present results are shown as solid lines and the results from Ref. [210] as dashed
lines, with different colors corresponding to different orientations. We qualitatively find
good agreement between the two potentials, although the present potential is some-
what less attractive. This might have been expected, as dispersion is described more
accurately at the CCSD(T) level. The isotropic parts of these potentials, shown as the
black lines in Fig. 6.5, can be brought in closer agreement by increasing the isotropic
dispersion coefficient, c
(6)
0,0,0, by 27 % such that it matches the recommended value of
Ref. [228]. The remaining fit parameters are kept unchanged. The resulting fit is shown
as the dotted line in Fig. 6.5. With this scaling, the two isotropic potentials differed
by no more than 6 cm−1 for the most relevant separations, R > 6 a0. Although this
scaling does not bring the full orientation-dependent potentials in close agreement, ap-
plying such a scaling may be useful for sampling the sensitivity of subsequent dynamical
calculations to the uncertainty in the potential, especially for dynamical calculations
employing the isotropic potential only, such as the calculations reported in chapter 7.
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Figure 6.5: This figure shows the potentials from the present work and Ref. [210] as
the solid and dashed lines, respectively. The different colors correspond to collinear
(θA = θB = 0), T-shaped (θA = 0, θB = pi/2), H-shaped (θA = θB = pi/2, φ = 0), and
X-shaped (θA = θB = φ = pi/2) orientations as indicated. The black lines show the
isotropic potential, for which an additional dotted line is included, corresponding to
the present isotropic potential with scaled c
(6)
0,0,0, as explained in the text.
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Figure 6.6: This figure shows the transition dipole perpendicular to the plane of
coplanar system, φ = 0, for selected θA and θB = 0. Colors correspond to orientations
and excited state asymptote, O2(X
3Σ−g )− O2(a1∆g) or O2(X3Σ−g )− O2(b1Σ+g ). Solid
lines correspond to calculations at the MRCI level, whereas the dashed lines were
obtained at the CASSCF level of theory.
151
6 Electronic structure of triplet O2 −O2 complexes
6.6.2 Global dipole moment surfaces
Global transition dipole moments are shown in Fig. 6.6. All geometries are coplanar,
φ = 0, and the transitions shown have the transition dipole moment perpendicular
to the plane of the complex. Shown as the solid and dashed lines are the results
obtained at the MRCI and CASSCF levels of theory, respectively. It is clear that
there are substantial differences between the dipole surfaces obtained using these two
approaches, which may not be a surprise after the exploratory calculations reported
in Sec. 6.3, and the numerical study in Ref. [214]. We cannot make claims about the
accuracy to which either of these dipole moment surfaces is converged, so the difference
between the two may serve to indicate the large uncertainty in the calculation of such
properties.
We note that both the magnitude and the shape of the transition dipole moment
surface are strongly dependent on the level of theory at which they are calculated, and
therefore it is impossible to make conclusive statements about the shape or magni-
tude of the true transition dipole surfaces. Nevertheless, at either level of theory, the
transition dipole moment is a smooth, albeit strongly anisotropic function of the nu-
clear geometry, which varies roughly exponentially with the intermolecular separation.
The angular expansion is accurate to about 2.5 % at R = 6.5 a0, which is the region
most relevant for collision-induced absorption, somewhat short of the classical turn-
ing point of the isotropic potential. The angular expansion coefficients, especially the
more dominant terms, can be accurately represented using the reported exponentially
extrapolating interpolation scheme. This is validated by extrapolating the obtained fit
to short separations R = 5.25 a0. The fit reproduces the ab initio points to about 10 %
accuracy, even at this short separation which is both not included in the fit, and to
which the dynamics should be insensitive as the isotropic potential is highly repulsive.
6.7 Conclusions
In this chapter, we have studied the four-dimensional diabatic potential energy surfaces
and transition dipole moment surfaces of O2 − O2, for the triplet states in which the
monomers are in the X3Σ−g , a
1∆g, and b
1Σ+g electronic states. These potentials and
dipole moment surfaces are relevant for the atmospheric collision-induced absorption
spectroscopy of the X3Σ−g → a1∆g and X3Σ−g → b1Σ+g transitions, which are studied
in chapters 7 and 8. At high-symmetry geometries, we have performed benchmark cal-
culations of both the interaction energy and transition dipole moment. These indicate
that the well depth of the potential may be reasonably well converged at the singles and
doubles F12-MRCI+Q level, using an affordable active space containing only the O2 pi
and pi∗ orbitals. The convergence of the interaction-induced transition dipole moment
with the treatment of electron correlation is less smooth, which is rather surprising for
a one-electron property, but in agreement with Ref. [214] which presented calculation
of transition dipole moments of the double a1∆g → X3Σ−g transition in O2 − O2. We
cannot conclude that any of our calculations of the dipole moment is converged, so
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we decided compute full dipole moment surfaces at two levels of theory, such that the
difference may be indicative of the uncertainty.
We computed adiabatic potentials at the F12-MRCI+Q level and dipole surfaces
at the MRCI and CASSCF levels of theory, and transformed these to the diabatic
representation using the multiple-property-based diabatization algorithm of Ref. [134].
We included the quadrupole tensor, electronic orbital angular momentum, and spin-
orbit coupling in this multiple-property-based diabatization. The computed diabatic
potentials and dipole surfaces were expanded in angular functions,with the expan-
sion coefficients determined by numerical integration using Gauss-Legendre and Gauss-
Chebyshev quadrature points. The radial dependence of these expansion coefficients
was fit using an interpolation scheme that extrapolates exponentially to both short
and large separations. For the exchange-interaction-induced properties studied here,
this is more appropriate than the polynomial extrapolation of the popular RKHS in-
terpolation scheme[105]. Also, we have provided a derivation of the restrictions that
the high symmetry of the O2−O2 system imposes on the expansion coefficients of the
diabatic potential energy and transition dipole surfaces. These symmetry constraints
are fulfilled to numerical accuracy by the reported calculations. The diabatic poten-
tial energy surfaces and transition dipole moment surfaces are made available in the
Supplementary material.
The reported potential and dipole moment surfaces are used in subsequent dynam-
ical calculations of the collision-induced absorption spectra. However, such calculation
cannot be fully predictive unless more accurate transition dipole moment surfaces can
be determined. This remains an open question posed here as a challenge for develop-
ments in electronic structure theory.
6.8 Supplementary Material
The diabatic potential energy surfaces and transition dipole moment surfaces are made
available in the Supplementary material of Ref. [184].
Appendices
6.A Symmetry restrictions on the potential energy
surfaces
We first consider reflection in the xz-plane, which transforms the electronic Hamiltonian
as
σxzHˆ(rA, rB,R)σ†xz = Hˆ(σxzrA, σxzrB, σxzR). (6.A.1)
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The action of this reflection on the electronic wave function is given by
σxz|ψ′A,Λ′Aψ
′
B,Λ′B
〉(rA,rB ,R) =
[
σxzTˆ (R/2)Rˆ(rA)|ψA,ΛA(0, 0, 0)〉
]
⊗
[
σxzTˆ (−R/2)Rˆ(rB)|ψB,ΛB(0, 0, 0)〉
]
σxzTˆ (R)Rˆ(r)|ψΛ(0, 0, 0)〉 =σxzTˆ (R)σ†xzσxzRˆ(r)σ†xzσxz|ψΛ(0, 0, 0)〉. (6.A.2)
The translation operator is transformed as
σxzTˆ (R)σ†xz = exp
[
−iR ·
(
σxzPˆσ
†
xz
)]
= exp
[
−i (σxzR) · Pˆ
]
= Tˆ (σxzR). (6.A.3)
Noting that reflection of a vector replaces its azimuthal angle by its negative, we find
for the rotation operator
σxzRˆ(r)σ†xz = σxz exp(−iφLˆz) exp(−iθLˆy)σ†xz = exp(−iφσxzLˆzσ†xz) exp(−iθLˆy)
= exp(iφLˆz) exp(−iθLˆy) = Rˆ(σxzr). (6.A.4)
For the action of σˆxz on the monomer functions, we use the following phase convention
σˆxz|X3Σ−g 〉 = (−1)
ρ
X3Σ−g |X3Σ−g 〉 = −|X3Σ−g 〉,
σˆxz|a1∆±2〉 = (−1)ρa1∆g |a1∆∓2〉 = |a1∆∓2〉,
σˆxz|b1Σ+g 〉 = (−1)
ρ
b1Σ+g |b1Σ+g 〉 = |b1Σ+g 〉, (6.A.5)
i.e. the sign of the Λ quantum number is reversed, and a state-specific phase is obtained.
The above relations yield the identity
〈ψA,ΛAψB,ΛB |Hˆ|ψ′A,Λ′Aψ
′
B,Λ′B
〉(rA,rB ,R) =
〈ψA,ΛAψB,ΛB |σ†xzσxzHˆσ†xzσxz|ψ′A,Λ′Aψ
′
B,Λ′B
〉(rA,rB ,R) =
(−1)ρψA+ρψB+ρψ′A+ρψ′B 〈ψA,−ΛAψB,−ΛB |Hˆ|ψ′A,−Λ′Aψ
′
B,−Λ′B〉
(σxzrA,σxzrB ,σxzR). (6.A.6)
Next, we expand the matrix element in the first and the last step above as in Eq. (6.21),
and simplify the result using
D
(l)∗
m,k(−φ, θ, 0) = (−1)k+mD(l)∗−m,−k(φ, θ, 0),
〈LA −MALB −MB|L−M〉 = (−1)LA+LB−L〈LAMALBMB|LM〉, (6.A.7)
and (−1)ρψA+ρψB+ρψ′A+ρψ′B = 1, assuming that the bra and ket correlate to the same
asymptote. Equating like terms in both expansions, we find the following relation
between the expansion coefficients
V
ψA,ΛA ,ψB,ΛB ,ψ
′
A,Λ′
A
,ψ′
B,Λ′
B
LA,LB ,L
= (−1)LA+LB+LV
ψA,−ΛA ,ψB,−ΛB ,ψ
′
A,−Λ′
A
,ψ′
B,−Λ′
B
LA,LB ,L
. (6.A.8)
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Using the same approach as outlined above applied to the following identity, which
results from the Hermiticity of the electronic Hamiltonian,
〈ψA,ΛAψB,ΛB |Hˆ|ψ′A,Λ′Aψ
′
B,Λ′B
〉(rA,rB ,R) =
(
〈ψ′A,Λ′Aψ
′
B,Λ′B
|Hˆ|ψA,ΛAψB,ΛB〉(rA,rB ,R)
)∗
,
(6.A.9)
we obtain
V
ψA,ΛA ,ψB,ΛB ,ψ
′
A,Λ′
A
,ψ′
B,Λ′
B
LA,LB ,L
= (−1)LA+LB+L
(
V
ψ′
A,Λ′
A
,ψ′
B,Λ′
B
,ψA,ΛA ,ψB,ΛB
LA,LB ,L
)∗
. (6.A.10)
Further restrictions are derived from invariance under time reversal, Hˆ = θˆHˆθˆ†,
where θˆ is the antiunitary time-reversal operator. The action of time reversal on the
spatial part of the electronic wave function is given by complex conjugation, and within
the adopted phase convention is identical to the action of σˆxz, in Eq. (6.A.6). Time
reversal however also acts on the electronic spin coordinates as
θˆ|(SASB)SMS〉 = (−1)S−MS |(SASB)S, −MS〉. (6.A.11)
Combining these relations, we obtain
〈ψA,ΛAψB,ΛB |Hˆ|ψ′A,Λ′Aψ
′
B,Λ′B
〉(rA,rB ,R) = 〈ψA,ΛAψB,ΛB |θˆ†θˆHˆθˆ†θˆ|ψ′A,Λ′Aψ
′
B,Λ′B
〉(rA,rB ,R) =
(−1)ρψA+ρψB+ρψ′A+ρψ′B
(
〈ψA,−ΛAψB,−ΛB |Hˆ|ψ′A,−Λ′Aψ
′
B,−Λ′B〉
(rA,rB ,R)
)∗
,
(6.A.12)
where the spin-dependent phase equals unity as bra and ket correspond to the same
total electron spin. Again assuming that the bra and ket correlate to the same asymp-
tote, (−1)ρψA+ρψB+ρψ′A+ρψ′B = 1, we obtain the following relation between expansion
coefficients
V
ψA,ΛA ,ψB,ΛB ,ψ
′
A,Λ′
A
,ψ′
B,Λ′
B
LA,LB ,L
= (−1)LA+LB+L
(
V
ψA,−ΛA ,ψB,−ΛB ,ψ
′
A,−Λ′
A
,ψ′
B,−Λ′
B
LA,LB ,L
)∗
. (6.A.13)
The symmetries discussed above–rotational invariance, inversion symmetry, Her-
miticity of the Hamiltonian, and time-reversal symmetry–are always present. The
O2 − O2 system has even higher symmetry which is related to the permutation of
identical nuclei. Therefore, we can also consider the permutation of nuclei within each
monomer, P(A)12 and P(B)12 , and the permutation of the monomers, PAB. From these
symmetries, we obtain the relations
Hˆ(rA, rB,R) = Hˆ(−rA, rB,R) = Hˆ(rA,−rB,R) = Hˆ(rB, rA,−R). (6.A.14)
Using for the rotation operator
Rˆ(r) = Rˆz(φ)Rˆy(θ) = Rˆz(φ+ pi)Rˆy(pi − θ)Rˆy(pi)Rˆz(pi) = Rˆ(−r)ˆiσxz(−1)Lˆz ,
(6.A.15)
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where iˆ inverts the electronic coordinates, we find for the gerade electronic wave func-
tions
|ψA,ΛAψB,ΛB〉(rA,rB ,R) =(−1)ρψA+ΛA|ψA,−ΛAψB,ΛB〉(−rA,rB ,R),
=(−1)ρψB+ΛB |ψA,ΛAψB,−ΛB〉(rA,−rB ,R). (6.A.16)
Expanding each matrix element in
〈ψA,ΛAψB,ΛB |Hˆ|ψ′A,Λ′Aψ
′
B,Λ′B
〉(rA,rB ,R)
= (−1)ρψA+ΛA+ρψ′A+Λ′A〈ψA,−ΛAψB,ΛB |Hˆ|ψ′A,−Λ′Aψ
′
B,Λ′B
〉(−rA,rB ,R)
= (−1)ρψB+ΛB+ρψ′B+Λ′B〈ψA,ΛAψB,−ΛB |Hˆ|ψ′A,Λ′Aψ
′
B,−Λ′B〉
(rA,−rB ,R)
(6.A.17)
we obtain the relations
V
ψA,ΛA ,ψB,ΛB ,ψ
′
A,Λ′
A
,ψ′
B,Λ′
B
LA,LB ,L
=(−1)LA+ρψA+ρψ′AV
ψA,−ΛA ,ψB,ΛB ,ψ
′
A,−Λ′
A
,ψ′
B,Λ′
B
LA,LB ,L
,
V
ψA,ΛA ,ψB,ΛB ,ψ
′
A,Λ′
A
,ψ′
B,Λ′
B
LA,LB ,L
=(−1)LB+ρψB+ρψ′BV
ψA,ΛA ,ψB,−ΛB ,ψ
′
A,Λ′
A
,ψ′
B,−Λ′
B
LA,LB ,L
. (6.A.18)
Using the antisymmetry of the electronic wave functions with respect to electron ex-
change, we obtain
|ψA,ΛAψB,ΛB〉(rA,rB ,R) = (−1)ne+SA+SB−S|ψB,ΛBψA,ΛA〉(rB ,rA,−R), (6.A.19)
where ne is the number of electrons of one O2 moiety. Hence, by expanding both sides
of
〈ψA,ΛAψB,ΛB |Hˆ|ψ′A,Λ′Aψ
′
B,Λ′B
〉(rA,rB ,R) =
(−1)SA+SB+S′A+S′B〈ψB,ΛBψA,ΛA|Hˆ|ψ′B,Λ′Bψ
′
A,Λ′A
〉(rB ,rA,−R), (6.A.20)
we obtain the following symmetry
V
ψA,ΛA ,ψB,ΛB ,ψ
′
A,Λ′
A
,ψ′
B,Λ′
B
LA,LB ,L
=(−1)LA+LBV
ψB,ΛB ,ψA,ΛA ,ψ
′
B,Λ′
B
,ψ′
A,Λ′
A
LB ,LA,L
, (6.A.21)
where we have assumed (−1)SA+SB+S′A+S′B = 1, which is always the case unless bra and
ket correspond to states correlating to different asymptotes.
6.B Symmetry restrictions on the dipole moment
surfaces
We use the center of mass as the origin, and an otherwise arbitrary space-fixed coor-
dinate system. With this choice of origin, the nuclei do not contribute to the dipole
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moment, and the dipole operator is just the negative of the electronic position operator.
Therefore, the action of a reflection in the xz-plane is given by
σxzµνσ
†
xz = µ−ν . (6.B.1)
Expanding both sides of
〈ψA,ΛAψB,ΛB |µˆν |ψ′A,Λ′Aψ
′
B,Λ′B
〉(rA,rB ,R) =
(−1)ρψA+ρψB+ρψ′A+ρψ′B 〈ψA,−ΛAψB,−ΛB |µˆ−ν |ψ′A,−Λ′Aψ
′
B,−Λ′B〉
(σxzrA,σxzrB ,σxzR), (6.B.2)
we obtain the following relation
D
ψA,ΛA ,ψB,ΛB ,ψ
′
A,Λ′
A
,ψ′
B,Λ′
B
LA,LB ,λ,L
= (−1)LA+LB+LD
ψA,−ΛA ,ψB,−ΛB ,ψ
′
A,−Λ′
A
,ψ′
B,−Λ′
B
LA,LB ,λ,L
. (6.B.3)
In deriving the above we assumed (−1)ρψA+ρψB+ρψ′A+ρψ′B = −1, as is the case for
the transition dipole moments coupling |X3Σ−g X3Σ−g 〉 with states where one of the
molecules is in the X3Σ−g state and the other is in the a
1∆g state or b
1Σ+g state.
From symmetry under Hermitian conjugation
µˆ†ν = (−1)νµˆ−ν , (6.B.4)
we obtain the relation
D
ψA,ΛA ,ψB,ΛB ,ψ
′
A,Λ′
A
,ψ′
B,Λ′
B
LA,LB ,λ,L
= (−1)LA+LB+L+1
(
D
ψ′
A,Λ′
A
,ψ′
B,Λ′
B
,ψA,ΛA ,ψB,ΛB
LA,LB ,λ,L
)∗
. (6.B.5)
From time-reversal symmetry we obtain
D
ψA,ΛA ,ψB,ΛB ,ψ
′
A,Λ′
A
,ψ′
B,Λ′
B
LA,LB ,λ,L
= (−1)LA+LB+L+1
(
D
ψA,−ΛA ,ψB,−ΛB ,ψ
′
A,−Λ′
A
,ψ′
B,−Λ′
B
LA,LB ,λ,L
)∗
. (6.B.6)
Next, we obtain relations between the expansion coefficients which are valid only if
permutation symmetry of identical nuclei is present. Expanding each matrix element
in the relations obtained from P(A)12 and P(B)12 ,
〈ψA,ΛAψB,ΛB |µˆν |ψ′A,Λ′Aψ
′
B,Λ′B
〉(rA,rB ,R)
= (−1)ρψA+ΛA+ρψ′A+Λ′A〈ψA,−ΛAψB,ΛB |µˆν |ψ′A,−Λ′Aψ
′
B,Λ′B
〉(−rA,rB ,R)
= (−1)ρψB+ΛB+ρψ′B+Λ′B〈ψA,ΛAψB,−ΛB |µˆν |ψ′A,Λ′Aψ
′
B,−Λ′B〉
(rA,−rB ,R) (6.B.7)
we obtain the relations
D
ψA,ΛA ,ψB,ΛB ,ψ
′
A,Λ′
A
,ψ′
B,Λ′
B
LA,LB ,λ,L
=(−1)LA+ρψA+ρψ′AD
ψA,−ΛA ,ψB,ΛB ,ψ
′
A,−Λ′
A
,ψ′
B,Λ′
B
LA,LB ,λ,L
,
D
ψA,ΛA ,ψB,ΛB ,ψ
′
A,Λ′
A
,ψ′
B,Λ′
B
LA,LB ,λ,L
=(−1)LB+ρψB+ρψ′BD
ψA,ΛA ,ψB,−ΛB ,ψ
′
A,Λ′
A
,ψ′
B,−Λ′
B
LA,LB ,λ,L
. (6.B.8)
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Similarly, we obtain from PAB the relation
〈ψA,ΛAψB,ΛB |µˆν |ψ′A,Λ′Aψ
′
B,Λ′B
〉(rA,rB ,R) =
(−1)SA+SB+S′A+S′B〈ψB,ΛBψA,ΛA|µˆν |ψ′B,Λ′Bψ
′
A,Λ′A
〉(rB ,rA,−R), (6.B.9)
from which we obtain the following symmetry
D
ψA,ΛA ,ψB,ΛB ,ψ
′
A,Λ′
A
,ψ′
B,Λ′
B
LA,LB ,λ,L
=(−1)LA+LB+λ+L+1D
ψB,ΛB ,ψA,ΛA ,ψ
′
B,Λ′
B
,ψ′
A,Λ′
A
LB ,LA,λ,L
. (6.B.10)
Here, we have assumed (−1)SA+SB+S′A+S′B = −1, which is always valid for the transition
moments connecting |X3Σ−g X3Σ−g 〉 with any of the other states.
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Line-shape theory of the X3Σ−g → a1∆g, b1Σ+g
transitions in O2 − O2 collision-induced absorption
We derive the theory of collision-induced absorption for electronic transi-
tions in the approximation of an isotropic interaction potential. We apply
this theory to the spin-forbidden X3Σ−g → a1∆g and X3Σ−g → b1Σ+g transi-
tions in O2 −O2, which are relevant for calibration in atmospheric studies.
We consider two mechanisms for breaking the spin symmetry, either by the
intermolecular exchange interaction between paramagnetic collision part-
ners, or by the intramolecular spin-orbit coupling. The calculations for the
exchange-based mechanism employ the diabatic potential energy surfaces
and transition dipole moment surfaces reported in the preceding chapter.
We show that the line shape of the theoretical absorption spectra is insen-
sitive to the large uncertainty in the electronic transition dipole moment
surfaces. We also perform calculations using a simple model of the alterna-
tive mechanism involving intramolecular spin-orbit coupling, which leads to
absorption intensities which are well below the experimental results. The
relative intensity of this spin-orbit-based mechanism may impact the rela-
tive contribution to the absorption by collisions with diamagnetic collision
partners, such as the atmospherically relevant N2 molecule. We furthermore
show that both the line shape and temperature dependence are signatures
of the underlying transition mechanism.
Based on T. Karman, A. van der Avoird, and G. C. Groenenboom, J. Chem. Phys. 147, 084307
(2017).
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7.1 Introduction
Carbon dioxide is the most abundant greenhouse gas in the Earth’s atmosphere, the
concentration of which has been increasing throughout the industrial age. This increas-
ing concentration leads to increased surface warming and affects the Earth’s climate,
making it important to understand and quantify the Earth’s carbon cycle by identifying
sources and sinks of carbon dioxide[33]. This is attempted by high-precision measure-
ment of the carbon dioxide concentration using both ground-based and space-borne
remote sensing missions, such as the NASA Orbiting Carbon Observatory (OCO-2)
satellite[33]. The main factor limiting the accuracy of these retrieval studies is the
calibration of the instruments[34, 35, 201].
The OCO-2 satellite instruments are calibrated using the oxygen A-band X3Σ−g →
b1Σ+g transition, which is convenient both because the A-band is isolated in the at-
mospheric spectrum, and because the oxygen concentration is known throughout the
atmosphere[31, 32, 35, 36]. The limiting factor remains the accuracy to which the line
shape of the oxygen A-band transitions are known. Calibration is sensitive to the re-
gion between the saturated magnetic dipole transitions, and hence subtle effects such
as collision-induced absorption, line-mixing, and Dicke narrowing are significant. Of
these collisional effects, collision-induced absorption has been identified as the largest
source of uncertainty in atmospheric retrieval studies[201].
Measurements determine the total absorption near forbidden transitions in molec-
ular oxygen, and subsequently disentangle the different contributions using models of
the underlying collisional effects. Therefore, it is important to distinguish the physi-
cal origin of the different collisional effects, most notably pressure broadening, shift-
ing, line mixing and collision-induced absorption. Elastic collisions of the absorbing
molecule with a perturbing molecule lead to pressure-induced broadening and shifts
of the monomer transitions, which follow a Lorentzian line shape. Inelastic collisions
give rise to coupling between the different rotational lines known as line mixing, which
results in a deviation from the Lorentzian line shape. Collision-induced absorption is
a different process in which a photon is absorbed during the collision of two molecules.
Hence, the molecular collision becomes a source of absorption, rather than a mere
perturbation of the absorption process which redistributes spectral intensity.[115]
The oxygen A-band transition, X3Σ−g → b1Σ+g , at ω = 13 122 cm−1 is electric
dipole forbidden, as the electron spin is not conserved, S = 1 = 0, and parity is
conserved, g = g. However, first-order spin-orbit coupling mixes the Ω = 0 compo-
nent of the X3Σ−g ground state and the b
1Σ+g excited state, and hence the transition
gains intensity as a magnetic dipole transition.[198] The line shape of this spin-orbit-
mediated magnetic-dipole transition is influenced by line mixing, due to inelastic scat-
tering with atmospherically relevant collision partners, most dominantly N2 and O2.
Spin and inversion symmetry may also be broken by the exchange interaction with
a colliding paramagnetic molecule, leading to electric-dipole-allowed collision-induced
absorption.[200, 216] In the Earth’s atmosphere, the most abundant paramagnetic
molecule is O2 itself, and the oxygen A-band collision-induced absorption should be
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dominated by O2 −O2 collisions.
The oxygen X3Σ−g → a1∆g transition at ω = 7 883 cm−1 is also electric-dipole for-
bidden by both spin and spatial selection rules. This transition also gains some intensity
as a magnetic dipole transition due to spin-orbit coupling, but is much weaker than
the A-band. Rather than direct coupling between the states involved, the mechanism
here involves excited states of 1Πg and
3Πg symmetry as intermediate states.[200, 230]
Electric quadrupole transitions have also been observed for this transition,[199] due to
spin-orbit coupling between the Ω = 0 ground state and the b1Σ+g excited state, which
allows intensity borrowing from the b1Σ+g → a1∆g Noxon transition. Collision-induced
absorption in this band may gain intensity by the same mechanism as discussed above:
The exchange coupling with a second paramagnetic molecule leads to a non-zero electric
transition dipole moment.[200, 216] This means again that collision-induced absorption
in this band should be dominated by O2−O2 collisions under atmospherically relevant
conditions.
On the theoretical side, there has been progress in describing line mixing of the
oxygen A-band. Tran et al. performed calculations of the relaxation matrix in the
energy-corrected sudden approximation for O2−O2 and O2−N2[231], and Grimminck
et al. calculated line-mixing using full coupled-channels calculations for the O2 − He
system[29]. In fact, the theoretical relaxation matrices computed by Tran et al. [231]
are used in the most recent and detailed analysis of the oxygen A-band for remote
sensing[232]. For collision-induced absorption, the theory for rotation-translation spec-
tra as well as vibrational transitions has been developed, but to our knowledge this
theory has not before been extended to electronic transitions. Therefore, a theoretical
treatment of collision-induced absorption for electronic transitions in oxygen is timely,
and is the subject of this chapter.
On the experimental side, the atmospheric application to satellite calibration has
motivated numerous high quality and high resolution studies of the oxygen A-band, not
all of which included collision-induced absorption. The first measurement of collision-
induced absorption in the oxygen A-band was performed by Tabisz et al.[9]. More
recently, the A-band spectrum was revisited by Tran et al.[231], Spiering et al.[26], and
Long et al.[30]. Recently, spectra from a number of different sources were analyzed
simultaneously in a multi-spectrum fitting approach by Drouin et al.[232]. This last
study was aimed specifically at reducing the systematic differences between spectra
recorded using different instruments for oxygen A-band retrieval. All of the above
authors report collision-induced absorption spectra with intensities that are comparable
but not in agreement within the error bars, and with significant differences in the line
shape. One source of this discrepancy may be the analysis through which the collision-
induced absorption spectrum is obtained from the total absorption by subtracting the
magnetic dipole lines including line mixing, usually starting from the relaxation matrix
reported by Tran et al.[231]. The work of Spiering et al.[26] employed the ABC line-
mixing model of Ref. [233].
In spite of the efforts invested in determination of the oxygen A-band collision-
induced absorption, some open issues remain. As noted above, there are still some
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discrepancies between the experimentally determined line shapes and intensities. A
second question is the nature of the mechanism leading to breaking of spin symme-
try and collision-induced absorption: Is it the exchange interaction with a second
paramagnetic molecule, or is it the monomer spin-orbit interaction? This is a fun-
damental question, but at a practical level its answer determines whether one should
expect collision-induced absorption due to O2 − N2 collisions to be negligible[29] or
comparable[231] to O2 − O2. Another aspect which may affect atmospheric applica-
tions is the temperature dependence of the collision-induced absorption spectrum. In
previous experimental studies, only a weak temperature dependence is found between
200 K and 300 K.[231, 234] However, one could expect a steep energy dependence
for the exchange-driven mechanism for collision-induced absorption,[235] due to the
exponentially short-ranged transition dipole moment.
In this chapter, we theoretically study collision-induced absorption for spin-forbidden
electronic transitions. To this end, we derive the theory of collision-induced absorption
for electronic excitations in the isotropic interaction approximation, and apply the the-
ory to the X3Σ−g → a1∆g and X3Σ−g → b1Σ+g transitions in O2 − O2. We employ the
ab initio diabatic potential energy and transition dipole moment surfaces reported in
the preceding chapter. We sample the effect of the large uncertainty in the transition
dipole moment by computing absorption spectra using surfaces computed at two levels
of theory, and focus on conclusions that can be drawn independently of the precise
dipole moment function. In this way, we hope to contribute to the understanding
of collision-induced absorption for electronic transitions of molecular oxygen relevant
for atmospheric retrieval studies, the theoretical treatment of which thus far has been
lacking.
7.2 Isotropic-interaction line-shape theory
In this section we derive the theory of collision-induced absorption for electronic tran-
sitions in collisions of diatomic molecules in arbitrary electronic states. We employ
the isotropic interaction approximation throughout. For the rotation-translation CIA
spectra of first-row diatomics, such as N2 − N2[93], the isotropic interaction approxi-
mation is expected to be accurate to about 20 % at liquid nitrogen temperature, and
increasingly more accurate for higher temperatures. For electronic excitations, studied
in this work, the effects of anisotropy may be more pronounced, but we expect the
results of our line-shape calculations to be qualitatively correct. We further neglect
the effects of exchange symmetry between identical O2 moieties, which should be an
excellent approximation.[82]
In first-order perturbation theory, the absorption coefficient at frequency ω is given
by
α(ω, T ) =
2pi2
3~c
n2ω
[
1− exp
(
− ~ω
kBT
)]
V g(ω, T ) (7.1)
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with the spectral density
g(ω, T ) =
∑∫
i
∑∫
f
P (i)(T )|〈i|µˆ|f〉|2δ(ωf − ωi − ω). (7.2)
Here, n, V , and T are the number density, volume, and temperature of the gas, respec-
tively, c is the speed of light, ~ is the reduced Planck constant, and µˆ represents the
dipole operator. The symbol
∑∫
denotes summation over discrete quantum states, i.e.
rotation, vibration, and electronic wave functions, and integration over the continuum
of translational states. The states |i〉 and |f〉 represent the initial and final states, with
energies ~ωi and ~ωf , and P (i)(T ) is the Boltzmann factor for the initial state.
In what follows, we derive the working equations to calculate the spectral den-
sity, Eq. (7.2), for electronic transitions. Section 7.2.1 describes the approach for
the exchange-based mechanism, which evaluates Eq. (7.2) using the transition dipole
moment surfaces of the preceding chapter. In Sec. 7.2.2, we consider the modifica-
tions necessary to describe the spin-orbit-based transition mechanism. Finally, we give
computational details in Sec. 7.2.3. This applies to calculations for both transition
mechanisms.
7.2.1 Exchange-based mechanism
We begin this section by describing the wave function of monomer X = A,B, labeled
with the vibrational quantum number, vX , electronic state, ψX = X
3Σ−g , a
1∆g, b
1Σ+g ,
rotational angular momentum, NX , and space-fixed projection, mX . Explicitly, we use
the uncoupled ro-vibronic wave functions given by
〈rX |vXψXNXmX〉 = 〈rX |vX〉
√
(NX)
4pi
D
(NX)∗
mX ,ΛX
(rX)
[
Rˆ(rX)|ψX〉
]
|SXmSX 〉, (7.3)
where 〈rX |vX〉 is a vibrational wave function, the rotational wave function D(NX)∗mX ,ΛX (rX)
is a complex-conjugate Wigner D-matrix element depending on the polar angles of the
molecular axis, rX , that is, the zyz Euler angles (φX , θX , 0). We use the short-hand
notation (N) = 2N+1. The notation of the spin state, |SXmSX 〉, is implicit in the left-
hand side of Eq. (7.3), as explained in the following paragraph. The quantity in square
brackets is the diabatic electronic wave function introduced in the preceding chapter,
obtained by rotating the spatial part of a fixed monomer electronic state, |ψX〉, along
with the nuclei using the rotation operator
Rˆ(rX) = exp(−iφXLˆz) exp(−iθXLˆy), (7.4)
where θX , φX are the polar angles of rX and Lˆ is the electronic orbital angular mo-
mentum operator.
In the notation on the left-hand side of Eq. (7.3), the space-fixed spin state |SXmSX 〉
is implicit. The reason for this is that we consider the two monomer spins to be coupled
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to a total triplet, such that we have for the wave function of the complex
〈rA|vAψANAmA〉〈rB|vBψBNBmB〉 =∑
mSA ,mSB
{
〈rA|vA〉
√
(NA)
4pi
D
(NA)∗
mA,ΛA
(rA)
[
Rˆ(rA)|ψA〉
]
|SAmSA〉
}
×
{
〈rB|vB〉
√
(NB)
4pi
D
(NB)∗
mB ,ΛB
(rB)
[
Rˆ(rB)|ψB〉
]
|SBmSB〉
}
× 〈SAmSASBmSB |1MS〉, (7.5)
where the symbol 〈SAmSASBmSB |SMS〉 is a Clebsch-Gordan coefficient that serves
to couple the monomer spin-states to an overall spin-triplet. Only the triplet total-
spin-states of the complex have non-zero transition dipole moments induced by the
intermolecular exchange interaction. Therefore, the only contributing collisions take
place on the triplet ground-state potential energy surface, but otherwise the electron
spin plays no role in the dynamics.
We note that the treatment above requires neglect of small spin-dependent terms
in the monomer Hamiltonian, i.e., spin-spin and spin-rotation coupling, which would
otherwise couple the spin and rotational angular momenta. For further brevity of
notation we introduce the short-hand |ψXmX〉 = |vXψXNXmX〉.
In the isotropic interaction approximation used throughout this chapter, we ne-
glect the dependence of the potential on the orientations of the interacting molecules.
This orientation-independent potential is readily obtained by removing all terms in the
spherical expansion of the potentials except for terms with LA = LB = L = 0. This
means that all off-diagonal diabatic potentials vanish and that the diagonal potentials
for states correlating to the same electronic limit are all equal and functions of the
intermolecular separation alone.
In this approximation, each partial wave takes the form of a product of the previously-
defined ro-vibronic states, |ψXmX〉, for each monomer X = A,B, a spherical harmonic
describing the end-over-end rotation, |`m`〉, and a radial wave function
|i〉, |f〉 → |ψAmA〉|ψBmB〉|`m`〉|ψAψB`Ecol〉,
〈R|ψAψB`Ecol〉 = 1
R
U vA,ψA,vB ,ψBE,` (R). (7.6)
The radial wave functions are solutions to{
d2
dR2
− `(`+ 1)
R2
− 2µ
~2
[
V vA,ψA,vB ,ψB0,0,0 (R)− Ecol
]}
U vA,ψA,vB ,ψBEcol,` (R) = 0, (7.7)
subject to boundary conditions for small R,
U vA,ψA,vB ,ψBEcol,` (0) = 0, (7.8)
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and for asymptotically large R,
U vA,ψA,vB ,ψBEcol,` (R) '
R
~
√
µk
2pi
[
h
(2)
` (kR) + S
vA,ψA,vB ,ψB
` (k)h
(1)
` (kR)
]
. (7.9)
In the above, V vA,ψA,vB ,ψB0,0,0 (R) is the vibrationally averaged isotropic potential for the
given vibronic state, µ is the reduced mass, Ecol is the collision energy, k = ~−1
√
2µEcol
is the wave number, ` is the partial wave quantum number, and h
(1)
` and h
(2)
` denote
spherical Hankel functions of the first and second kind, respectively.[75] The advantage
of the isotropic interaction approximation is that the radial coordinate is separated from
the vibrational, rotational, and electronic degrees of freedom, such that only the radial
wave function has to be determined numerically, in a computationally inexpensive
single channel scattering calculation. For further brevity of notation, we drop the
explicit vibronic state dependence of the radial wave functions, |`Ecol〉 = |ψAψB`Ecol〉.
In order to evaluate the spectral density, g(ω, T ), we need to calculate matrix
elements of the dipole operator of the form
〈ψAmAψBmB`m`Ecol|µˆκ|ψ′Am′Aψ′Bm′B`′m′`E ′col〉 (7.10)
The initial and final state wave numbers are indicated as unprimed and primed, re-
spectively. The final-state collision energy is determined by integration over the delta-
function in Eq. (7.2), and is given by
E ′col = Ecol + ~ω + EvA,ψA − Ev′A,ψ′A + EvB ,ψB − Ev′B ,ψ′B
= Ecol + ~∆ω, (7.11)
with ∆ω the detuning from the vibration-electronic transition. The operator µˆκ denotes
the κ = 0,±1 spherical component of the dipole operator, which is related to the usual
Cartesian components by µ0 = µz, µ±1 = ∓(µx ± iµy)/
√
2. Matrix elements of the
dipole operator between electronic states yield the exchange-induced transition dipole
moment surface of the preceding chapter, and are given by the expansion
〈ψA,ΛAψB,ΛB |µˆν |ψ′A,Λ′Aψ
′
B,Λ′B
〉(rA,rB ,R) =
∑
LA,LB ,λ,L
D
ψA,ΛA ,ψB,ΛB ,ψ
′
A,Λ′
A
,ψ′
B,Λ′
B
LA,LB ,λ,L
(R)∑
MA,MB ,µ,M
〈LAMALBMB|λµ〉〈λµLM |1ν〉
×D(LA)∗MA,ΛA−Λ′A(φA, θA, ψA)D
(LB)∗
MB ,ΛB−Λ′B(φB, θB, ψB)CL,M(Θ,Φ). (7.12)
The spectral density, Eq. (7.2), contains squared matrix elements of the dipole op-
erator, summed over all monomer states. In the isotropic interaction approximation,
the sum over all projection quantum numbers can be performed analytically. This re-
quires straightforward angular momentum algebra, involving only the orthogonality of
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Clebsch-Gordan coefficients, but produces rather lengthy equations which are displayed
in appendix 7.A. The result is given by∑
mA,mB ,m`,m
′
A,m
′
B ,m
′
`
|〈ψAmAψBmB`m`Ecol|µˆκ|ψ′Am′Aψ′Bm′B`′m′`E ′col〉|2 =
|〈v′′A|v′A〉|2|〈v′′B|v′B〉|2
(N ′A)(N
′
B)(`
′)
(LA)(LB)(L)
∑
LA,LB ,λ,L
〈N ′A,Λ′A, LA,ΛA − Λ′A|NAΛA〉2
× 〈N ′B,Λ′B, LB,ΛB − Λ′B|NBΛB〉2〈`′0L0|`0〉2
∣∣∣〈`Ecol|DψA,ψB ,ψ′A,ψ′BLA,LB ,λ,L (R)|`′E ′col〉∣∣∣2 .
(7.13)
In obtaining this result, we have neglected the vibrational dependence of the potential
energy and transition dipole moment surfaces, such that the vibrational dependence is
contained completely in the product of Franck-Condon factors, |〈v′′A|v′A〉|2|〈v′′B|v′B〉|2.
We assume all molecules to be in the ground vibronic state initially, such that the
Boltzmann factor in Eq. (7.2) is given by
P (i)(T ) =
1
3
PtransPNAPNB ,
Ptrans =
λ30
V
exp
(
−Ecol
kBT
)
,
λ0 = ~
√
2pi
µkT
,
PNX =
gNX
Zrot
exp
(
−Erot,NX
kBT
)
,
Zrot =
∑
NX
(2NX + 1)gNX exp
(
−Erot,NX
kBT
)
. (7.14)
The factor 1/3 in the Boltzmann factor arises because only collisions with triplet total
spin contribute to the absorption for the transitions considered in this work: The
interaction of two triplet ground-state molecules gives rise to one singlet, three triplet,
and five quintet spin-substates, thus 3/9 = 1/3 of the spin substates contributes to
collision-induced absorption. For ground state oxygen, the statistical weights are gNX =
0 if NX is even and gNX = 1 if NX is odd. The spectral density for absorption due to
a transition ψA(v
′′
A), ψB(v
′′
B)→ ψ′A(v′A), ψ′B(v′B) at detuning ∆ω is given by
V g(∆ω) =
1
3
|〈v′′A|v′A〉|2|〈v′′B|v′B〉|2
×
∑
LA,LB ,λ,L
∑
NA,NB ,N
′
A,N
′
B
PNAPNB
(1)(NA)(N
′
A)(NB)(N
′
B)
(LA)(LB)(L)
×
(
NA LA N
′
A
−ΛA ΛA − Λ′A Λ′A
)2(
NB LB N
′
B
−ΛB ΛB − Λ′B Λ′B
)2
×V GψA,ψB ,ψ′A,ψ′BLA,LB ,λ,L (∆ω − ω
(NA,NB ,N
′
A,N
′
B)
rot ), (7.15)
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where the symbols in round brackets are Wigner 3-jm symbols, and
V G
ψA,ψB ,ψ
′
A,ψ
′
B
LA,LB ,λ,L
(ω) = ~λ30
∑
`,`′
(`)(`′)
(
` L `′
0 0 0
)2
×
∫ ∞
0
dEcol exp
(
−Ecol
kBT
)
|〈`Ecol|DψA,ψB ,ψ
′
A,ψ
′
B
LA,LB ,λ,L
(R)|`′Ecol + ~ω〉|2.
(7.16)
Thus, the spectral density can thought of as the incoherent superposition of a trans-
lational profile, V G
ψA,ψB ,ψ
′
A,ψ
′
B
LA,LB ,λ,L
(ω), centered at each ro-vibronic transition at detuning
∆ω − ω(NA,NB ,N ′A,N ′B)rot , where ~ω(NA,NB ,N
′
A,N
′
B)
rot = E
′
rot − Erot. We stress that the present
derivation applies to the exchange-based transition mechanism, where the intermolec-
ular exchange induces a transition dipole moment between the total spin-triplet states
of the complex. In Eq. (7.16), the details of the exchange-induced transition dipole mo-
ment are completely contained in the angular expansion coefficients, DψA,ψB ,ψ′A,ψ′BLA,LB ,λ,L (R).
We consider single transitions from the vibronic ground state, X3Σ−g (v
′′ = 0) to final
states a1∆g(v
′) and b1Σ+g (v
′), but either molecule A or B could undergo the transition,
and for the a1∆g, the transition could be to either component. These transitions
contribute to the same frequency region, and can be summed using the symmetry
properties of the dipole-moment expansion coefficients. This yields for the different
bands
V gX
3Σ−g (v′′=0)→a1∆g(v′)(∆ω) =
4
3
|〈0|v′〉|2
∑
LA,LB ,λ,L
∑
NA,NB ,N
′
A,N
′
B
PNAPNB
×(1)(NA)(N
′
A)(NB)(N
′
B)
(LA)(LB)(L)
(
NA LA N
′
A
0 −2 2
)2(
NB LB N
′
B
0 0 0
)2
×V GX3Σ−g ,X3Σ−g ,a1∆+2,X3Σ−gLA,LB ,λ,L (∆ω − ω
(NA,NB ,N
′
A,N
′
B)
rot ),
V gX
3Σ−g (v′′=0)→b1Σ+g (v′)(∆ω) =
2
3
|〈0|v′〉|2
∑
LA,LB ,λ,L
∑
NA,NB ,N
′
A,N
′
B
PNAPNB
×(1)(NA)(N
′
A)(NB)(N
′
B)
(LA)(LB)(L)
(
NA LA N
′
A
0 0 0
)2(
NB LB N
′
B
0 0 0
)2
×V GX3Σ−g ,X3Σ−g ,b1Σ+g ,X3Σ−gLA,LB ,λ,L (∆ω − ω
(NA,NB ,N
′
A,N
′
B)
rot ), (7.17)
and we assume that the different vibronic bands do not overlap.
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7.2.2 Spin-orbit mechanism
In this section, we derive a model for the line shape of collision-induced absorption
through a spin-orbit-based mechanism, i.e., where the spin-selection rules are lifted by
intramolecular spin-orbit coupling rather than by the intermolecular exchange interac-
tion. The spin-orbit interaction directly couples the Ω = Σ = 0 component of the X3Σ−g
ground state and the b1Σ+g excited state, where Ω and Σ are the body-fixed projections
of the total and spin monomer angular momenta, respectively. This direct coupling
is the dominant spin-orbit effect because the b1Σ+g excited state is exceptionally low-
lying and the coupling is relatively strong. This well-established theory of spin-orbit
coupling in the O2 molecule has been pioneered by Minaev and co-workers[198, 230].
The spin-orbit interaction mixes the two states
|ΨX,0〉 =|X3Σ−g 〉+ CSO|b1Σ+g 〉,
|Ψb〉 =|b1Σ+g 〉 − C∗SO|X3Σ−g 〉, (7.18)
where the mixing constant can be evaluated using first-order perturbation theory[198]
CSO =
〈b1Σ+g |HˆSO|X3Σ−g 〉
EX − Eb = 0.0134i. (7.19)
The mixing between the triplet ground state and singlet excited state breaks the spin
symmetry, yielding for the spin-allowed electric dipole moments
〈a1∆g|µˆν |ΨX,0〉 = CSO〈a1∆g|µˆν |b1Σ+g 〉, (7.20a)
〈Ψb|µˆν |ΨX,0〉 = CSO
[〈b1Σ+g |µˆν |b1Σ+g 〉 − 〈X3Σ−g |µˆν |X3Σ−g 〉] . (7.20b)
This electric transition dipole moment still vanishes in the free O2 monomer due to
inversion symmetry, but may deviate from zero if inversion symmetry is broken by
interaction with a second molecule.
We note that the spin-orbit mixing described above also gives rise to magnetic
dipole and electric quadrupole transitions. These transitions are not parity forbidden,
and hence lead to narrow monomer absorption lines which are not considered in the
present work.
If the collision with a second molecule breaks inversion symmetry, all terms on the
right hand sides of Eqs. (7.20a) and (7.20b) may differ from zero. For theX3Σ−g → a1∆g
transition, Eq. (7.20a), intensity is borrowed from the collision-induced electric dipole
for the b1Σ+g → a1∆g Noxon transition. For the X3Σ−g → b1Σ+g transition, Eq. (7.20b),
the electric dipole moment is proportional to the difference in dipole moment between
the ground and excited state. By analogy with the rotation-translation spectra of the
N2−N2 system[93], we assume that these dipole surfaces are dominated by first-order
quadrupole-induced terms. That is, we assume that the transition dipole surface is
given by a single angular component, {LA, LB, λ, L} = {2, 0, 2, 3}, with coefficient
DSO,X3Σ−g ,Ω→ψ2,0,2,3 = c(4),X
3Σ−g ,Ω→ψ
2,0,2,3 R
−4 =
√
35〈X3Σ−g ,Ω|ΘA|ψ〉〈X3Σ−g |αB|X3Σ−g 〉R−4,
(7.21)
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for a X3Σ−g → ψ = a1∆g, b1Σ+g transition in molecule A.
Explicitly, we use the following molecular parameters in atomic units
〈X3Σ−g |α|X3Σ−g 〉 = 10.87,
〈X3Σ−g ,Ω|Θ|a1∆g〉 =
{
0.0134i for Ω = 0,
0 for |Ω| = 1,
〈X3Σ−g ,Ω|Θ|b1Σ+g 〉 =
{
0.0021i for Ω = 0,
0.0050i for |Ω| = 1. (7.22)
The O2 polarizability is taken from Ref. [236]. The X
3Σ−g → a1∆g quadrupole is
obtained from
〈ΨX,0|Θˆ|a1∆g〉 = C∗SO〈b1Σ+g |Θˆ|a1∆g〉, (7.23)
and ab initio values for the spin-orbit mixing, CSO, and the Noxon transition quadrupole
moment.[198, 237] According to this theory, the X3Σ−g → a1∆g transition quadrupole
moment is dominated by contributions of the Ω = 0 component of the ground state, in
good agreement with experimentally observed quadrupole transitions.[199] TheX3Σ−g →
b1Σ+g transition quadrupole also has significant contributions from the Ω = ±1 com-
ponents, due to spin-orbit mixing with much higher lying 1Πg and
3Πg states. These
weaker perturbations become relevant for this transition as the Ω = 0 component
contributes the difference between the X3Σ−g and b
1Σ+g quadrupole moments, which is
much smaller than the strong transition quadrupole moment for the b1Σ+g → a1∆g tran-
sition. The quadrupole moment used here has been fit to reproduce the experimental
electric quadrupole transitions in the A-band.[238–240]
The calculation of the collision-induced absorption spectrum differs only slightly
from the formalism outlined in Sec. 7.2. The first difference is that we now use product
of Hund’s case (b) wave functions
〈rA|ψAmA〉〈rB|ψBmB〉 =
√
(NA)
4pi
D
(NA)∗
mA,ΛA
(rA)
[
Rˆ(rA)|ψA〉
]
|SAmSA〉
×
√
(NB)
4pi
D
(NB)∗
mB ,ΛB
(rB)
[
Rˆ(rB)|ψB〉
]
|SBmSB〉, (7.24)
rather than the implicitly total spin-triplet coupled states of Eq. (7.5). The coupling of
the monomer spins was necessary in the case of the exchange-based mechanism, where
only the total spin-triplet states contribute to the absorption. Here, the spin selection
rules are lifted by intra-molecular spin-orbit coupling. We assume that the potential
also does not depend on the coupling of the monomer spins, such that we can integrate
out the “spectator” spin degrees of freedom of the perturbing molecule, monomer B.
The second difference is that the transition dipole moment is explicitly dependent on
the Ω = Σ quantum number of the ground state. In order to calculate matrix elements
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of the dipole operator, we therefore express the monomer A wave function in a Hund’s
case (a) representation√
(NA)
4pi
D
(NA)∗
mNA ,0
(rA)|SAmSA〉 =
∑
jA,mA,ΣA
√
(jA)
4pi
D
(jA)∗
mA,ΣA
(rA)Rˆ(rA)|SAΣA〉
×
√
(NA)
(jA)
〈NAmNASAmSA|jAmA〉〈NA0SAΣA|jAΣA〉. (7.25)
With these modifications the derivation of the spectral density is largely analogous to
that in the case of the exchange-based mechanism, and detailed steps are displayed in
appendix 7.B.
The expressions for the spectral density for the spin-orbit-based mechanism are
given by
V gSO,X
3Σ−g →a1∆g(∆ω) =
4
3
∑
LA,LB ,λ,L
∑
jA,NA,NB ,N
′
A,N
′
B
PNAPNB
(1)(jA)(NA)(N
′
A)(NB)(N
′
B)
(LA)(LB)(L)
×
(
NA 1 jA
0 0 0
)2(
jA LA N
′
A
0 −2 2
)2(
NB LB N
′
B
0 0 0
)2
×
∣∣∣c(n),X3Σ−g ,Ω→a1∆gLA,LB ,λ,L ∣∣∣2 V GR−nL (∆ω − ω(NA,NB ,N ′A,N ′B)rot ), (7.26a)
V gSO,X
3Σ−g →b1Σ+g (∆ω) =
2
3
∑
LA,LB ,λ,L
∑
NA,NB ,N
′
A,N
′
B
PNAPNB
(
NB LB N
′
B
0 0 0
)2
∑
jA,ΣA,Σ
′
A
(1)(jA)(NA)(N
′
A)(NB)(N
′
B)
(LA)(LB)(L)
×
(
NA 1 jA
0 ΣA −ΣA
)(
NA 1 jA
0 Σ′A −Σ′A
)
×
(
jA LA N
′
A
−ΣA ΣA 0
)(
jA LA N
′
A
−Σ′A Σ′A 0
)
×
(
c
(n),X3Σ−g ,ΣA→b1Σ+g
LA,LB ,λ,L
)∗
c
(n),X3Σ−g ,Σ′A→b1Σ+g
LA,LB ,λ,L
×V GR−nL (∆ω − ω(NA,NB ,N
′
A,N
′
B)
rot ), (7.26b)
The long-range coefficients of the dipole moment surface are defined in Eqs. (7.21) and
(7.22). We have defined the translational profiles for R−n long-ranged dipole moment
surfaces as
V GR
−n
L (ω) = ~λ30
∑
`,`′
(`)(`′)
(
` L `′
0 0 0
)2
×
∫ ∞
0
dEcol exp
(
−Ecol
kBT
)
|〈`Ecol|R−n|`′Ecol + ~ω〉|2. (7.27)
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We note that a factor 1/3 in Eq. (7.26) is due to the partition sum over the spin-
projection quantum number of the absorbing molecule, mSA , rather than to the statis-
tical factor for total spin triplet coupling, which results also in a factor 1/3 in Eq. (7.17)
for the exchange interaction based mechanism.
7.2.3 Computational details
Single channel scattering calculations were performed using the Numerov algorithm.
Radial wave functions were obtained for each partial wave on a discrete grid in the
collision energy. This yields the squared radial dipole overlap integrals in Eqs. (7.16)
and (7.27) on discrete grids in the initial and final energies, E and E ′, respectively.
We obtained these quantities on discrete grids in the initial state energy, Ecol, and the
detuning, ~ω, by spline interpolation of the logarithm of the squared integral. The
translational profiles were then obtained by performing the integral over the initial
state energy using a trapezoidal quadrature rule.[82, 93]
Absorption spectra converged with respect to the treatment of the dynamics to bet-
ter than 1 % were obtained using the following parameters. Scattering wave functions
were propagated on an equidistant radial grid from R = 4.5 a0 to 30 a0 in steps of
0.017 a0, corresponding to the de Broglie wave length for the highest collision energy
considered divided by 15. We included all initial partial waves with ` < 150, and all
partial waves of the final state that are coupled to the initial state by the dipole surface
of the preceding chapter. The initial state rotational wave functions were included for
NA, NB < 30.
The grid in the collision energies has been tailored to exclude unphysical artefacts
of the sharp shape resonances supported by the isotropic potentials[93]. The grid
essentially corresponds to roughly 75 logarithmically spaced points between 0.1 K and
3000 K. However, we have removed all points that lie on a resonance, i.e. between
E0 ± 3Γ where E0 is the resonance position and Γ is the resonance width. Points
were added above and below each resonance, at E0 ± 3.1Γ, in order to sample the
background contribution only. The resonance positions and widths were determined
by fitting the energy dependence of the phase shift, δ`(E), defined by the S-matrix
element, S` = exp(i2δ`). The phase shift was fit to a constant background and a Breit-
Wigner resonant contribution in the vicinity of each grid point,[241] starting from a
logarithmically spaced energy grid.
The Franck-Condon factors in Eq. (7.17) are approximated by unity for the v′′ =
0→ v′ = 0 transitions considered here. This is a good approximation for the considered
states of O2, because they correspond to the same electronic configuration and hence
have very similar potential curves. Therefore, this should not lead to errors of more
than a few percent overall scaling[242].
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Table 7.1: Integrated intensities computed for the various transition dipole moment sur-
faces and bands studied in this work. Integrated intensities are given in cm−2amagat−2
with numbers in parentheses denoting powers of ten.
T = 300 K T = 200 K T = 100 K T = 78 K
X3Σ−g → b1Σ+g
Exchange, MRCI 1.93 (−6) 1.19 (−6) 6.65 (−7) 5.78 (−7)
Exchange, CASSCF 6.08 (−7) 3.91 (−7) 2.29 (−7) 1.99 (−7)
Spin-orbit 6.23 (−7) 5.99 (−7) 5.80 (−7) 5.73 (−7)
X3Σ−g → a1∆g
Exchange, MRCI 2.91 (−5) 2.11 (−5) 1.42 (−5) 1.28 (−5)
Exchange, CASSCF 2.27 (−5) 1.63 (−5) 1.09 (−5) 9.84 (−6)
Spin-orbit 2.35 (−5) 2.25 (−5) 2.14 (−5) 2.10 (−5)
7.3 Results
7.3.1 The exchange mechanism for the X3Σ−g → b1Σ+g transition
Figure 7.1 shows collision-induced absorption spectra for the oxygen A-band X3Σ−g →
b1Σ+g transition in O2 − O2 at room temperature. This figure includes the experi-
mental collision-induced absorption spectra of Refs. [231] and [232], as well as three
theoretical spectra. The experiment of Ref. [232] refers to measurements of air, rather
than of pure oxygen. Two of the theoretical spectra were obtained using the MRCI
and CASSCF level transition dipole moment surfaces of chapter 5, respectively, both
using the isotropic potentials from that same reference. The differences between these
spectra give an indication of the uncertainty in the spectrum due to the uncertainty in
the dipole moment surface. A third theoretical spectrum has been obtained using the
same MRCI transition dipole moment, but applying a scaling to the isotropic disper-
sion coefficient of the potential. The effect of this scaling is indicative of the sensitivity
of the spectra with respect to uncertainty in the potential. Large differences between
the theoretical predictions and the experimental data occur, although the line shapes
of all theoretical spectra and the experimental spectrum of Ref. [231] are similar.
The line shapes can be compared more directly in Fig. 7.2, which shows the same
absorption spectra normalized to the same integrated intensity. The shapes of all
theoretical spectra are similar, and also agree with the spectrum of Ref. [231]. The
collision-induced absorption spectrum of Ref. [232] is significantly narrower and more
structured. The relatively small spread in theoretical line shape, in spite of the large
uncertainty in the transition dipole surface, can be regarded as to put restrictions on
the possible collision-induced line shapes. Analyzing the experimental oxygen A-band
spectra with such line shapes may be a useful avenue of research.
The integrated intensities of the theoretical spectra can be found in Tab. 7.1. This
table also includes the X3Σ−g → a1∆g transition, and the spin-orbit-based mechanism
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for both bands, which are discussed below. We stress that the integrated intensities
tabulated here are not necessarily predictive due to the large uncertainty in the transi-
tion dipole moment surfaces. Nevertheless, we tabulate the integrated intensities given
the dipole moment surfaces of the preceding chapter for reference.
Figure 7.3 shows the contributions of the most significant angular components of
the transition dipole surface. In the isotropic interaction approximation, all angular
components contribute incoherently, i.e. additively and without interference terms.
Although the dipole moment function is highly anisotropic, the most significant con-
tributions to the absorption spectrum originate from comparatively few and low-rank
expansion terms. The corresponding translational profiles can be seen in Fig. 7.4. The
translational profiles for all angular terms are generally structureless and of comparable
width. The typical width is much larger than the rotational splitting, and also larger
than what is typically observed for rotation-translation spectra[93]. This larger width
is attributed to the short range of the exchange-driven electronic transition dipole
moment.
The temperature dependence of the theoretical A-band absorption spectrum is
shown in Fig. 7.5. With increasing temperature, the spectrum broadens and gains
in intensity. The broadening is also observed for typical rotation-translation spectra,
and is both due to broadening of the translational profiles and due to the increased
thermal population of excited rotational states. The overall increase in intensity does
not occur for rotation-translation spectra. We attribute this to the short-ranged na-
ture of the exchange-driven electronic transition dipole moment of the oxygen A-band.
With increasing temperature, the colliding molecules approach more closely, leading to
a substantial increase in the transition dipole moment. For rotation-translation spec-
tra, the dipole moment is longer ranged and the intensity increase is less substantial.
This means that the temperature dependence can be used as a probe of the mechanism
driving collision-induced transitions.
7.3.2 The exchange mechanism for the X3Σ−g → a1∆g transition
Collision-induced absorption spectra for the X3Σ−g → a1∆g transition in O2 − O2 at
room temperature are shown in Fig. 7.6. This figure shows the experimental absorp-
tion spectrum of Ref. [234], together with two calculations, based on the MRCI and
CASSCF level transition dipole moment surfaces of chapter 5, respectively. The same
spectra are shown normalized to unit integrated intensity in Fig. 7.7. These figures
again show that the shape of the theoretical spectra is relatively insensitive to the
large uncertainty in the transition dipole moment surface. The theoretical line shape
does not exactly match the experimental spectrum, as the experimental line shape is
significantly narrower near the line center. The decay of the spectra in the wings seems
to match more closely.
The contributions of different angular expansion terms of the MRCI transition
dipole surface are shown in Fig. 7.8. As for the oxygen A-band, a relatively small num-
ber of angular terms contributes significantly, although the transition dipole moment
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Figure 7.1: Collision-induced absorption spectra for the X3Σ−g → b1Σ+g transition
in O2 − O2 at room temperature. The dashed and dotted lines correspond to the
experimentally determined spectra of Refs. [231] and [232], respectively. The solid
lines correspond to the theoretical results of the present work using either the MRCI
or CASSCF level dipole surfaces and the isotropic potential energy surfaces of chapter 5,
with or without scaling applied.
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Figure 7.2: Collision-induced absorption spectra for the X3Σ−g → b1Σ+g transition in
O2 − O2, scaled in order to normalize the integrated intensity. For a more detailed
description of the lines, see Fig. 7.1 or the legend.
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Figure 7.3: Contribution of the most significant spherical components of the MRCI
dipole moment surface to the collision-induced absorption spectra for the X3Σ−g →
b1Σ+g transition in O2 −O2.
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Figure 7.4: Translational profiles of the most significant spherical components of the
MRCI dipole moment surface.
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Figure 7.5: Temperature dependence of the theoretical collision-induced absorption
spectra for the X3Σ−g → b1Σ+g transition in O2 − O2, using the MRCI dipole moment
surface.
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Figure 7.6: Collision-induced absorption spectra for the X3Σ−g → a1∆g transition
in O2 − O2 at room temperature. The dotted line corresponds to the experimentally
determined spectra of Ref. [234], and the solid line and dashed lines correspond to the
theoretical results of the present work using the MRCI or CASSCF level dipole surfaces
of chapter 5, respectively.
itself is highly anisotropic. This figure suggests a more narrow line center would have
been obtained if the {LA, LB, λ, L} = {2, 0, 2, 1} term was more dominant, without
affecting the wings of the spectrum.
Figure 7.9 shows the temperature dependence of the X3Σ−g → a1∆g spectrum of
O2 −O2 between T = 100 and 300 K. The temperature dependence is similar to what
is observed for the oxygen A-band: The absorption spectrum broadens and increases
in intensity with increasing temperature.
7.3.3 Spin-orbit mechanism for the X3Σ−g → b1Σ+g transition
In this section, we discuss the oxygen A-band spectra computed assuming a sim-
ple model for the alternative spin-orbit-based mechanism. This model, derived in
Sec. 7.2.2, assumes that spin-symmetry is broken by spin-orbit coupling in the absorb-
ing molecule, the dipole surface is given by its R−4 long-range form, and the initial state
potential energy does not depend on the exchange interaction, i.e. the spin-splitting of
the singlet, triplet, and quintet ground-state potentials is not included.
Figure 7.10 shows the experimental A-band absorption spectra from Refs. [231, 232],
again the theoretical spectra of the present work using the exchange-driven MRCI tran-
sition dipole surface, and the results obtained using the spin-orbit-mediated transition
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Figure 7.7: Collision-induced absorption spectra for the X3Σ−g → a1∆g transition in
O2 − O2, scaled in order to normalize the integrated intensity. For a more detailed
description of the lines, see Fig. 7.6 or the legend.
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Figure 7.8: Contribution of the most significant spherical components of the MRCI
dipole moment surface to the collision-induced absorption spectra for the X3Σ−g →
a1∆g transition in O2 −O2.
178
7.3 Results
7
7600 7700 7800 7900 8000 8100 8200
 / cm -1
10 -10
10 -9
10 -8
10 -7
 
/ c
m
-
1  
a
m
a
ga
t-
2
T=300 K
T=200 K
T=100 K
Figure 7.9: Temperature dependence of the theoretical collision-induced absorption
spectra for the X3Σ−g → a1∆g transition in O2 − O2, using the MRCI dipole moment
surface.
dipole moment. The same spectra, scaled to equal integrated intensity, are shown in
Fig. 7.11 for a more convenient comparison of the line shape. The spin-orbit based
mechanism leads to a much narrower profile, albeit still broader than the experimental
result of Ref. [232].
The temperature dependence of the theoretical A-band absorption spectrum, as-
suming the spin-orbit-based mechanism, is shown in Fig. 7.12. Due to the long-ranged
transition dipole moment involved in this mechanism, the temperature dependence is
different from what was observed for the exchange-driven mechanism: The absorp-
tion spectrum broadens with increasing temperature, but the intensity of the spectrum
does not increase. This confirms that the temperature dependence is a probe for the
transition mechanism.
We now turn our attention to the absolute intensity of the absorption spectrum
in Fig. 7.10. Thus far, we have not analyzed the intensity of the theoretical spectra
in much detail, because the intensity is strongly affected by the uncertainty in the
exchange-driven transition dipole moment surfaces. For the spin-orbit based mecha-
nism, however, the situation is different because the overall intensity is determined by
the X3Σ−g → b1Σ+g transition quadrupole moment and isotropic polarizability. These
quantities are known and at least the order of magnitude of the intensity calculated
by our simple model should be considered to be predictive. The predicted intensity,
however, is well below the experimental results. This suggests that the exchange-driven
mechanism is dominant over the mechanism involving the spin-orbit coupling, which
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Figure 7.10: Collision-induced absorption spectra for the X3Σ−g → b1Σ+g transition in
O2 − O2. The dashed and dotted lines correspond to the experimentally determined
spectra of Refs. [231] and [232], respectively. The solid line corresponds to the theoret-
ical spectrum calculated using the exchange-driven mechanism using the MRCI dipole
moment surface. The dashed line corresponds to the theoretical spectrum calculated
using the spin-orbit-driven mechanism.
is supported further by the closer match in line shape, as discussed above.
It may not be surprising that spin-orbit coupling is not dominant in the collision-
induced absorption spectra of O2 − O2, but it is worth noting that this conclusion
may impact the experimental determination of O2 − N2 collision-induced absorption.
In collisions with diamagnetic N2 molecules, the exchange interaction does not break
spin-symmetry, and spin-orbit coupling should determine the O2−N2 collision-induced
absorption. In chapter 8, we study the absorption mechanism in more detail for related
vibronic transitions in O2−O2 and O2−N2, unambiguously identifying the absorption
mechanisms.
7.3.4 Spin-orbit mechanism for the X3Σ−g → a1∆g transition
We have also performed calculations for the X3Σ−g → a1∆g transition in the spin-orbit-
based mechanism. The absorption spectrum for this mechanism is shown in Fig. 7.13,
along with predictions for the exchange-based mechanism discussed before, and the
experimental results of Mate´ et al.[234] Again, the obtained line shape for the spin-
orbit mechanism is much narrower than both the exchange-based calculation and the
experimental result. This can be seen most clearly in Fig. 7.14, where all spectra are
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Figure 7.11: Collision-induced absorption spectra for the X3Σ−g → b1Σ+g transition
in O2 − O2, scaled in order to normalize the integrated intensity. For a more detailed
description of the lines, see Fig. 7.10 or the legend.
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Figure 7.12: Temperature dependence of the theoretical collision-induced absorption
spectra for theX3Σ−g → b1Σ+g transition, assuming the spin-orbit-mediated mechanism.
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Figure 7.13: Collision-induced absorption spectra for the X3Σ−g → a1∆g transition in
O2 − O2. The dashed line corresponds to the experimentally determined spectrum of
Ref. [234]. The solid line corresponds to the theoretical spectrum calculated using the
exchange-driven mechanism using the MRCI dipole moment surface. The dashed line
corresponds to the theoretical spectrum calculated using the spin-orbit-driven mecha-
nism.
scaled to equal integrated intensity. Also for the X3Σ−g → a1∆g transition, the overall
intensity of the spin-orbit-based mechanism is significantly below the experimental
result, despite the larger transition quadrupole moment for this band. The spin-orbit
mechanism could contribute to the narrower line center observed experimentally.
Finally, the temperature dependence of the theoretical spectrum for the spin-orbit
mechanism is shown in Fig. 7.15. The width of the spectrum increases with increasing
spectrum, but the integrated intensity is again less temperature dependent.
7.4 Conclusions
In this chapter, we have extended the formalism for computing collision-induced absorp-
tion spectra in the isotropic interaction approximation to include electronic excitations.
We have applied this theory to the X3Σ−g → a1∆g and X3Σ−g → b1Σ+g transitions in
O2 −O2, using the potential energy and transition dipole moment surfaces of the pre-
ceding chapter. Collision-induced absorption in the O2 A-band transition is relevant
for calibration of satellite instruments.
We have sampled the effect of the relatively large uncertainty in the exchange-
induced transition dipole moment on the computed spectra, showing that the line
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Figure 7.14: Collision-induced absorption spectra for the X3Σ−g → a1∆g transition
in O2 − O2, scaled in order to normalize the integrated intensity. For a more detailed
description of the lines, see Fig. 7.13 or the legend.
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Figure 7.15: Temperature dependence of the theoretical collision-induced absorption
spectra for theX3Σ−g → a1∆g transition, assuming the spin-orbit-mediated mechanism.
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shape is not strongly affected. The predicted width of the spectra qualitatively agrees
with experimental results of Tran et al.[231] and Mate´ et al.[234], whereas the results
of Drouin et al.[232] appear to be significantly more narrow and structured.
We have presented the line-shape theory for two distinct absorption mechanisms,
where the transition dipole moment is induced by the intermolecular exchange interac-
tion, or by intramolecular spin-orbit coupling. We show that both the width and the
temperature dependence of the absorption spectrum are characteristic of the underly-
ing mechanism: The mechanism based on the exchange interaction between colliding
paramagnetic molecules leads to broader absorption spectra, of which the width and
intensity both increase with increasing temperature. The intramolecular spin-orbit
coupling gives rise to narrower absorption spectra which do not strongly increase in
intensity with increasing temperature.
In chapter 8, we study the contributions of both mechanisms to vibronic transitions
in O2 −O2 and O2 −N2. This unambiguously identifies the absorption mechanism for
both pairs, and may have important consequences for their relative contributions to
atmospheric absorption.
Appendices
7.A Analytical sum over projection quantum num-
bers
In order to evaluate the spectral density, we need to calculate matrix elements of the
dipole operator of the form
〈ψAmAψBmB`m`Ecol|µˆκ|ψ′Am′Aψ′Bm′B`′m′`E ′col〉, (7.A.1)
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where the wave functions are given by Eq. (7.6), and for the dipole operator we use
Eq. (7.12). Inserting this expansion in the matrix element of the dipole operator yields
〈ψAmAψBmB`m`Ecol|µˆκ|ψ′Am′Aψ′Bm′B`′m′`E ′col〉 =
[(NA)(N
′
A)(NB)(N
′
B)(`)(`
′)]1/2
(4pi)3
∑
LA,LB ,λ,L
〈v′′Av′′B`Ecol|DψA,ψB ,ψ
′
A,ψ
′
B
LA,LB ,λ,L
(rA, rB, R)|v′Av′B`′E ′col〉
∑
MA
∫ ∫
D
(NA)
mA,ΛA
(φA, θA, 0)D
(LA)∗
MA,ΛA−Λ′A(φA, θA, 0)D
(N ′A)∗
m′A,Λ
′
A
(φA, θA, 0)d cos θAdφA
∑
MB
∫ ∫
D
(NB)
mB ,ΛB
(φB, θB, 0)D
(LB)∗
MB ,ΛB−Λ′B(φB, θB, 0)D
(N ′B)∗
m′B ,Λ
′
B
(φB, θB, 0)d cos θBdφB
∑
M
∫ ∫
C∗`,m`(Θ,Φ)CL,M(Θ,Φ)C`′,m′`(Θ,Φ)d cos ΘdΦ∑
µ
〈LAMALBMB|λµ〉〈λµLM |1κ〉. (7.A.2)
Here, |vX〉 is the vibrational wave function of monomer X, which implicitly does depend
on the electronic state, ψX . A weak dependence on the rotational quantum number,
NX , may also be included.
The integrals over products of three Wigner D-matrices are given by∫ ∫
D
(NA)
mA,kA
(Rˆ)D
(NB)
mB ,kB
(Rˆ)D
(N)∗
m,k (Rˆ)dRˆ =
4pi
(N)
〈NAmANBmB|Nm〉〈NAkANBkB|Nk〉,
(7.A.3)
for k = kA + kB, and the special case kA = kB = k = 0 yields the integral over three
Racah normalized spherical harmonics. Using these integrals, we obtain for the dipole
matrix element
〈ψAmAψBmB`m`Ecol|µˆκ|ψ′Am′Aψ′Bm′B`′m′`E ′col〉 =[
(N ′A)(N
′
B)(`
′)
(NA)(NB)(`)
]1/2 ∑
LA,LB ,λ,L
〈v′′Av′′B`Ecol|DψA,ψB ,ψ
′
A,ψ
′
B
LA,LB ,λ,L
(rA, rB, R)|v′Av′B`′E ′col〉
× 〈N ′A,Λ′A, LA,ΛA − Λ′A|NAΛA〉〈N ′B,Λ′B, LB,ΛB − Λ′B|NBΛB〉〈`′0L0|`0〉∑
MA,MB ,µ,M
〈N ′Am′ALAMA|NAmA〉〈N ′Bm′BLBMB|NBmB〉〈`′m′`LM |`m`〉
× 〈LAMALBMB|λµ〉〈λµLM |1κ〉 (7.A.4)
Next, we consider the square of this matrix element, summed over the angular momen-
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tum projection quantum numbers, as it occurs in Eq. (7.2)∑
mA,mB ,m`,m
′
A,m
′
B ,m
′
`
∣∣∣〈ψAmAψBmB`m`Ecol|µˆκ|ψ′Am′Aψ′Bm′B`′m′`E ′col〉∣∣∣2 =
(N ′A)(N
′
B)(`
′)
(NA)(NB)(`)
∑
L,L′
〈`′0L0|`0〉〈`′0L′0|`0〉
∑
LA,LB ,λ
〈v′′Av′′B`Ecol|DψA,ψB ,ψ
′
A,ψ
′
B
LA,LB ,λ,L
(rA, rB, R)|v′Av′B`′E ′col〉
× 〈N ′A,Λ′A, LA,ΛA − Λ′A|NAΛA〉〈N ′B,Λ′B, LB,ΛB − Λ′B|NBΛB〉∑
L′A,L
′
B ,λ
′
〈v′′Av′′B`Ecol|DψA,ψB ,ψ
′
A,ψ
′
B
L′A,L
′
B ,λ
′,L′ (rA, rB, R)|v′Av′B`′E ′col〉∗
× 〈N ′A,Λ′A, L′A,ΛA − Λ′A|NAΛA〉〈N ′B,Λ′B, L′B,ΛB − Λ′B|NBΛB〉∑
MA,MB ,µ,M
〈LAMALBMB|λµ〉〈λµLM |1κ〉∑
M ′A,M
′
B ,µ
′,M ′
〈L′AM ′AL′BM ′B|λ′µ′〉〈λ′µ′L′M ′|1κ〉∑
mA,m
′
A
〈N ′Am′ALAMA|NAmA〉〈N ′Am′AL′AM ′A|NAmA〉∑
mB ,m
′
B
〈N ′Bm′BLBMB|NBmB〉〈N ′Bm′BL′BM ′B|NBmB〉∑
m`,m
′
`
〈`′m′`LM |`m`〉〈`′m′`L′M ′|`m`〉. (7.A.5)
We then use the orthogonality of the Clebsch-Gordan coefficients∑
m1,m2
〈N1m1N2m2|JM〉〈N1m1N2m2|J ′M ′〉 = δJ,J ′δM,M ′ (7.A.6)
to perform the sums over the space-fixed projection quantum numbers, which yields∑
mA,mB ,m`,m
′
A,m
′
B ,m
′
`
|〈ψAmAψBmB`m`Ecol|µˆκ|ψ′Am′Aψ′Bm′B`′m′`E ′col〉|2 =
∑
LA,LB ,λ,L
(N ′A)(N
′
B)(`
′)
(LA)(LB)(L)
〈N ′A,Λ′A, LA,ΛA − Λ′A|NAΛA〉2〈N ′B,Λ′B, LB,ΛB − Λ′B|NBΛB〉2
× 〈`′0L0|`0〉2
∣∣∣〈v′′Av′′B`Ecol|DψA,ψB ,ψ′A,ψ′BLA,LB ,λ,L (rA, rB, R)|v′Av′B`′E ′col〉∣∣∣2 . (7.A.7)
Finally, we neglect the vibrational dependence of the potential, and hence the vi-
brational dependence of the radial wave functions. We further neglect the vibrational
186
7.B Spectral density for the spin-orbit mechanism
7
dependence of the dipole moment to obtain
∑
mA,mB ,m`,m
′
A,m
′
B ,m
′
`
|〈ψAmAψBmB`m`Ecol|µˆκ|ψ′Am′Aψ′Bm′B`′m′`E ′col〉|2 =
|〈v′′A|v′A〉|2|〈v′′B|v′B〉|2
∑
LA,LB ,λ,L
(N ′A)(N
′
B)(`
′)
(LA)(LB)(L)
〈N ′A,Λ′A, LA,ΛA − Λ′A|NAΛA〉2
× 〈N ′B,Λ′B, LB,ΛB − Λ′B|NBΛB〉2〈`′0L0|`0〉2
∣∣∣〈`Ecol|DψA,ψB ,ψ′A,ψ′BLA,LB ,λ,L (R)|`′E ′col〉∣∣∣2 ,
(7.A.8)
that is, the vibrational dependence is contained completely in products of Franck-
Condon factors.
7.B Spectral density for the spin-orbit mechanism
In order to evaluate the spectral density for the spin-orbit-based mechanism, we again
consider matrix elements of the form
〈ψAmAψBmB`m`Ecol|µˆκ|ψ′Am′Aψ′Bm′B`′m′`E ′col〉, (7.B.1)
where we stress that the monomer states are not implicitly spin-coupled to an overall
triplet. We assume that the potential–and hence radial wave functions–are indepen-
dent of the spin-coupling of the monomers, such that we can drop the spin quantum
numbers of the perturbing monomer, molecule B. For the wave function of the absorb-
ing monomer, molecule A, we substitute Eq. (7.25), and we use for the spin-electronic
matrix element of the dipole operator the expansion of Eq. (7.21). The equivalent of
Eq. (7.A.5), having neglected the vibrational dependence of the dipole moment, then
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becomes
∑
mNA ,mSA ,mB ,m`,m
′
A,m
′
B ,m
′
`
∣∣∣〈ψAmAψBmB`m`Ecol|µˆκ|ψ′Am′Aψ′Bm′B`′m′`E ′col〉∣∣∣2 =
|〈v′′A|v′A〉|2|〈v′′B|v′B〉|2
∑
jA,j
′
A
(N ′A)(N
′
B)(`
′)
(jA)1/2(j′A)1/2(NB)(`)∑
L,L′
〈`′0L0|`0〉〈`′0L′0|`0〉∑
LA,LB ,λ
〈N ′A,Λ′A, LA,ΩA − Λ′A|jAΩA〉〈N ′B,Λ′B, LB,ΛB − Λ′B|NBΛB〉∑
L′A,L
′
B ,λ
′
〈N ′A,Λ′A, L′A,ΩA − Λ′A|jAΩA〉〈N ′B,Λ′B, L′B,ΛB − Λ′B|NBΛB〉∑
MA,MB ,µ,M
〈LAMALBMB|λµ〉〈λµLM |1κ〉∑
M ′A,M
′
B ,µ
′,M ′
〈L′AM ′AL′BM ′B|λ′µ′〉〈λ′µ′L′M ′|1κ〉∑
mjA ,m
′
jA
,m′A
〈N ′Am′ALAMA|jAmjA〉〈N ′Am′AL′AM ′A|j′Am′jA〉∑
mB ,m
′
B
〈N ′Bm′BLBMB|NBmB〉〈N ′Bm′BL′BM ′B|NBmB〉∑
m`,m
′
`
〈`′m′`LM |`m`〉〈`′m′`L′M ′|`m`〉
∑
ΣA
(NA)
1/2
(jA)1/2
〈NAΛASAΣA|jAΩA〉〈`Ecol|DSO,X
3Σ−g ,ΩA→ψ′A
LA,LB ,λ,L
|`′E ′col〉
∑
Σ′A
(NA)
1/2
(j′A)1/2
〈NAΛASAΣ′A|j′AΩ′A〉〈`Ecol|DSO,X
3Σ−g ,Ω′A→ψ′A
L′A,L
′
B ,λ
′,L′ |`′E ′col〉∗∑
mNA ,mSA
〈NAmNASAmSA|jAmjA〉〈NAmNASAmSA|j′Am′jA〉
(7.B.2)
The sum on the last line can be carried out using the orthogonality relation in Eq. (7.A.6).
This result closely resembles Eq. (7.A.5), with an additional factor resulting from the
transformation between Hund’s case (a) and (b) bases, jA playing the role of NA, sums
over jA and ΣA, and a different ΣA-dependent dipole function. Proceeding identically
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as for the exchange based mechanism, we obtain∑
mNA ,mB ,m`,m
′
A,m
′
B ,m
′
`
|〈ψAmAψBmB`m`Ecol|µˆκ|ψ′Am′Aψ′Bm′B`′m′`E ′col〉|2 =
∑
jA,ΣA,Σ
′
A
(NA)
(jA)
〈NAΛASAΣA|jAΩA〉〈NAΛASAΣ′A|jAΩ′A〉|〈v′′A|v′A〉|2|〈v′′B|v′B〉|2
∑
LA,LB ,λ,L
(N ′A)(N
′
B)(`
′)
(LA)(LB)(L)
〈N ′A,Λ′A, LA,ΩA − Λ′A|jAΩA〉〈N ′A,Λ′A, LA,Ω′A − Λ′A|jAΩ′A〉
× 〈`Ecol|DSO,X
3Σ−g ,ΩA→ψ′A
LA,LB ,λ,L
(R)|`′E ′col〉〈`Ecol|DSO,X
3Σ−g ,Ω′A→ψ′A
LA,LB ,λ,L
(R)|`′E ′col〉∗
× 〈N ′B,Λ′B, LB,ΛB − Λ′B|NBΛB〉2〈`′0L0|`0〉2. (7.B.3)
In the special case where only the Σ = 0 component contributes, this simplifies to∑
mNA ,mB ,m`,m
′
A,m
′
B ,m
′
`
|〈ψAmAψBmB`m`Ecol|µˆκ|ψ′Am′Aψ′Bm′B`′m′`E ′col〉|2 =
∑
jA
(NA)
(jA)
〈NAΛASA0|jAΛA〉2|〈v′′A|v′A〉|2|〈v′′B|v′B〉|2
∑
LA,LB ,λ,L
(N ′A)(N
′
B)(`
′)
(LA)(LB)(L)
× 〈N ′A,Λ′A, LA,ΛA − Λ′A|jAΛA〉2〈N ′B,Λ′B, LB,ΛB − Λ′B|NBΛB〉2〈`′0L0|`0〉2
×
∣∣∣〈`Ecol|DSO,X3Σ−g ,0→ψ′ALA,LB ,λ,L (R)|`′E ′col〉∣∣∣2 ,
(7.B.4)
which closely resembles Eq. (7.A.8), except for the occurrence of the jA quantum
number which is summed over and which plays the role of NA, as well as for an
additional factor arising from the transformation between Hund’s case (a) and (b)
bases. The monomer energies are determined by the rotational quantum number NA,
not total monomer angular momentum jA. If ΣA 6= 0 components contribute, equation
(7.B.3) should be used, which contains interference terms between the different ΣA
components.
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Mechanisms of spin-forbidden transitions
Collision-induced absorption is the phenomenon that interactions between
colliding molecules lead to absorption of light, even for transitions that
are forbidden for the isolated molecules. We developed a line-shape theory
for electronic transitions in molecular collision-induced absorption, which
is based on quantum scattering calculations using ab initio calculated po-
tential energy and transition dipole moment surfaces, as well as analyti-
cal line-shape models, and a method to efficiently account for interaction
anisotropy. The theory is applied to electronic transitions in molecular
oxygen complexes – an experimentally well-studied model system of spin-
forbidden transitions – where collision-induced absorption may be due to
two mechanisms: intermolecular exchange or spin-orbit coupling. We un-
ambiguously identify the underlying absorption mechanism, which is shown
to depend explicitly on the collision partner – contrary to the textbook
explanation. This explains experimentally observed qualitative differences
between O2 −O2 and O2 −N2 collisions in the overall intensity, line shape,
and vibrational dependence of the absorption spectrum. These spectral sig-
natures of the absorption mechanisms are determined by their length-scale
and, therefore, their occurrence is not limited to the specific model sys-
tem. It is shown that these signatures can be used to discriminate between
conflicting experimental data, and even to identify unphysical results, thus
impacting future experimental studies and atmospheric applications.
Based on T. Karman, M. A. J. Koenis, A. Banerjee, D. H. Parker, I. E. Gordon, A. van der
Avoird, W. J. van der Zande, and G. C. Groenenboom, Nature Chem. x, accepted (2018).
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The selection rules that govern atomic and molecular spectroscopy are related to
symmetry restrictions, which imply vanishing transition strength to a certain de-
gree of approximation. Symmetry is broken by collisions with other molecules in
the gas phase, which lifts the selection rules and induces otherwise-forbidden elec-
tric dipole transitions, leading to so-called collision-induced absorption.[28] Collision-
induced absorption was discovered by Welsh and co-workers for forbidden vibrational
transitions in compressed O2 and N2 gases.[10] More recent measurements of collision-
induced absorption typically use cavity ring-down spectroscopy to observe the weak
collision-induced signal by achieving long path lengths,[26, 30, 234, 244–249] rather
than high pressures.[231, 250] Roto-translational collision-induced absorption is im-
portant for the atmospheric heat balance,[116] and electronic transitions in O2, such
as the A-band X3Σ−g → b1Σ+g (v′ = 0) transition,[31, 33–36] and the 1.27 µm band
X3Σ−g → a1∆g(v′ = 0) transition,[251] have gained significant attention as those are
observable in the Earth’s atmosphere and used in remote sensing calibration. Oxygen
collision-induced absorption has also been put forward as a biomarker to be observed in
exo-planetary atmospheres,[39] where the quadratic pressure dependence can be used
to probe the atmospheric distribution, in addition to the column density.
The theoretical treatment of collision-induced absorption is well-established for
rotation-translation and vibrational transitions,[28] and it is well-known that such spec-
tra are typically dominated by quadrupole induced dipole moments. Electronic transi-
tions have been studied theoretically for forbidden 1S → 1D transitions in atom-atom
collisions,[94, 252] and the mechanism is again quadrupole induction. By contrast, for
spin-forbidden electronic transitions, the mechanism cannot be only quadrupole induc-
tion, as this interaction does not lift the spin selection rule. Mechanisms for breaking
spin symmetry have been suggested,[216, 230, 253–257] but not identified in absorption
spectra, despite extensive experimental studies. The most extensively studied spin-
forbidden transitions are electronic transitions of molecular oxygen: In 1885, Janssen
first observed the oxygen A-band in dense gases,[7, 8] long before the process was
identified as collision-induced absorption.[9] More recently, atmospheric applications
have motivated numerous experimental studies.[26, 30, 231, 234, 244–250, 258–260]
A line-shape theory does not yet exist, neither for spin-forbidden transitions, nor for
collision-induced molecular electronic transitions in general.
Here, we theoretically study the X3Σ−g → a1∆g and b1Σ+g transitions of molecular
oxygen in O2 − O2, and O2 − N2 collisions. These transitions are monomer-forbidden
by both spin (S = 1 9 0) and spatial (g 9 g) selection rules. The most influential
monograph on collision-induced absorption states the following about these specific
transitions:[28] “For collisional induction of these bands a foreign molecule is more or
less as expedient as an O2 molecule. The specific properties of the collisional partner
hardly matter as long as it is not absent.” In this Chapter, however, we show that
the underlying absorption mechanism depends on the specific properties of the colli-
sional partner, and that this leads to qualitative differences in the intensity, line shape,
and vibrational dependence of the absorption spectra. To this end, we present the
first theoretical line-shape study of electronic transitions in molecular collision-induced
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absorption.
8.1 Absorption Mechanisms
In a bimolecular collision, the symmetry of the system is broken and the spatial selection
rules are relaxed. However, this does not lift the selection rule on the spin multiplicity.
Three different mechanisms have been proposed to break the spin symmetry:
The spin-orbit mechanism takes into account the intramolecular spin-orbit coupling
between the X3Σ−g ,Ω = 0
+ and b1Σ+g states of O2, which mixes these states with
coefficient C = 0.0134i, such that the ground state is no longer a pure triplet state and
the spin-selection rule is lifted.[216, 230, 254, 255] This leads to non-zero transition
quadrupole moments for both X3Σ−g → a1∆g and X3Σ−g → b1Σ+g transitions in the
isolated O2 molecule. In a collision complex, quadrupole induction then leads to a
transition dipole moment, through polarization of the perturbing molecule. This dipole
moment is long ranged and varies with R−4, where R is the intermolecular distance.
The exchange mechanism applies only to paramagnetic collision partners. In this
case, the total electron spin of the collision complex is conserved, making the transition
formally allowed, even though the O2 monomer spin changes from triplet to singlet.
For example, for the O2 −O2 collisions considered here,
O2(X
3Σ−g ) + O2(X
3Σ−g ) + hν →
O2(a
1∆g/b
1Σ+g ) + O2(X
3Σ−g ), (8.1)
both the initial and final states can be coupled to an overall spin triplet, lifting the
spin restriction. Non-zero intensity for this process is due to the exchange interaction
between paramagnetic collision partners,[253] and the induced dipole moment decays
exponentially with the intermolecular distance, as exp(−γR).
The heavy-atom effect is a possible third mechanism, where interaction with a
heavier element enhances relativistic effects such as spin-orbit coupling.[230, 256, 257]
This mechanism is not considered here because it is less relevant for collisions with
light atmospherically abundant collision partners such as N2 and O2.
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8.2 Methods
We have calculated bimolecular collision-induced absorption spectra for the X3Σ−g →
a1∆g and b
1Σ+g transitions in O2−O2 and O2−N2, for both the exchange and the spin-
orbit mechanism. Such line-shape calculations, that have previously been performed
only for roto-translational and vibrational (RT&V) transitions, obtain the absorption
spectrum from the dipole coupling between scattering wave functions that describe
the colliding molecules, which are calculated using coupled-channels theory.[28] These
calculations require the electronic energy and transition dipole moments, for the elec-
tronic ground and six electronically excited states of the complex, as a function of the
nuclear coordinates. We have calculated these four-dimensional potential energy and
exchange-induced transition dipole moment surfaces using ab initio electronic struc-
ture methods.[184] The essential innovation that enabled these calculations was the
diabatization of these surfaces, which includes non-adiabatic couplings beyond the
Born-Oppenheimer approximation. To this end, we used a novel multiple-property-
based diabatization algorithm, that has been developed as a part of this project.[134]
This treatment is crucial due to the occurrence of seams of conical intersections, at
which derivative couplings are divergent. The issue of diabatization is not encountered
for RT&V dipole surfaces, which involve only the electronic ground state. Similarly
unfamiliar from RT&V transitions is the first-principles computation of intermolecular
exchange-induced properties, which is virtually unexplored,[214] and shown here to
be challenging. For the spin-orbit mechanism, we employ the long-range model that
we developed in Ref. [229], which involves the spin-orbit-induced transition quadrupole
moment of O2. In this work, scattering wave functions are calculated in the approxima-
tion of an isotropic interaction between the colliding molecules. This allows the decou-
pling of radial and angular degrees of freedom, and to treat the latter analytically, thus
significantly reducing the computational effort. The isotropic approximation applies
only to the interaction potential, whereas the full anisotropic transition dipole surface
is used. This approximation is commonly used in line-shape calculations for RT&V
bands, and we have extended this theory to electronic transitions.[229] We also present
corrections to this approximation from classical statistical mechanics, using the full
anisotropic interaction. Numerical results suggest that the effect of anisotropy is more
pronounced for electronic transitions than for RT&V bands. A more detailed discussion
of all calculations can be found in Chapter 9, and supporting papers.[134, 184, 229]
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Figure 8.1: Experimental and theoretical collision-induced absorption spectra for the
X3Σ−g (v
′′ = 0) → a1∆g(v′) bands of O2 − O2 and O2 − N2. Panels (a), (b), and (c)
correspond to v′ = 0, 1, and 2, where experimental data are taken from Refs. [234],
this work, and [247], respectively. The intensity for the spin-orbit mechanism follows
the predicted scaling with Franck-Condon factors, whereas the exchange contribution
is evidently suppressed less strongly.
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Figure 8.2: Experimental and theoretical collision-induced absorption spectra for
the X3Σ−g (v
′′ = 0) → b1Σ+g (v′) bands of O2 − O2 and O2 − N2. Panels (a) and (b)
correspond to v′ = 0 and 1, where experimental data are taken from Refs. [231] and
[245], respectively.
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Table 8.1: Scale factors for theoretical line shapes fit to experimental data. Classical
statistical mechanical corrections for anisotropic interactions have been included, see
Chapter 9.
Transition cO2−O2Exch c
O2−O2
SO c
O2−N2
SO
X3Σ−g → a1∆g(v′ = 0) 4.48 1.10 1.68
X3Σ−g → a1∆g(v′ = 1) 2.90
X3Σ−g → a1∆g(v′ = 2) 0.15
X3Σ−g → b1Σ+g (v′ = 0) 6.41 0.66 0.71
X3Σ−g → b1Σ+g (v′ = 1) 0.63
8.3 Results
Figures 8.1 and 8.2 show collision-induced absorption spectra for X3Σ−g → a1∆g and
X3Σ−g → b1Σ+g transitions, respectively. The a1∆g(v′ = 1) band has been measured
in this work, using cavity ring-down spectroscopy similar to that in Ref. [26] and
described in more detail in Chapter 9. Experimental data for the a1∆g(v
′ = 0, 2) and
b1Σ+g (v
′ = 0, 1) bands are taken from Refs. [234], [247], [231], and [245], respectively,
which are the Hitran recommended data wherever multiple experiments exists.[261,
262] The theoretical line shapes match the experimental results well. However, to
achieve agreement also for the intensities, the theory has been scaled by factors that
are shown in Table 8.1. The scaling factors for the exchange mechanism, cExch, seem
large but, as shown below, are within the uncertainty of the calculated intensity, which
is due to the large uncertainty of the dipole surfaces for this mechanism. The predicted
line shapes are unaffected by this uncertainty. For the spin-orbit mechanism, where
the dipole surface is known more accurately, the anisotropy-corrected scaling factors
are closer to unity.
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8.3.1 Intensity
From the absorption spectra in Figs. 8.1 and 8.2, qualitative differences between O2−O2
and O2−N2 collision-induced absorption become apparent. The O2−O2 contributions
are typically more intense, significantly broader in frequency, and decay less rapidly
with increasing vibrational excitation, v′. The difference in line shape is seen even more
clearly on a logarithmic scale, see Fig. 8.5. The observed difference in intensity can be
understood as the O2−N2 intensity is solely due to the spin-orbit mechanism, whereas
the O2 − O2 intensity is dominated by the additional exchange mechanism, and the
contribution of the spin-orbit mechanism is observable near the line center only.
8.3.2 Line shape
The difference in line shape can also be understood from these mechanisms and the
correspondingly different geometry dependence of the transition dipole moment. The
dipole moment of the spin-orbit mechanism, which is the only contribution for O2−N2,
results from long-ranged spin-orbit-induced quadrupole induction, and depends on the
intermolecular distance, R, as R−4. This drives electronic transitions at comparatively
long length-scales – and therefore long time-scales – which leads to a relatively narrow
absorption feature. By contrast, the dipole moment of the exchange mechanism, which
dominates for O2 − O2, decays exponentially with the intermolecular distance. This
induces electronic transitions at very short length and time-scales, leading to a much
broader absorption spectrum.
In order to rigorously demonstrate the relation between line shape and the absorp-
tion mechanism, we consider an analytical model for the translational profile, V G,
which determines the absorption line shape, see Sec. 9.1.4. This model accounts for
hard-sphere scattering (with radius a) at a single energy E = kBT , and dipole functions
proportional to exp(−γR) and R−4, respectively. This yields
V GExch(ω) =
γ2kk′
{(γ2 + k2)2 + 2(γ2 − k2)k′2 + k′4}2 ,
V GSO(ω) =
1
kk′
[
G3,11,3
(
a2
4
[k − k′]2
∣∣∣∣ 00 3
2
2
)]2
, (8.2)
where ~k =
√
2µkBT , ~k′ =
√
2µ(kBT + ~ω), andG3,11,3 denotes a Meijer G function.[263]
These profiles are compared to the result of full calculations in Fig. 8.3. The analyt-
ical model reproduces the typical translational profiles, supporting the length-scale
argument presented above.
8.3.3 Vibrational dependence
The differences in v′-dependence, seen in Figs. 8.1 and 8.2, are explained by the vi-
brational dependence of the transition dipole moments. In the spin-orbit mechanism,
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Figure 8.3: Translational profiles for the X3Σ−g → a1∆g transition for both the
exchange and spin-orbit mechanisms. Results of the full line-shape calculation are
compared to the results of the analytical hard-sphere model discussed in more detail
in Chapter 9.
the only contribution for O2−N2, the dipole moment is proportional to the spin-orbit-
induced transition quadrupole moment of O2. This transition quadrupole moment is
only weakly dependent on the O2 bond length, and hence the intensities of transitions
to v′ > 0 are suppressed following the Franck-Condon factors. For the bands studied
here, the Franck-Condon factors are small, ranging from 10−4 to 7 · 10−2.[242] There-
fore, the v′ > 0 transitions are heavily suppressed for O2 − N2, and are not observed.
For the exchange mechanism, which is dominant for O2 − O2, the vibrational depen-
dence is evidently much stronger, as v′ > 0 bands are suppressed by much less than the
Franck-Condon factor. This can be understood as the transition dipole moment for
this mechanism depends on the nuclear geometry – including vibrational coordinates –
with exponential sensitivity. This is shown by exploratory electronic structure calcu-
lations, presented in Sec. 9.2, that yield a vibrational dependence that is in qualitative
agreement with the scaling factors in Table 8.1.
8.4 Analysis of Experimental Spectra
The insight into the absorption mechanism and resulting spectral signatures, developed
above, can be used to analyze conflicting experimental line shapes. This is illustrated
in Fig. 8.4, which shows collision-induced absorption spectra for the oxygen A-band
X3Σ−g → b1Σ+g (v′ = 0) transition in air, i.e., 21 % O2 and 79 % N2. The experimental
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Figure 8.4: Collision-induced absorption spectra for the X3Σ−g (v
′′ = 0)→ b1Σ+g (v′ =
0) band, normalized to the product of O2 and air number densities. The experimental
spectra of Ref. [231] and of the more recent study of Ref. [232] differ significantly.
The line shape of Ref. [232] is even narrower than the theoretical line shape for the
spin-orbit mechanism, which is indicated as the Best fit.
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results by Tran et al.[231] and the theoretical spectrum correspond to those shown in
Fig. 8.2, panel (a). Figure 8.4 also contains data from the recent multispectrum fitting
study of Drouin et al.[232], which accurately reproduces the sum of the forbidden mag-
netic dipole monomer transitions and collision-induced absorption, and substantially
improves the calibration of atmospheric retrievals. The experimental spectra differ
significantly, and the line shape of Ref. [232] is narrower and more structured. The
collision-induced line shape of Ref. [232] is even narrower than the narrowest theoreti-
cal result, corresponding to the R−4 spin-orbit mechanism, indicated as the “Best fit”.
This implies that the line shape of Ref. [232] can only be reproduced by assuming a
transition dipole moment that is even longer ranged than R−4, i.e., the line shape is
unphysically narrow. By contrast, the widths of the spectra of Ref. [231] match the
theoretical predictions well, for both O2 − O2 and O2 − N2. A possible explanation
is the correlation of the multispectrum fit parameters describing the monomer and
collision-induced contributions, which could be reduced by imposing constraints based
on the present theoretical study. Deviations between theory and the experiment of
Ref. [231] are also observed in the structure near the band center, which is also visible
in Fig. 8.2 panel (a). In the theoretical spectra, the high-frequency wing is always more
intense than the low-frequency wing, due to a detailed balance relation developed in
Sec. 9.1.6, which the experimental spectrum is seen to violate.
8.5 Uncertainty Estimates
Finally, we estimate the uncertainty of our calculations, which is due to two sources:
First, the scattering dynamics is treated approximately, using isotropic interaction po-
tentials. Second, the potential energy and transition dipole moment surfaces employed
are inexact.
Including interaction anisotropy in quantum-mechanical line-shape calculations is
prohibitively computer intensive,[93] and not attempted here. Yet, we can provide
estimates of the effects of interaction anisotropy from a classical statistical mechanical
theory, as used in Ref. [264] and discussed in more detail in Sec. 9.3. In this theory,
the integrated intensity – but not the line shape – is calculated from a thermal average
of the squared transition dipole moment. These integrals over the dimer configuration
space can be performed using either isotropic or anisotropic potentials, and the ratio of
these results provides an estimate of the effect of anisotropy on the intensity. We find
that anisotropic interactions enhance the intensity by a factor of 2 to 4, for the bands
considered here, indicating that full inclusion of anisotropy is necessary to reproduce
the experiment. We note that, when this procedure is applied to the roto-translational
band of N2−N2, we find 20 % enhancement of the intensity at T = 78 K, and essentially
no effect at room temperature, in agreement with the full line-shape calculations of
Ref. [93]. To further investigate the effect of anisotropy, we have performed line-
shape calculations using a radially shifted isotropic potential. As shown in Fig. 8.5,
agreement of the total intensity requires a shift of 0.6-0.7 a0, which is small compared
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Figure 8.5: Collision-induced absorption spectra for the X3Σ−g → a1∆g and b1Σ+g
transitions in O2−O2, with experimental results from Refs. [234] and [231], are shown in
panels (a) and (b), respectively. Theoretical spectra based on the exchange mechanism
are calculated using various dipole moment surfaces, as indicated in the left-hand
legends. These predictions differ in intensity but predict identical line shapes, which
differ substantially from the more narrow O2 − N2 results included for comparison.
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to the neglected anisotropy of the classical turning point of the potential, which varies
between 7.5 a0 for collinear geometries, and 5.4 a0 for parallel orientations. These
results suggest that the effect of anisotropy may be more substantial for the electronic
transitions studied here than for their well-studied roto-translational counterparts.
The accuracy of our calculations is furthermore affected by the accuracy of the
transition dipole surfaces. To give an estimate of the associated uncertainty, we have
calculated absorption spectra with a number of dipole surfaces, as shown in Fig. 8.5.
This includes the MRCI and CASSCF dipole surfaces of Ref. [184], and additional
surfaces denoted CIS, lCAS, and RAS, calculated in the present work. A more detailed
description can be found in Chapter 9. The methods used to calculate these transition
dipole moment surfaces differ only in the treatment of electron correlation, and the
observed differences represent a rather surprising result. Dipole moments for allowed
transitions are typically accurately calculated at low levels of theory, as they are of
one-electron character and hence insensitive to hard-to-treat effects such as electron
correlation. The transitions studied here are induced by the intermolecular exchange
interaction and are not simple one-electron transitions, such that the effects of electron
correlation are surprisingly pronounced. The predicted intensities differ by factors up
to 10, such that the scaling factors of Table 8.1 are within the “theoretical error bars.”
More importantly, the predicted line shape is unaffected by this uncertainty, which
motivates the analysis in terms of theoretical line shapes but not intensities, presented
in this Chapter.
8.6 Conclusions
In conclusion, we have presented the first line-shape calculations for spin-forbidden
electronic transitions in bimolecular collisions, which permit the unambiguous identifi-
cation of the absorption mechanism for the X3Σ−g → a1∆g(v′ = 0, 1, 2) and b1Σ+g (v′ =
0, 1) bands in O2 − O2 and O2 − N2. The absorption mechanism is shown to de-
pend on the specific properties of the collision partner, which contradicts the conven-
tional wisdom of the field.[28] Only if the perturbing molecule has non-zero electron
spin, an intermolecular-exchange mechanism contributes to the absorption, in addi-
tion to a spin-orbit based mechanism. As a result, the O2 − O2 absorption spectra –
when compared to O2 − N2 – are more intense, are broader in frequency, and decay
less rapidly with v′, violating the v′-dependence expected from Franck-Condon fac-
tors. These spectral signatures of the absorption mechanism are reproduced by our
ab initio calculations, and are explained by the difference in length scale, R−4 versus
exp(−γR), of the two underlying absorption mechanisms. The radial dependence of
these mechanisms is not specific to the studied systems, such that our conclusions are
more generally applicable. The presented results impact experimental studies, where
analysis of the spectral line shape allows to extract the relative contribution of the
underlying absorption mechanisms, and even to identify unphysical results, as illus-
trated for conflicting experimental data for the oxygen A-band.[231, 232] Furthermore,
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this study motivates the development of electronic structure methods to calculate con-
verged exchange-induced transition dipole moments, which presently have surprisingly
large “theoretical error bars” due to the sensitivity to electron correlation.
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Supplement to:
Mechanisms of spin-forbidden transitions
This chapter gives a more detailed description of the calculations that were
performed on the collision-induced absorption by O2 − O2 and O2 − N2
complexes for the spin-forbidden X3Σ−g → a1∆g and b1Σ+g transitions. The
results and implications of these calculations are discussed in more detail in
the previous chapter.
Based on the Supplementary Information to T. Karman, M. A. J. Koenis, A. Banerjee, D. H.
Parker, I. E. Gordon, A. van der Avoird, W. J. van der Zande, and G. C. Groenenboom, Nature
Chem. x, accepted (2018).
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9.1 Line-shape calculations
9.1.1 Formalism
This section sketches the theoretical formalism of the line-shape calculations used in
this work. For an introduction as well as for a more extensive discussion and a deriva-
tion of the theoretical framework, the reader is referred to Ref. [184, 229].
The collision-induced absorption coefficient at angular frequency ω and temperature
T is given by
α(ω, T ) =
4pi2
3~c
ω
[
1− exp
(
− ~ω
kBT
)]
V g(ω, T ), (9.1)
with the spectral density in first-order perturbation theory
g(ω, T ) =
∑∫
i
∑∫
f
P (i)(T )|〈f |µˆ|i〉|2δ(ωf − ωi − ω). (9.2)
In the above, ~ is the reduced Planck constant, c is the speed of light, V is the volume of
the absorbing gas, and kB is the Boltzmann constant. The states |i〉 and |f〉 represent
the initial and final states, with energies ~ωi and ~ωf , and P (i)(T ) represents the
thermal population of the initial state.
The formalism for evaluating Eqs. (9.1) and (9.2) consists of the following steps:
1. The states |i〉 and |f〉 are obtained from scattering calculations. For numerically
exact results, this amounts to converged coupled-channels calculations.
2. The dipole overlap between these states, 〈f |µˆ|i〉, is calculated.
3. The above is repeated for all states |i〉 and |f〉 required to accurately calculate
the thermal average implied by Eq. (9.2), and for a sufficiently dense grid in the
photon frequency, ω.
The scattering calculations require diabatic potential energy surfaces for the ground
and electronically-excited states, as well as diabatic transition dipole moment surfaces.
These are obtained from ab initio electronic structure calculations, see Sec. 9.1.2.
It is useful to represent the orientation dependence of the diabatic potential energy
and dipole moment surfaces as the following angular expansions. For the potentials
Vˆ (rA, rB,R) =
∑
LA,LB ,L
VLA,LB ,L(rA, rB, R)
×
∑
MA,MB ,M
〈LAMALBMB|LM〉〈LML −M |00〉
×D(LA)∗MA,KA(rA)D
(LB)∗
MB ,KB
(rB)CL,−M(R), (9.3)
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and for the dipole moment surfaces
µˆν(rA, rB,R) =
∑
LA,LB ,λ,L
DLA,LB ,λ,L(rA, rB, R)
×
∑
MA,MB ,µ,M
〈LAMALBMB|λµ〉〈λµLM |1ν〉
×D(LA)∗MA,KA(rA)D
(LB)∗
MB ,KB
(rB)CL,M(R). (9.4)
In the above, the vectors rA and rB denote the lengths and orientations of the monomer
bonds, R denotes the intermolecular axis, D
(L)
M,K(r) is a Wigner D-matrix element
depending on the polar angles of the vector r, with zyz Euler angles (φ, θ, 0), sim-
ilarly CL,M(R) is a Racah-normalized spherical harmonic, and 〈j1m1j2m2|j3m3〉 is a
Clebsch-Gordan coefficient. The labels {LA, LB, λ, L} enumerate the different angu-
lar components, and VLA,LB ,L(rA, rB, R) or DLA,LB ,λ,L(rA, rB, R) are the corresponding
expansion coefficients that, in general, depend on the monomer bond lengths rA, rB,
and the intermolecular distance, R. For brevity of notation, we have suppressed the
dependence on the diabatic electronic states involved, which also determines the value
of KA and KB, symmetry restrictions, and the ranges of LA, LB, λ and L. The reader
is referred to Ref. [184, 229] for more details.
To the best of our knowledge, numerically exact line-shape calculations for bi-
molecular collisions as sketched above have only been performed for H2−H2.[82, 84] For
heavier diatomic molecules, the coupled-channels calculations at energies required to
calculate thermal averages at any temperature of interest rapidly become prohibitively
expensive. The roto-translational spectra of N2−N2 have been calculated in a helicity-
decoupling or coupled-states approximation,[93] but otherwise spectra have been com-
puted either using classical formalisms,[124, 265] or using the isotropic interaction
approximation.[28]
To the best of our knowledge, line-shape calculations for electronic transitions in
bi-molecular collisions have not before been attempted. We note that in an accurate
coupled-channels treatment of electronic excitations in O2 − O2, the degeneracy of
the excited electronic states further increases the computational cost. For transitions
to O2(a
1∆g) + O2(X
3Σ−g ) and O2(b
1Σ+g ) + O2(X
3Σ−g ), this degeneracy increases the
dimension of the channel basis four-fold and two-fold, respectively. Combined with the
N3 scaling of the computational effort of coupled-channels calculations, where N is the
dimension of the basis set, this leads to 64 and 8-fold increases in computational cost,
compared to calculations for roto-translational spectra. Therefore, we restrict ourselves
to calculations in the isotropic interaction approximation, which is commonly used for
roto-translational and vibrational transitions.[28]
In the isotropic interaction approximation, the potential is replaced by its angu-
lar average. This is accomplished by removing all terms with LX > 0, X = A,B,
from Eq. (9.3). No approximation to the dipole surface of Eq. (9.4) is made. In this
approximation, the radial and angular degrees of freedom are separable, such that
the scattering wave function can be written as the product of roto-vibronic monomer
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wave functions for both molecules, |ψA〉 and |ψB〉, and angular momentum ket |`m`〉
describing the end-over-end rotation, and a radial wave function, UψA,ψB` (R),
|i〉, |f〉 → |ψA〉|ψB〉|`m`〉UψA,ψB` (R). (9.5)
The radial wave function is calculated numerically in computationally inexpensive
single-channel scattering calculations. The angular degrees of freedom can be treated
analytically, as is shown in Ref. [229] where we have generalized this theory to treat
electronic transitions.
This leads to expressions for the spectral density of the following form
V g(ω) =
∑
LA,LB ,λ,L
∑
NA,NB ,N
′
A,N
′
B
PNAPNB
(1)(NA)(N
′
A)(NB)(N
′
B)
(LA)(LB)(L)
×
(
NA LA N
′
A
ΛA KA −Λ′A
)2(
NB LB N
′
B
ΛB KB −Λ′B
)2
V GLA,LB ,λ,L(ω − ω0 − ωrot), (9.6)
where the quantity in round brackets is a Wigner 3-jm symbol, the short-hand notation
(j) = 2j + 1, and V G(ω) is a translational profile, which is discussed below. We note
that, again, the notation for the diabatic electronic states is implicit. Equation (9.6)
is further modified depending on the degeneracy and symmetry of the initial and final
states, and depending on the underlying absorption mechanism, see Ref. [229] for a
detailed discussion. From Eq. (9.6), we observe that the spectrum is given by an inco-
herent superposition of contributions of different angular components {LA, LB, λ, L}.
Each of these contributions consists of a set of rotational transitions, the intensity of
which is controlled by the population of rotational levels, PNX , and the by the 3-jm
symbols in Eq. (9.6). Superimposed on these rotational transitions is a translational
profile, which is defined by
V GLA,LB ,λ,L(ω) = ~λ
3
0
∑
`,`′
(`)(`′)
(
` L `′
0 0 0
)2
×
∫ ∞
0
dEcol exp
(
−Ecol
kBT
)
|〈`Ecol|DLA,LB ,λ,L(R)|`′Ecol + ~ω〉|2. (9.7)
where λ0 = ~
√
2pi
µkBT
is the thermal de Broglie wave length, and |`, Ecol〉 are scattering
wave functions for kinetic energy Ecol and partial wave quantum number `. The trans-
lational profiles are typically much broader than the underlying rotational structure.
9.1.2 Transition dipole and potential energy surfaces
The line-shape calculations require knowledge of the transition dipole moment and
potential energy as a function of the nuclear coordinates, known as dipole and potential
energy surfaces. The potential energy surfaces for ground and excited triplet states of
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O2−O2, and the intermolecular-exchange-induced transition dipole surfaces are taken
from Ref. [184]. For the spin-orbit based mechanism, we use the long-range model
proposed in Ref. [229]. In this model, the transition dipole moment is given in terms
of the spin-orbit-induced transition quadrupole moment,
〈X3Σ−g ,Ω|ΘΩ−Ω′ |a1∆g,Ω′〉 =
{
0.0134i for Ω = 0,
0 for |Ω| = 1,
〈X3Σ−g ,Ω|ΘΩ−Ω′ |b1Σ+g ,Ω′〉 =
{
0.0021i for Ω = 0,
0.0050i for |Ω| = 1, (9.8)
and the isotropic polarizability of the perturber, α0. The quadrupole operator is defined
as
ΘK =
∑
i
qir
2
iC2,K(ri), (9.9)
where the sum extends over all electrons and nuclei with charge qi and position ri,
and Ω = Λ + Σ is the bond axis projection of the total angular momentum. The
angular dependence, and the R−4 radial dependence are then known analytically from
first-order electrostatic long-range theory. This is given by a single term of Eq. (9.4),
given by
D(SO)2,0,2,3(rA, rB, R) =
√
35 Θ
(A)
ΩA−Ω′A(rA) α
(B)
0 (rB) R
−4, (9.10)
The spin-orbit mechanism also applies to O2 − N2, where the isotropic polarizability
of O2, α0 = 10.87 a
3
0, is to be replaced by 11.74 a
3
0 for N2.[266]
In all cases, the isotropic potentials are taken from Ref. [184], and hence correspond
to triplet O2−O2. This is clearly approximate for O2−N2, and it is also an approxima-
tion to the O2 −O2 singlet and quintet potentials, which contribute for the spin-orbit
mechanism in O2 − O2. Ground state O2 − N2 potentials,[267] and spin-dependent
O2 − O2 potentials are available in the literature,[210] but potentials for the excited
states of O2 − N2 are not. However these approximations should be accurate, as the
differences between the employed isotropic parts of these potentials are relatively small.
Furthermore, the differences between the isotropic potentials are small compared to the
differences due to orientation dependence of the potential, which are neglected.
9.1.3 Vibrational transitions
In this work, we consider various vibronic bands of O2. The different vibronic tran-
sitions which underly each band are given in Table 9.1. For the O2 − N2 system, the
vibrational transition necessarily occurs on the O2 molecule, or it would contribute to
a different frequency region. For O2−O2, the vibrational transitions can occur on the
molecule undergoing the electronic transition, on the perturbing molecule, or on both.
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The electronic states involved have vibrational frequencies which differ by less than the
typical width of a vibronic band, such that vibrational transitions contribute to the
same frequency band irrespective of whether the vibrational transition occurs on the
molecule undergoing electronic excitation, or on the collision partner.
To ab initio compute the absorption for a vibronic transition, rather than v′′ = 0→
v′ = 0, the dipole expansion coefficient in Eq. (9.7) should be replaced by the relevant
vibrational matrix element, that is
DLA,LB ,λ,L(R)→
∫ ∫
ψ∗v′′A(rA)ψ
∗
v′′B
(rB)DLA,LB ,λ,L(rA, rB, R)ψv′A(rA)ψv′B(rB) r2AdrA r2BdrB,
(9.11)
where ψv(r) is a monomer vibrational wave function. Transition dipole surfaces for the
exchange based mechanism that include monomer vibrational coordinates are unavail-
able and we do not explicitly include the monomer vibration. We assume that different
vibrational bands are related by a scaling factor, that is, the intensity is affected but
the line shape is not. This should be reasonable as the line shape is determined by
the length scale of the exponential R-dependence of D, as shown in Sec. 9.1.4, which
should be less strongly dependent on the vibrational coordinates, rA and rB.
For the spin-orbit mechanism, the dipole surface is given in terms of monomer
transition quadrupole moments and polarizabilities, and vibrational matrix elements
are given in terms of vibrational transition moments of these monomer properties,∫ ∫
ψ∗v′′A(rA)ψ
∗
v′′B
(rB) D(SO)2,0,2,3(rA, rB, R) ψv′A(rA)ψv′B(rB) r2AdrA r2BdrB =
√
35 R−4
[∫
ψ∗v′′A(rA)Θ
(A)(rA)ψv′A(rA)r
2
AdrA
] [∫
ψ∗v′′B(rB)α
(B)
0 (rB)ψv′B(rB)r
2
BdrB
]
.
(9.12)
We note that this implies – as is assumed above for the exchange mechanism – the inten-
sity of vibrational transitions is modified, but the R−4 radial dependence, and therefore
the absorption line shape, is unaffected. For O2−N2, the vibrational transition occurs
on the O2 molecule, monomer A, such that v
′′
B = v
′
B = 0. Thus, the intensity of O2−N2
vibronic transitions is determined completely by the v′-dependence of the O2 transition
quadrupole moment. Because the transition quadrupole moment weakly depends on
the vibration coordinate, the intensity is reduced by approximately a Franck-Condon
factor. These are tabulated in Ref. [242] for the O2 transitions studied here, and range
from 10−4 to 7 · 10−2. The Franck-Condon factors are unfavorable since ground and
excited states correspond to the same electronic configuration, and hence have very
similar potential energy curves.
9.1.4 Analytical line-shape model
Here, we present a qualitative model that offers insight into the absorption line shape
and its dependence on the underlying absorption mechanism. The absorption spec-
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trum, in the isotropic interaction approximation, can be understood as a superposition
of translational profiles centered at each rotational transition. The angular dependence
of the dipole surface determines the intensity of the rotational transitions, whereas the
radial dependence determines the translational profile, given by Eq. (9.7) The trans-
lational profile is typically broader than the rotational structure, such that it largely
determines absorption line shape.
In order to derive simple analytical expressions for the translational profile, we
assume that the radial wave functions are independent of the relative angular momen-
tum, `, and describe scattering on a hard-sphere potential. In this approximation, the
energy-normalized radial wave function is given by
〈R|`Ecol〉 =
{
1
~R
√
µ
2pik
sin [k (R− a)] for R ≥ a,
0 for R < a,
(9.13)
where a is the hard-sphere radius, µ is the reduced mass, and the wave number, k,
satisfies ~k =
√
2µEcol. We further assume that the thermal averaging can be approx-
imated by simply setting the kinetic energy Ecol = kBT , such that the translational
profile becomes
V G(ω) ∝ 1
kk′
∣∣∣∣∫ ∞
a
sin [k (R− a)] sin [k′ (R− a)]D(R)dR
∣∣∣∣2
=
1
kk′
∣∣∣∣∫ ∞
0
sin(kR) sin(k′R)D(R + a)dR
∣∣∣∣2 . (9.14)
The frequency dependence is contained in the final wave number, as ~k′ =
√
2µ(kBT + ~ω).
The translational profile is related to the Fourier transform of the dipole surface, as
can be seen from Eq. (9.14). This qualitatively means that for short-ranged dipole sur-
faces, we will obtain broad absorption features, whereas for long-ranged dipole surfaces,
the absorption feature will be narrower. In what follows, we will make this argument
more quantitative, by evaluating Eq. (9.14) explicitly for the short-ranged exchange
mechanism, D ∝ exp(−γR), and the long-ranged spin-orbit mechanism, D ∝ R−4.
For the exchange mechanism, we require only the Fourier transform of an exponen-
tially decaying function, which is a Lorentzian. This yields the translational profile
V Gexchange ∝ γ
2
√
kBT (kBT + ~ω){
(γ2 + 2µkBT )2 + 4µ(γ2 − 2µkBT )(kBT + ~ω) + [2µ (kBT + ~ω)]2
}2 ,
(9.15)
where γ is the length scale of the dipole surface, D ∝ exp(−γR). The width of the
profile increases with γ, i.e., as the dipole surface becomes shorter ranged.
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For the spin-orbit mechanism, D ∝ R−4, and we require the integral∫ ∞
0
sin(kR) sin(k′R)(R + a)−4dR =
1
2
∫ ∞
0
cos[(k + k′)R](R + a)−4dR
− 1
2
∫ ∞
0
cos[(k − k′)R](R + a)−4dR. (9.16)
We neglect the first term on the right-hand side, which is an integral of a more rapidly
oscillatory function, and obtain for the second term∫ ∞
0
cos[(k − k′)R](R + a)−4dR ∝ G3,11,3
(
a2
4
(k − k′)2
∣∣∣∣ 00 3
2
2
)
, (9.17)
where G3,11,3 is a Meijer G function.[263] For the translational profile, this yields
V Gspin−orbit ∝ 1
kk′
[
G3,11,3
(
µa2
2
[√
kBT −
√
kBT + ~ω
]2 ∣∣∣∣ 00 3
2
2
)]2
. (9.18)
In Fig. 8.3, these model translational profiles are evaluated numerically and com-
pared to results of the full line-shape calculations. For comparison, we have selected
the {LA, LB, λ, L} = {4, 0, 4, 5} angular contribution to the exchange mechanism for
X3Σ−g → a1∆g, using the MRCI dipole surface, which contributes 28 % of the inten-
sity. For the spin-orbit mechanism, we compare the only contributing angular term
corresponding to {LA, LB, λ, L} = {2, 0, 2, 3}. In numerically evaluating the model line
shapes, we have used the parameters γ = 3 a−10 and a = 7 a0. All results correspond
to room temperature. The model line shapes have been scaled vertically to match the
observed intensity. The observed match of the profile’s width confirms – and makes
more quantitative – the argument that long-ranged (short-ranged) dipole surfaces lead
to absorption on long (short) time-scales and hence result in narrow (broad) absorp-
tion features. This explains the observed qualitative differences in the absorption line
shapes between the two mechanisms.
9.1.5 Computational details
We performed quantum mechanical line shape calculations using the theory presented
in Ref. [229]. This involves calculating single-channel scattering wave functions for
elastic scattering on the isotropic potentials of Ref. [184]. These calculations were per-
formed using the renormalized Numerov algorithm, for all partial waves ` < 150, on
discrete grids in the collision energy. The energy grid ranged from 0.1 K to 3000 K,
with 75 logarithmically spaced points. Additional energies were included above and
below each resonance, such that the non-resonant background is sampled, rather than
the unphysically narrow resonances associated with the isotropic interaction approxi-
mation. A discrete equidistant grid in the radial coordinate was used from R=4.5 to
30 a0 in steps of 0.017 a0.
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From these single-channel scattering wave function, we have computed the overlap
with the radial expansion coefficients of the transition dipole surfaces. We used spline
interpolation of the logarithm of the squared overlap, followed by exponentiation, to
interpolate the squared dipole overlap. This allowed evaluation of the squared dipole
overlap on discrete grids in the initial kinetic energy, E, and kinetic energy differ-
ence, ω = E ′ − E, rather than initial and final kinetic energy, E and E ′. Thermal
averaging of the translational profile was subsequently performed by integrating the
interpolated squared dipole overlap, multiplied by a Boltzmann factor, over the initial
collision energy using a trapezoidal quadrature rule. From the numerically-evaluated
translational profile, the absorption spectrum is obtained using analytical equations
such as Eq. (9.6).[229]
9.1.6 Detailed balance
The spectral density, Eq. (9.2), repeated here for clarity,
g(ω, T ) =
∑∫
i
∑∫
f
P (i)(T )|〈f |µˆ|i〉|2δ(ωf − ωi − ω), (9.19)
possesses symmetry with respect to the interchange of the roles of the initial and final
states, and sign reversal of the angular frequency. To be explicit, we have
g(−ω, T ) =
∑∫
i
∑∫
f
P (f)(T ) exp
(
Ef − Ei
kT
)
|〈f |µˆ|i〉|2δ(ωf − ωi + ω)
= exp
(
−~ω
kT
)∑∫
i
∑∫
f
P (f)(T )|〈f |µˆ|i〉|2δ(−ωf + ωi − ω)
= exp
(
−~ω
kT
)∑∫
i
∑∫
f
P (i)(T )|〈i|µˆ|f〉|2δ(−ωi + ωf − ω)
= exp
(
−~ω
kT
)
g(ω, T ). (9.20)
Where, in the first step, we used the definition of the spectral density, and the relation
between initial and final state populations
P (i)(T ) = P (f)(T ) exp
(
Ef − Ei
kT
)
. (9.21)
In the second step, we use that the δ-function selects a single value of ω = ωi − ωf ,
and that the δ-function is symmetric, δ(−x) = δ(x). In the third step, we simply
interchange the dummy integration labels i and f , and finally recognize the definition
of the spectral density.
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The above result for the spectral density
g(−ω, T ) = exp
(
−~ω
kT
)
g(ω, T ), (9.22)
represents a rigorous detailed balance relation between collision-induced absorption
and emission. Further approximate detailed balance relations can be derived which re-
late positive and negative detuning, ∆ω, whith respect to a specific vibronic transition
at frequency ω0, rather than positive and negative absolute frequency, ω = ω0 + ∆ω.
We consider the case where the detuning is small compared to the absolute frequency,
|∆ω|  ω0, such that we can consider the frequency dependent factors in the definition
of the absorption coefficient, Eq. (9.1), to be constant, and focus on deriving approxi-
mate detailed balance relations for the spectral density, V g, Eq. (9.2), and translational
profile, V G, Eq. (9.7).
The translational profiles are of the form of Eq. (9.7), which is restricted to free-to-
free transitions for simplicity. At negative frequency we obtain
V GLA,LB ,λ,L(−ωtrans) = ~λ30
∑
`,`′
(`)(`′)
(
` L `′
0 0 0
)2
×
∫ ∞
0
dEcol exp
(
−Ecol
kBT
)
|〈`Ecol|DLA,LB ,λ,L(R)|`′Ecol − ~ωtrans〉|2,
= ~λ30
∑
`,`′
(`)(`′)
(
` L `′
0 0 0
)2
×
∫ ∞
~ωtrans
dEcol exp
(
−Ecol
kBT
)
|〈`Ecol|DLA,LB ,λ,L(R)|`′Ecol − ~ωtrans〉|2,
= ~λ30
∑
`,`′
(`)(`′)
(
` L `′
0 0 0
)2
×
∫ ∞
0
dEcol exp
(
−Ecol + ~ωtrans
kBT
)
|〈`′Ecol + ~ωtrans|DLA,LB ,λ,L(R)|`Ecol〉|2,
≈ exp
(
−~ωtrans
kBT
)
V GLA,LB ,λ,L(ωtrans). (9.23)
The derivation is similar to what is presented above for the spectral density for collision-
induced emission. The first step is simply the definition of the translational profile,
evaluated at negative frequency. In the second step, the lower limit on the integration
is modified to exclude the region where Ecol − ~ωtrans < 0, which does not contribute
as the density of free-state wave functions vanishes. In the third step, the integration
variable is substituted and the summation labels ` and `′ are interchanged. Assuming
that
|〈`′, Ecol + ~ωtrans|DLA,LB ,λ,L(R)|`Ecol〉|2 ≈
|〈`Ecol|DLA,LB ,λ,L(R)|`′, Ecol + ~ωtrans〉|2, (9.24)
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we then recognize the definition of the translational profile in the last step. Equa-
tion (9.24) appears to be rigorous, in the short-hand notation employed here, but is
approximate as the bra-states are understood to be initial state translational wave
functions, and ket-states are understood to be final state translational wave functions.
A more faithful notation may be
|〈initial, `′Ecol + ~ωtrans|DLA,LB ,λ,L(R)|final, `Ecol〉|2 ≈
|〈initial, `Ecol|DLA,LB ,λ,L(R)|final, `′Ecol + ~ωtrans〉|2, (9.25)
or more compactly
|initial, `Ecol〉 ≈ |final, `Ecol〉. (9.26)
This relation is not exact as the initial and final states correspond to different elec-
tronic states, and hence the translational wave functions are solutions to Schro¨dinger
equations involving different potentials. However, since all electronic states involved
correspond to the same configuration, and hence the involved potentials are very sim-
ilar, the above represents a reasonable approximation. In summary, this leads to
V GLA,LB ,λ,L(−ωtrans) ≈ exp
(
−~ωtrans
kBT
)
V GLA,LB ,λ,L(ωtrans), (9.27)
an approximate detailed balance relation for the translational profile.
We now turn our attention to approximate detailed balance relations for the spectral
density, which is of the form of Eq. (9.6), repeated here in terms of the detuning, ∆ω,
V g(ω0 + ∆ω) =
∑
LA,LB ,λ,L
∑
NA,NB ,N
′
A,N
′
B
PNAPNB
(1)(NA)(N
′
A)(NB)(N
′
B)
(LA)(LB)(L)
×
(
NA LA N
′
A
ΛA KA −Λ′A
)2(
NB LB N
′
B
ΛB KB −Λ′B
)2
V GLA,LB ,λ,L(∆ω − ωrot),
(9.28)
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where ~ωrot = E ′rot − Erot. At negative detuning, we have
V g(ω0 −∆ω) ≈
∑
LA,LB ,λ,L
∑
NA,NB ,N
′
A,N
′
B
exp
(
−~ωrot
kT
)
PN ′APN ′B
(1)(NA)(N
′
A)(NB)(N
′
B)
(LA)(LB)(L)
×
(
NA LA N
′
A
ΛA KA −Λ′A
)2(
NB LB N
′
B
ΛB KB −Λ′B
)2
V GLA,LB ,λ,L(−∆ω − ωrot).
≈
∑
LA,LB ,λ,L
∑
NA,NB ,N
′
A,N
′
B
PNAPNB
(1)(NA)(N
′
A)(NB)(N
′
B)
(LA)(LB)(L)
×
(
NA LA N
′
A
ΛA KA −Λ′A
)2(
NB LB N
′
B
ΛB KB −Λ′B
)2
× exp
(
+
~ωrot
kT
)
V GLA,LB ,λ,L(−[∆ω − ωrot])
≈
∑
LA,LB ,λ,L
∑
NA,NB ,N
′
A,N
′
B
PNAPNB
(1)(NA)(N
′
A)(NB)(N
′
B)
(LA)(LB)(L)
×
(
NA LA N
′
A
ΛA KA −Λ′A
)2(
NB LB N
′
B
ΛB KB −Λ′B
)2
× exp
(
−~∆ω
kT
)
V GLA,LB ,λ,L(∆ω − ωrot)
≈ exp
(
−~∆ω
kT
)
V g(ω0 + ∆ω). (9.29)
In the first step, we evaluate Eq. (9.6) at negative detuning and assume
PNAPNB ≈ PN ′APN ′B exp
(
−~ωrot
kT
)
, (9.30)
which is approximate as the primed and unprimed quantum numbers implicitly refer
to different vibronic states. In the second step, we interchange primed and unprimed
rotational quantum numbers, which are summed over. This neglects a possible change
in Λ quantum number, which also affects the range of rotational states summed over, as
well as possible restrictions to even or odd values of the rotational quantum numbers.
In the third step, we use the approximate detailed balance relation for the translational
profile, Eq. (9.27), to obtain
V g(ω0 −∆ω) ≈ exp
(
−~∆ω
kT
)
V g(ω0 + ∆ω), (9.31)
an approximate detailed balance relation for the translational profile.
As noted above, we assume that the detuning is small, |∆ω|  ω0, such that we
have
α(ω0 + ∆ω)
α(ω0 −∆ω) ≈
V g(ω0 + ∆ω)
V g(ω0 −∆ω) ≈ exp
(
~∆ω
kT
)
, (9.32)
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Figure 9.1: The fraction α(ω0+∆ω)
α(ω0−∆ω) as a function of detuning, ∆ω, for both X
3Σ−g →
a1∆g and b
1Σ+g transitions, and for both mechanisms, which are compared to the
prediction of the approximate detailed balance relations, Eq. (9.32).
that is, an approximate detailed balance relation for the absorption coefficient. This
predicts that the “blue wing”, at high frequency, of every vibronic band is stronger than
the “red wing”, at low frequency, by a Boltzmann factor, leading to a characteristic
asymmetry. In Fig. 9.1, we compare the detailed balance prediction to the result of
full line-shape calculations for both X3Σ−g → a1∆g and b1Σ+g transitions, for both the
exchange and spin-orbit mechanism. It is seen that the results of the full line shape
calculations generally follow the approximate detailed balance relation, although some
deviations are observed.
9.2 Vibrational dependence of dipole surface
To investigate the vibrational dependence of the O2 −O2 exchange-induced transition
dipole moment, we have performed exploratory electronic structure calculations. In
particular, we have performed calculations for fixed center-of-mass separation R = 7 a0,
just outside the classical turning point of the isotropic potential, where we completely
sample the angular coordinates described in Ref. [184], and include the vibrational
coordinate of one molecule. This molecule is labeled A, and the bond length of the
second molecule, B, is kept fixed at rB = 2.28 a0. Next, we compute matrix elements
for molecule A undergoing a v′′ = 0→ v′ = 1 vibrational transition.
The results of these calculations are displayed in Table 9.2, which shows “suppres-
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sion factors” defined by
FLA,LB ,λ,L(v
′
A, v
′
B) =
∣∣∣∣〈00|DLA,LB ,λ,L|v′Av′B〉〈00|DLA,LB ,λ,L|00〉
∣∣∣∣2 ,
〈v′′Av′′B|D|v′Av′B〉 =
∫ ∫
ψ∗v′′A(rA)ψ
∗
v′′B
(rB)D(rA, rB, R)ψv′A(rA)ψv′B(rB) r2AdrA r2BdrB,
(9.33)
that is, the ratios of the v′′ = 0 → v′ = 1 and v′′ = 0 → v′ = 0 squared transition
dipole moments. These are shown for different angular expansion terms, labeled by
{LA, LB, λ, L}, which contribute significantly to the absorption. For X3Σ−g → a1∆g,
these are {4, 0, 4, 3} and {4, 0, 4, 5}, which contribute 26 % and 28 % (8 % and 33 %)
[19 % and 38 %] to the v′′ = 0 → v′ = 0 intensity at the MRCI (CIS) [RAS] level of
theory. For X3Σ−g → b1Σ+g , two important angular terms are {1, 0, 1, 1} and {3, 0, 3, 3},
which contribute 28 % and 26 % (27 % and 31 %) [17 % and 21 %] to the v′′ = 0→ v′ =
0 intensity at the same levels of theory. Especially for the X3Σ−g → a1∆g band, the
factor at both levels of theory is much larger than the corresponding Franck-Condon
factor, and exceptionally high for {4, 0, 4, 5} at the CIS level, where the contribution
to the absorption is smaller. For the X3Σ−g → b1Σ+g band, the suppression factor is
closer to the Franck-Condon value.
This gives an indication of the sensitivity to the vibrational coordinate, which
explains the breakdown of the scaling with Franck-Condon factors for the exchange
mechanism. These effects are not fully predictive of the relative intensities of different
vibrational bands: Full vibrationally dependent dipole surfaces are unavailable, which
would be necessary to compute the absorption line-shapes and intensities. The sup-
pression factors may also be sensitive to vibrational averaging of the second molecule,
which is not included here. The effects of anisotropy, which are discussed in the next
section, are significant and may also affect various vibrational transitions differently.
To compare the above results to the experimentally observed suppression of v′ > 0,
we consider the following. All contributions in Table 9.2, i.e. all angular compo-
nents and all vibronic bands a1∆g/b
1Σ+g (v
′ = 1) + X3Σ−g (v
′ = 0) and X3Σ−g (v
′ =
1)+a1∆g/b
1Σ+g (v
′ = 0), contribute incoherently to the absorption, see Eq. (9.6). How-
ever, different angular components contribute with different prefactors that also depend
on thermal populations of rotational levels, and we will therefore consider each angu-
lar term separately. First considering the {4, 0, 4, 3} + {0, 4, 4, 3} contribution to the
X3Σ−g → a1∆g transition, adding both vibronic bands, we obtain suppression factors
of 0.65 and 0.31 at the CIS and RAS level, respectively. For {4, 0, 4, 5}+ {0, 4, 4, 5} we
obtain 0.21 and 0.31 at the CIS and RAS level, respectively. In view of the approxi-
mations discussed above, this is in agreement with the total experimental suppression
factor of X3Σ−g → a1∆g(v′ = 1) of 0.6, as seen in Table I of the main text. The
suppression of individual terms does not need to be equal, and therefore may differ
from the suppression of the total intensity, but it is reassuring that the suppression
is of same order of magnitude for the angular terms, considered here, as these con-
tribute significantly to the absorption. For the {1, 0, 1, 1} + {0, 1, 1, 1} contribution
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to the X3Σ−g → b1Σ+g transition, the suppression factors are 0.07 and 0.10, and for
{3, 0, 3, 3}+ {0, 3, 3, 3} the suppression factors are 0.06 and 0.09, at the CIS and RAS
levels, respectively. This is again in qualitative agreement with the total suppression
factor for X3Σ−g → b1Σ+g (v′ = 1) of 0.11, seen in Table I of the main text.
9.3 Interaction anisotropy
In this section, we discuss a method for calculating integrated intensities of collision-
induced absorption spectra, which is similar to that in Ref. [264] and references therein.
This classical statistical mechanical theory is computationally not demanding, and
can be applied efficiently using either isotropic or anisotropic potentials, unlike the
quantum-mechanical line-shape calculations. Here, this approach is extended to vi-
bronic transitions and applied to estimate the effect of interaction anisotropy on overall
intensities. The ratio of intensities between anisotropic and isotropic calculations, cal-
culated classically, is then used to scale absorption spectra from isotropic quantum line
shape calculations. This correction for anisotropy is shown to perform well for roto-
translational transitions of N2 −N2, where both isotropic and anisotropic calculations
have been performed.[93]
9.3.1 Formalism
The collision-induced absorption coefficient is given by Eq. (9.1), in terms of the spec-
tral density of Eq. (9.2). This spectral density represents a thermal average of the
squared transition dipole moment between initial and final states, |i〉 and |f〉, with
energies ~ωi and ~ωf . These initial and final states will be thought of as products
of functions of rotational and translational degrees of freedom (r.t.) – which we will
treat classically below – and vibronic states (v.e.) – treated quantum mechanically
throughout. That is, we have
|i〉 = |ir.t.〉|iv.e.〉,
|f〉 = |fr.t.〉|fv.e.〉. (9.34)
For simplicity we consider the case where a single initial and a single final vibronic
state contribute to any particular collision-induced band. Where multiple vibronic
transitions contribute, their contributions can be added incoherently. Introducing the
transition dipole moment surface, Dˆ = 〈fv.e.|µˆ|iv.e.〉, we may write
V g(ω, T ) = V
∑∫
ir.t.
∑∫
fr.t.
P (ir.t.)(T )|〈fr.t.|Dˆ|ir.t.〉|2δ(ωfr.t. − ωir.t. − ω), (9.35)
where the sums and integrals now extend only over the rotational and translational
degrees of freedom as indicated.
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Dropping the “r.t.” subscript, the integral of the spectral density over all frequencies
is given by∫ ∞
−∞
dωV g(ω, T ) = V
∑∫
i
∑∫
f
P (i)(T )|〈f |Dˆ|i〉|2
∫ ∞
−∞
dωδ(ωf − ωi − ω)
= V
∑∫
i
∑∫
f
P (i)(T )〈i|Dˆ†|f〉 · 〈f |Dˆ|i〉. (9.36)
Now if we assume a completeness relation for the final-state radial wave functions∑∫
f
|f〉〈f | = 1, (9.37)
the above integral simplifies to∫ ∞
−∞
dωV g(ω, T ) = V
∑∫
i
P (i)(T )〈i|Dˆ† · Dˆ|i〉,
=
V
Q(T )
Tr
[
exp
(
−Hˆ/kBT
)
Dˆ† · Dˆ
]
(9.38)
in which one recognizes the thermal average of the squared transition dipole moment,
Dˆ† · Dˆ. Where Tr denotes the trace over all rotation-translation coordinates.
It is useful to introduce Hˆ = Hˆ0 + Vˆ , that is, to write the total Hamiltonian, Hˆ, as
the sum of monomer Hamiltonians, Hˆ0, and the interaction potential, Vˆ , and to write
the partition sum as
Q(T ) = Tr
[
exp
(
−Hˆ0/kBT
)]
. (9.39)
For the rotation-translation coordinates considered here, the monomer Hamiltonians
Hˆ0 contain kinetic energy terms only.
The thermal average can be approximated using the classical limit, where the trace
is replaced by a phase space integral. In this classical approximation, exp(−H/kBT ) =
exp(−H0/kBT ) exp(−V/kBT ), and the integrals over the conjugate momenta in the
trace in Eq. (9.38) cancel against those in the partition sum. Hence, we are left with
integrals over the nuclear coordinates only∫ ∞
−∞
dωV g(ω, T ) ≈ V
∫ ∫ ∫
exp(−V/kBT )D† ·D dRdΩAdΩB∫ ∫ ∫
dRdΩAdΩB
=
∫ ∫ ∫
exp(−V/kBT )D† ·D dRdΩAdΩB∫ ∫
dΩAdΩB
(9.40)
To be completely explicit, for the case of two diatomic molecules, A and B, one has∫ ∞
−∞
dωV g(ω, T ) =
1
8pi
∫ ∞
0
4piR2dR
∫ 1
−1
d cos(θA)
∫ 1
−1
d cos(θB)
∫ 2pi
0
dφ exp(−V/kBT )Dˆ† · Dˆ, (9.41)
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Table 9.3: Intensities for O2−O2 obtained by integrating the line profile from line-shape
calculations, and those obtained from the statistical mechanical theory. Results for the
statistical theory are given for both the isotropic part of the potential, and for the full
anisotropic potential energy surface. Integrated intensities are given in cm−2amagat−2
with numbers in parentheses denoting powers of ten.
T = 300 K T = 200 K T = 100 K
X3Σ−g → a1∆g
MRCI dipole surface
Line-shape calculation 2.75 (−5) 2.06 (−5) 1.41 (−5)
Intensity calculation, isotropic potential 2.93 (−5) 2.23 (−5) 1.87 (−5)
Intensity calculation, anisotropic potential 6.85 (−5) 5.42 (−5) 5.21 (−5)
CASSCF dipole surface
Line-shape calculation 2.15 (−5) 1.59 (−5) 1.09 (−5)
Intensity calculation, isotropic potential 2.28 (−5) 1.73 (−5) 1.44 (−5)
Intensity calculation, anisotropic potential 6.06 (−5) 4.82 (−5) 4.65 (−5)
X3Σ−g → b1Σ+g
MRCI dipole surface
Line-shape calculation 1.80 (−6) 1.15 (−6) 6.55 (−7)
Intensity calculation, isotropic potential 1.89 (−6) 1.20 (−6) 7.79 (−7)
Intensity calculation, anisotropic potential 6.67 (−6) 2.72 (−6) 2.22 (−6)
CASSCF dipole surface
Line-shape calculation 5.76 (−7) 3.83 (−7) 2.28 (−7)
Intensity calculation, isotropic potential 5.98 (−7) 3.99 (−7) 2.75 (−7)
Intensity calculation, anisotropic potential 2.13 (−6) 1.64 (−6) 1.55 (−6)
where R is the distance between the centers of mass of molecules A and B, θX is the
angle between the intermolecular axis and the bond-axis of molecule X = A,B, and φ
is the dihedral angle.
9.3.2 Numerical results
Table 9.3 shows numerical results for the O2−O2 collision-induced intensities, obtained
by either integrating the absorption spectrum from quantum line-shape calculations,
or directly from the classical statistical mechanical theory described above. The result
from the isotropic calculations agree well, with the deviations between line-shape and
classical statistical mechanical calculations being largest for lowest temperatures. The
intensities calculated for anisotropic interaction potentials are systematically larger.
The increase in intensity is substantial, by a factor of 2 to 4 at room temperature, and
by larger factors at lower temperatures.
We note that we have also applied this approach to the roto-translational band of
N2 − N2. In this case, we find a 20 % enhancement of the intensity at T = 78 K, and
223
9 Supplement to spin-forbidden transitions
essentially no effect at room temperature, in agreement with the full line-shape calcula-
tions of Ref. [93]. Clearly, the effects of anisotropic interactions are more substantial for
the electronic transitions considered here. The differences with the roto-translational
band, of N2 − N2 for example, lie both in the radial and angular dependence of the
dipole surface.
On the anisotropic potential, the molecules approach more closely for attractive
orientations. Because the transition dipole moment for electronic transitions consid-
ered here is exponentially R-dependent, this leads to a substantial increase in dipole
moment. For roto-translational bands, where the R-dependence is dominantly R−4,
this effect is less substantial.
The angular dependence of the contribution to the absorption is subject to symme-
try restrictions. For roto-translational bands, parallel orientations do not contribute to
the absorption, and the contribution to the intensity is dominated by T-shaped orienta-
tions. The anisotropic potential for T-shaped orientations is typically very close to the
isotropic potential, albeit slightly more attractive, such that only a small increase due
to anisotropic interactions is expected. For electronic transitions, on the other hand,
the symmetry restrictions are different, such that there are contributions from parallel
orientations. For these parallel orientations, the anisotropic potential is qualitatively
different from the isotropic potential, as the classical turning point occurs at much
shorter separation, for example. Therefore, larger effects of anisotropic interactions are
observed.
To further investigate the effect of anisotropy, we have performed line-shape cal-
culations using a radially shifted isotropic potential. In order to obtain agreement of
the total intensity, a shift of 0.6-0.7 a0 is required. This shift is small compared to
the neglected anisotropy of the classical turning point of the potential, which varies
between 7.5 a0 for collinear geometries, and 5.4 a0 for parallel orientations.
9.4 Additional exchange-induced transition dipole
moment surfaces
In order to estimate the effect of uncertainty in the transition dipole moment on
the calculated absorption spectra, we have calculated three additional intermolecular-
exchange-induced dipole surfaces for O2 − O2. The computational approaches are as
follows:
1. lCAS Complete active space self-consistent field calculation including all 2s and
2p valence orbitals except the 2pσ∗ orbitals.
2. RAS Restricted active space self-consistent field (RASSCF) calculation with 4
electrons in the 2pσ and 2pσ∗ orbitals, and 12 electrons in the 2ppi and 2ppi∗
orbitals. This includes σ → σ∗ and pi → pi∗ correlation, involved in breaking
inversion symmetry, which may be thought important in describing the parity
forbidden transition dipole moments.
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3. CIS Uses the minimal pi∗ active space description for the states of interest, and
single excitations from these reference wave functions.
These calculations were all performed in a split-valence 6-31G basis set, and carried
out using the Molpro 2012 package.[227]
These dipole moment surfaces were calculated and fit similar to the MRCI and
CASSCF dipole surfaces of Ref. [184]. We used the multiple-property-based diabati-
zation algorithm of Ref. [134] to transform the ab initio transition dipoles from the
adiabatic to a diabatic representation. The radial grid contains R = 5.5, 5.75, 6, 6.25,
6.5, 6.75, 7, 7.25, 7.5, 7.75, and 8 a0. For each separation, 150 orientations were sampled
using Gauss-Legendre and Gauss-Chebyshev quadrature points in the Jacobi angles.
This allowed the accurate calculation of angular expansion coefficients using numer-
ical integration, and subsequently fit their radial dependence using the exponential
interpolation scheme detailed in Ref. [184].
We have performed scattering calculations of absorption spectra using these five
transition dipole surfaces. The resulting collision-induced absorption spectra are shown
in Fig. 4 of the main text. These result in predictions for the overall intensity which
vary by factors 7 to 10. Clearly, the intensity cannot be predicted from first princi-
ples without improving electronic structure methods for calculating the intermolecular-
exchange-induced dipole moment. The scaling factors required to obtain agreement
between experiment and theory, reported in Table I of the main text, are smaller than
this estimate of the uncertainty of the calculation. Therefore, the experiment and
theory can be said to agree to within the “theoretical error bars”. Furthermore, the
scaling factors obtained for the spin-orbit based mechanism are generally much closer
to unity, which is consistent with the reduced uncertainty of the transition dipole mo-
ment for this mechanism: Within the assumed long-range model, the spin-orbit-induced
transition dipole moment is given completely in terms of accurately known monomer
properties.
The scattering calculations presented here employing different dipole surfaces con-
sistently predict the same line shape. This implies that the predicted line shape is
insensitive to the uncertainty in the calculations. This can be understood as the width
qualitatively reflects the interaction time-scale, and hence the length scale of the dipole
surface. The typical length scale of exponential decay of the transition dipole moment
is predicted consistently, resulting in nearly identical absorption line shapes, although
the transition dipole surface are not converged.
9.5 Fitting of experimental spectra
This section describes how the theoretical line shapes were fit to the experimental
results, i.e., how the scale factors of Table I of the main text were obtained. First,
the theoretical absorption spectra computed in the isotropic interaction approxima-
tion were corrected for anisotropic interactions. This was accomplished by scaling by
the ratio of integrated intensity computed including and excluding anisotropy. These
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integrated intensities are computed as described above, and displayed in Table 9.3.
Subsequently, we performed an unconstrained linear least squares fit to the experi-
mental data points, with equal weights. The scaling factors for the exchange and/or
spin-orbit contributions were treated as the linear fit parameters.
For the v′ = 0 → v′′ = 0 bands of O2 − O2, we included both mechanisms. For
O2 − N2 we included only the spin-orbit line shape, which is the only contributing
mechanism for this system. For v′′ > 0 bands, the O2 − N2 contribution was not
observed experimentally. For the v′ = 0→ v′′ > 0 bands of O2 −O2 we included only
the exchange line shape. The spin-orbit mechanism should contribute only weakly, on
the same scale as for O2 − N2, and hence was excluded from the fit.
The resulting scale factors are shown Table I of the main text. We again point out
that the scale factors – which include corrections for anisotropic interactions – are of
order unity for the spin-orbit mechanism, whereas the exchange contributions required
scalings which are within the uncertainty due to inaccuracies of the exchange-induced
dipoles, estimated in the previous section.
9.6 Experiment
Here, we describe measurements of the a1∆g(v
′ = 1) band in O2 − O2 and O2 − N2,
using cavity ring-down spectroscopy similar to that in Ref. [26]. These experiments are
essential to the analysis presented in Chapter 8, and were performed by Mark Koenis,
Agniva Banerjee, David Parker, and Wim van der Zande.
A Toptica DL100 grating stabilized diode laser with a LD-1060-0150-AR-2 diode
was used as a light source. The output power was 170 mW in the spectral range of
9 259−9 569 cm−1. About 2 % of the beam was split off by a glass plate and guided into
a wavelength meter. The cavity was placed inside a pressure cell which was designed
to hold pressures from 10−3 to 8 bar. The pressure inside the cavity was measured
using a diaphragm pressure detector (Pfeiffer Vacuum D-35614). The gas flow towards
the pressure cell was controlled by a Digital Thermal Mass Flow Controller (El-Flow,
Bronkhorst high tech). The outlet for the gas was connected to a membrane vacuum
pump (Pfeifer Vacuum MVP 055-3) with which it was possible to reach pressures as
low as 1 mbar. The cavity mirrors (Layertec) had a reflectivity above 99.993% in the
range of 9 100− 9 900 cm−1 and a radius of curvature of 8 000 mm. The cavity length
was 35.0 cm, creating an effective path length of about 5 km. The light leaving the
cavity was captured using an avalanche photo-diode. The signals from this detector
were sent to a SRS signal generator to trigger the ring-down events.
For each collision-induced absorption measurement, the lasing frequency was set
at a specific value. To reduce the uncertainty, wavelengths without water absorptions
were selected. The sample gas was guided into the pressure cell at a fixed rate of 200
mL/min resulting in pressure ramps from 0 to 8 bar. During the pressure ramps the
cavity ring-down signals were recorded continuously and were kept at a constant rate of
about 3 signals per second. This resulted in 1500-2000 decay signals for each pressure
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ramp. The decay signals were then fitted with an exponential function to give the
decay times. The collision-induced absorption was then obtained by fitting a second-
order polynomial function to the pressure dependence of the decay time, ensuring that
the fitted decay corresponds to two-body absorption. In total 34 pressure ramps were
performed for pure O2 (6.0 Purity) and 52 in air (22.316± 0.022 % O2). Lastly, since
the collision-induced absorption of oxygen transitions is much smaller in air, a lens
with a focus of 25 cm had to be placed in front of the cavity to ensure only the lowest
cavity modes were accessed. This enhanced the accuracy of the set-up significantly.
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Conclusions and Perspective
This concluding chapter aims to place the developments presented in this thesis into
broader perspective. The methods presented are compared to previous and alternative
approaches. Possible implications for experimental studies of collision-induced absorp-
tion are considered. I furthermore speculate about possible extensions of the theory,
as well as about future directions of research.
This chapter is organized as follows. Section 10.1 discusses the developments in the
theoretical treatment of collision-induced absorption, subdivided in the treatment of
anisotropic interactions and electronic excitations, respectively. In Sec. 10.2, I discuss
the diabatization algorithm developed in this thesis. This covers the advantages of
the algorithm, the applicability to systems that have not been discussed in this thesis,
and possible extension beyond those systems. Finally, in Sec. 10.3, I consider the
comparison of experimental and theoretical collision-induced absorption spectra. In
particular, we consider the difficulty of experimentally disentangling monomer and
collision-induced absorption, and how the results of this thesis could be used to reduce
these issues. Closing remarks are given in Sec. 10.4.
10.1 Collision-induced absorption
10.1.1 Interaction anisotropy
Line-shape calculations of collision-induced absorption spectra are typically performed
quantum mechanically in the so-called isotropic interaction approximation.[20, 21] In
this approximation, the dependence of the interaction potential on the molecular ori-
entations is neglected, which allows the uncoupled treatment of the radial and angular
degrees of freedom. This leads to computationally inexpensive single-channel scattering
calculations. Anisotropic interactions can be taken into account by performing compu-
tationally demanding coupled-channels scattering calculations.[84, 98] An alternative is
to perform classical molecular dynamics simulations, where anisotropic interactions can
be included without dramatically increasing the computational effort.[124, 265, 268]
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However, the classical formulation cannot describe the quantized rotation of light
molecules such as H2, and it is unclear how to include electronic degrees of freedom,
which are of interest in this thesis.
In chapter 2, we develop a method to efficiently include the effects of anisotropic in-
teractions in quantum line-shape calculations. The approach is to propagate the dipole
coupling along with the initial and final-state wave functions, and to match these to
the S-matrix boundary conditions at large intermolecular separation, R. This both
avoids calculating the many-component wave function on a full radial grid, which has
prohibitive memory or storage requirements, and avoids the coupled treatment of the
initial and final states, which unnecessarily doubles the dimension of the channel basis
and increases the computational effort. The method presented is similar to integral ac-
cumulation for photodissociation,[269] but generalized to propagate couplings between
scattering states rather than involving one pre-computed bound state.
In cases where full coupled-channels calculations are still prohibitively computer
intensive, we show how to perform line-shape calculations using established approx-
imations of molecular quantum scattering. In particular, in chapter 3, we calculate
roto-translational spectra of N2−N2 in the coupled-states or helicity-decoupling approx-
imation. We find that anisotropic interactions increase the intensity of the collision-
induced absorption spectra at low temperature, bringing them in closer agreement with
experimental results.
In order to take anisotropic interactions into account more efficiently, or to estimate
their effects, we propose an approximate treatment based on classical statistical me-
chanics. The integrated intensity is obtained as a configuration integral of the squared
dipole moment. The potential energy enters the theory through the Boltzmann weight.
This integral can be evaluated for either isotropic or anisotropic interactions with less
effort than an isotropic line-shape calculation. This formalism has been used previ-
ously to calculate integrated intensities, and compare these to experimental results
directly.[264, 270] In chapter 9, we suggest using the ratio of intensities calculated
for isotropic and anisotropic potentials to correct absorption spectra calculated in the
isotropic approximation. This is motivated by the line-shape study of N2 − N2, where
we found that the main effect of interaction anisotropy is to increase the intensity at
low temperature, not to alter the line shape.
The calculation of intensities from the classical statistical model also offers insight
into the validity of the isotropic interaction approximation. In particular, this for-
malism permits quantification of the contribution of individual geometries to the con-
figuration integral, which is not directly possible in the line-shape calculations. The
interaction potential for two diatomic molecules differs significantly from the isotropic
potential for either a collinear geometry, where it is much more repulsive than the
isotropic potential, and for parallel geometries, where it is more attractive. However,
for identical diatomic molecules, these configurations have vanishing dipole moment
due to symmetry. For nonidentical molecules, the induced dipole moment may be
non-zero, but would be relatively small. This means that these configurations will
not contribute significantly to the absorption, irrespective of whether the isotropic or
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full anisotropic potential is employed. The dominant contribution to the dipole mo-
ment corresponds to T-shaped geometries. This configuration has a potential energy
curve which is very similar to the isotropic potential, but is typically slightly deeper.
This means that one should expect the isotropic interaction approximation to be qual-
itatively correct. Quantitatively, the intensity is enhanced when the more attractive
anisotropic potential is used, but only for low temperatures where the difference in well
depth is appreciable compared to kT .
For electronic excitations, which are discussed in more detail below, we found much
more pronounced effects of interaction anisotropy. The intensity is enhanced not only
at low temperature, but also at room temperature an increase by a factor 2–4 was
found using the statistical mechanical theory. The reason is that the symmetry re-
strictions on the dipole moment are different for electronic transitions, such that one
has significant – or even dominant – contributions from X and H-shaped geometries.
For these geometries, the potential energy curve is qualitatively different from the
isotropic potential, and has its minimum at shorter intermolecular distance. This leads
to substantial effects of anisotropy that persist at elevated temperatures. Therefore,
electronic transitions of diatomic molecules are an interesting playground for future re-
search into the effects of anisotropic interactions. In particular, it would be interesting
to investigate the effects of anisotropy on the absorption line shape.
It would also be of interest to see whether other known discrepancies between exper-
iment and ab initio predictions are partially due to the neglected effects of anisotropic
interactions. Examples are collision-induced absorption by CH4 with various collision
partners, such as He, H2 and N2.[271] Here, ab initio predictions of the absorption inten-
sity are below the experimental result by an order of magnitude. The excess absorption
is attributed to frame distortions of the CH4 molecule, where the interaction with the
collision partner distorts the tetrahedral symmetry, such that the internal dipole mo-
ments along the polarized CH bonds no longer cancel exactly.[271] This mechanism can
thought of as collision-induced intensity borrowing from vibrational bands. The lowest
bending vibrational bands of CH4 occur around 1 300 cm
−1,[262] and the interaction
strength for CH4 − N2 is around 100 cm−1.[272] Line-shape calculations that include
these vibrational couplings have not been performed. It would be interesting to see
whether anisotropic interactions also contribute to the missing intensity. For example,
for CH4 − N2, the most strongly bound configuration is a Cs geometry where the N2
molecule is oriented perpendicular to the intermolecular axis, and approaches between
three hydrogen atoms, i.e., geometry 4 of Ref. [272]. Strong effects of anisotropy could
be expected as the well position for this configuration occurs at a separation much
shorter than the minimum of the isotropic potential,[272] and this configuration does
have an appreciable dipole moment.[273]
10.1.2 Electronic excitations
In chapter 7, we have generalized the quantum line-shape theory in the isotropic inter-
action approximation to treat electronic excitations of diatomic molecules. The theory
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is applied to vibronic transitions of O2 in collisions with O2 and N2. Future research
could be directed towards other electronic transitions of interest, including double tran-
sitions of both colliding molecules,[248, 249, 259, 260] e.g., O2(X
3Σ−g ) + O2(X
3Σ−g )→
O2(a
1∆g) + O2(b
1Σ+g ).
Molecular electronic excitations are of interest not only because of their direct ap-
plications in atmospheric chemistry, but also because they allow the study of various
excitation mechanisms that lead to collision-induced absorption. To the best of our
knowledge, collision-induced absorption for all other previously studied transitions is
dominated by quadrupole induction. This includes atomic S → D transitions,[94, 252]
roto-translational bands in molecular collision-induced absorption, and vibrational
transitions.[28] For spin-forbidden electronic transitions, we find that there is an addi-
tional exchange mechanism,[253, 256] which is dominant for O2−O2 collision-induced
absorption. This mechanism leads to qualitatively different absorption features, which
reflect the exponential – rather than R−4 – dependence on the intermolecular distance.
These length-scale arguments should be generally applicable.
The theoretical treatment of electronic excitations has proven to be challenging.
The occurrence of nearly-degenerate electronic states requires diabatization, which is
discussed below. Inclusion of the electronic degrees of freedom in quantum scatter-
ing calculations also dramatically increases the computational cost of a full coupled-
channels treatment, which has not yet been attempted. Finally, the ab initio calcula-
tion of the exchange-induced transition dipole moment has proven very difficult. As
is shown in chapter 6, transition dipole moments obtained at the CASSCF and MRCI
levels of theory differ significantly, and depend strongly on the choice of active space.
This is a surprising result as the dipole moment is typically calculated accurately at
low levels of theory, because one-electron properties are insensitive to electron corre-
lation, which is difficult to treat accurately. However, the transitions considered here
are not allowed one-electron transitions, and therefore the transition moment is sensi-
tive to electron correlation. How exchange-induced transition dipole moments can be
calculated accurately is still an open question.
Although we have been unable to calculate converged exchange-induced dipole mo-
ment surfaces, all the calculated dipole moment surfaces exhibit a similar exponen-
tial dependence on the intermolecular separation. That is, the calculated dipole mo-
ment surfaces differ significantly in strength and angular dependence, but less strongly
in their radial dependence. The absorption spectra calculated using these exchange-
induced dipole moment surfaces have very similar line shapes, but differ in intensity
by an order of magnitude. The independence of the predicted absorption line shape
of large variations in the transition dipole moment surface strongly constrains possible
absorption line shapes. Despite the large uncertainty in the calculations, deviations
from the predicted absorption line shape are unlikely.
The absorption line shape does depend on the underlying absorption mechanism,
and most critically the range of the induced dipole moment. These effects are contained
in the analytical model line shapes of Sec. 9.1.4. The spin-orbit and exchange-induced
dipole moments – which decay as R−4 and exp(−γR), respectively – lead to differ-
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ent exponential decay in the wings of the collision-induced spectra. Because there
are physical bounds to the range of the induced dipole moment, e.g., it cannot be
longer ranged than R−4, one finds again that the possible absorption line shapes are
constrained. Conversely, this also allows us to infer the range of the induced dipole
moment from an absorption line shape, and hence learn about the physical origin of the
absorption mechanism from experimentally determined spectra. Again, these length-
scale arguments for the range of the induction mechanism are not restricted to the
systems studied here, and should be generally applicable.
10.2 Diabatization
In chapter 4, we describe a new method for treating nonadiabatic couplings beyond
the usual Born-Oppenheimer approximation, by transforming to a quasi-diabatic rep-
resentation. The basic idea of this multiple-property-based diabatization algorithm is
to determine sets of properties in both the adiabatic and diabatic representations, and
subsequently determine the transformation that relates these sets of properties by a
similarity transformation. Properties in the adiabatic representation are obtained from
ab initio calculations, whereas the same properties are obtained in the diabatic repre-
sentation using model diabatic wave functions. This differs from the typical approach
for property-based diabatization,[138, 143, 144] which is to diabatize by requiring trans-
formed adiabatic properties to be smooth functions of the nuclear geometry.
Some of the advantages of the proposed method are that it is directly applicable to
any of number states, n, includes any number of properties on equal footing, offers a
consistent phase definition for the diabatic states, resolves the relative phases of adi-
abatic states, and requires only basic matrix operations on matrices of dimension n2.
In particular, the method does not require non-linear optimizations. The method is
straightforward to use once a diabatic model has been set up: The diabatic properties
are analytic functions of the nuclear coordinates and can be evaluated straightfor-
wardly, and there is a numerical criterion by which the uniqueness of the solution can
be monitored in an automated fashion. The accuracy of the nonadiabatic coupling
represented by this algorithm was investigated for NO(2Π)− H2 in chapter 5.
The multiple-property-based diabatization algorithm presented here has been ap-
plied to other systems than triplet O2 − O2, which are not described in detail in
this thesis. These include the Π-state diatom−closed-shell diatom systems NO(2Π)−
H2,[161, 162] NO−HF, NO−CO, and also NO − O2(X3Σ−g ).[162] We have also suc-
cessfully performed calculations for the lowest ten singlet states of O2 −O2, including
O2(a
1∆g) − O2(a1∆g). From this, we expect that the method presented will perform
well for open-shell−open-shell systems, where both fragments have a spatial degener-
acy, such as NO(2Π)−OH(2Π).[65] Another direction that we have started to explore
is charge transfer in (Ar − N2)+. Here, states corresponding to both Ar − N2+ and
Ar+ − N2 are coupled nonadiabatically. In this case, no one-electron properties can
be found that have transition moments between neutral, |ψ〉, and cationic monomer
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states, |ψ+〉, but an extension including the Dyson orbital[274] has shown promising
results.
The multiple-property-based diabatization algorithm has been developed specifi-
cally for application to systems consisting of weakly interacting molecules. Specifically,
the diabatic model wave functions that are used – products of monomer wave functions
– accurately describe weakly interacting fragments only. This model fails completely
for strong covalent interactions, i.e., for the formation and breaking of chemical bonds.
However, qualitative models that describe chemical bonding at the wave function level
do exist, e.g., valence bond or molecular orbital theory, and it would be of interest to
investigate whether such model diabatic wave functions can extend the applicability of
the presented diabatization algorithm.
10.3 Comparison to experiment
Collision-induced absorption spectra can be calculated directly, and independently of
possible monomer absorption. On the other hand, spectroscopic experiments always
measure the total extinction, which can be due to scattering and absorption by var-
ious processes and molecules. Therefore, experimental collision-induced absorption
spectra are always the product of a detailed analysis aimed at disentangling these
contributions.[26, 231, 232, 246] This has not been discussed in this thesis, but should
be kept in mind when comparing experimental and theoretical results.
The typical approach has been to describe the monomer absorption by a line-shape
model, say a sum of Lorentzian lines for simplicity. The line parameters are either
fit to the experimental absorption or taken from, say, the Hitran database.[262] The
monomer absorption is then subtracted from the total absorption, and the remaining
unexplained absorption is then attributed to collision-induced absorption.[26, 231, 232,
246]
For the rotation-translation bands discussed in chapters 2 and 3, the analysis de-
scribed above usually does not lead to complications as the contributions of the weak
monomer quadrupole transitions can be neglected. Monomer transitions cannot be
neglected for the electronic transitions of O2 studied here. This is specifically the case
for the A-band X3Σ−g → b1Σ+g (v′ = 0) transition, where the magnetic dipole monomer
transitions are relatively strong, and the collision-induced absorption is relatively weak,
when compared to either the X3Σ−g → a1∆g or vibronic v′ > 0 transitions.
Coincidentally, the A-band is also the vibronic transition for which the discrepancies
between experiment and theory are largest. The unphysically narrow absorption profile
of Drouin et al., Ref. [232], is reminiscent of the envelope of magnetic dipole lines.
This suggests that the collision-induced contribution is modeling far-wing monomer
absorption beyond the employed monomer model, or that the relevant fit parameters
have become correlated. This would explain both the peaked structure and the abrupt
drop in intensity near the band head. The peaked structure in the experimental spectra
of Tran et al., Ref. [231], appears to be reversed, which deviates from the theoretical
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prediction and violates approximate detailed balance relations. This discrepancy could
be due to a similar effect, where the reversed peak structure corrects for the subtraction
of overestimated line wings in the monomer absorption model.
Collisional effects on monomer absorption lines and collision-induced absorption
may be difficult to disentangle. The discussion above suggests that if both are de-
termined by unconstrained fitting of experimental spectra, parameters describing the
far wings and collision-induced absorption may become correlated.[275] In this case,
the inclusion of collision-induced absorption may improve the description of the total
absorption, although the collision-induced contribution obtained from the fit has lost
its physical meaning. This could lead to erroneous extrapolation of the spectra with
temperature and pressure, as the physical monomer line wings and collision-induced
absorption depend on temperature and pressure differently.
A way forward could be to use the theoretical line shapes of this thesis in a con-
strained fit of experimental absorption spectra. This could be done using suitably
parameterized numerical results of chapters 7 and 8, or the analytical line-shape mod-
els developed in Sec. 9.1.4.
10.4 Closing remarks
The research presented in this thesis has been motivated by applications in atmospheric
chemistry. In this context, many more relevant collisional pairs exist that beg theo-
retical investigation. This is especially true for applications to stellar atmospheres,
the high temperatures of which cannot be realized in laboratory experiments. We
have shown that, also where experimental data is available, theoretical studies can be
of consequence. This illustrates the strength of combining theory and experiment in
validating collision-induced absorption spectra, and in understanding the underlying
physics. This effort should improve our ability to disentangle monomer and collision-
induced absorption, which has direct applications in the calibration of remote sensing.
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Summary
This thesis describes a theoretical study of collision-induced absorption spectroscopy.
Collision-induced absorption is the process where two molecules absorb light during a
collision. This process is studied theoretically using analytical and numerical methods,
based on a quantum mechanical description of the molecular collisions.
Collision-induced absorption is particularly important for atmospheric applications.
The energy balance of planetary atmospheres is affected by collision-induced absorption
as outgoing black body radiation of a warm planetary surface is emitted in the far
infrared, where typically apolar atmospheric molecules are transparent. Therefore,
collision-induced absorption contributes significantly to a natural greenhouse effect.
A second atmospheric application of collision-induced absorption is in remote sensing,
where the atmospheric composition is probed spectroscopically. Particularly important
are forbidden electronic transitions of oxygen in the near infrared and red part of the
spectrum, which are used to calibrate remote sensing missions. Since the monomer lines
of these transitions are saturated in typical atmospheric measurements, calibration
is based on the signal away from the monomer resonances, where collision-induced
absorption again contributes significantly.
Chapter 1 describes renormalized propagation, which is a numerical method for
solving the coupled-channels equations encountered in the quantum mechanical descrip-
tion of a molecular collision. The discussion includes the widely-used Renormalized
Numerov method. New methods are derived which may be thought of as renormalized
equivalents of existing log-derivative propagators. In the long range, these potential
following propagators are more efficient than Renormalized Numerov. The numerical
methods discussed here in detail are employed throughout this thesis.
Chapter 2 describes the theory of collision-induced absorption. We derive the
usual “isotropic interaction approximation”, which assumes that the molecules col-
lide as spherical objects. We re-derive the theory including exchange effects for in-
distinguishable molecules. We furthermore present a more efficient way of including
anisotropic interactions in the calculation of collision-induced absorption spectra, go-
ing beyond the usual isotropic interaction approximation. The theory is applied to the
well-studied H2 −H2 system, for which the isotropic approximation is highly accurate
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and exchange effects are found to be small.
Chapter 3 describes a theoretical study of the roto-translational spectra of N2−N2.
This study goes beyond the usual isotropic interaction approximation for a strongly
anisotropic system for the first time. We develop the coupled-states approximation for
collision-induced absorption, which is shown to be in good agreement with numerically
exact calculations except at very low energy. At higher energy, the coupled-states result
approaches the isotropic approximation, validating this standard approach for high
temperatures. We find a marked increase in absorption intensity at low temperature
(approximately 20 % at T = 78 K) due to anisotropic interactions, whereas this effect
is absent at room temperature.
Chapter 4 describes a new method for diabatization. Electronic structure calcu-
lations typically yield electronic wave functions in a so-called adiabatic representation,
which is sometimes useless to describe dynamics as adiabatic states may be coupled
by singular nuclear derivative couplings. Diabatization refers to the process of trans-
forming to a “diabatic” representation, where nuclear derivative couplings are reduced
and the singularities are removed. The presented algorithm determines the required
transformation by comparing properties of wave functions in both representations. Di-
abatization is critical in obtaining smooth transition dipole moment surfaces, which are
required to describe collision-induced absorption, as is demonstrated in this chapter,
and is used in the remainder of this thesis.
Chapter 5 describes a detailed study of the diabatic states for weakly interacting
molecules. We investigate the accuracy of generalizations of the counterpoise procedure
of Boys and Bernardi, which becomes ambiguous for open-shell fragments. We show
numerically that diabatization by the method of Chapter 4 accurately represents non-
adiabatic couplings. We also investigate an approximate diabatization scheme based
on the interaction for asymptotically large intermolecular separations. This method is
appealingly simple to implement, as it yields the transformation to the diabatic basis
analytically, yet it accurately reproduces differential inelastic scattering cross sections
for NO− H2 collisions.
Chapter 6 describes electronic structure calculations on low-lying triplet states of
the O2 − O2 complex that are relevant to describe collision-induced absorption. Four
dimensional diabatic potential energy and electronic transition dipole moment surfaces
are calculated for the seven electronic states involved. It is shown that the transition
dipole moment surfaces are strongly dependent on the level of theory at which they
are calculated. Therefore, ab initio calculations of the collision-induced absorption
spectra cannot become quantitatively predictive unless more accurate transition dipole
surfaces can be computed. This is left as an open question for method development in
electronic structure theory.
Chapter 7 describes an extension of the theory of collision-induced absorption
to electronic transitions. This is applied to the X3Σ−g → a1∆g and b1Σ+g transitions
in O2 − O2, for two transition mechanisms. The calculations for the exchange-based
mechanism employ the diabatic potential energy surfaces and transition dipole moment
surfaces of chapter 6. The predicted line shapes are shown to be insensitive to the
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large uncertainty in the dipole moments, and are shown to match experimental results.
Absorption spectra resulting from the spin-orbit mechanism are much less intense, and
the resulting line shape does not match experimental results.
Chapter 8 describes a study of five vibronic transitions in O2 − O2 and O2 − N2.
Surprisingly, the transition mechanism is shown to depend on the collision partner – O2
or N2 – which contradicts the textbook knowledge of these transitions. This leads to
qualitative differences between O2−O2 and O2−N2 complexes in the overall intensity,
line shape, and vibrational dependence of the absorption spectrum. These experimen-
tally observed differences are reproduced by the first quantum dynamical calculations
for spin-forbidden vibronic transitions, and are explained by simple length-scale argu-
ments for the absorption mechanisms involved. The length scales of these mechanisms
are not specific to the system under consideration, and the resulting spectral signa-
tures may be observable more generally. It is demonstrated that this can be used
to discriminate between conflicting experimental results, and to identify unphysical
results.
Chapter 9 gives a detailed description of further calculations performed to sup-
port the findings of chapter 8. These include the calculation of additional transition
dipole moment surfaces, an exploration of the role of the vibrational coordinates, and
analytical line-shape models. Furthermore, corrections for interaction anisotropy from
statistical mechanics are introduced. These are in agreement with the effects observed
in chapter 3 for the roto-translational band of N2−N2, but predict much larger effects
of anisotropy for electronic transitions that persist even at room temperature.
Chapter 10 discusses the main results of this thesis in a broader perspective.
The methods presented – to treat anisotropic interactions, nonadiabatic interactions,
and electronic excitations – are compared to previous and alternative approaches. I
speculate about possible extensions of the presented theory, and about future directions
of research, where these methods may be applied. The implications for experimental
studies of collision-induced absorption are considered. In particular, we consider the
difficulty of disentangling monomer and collision-induced absorption, and how this may
be improved upon.
As an outlook, the methods developed in this thesis for efficiently including interac-
tion anisotropy in the calculation of collision-induced absorption spectra may be applied
more widely and systematically in the near future. Line-shape calculations beyond the
usual isotropic approximation are of interest for electronic transitions, for example,
where the classical statistical treatment suggests that large effects of anisotropy occur.
Speculatively, it would also be interesting to revisit other systems where the usual
isotropic theory is known to break down, such as the collision-induced spectroscopy of
methane.
In addition to the numerical methods presented here, the qualitative conclusions
of this thesis – such as analytical model line shapes – further our understanding of
collision induced absorption. Specifically for O2−O2, the collision-induced absorption
spectra were shown to be insensitive to large uncertainties in the dipole surface. This
can be understood to strongly constrain the possible line profiles, and, despite the
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Summary
large uncertainty in the calculation, deviations from this line shape are unlikely. More
generally, it is shown that observable spectral features reflect the length scale of the
absorption mechanism. Since there are physical constraints to this length scale, this
again limits the possible line profiles. In chapter 8, an example is given where these
arguments identified unphysical experimental results, and hence could discriminate
between conflicting experiments. In broader context, physically motivated line profiles
are used throughout traditional molecular spectroscopy, and physical constraints are
known to be important in fitting and extrapolating experimental data. The theoretical
line profiles of this thesis may aid in similarly constraining collision-induced absorption
spectroscopy.
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Samenvatting
Dit proefschrift is gewijd aan de theorie van botsingsge¨ınduceerde absorptiespectrosco-
pie. Botsingsge¨ınduceerde absorptie is het proces waarbij twee moleculen licht absorbe-
ren tijdens een botsing. Dit proces wordt theoretisch bestudeerd met zowel analytische
als numerieke methoden die gebaseerd zijn op een kwantummechanische beschrijving
van de moleculaire botsing.
Botsingsge¨ınduceerde absorptie is specifiek van belang voor toepassingen in de at-
mospherische chemie. De energiebalans van planetaire atmosferen wordt be¨ınvloed
door botsingsge¨ınduceerde absorptie. Het warme oppervlak van een planeet werkt als
een zwarte straler en zendt straling uit in het verre infrarood. Apolaire moleculen in
de atmosfeer zijn transparant in dit gedeelte van het spectrum. Botsingsge¨ınduceerde
absorptie leidt wel tot absorptie in het verre infrarood en draagt daarmee significant
bij aan een natuurlijk broeikaseffect. Een tweede toepassing in atmosferische chemie
is teledetectie (remote sensing), waarbij de atmosfeer met behulp van spectroscopie
wordt bestudeerd. Van specifiek belang zijn de “verboden” elektronische overgangen
van zuurstof in het nabije infrarode en rode deel van het spectrum, omdat deze gebruikt
worden voor calibratie. Omdat de monomeer absorptielijnen verzadigd zijn onder de
typische atmosferische omstandigheden is de calibratie vooral gevoelig voor absorptie-
signaal tussen de monomeerresonanties. Dit niet-resonante absorptiesignaal is gevoelig
voor botsingsge¨ınduceerde absorptie.
Hoofdstuk 1 beschrijft gehernormaliseerde propagatie: Een numerieke methode
voor het oplossen van de gekoppelde kanalen vergelijkingen die men tegenkomt in de
kwantummechanische beschrijving van een moleculaire botsing. De bekende gehernor-
maliseerde methode van Numerov wordt ge¨ıntroduceerd. Nieuwe methoden worden
ontwikkeld die gezien kunnen worden als de gehernormaliseerde variant van bestaande
log-afgeleide methoden. Op grote intermoleculaire afstanden zijn deze potentiaalvol-
gende methoden efficie¨nter dan de methode van Numerov. De numerieke methoden uit
dit hoofdstuk worden door dit gehele proefschrift gebruikt.
Hoofdstuk 2 beschrijft de theorie van botsingsge¨ınduceerde absorptie. We lei-
den de gebruikelijke “isotrope interactie benadering” af. In deze benadering wordt
aangenomen dat de botsende moleculen zich gedragen als bolvormige objecten. We
257
Samenvatting
leiden de theorie opnieuw af waarbij we uitwisseleffecten tussen ononderscheidbare mo-
leculen meenemen. Daarnaast presenteren we een efficie¨ntere methode om anisotrope
interacties mee te nemen in de berekening van botsingsge¨ınduceerde absorptiespectra,
dus zonder de isotrope interactie benadering. De theorie wordt toegepast op H2 − H2
botsingen, waarvoor de isotrope benadering nauwkeurig is en de uitwisseleffecten klein.
Hoofdstuk 3 beschrijft een theoretische studie van de rotatie-translatie absorptie-
spectra van N2 − N2. Dit is de eerste studie zonder de gebruikelijke isotrope inter-
actie benadering voor een sterk anisotroop systeem. Wij ontwikkelen de “gekoppelde
toestanden benadering” voor botsingsge¨ınduceerde absorptie, welke in goede overeen-
stemming is met volledige gekoppelde kanalen berekeningen, behalve bij de allerlaagste
energiee¨n. Bij hogere energie benadert het gekoppelde toestanden resultaat de isotrope
benadering. Dit valideert het gebruik van de isotrope benadering bij hoge temperatuur.
Anisotrope interacties leiden tot een significante toename van absorptie-intensiteit bij
lage temperatuur (ongeveer 20 % bij T = 78 K), maar een verwaarloosbaar effect bij
kamertemperatuur.
Hoofdstuk 4 beschrijft een nieuwe methode voor diabatisatie. Elektronenstruc-
tuurberekeningen geven typisch elektronische golffuncties in de zogeheten adiabatische
representatie. Deze representatie kan ongeschikt zijn voor de beschrijving van dyna-
mica omdat adiabatische golffuncties singuliere afgeleidenkoppelingen kunnen hebben.
Diabatisatie is het proces van het transformeren naar een diabatische representatie waar
de afgeleidenkoppelingen verwaarloosbaar zijn. Het algoritme wat hier ontwikkeld is
bepaalt deze transformatie door eigenschappen van golffuncties in beide representaties
te vergelijken. Diabatisatie is essentieel voor het verkrijgen van gladde overgangs-
dipoolmomentoppervlakken, hetgeen nodig is voor de theoretische beschrijving van
botsingsge¨ınduceerde absorptie in de rest van dit proefschrift.
Hoofdstuk 5 beschrijft een gedetailleerde studie van nietadiabatische koppelingen
voor zwak interagerende moleculen. Wij bestuderen de nauwkeurigheid van gegene-
raliseerde tegenwicht (counterpoise) procedure van Boys en Bernardi, hetgeen ambigu
wordt voor openschil fragmenten. Wij laten numeriek zien dat de diabatisatie me-
thode van hoofdstuk 4 nietadiabatische afgeleidenkoppelingen nauwkeurig beschrijft.
Ook wordt een benaderde diabatisatie methode ontwikkeld die gebaseerd is op de inter-
actie voor asymptotisch grote intermoleculaire afstanden. Deze methode is eenvoudig
te implementeren omdat dit een analytische uitdrukking voor de transformatie naar de
diabatische representatie geeft. Desondanks reproduceert deze methode de differentie¨le
botsingsdoorsneden voor NO− H2 botsingen nauwkeurig.
Hoofdstuk 6 beschrijft elektronenstruktuurberekeningen aan de laagliggende tri-
plet toestanden van het O2 − O2 complex die relevant zijn voor de beschrijving van
botsingsge¨ınduceerde absorptie. Vierdimensionale diabatische potentie¨le energie- en
elektronische overgangsdipoolmomentoppervlakken zijn berekend voor de zeven be-
trokken toestanden van het complex. De overgangsdipoolmomentoppervlakken zijn
sterk afhankelijk van het niveau van theorie waarop ze berekend zijn. Hierdoor kun-
nen ab initio berekeningen van botsingsge¨ınduceerde absorptiespectra niet kwantitatief
voorspellend worden tenzij deze dipooloppervlakken nauwkeuriger berekend kunnen
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worden. Dit probleem is een open vraag aan methodeontwikkeling in elektronenstruk-
tuurtheorie.
Hoofdstuk 7 beschrijft de uitbereiding van de theorie van botsingsge¨ınduceerde
absorptie naar elektronische overgangen. Deze theorie wordt toegepast op de X3Σ−g →
a1∆g en b
1Σ+g overgangen in O2 − O2. Er worden twee mogelijke overgangsmechanis-
men beschouwd. Berekeningen voor het exchange mechanisme zijn gebaseerd op de
diabatische potentie¨le energie- en elektronische overgangsdipoolmomentoppervlakken
uit Hoofdstuk 6. De voorspelde lijnvorm is ongevoelig voor de onzekerheid in de dipool-
oppervlakken, en komen overeen met experimentele spectra. De absorptie tengevolge
van het spin-baan mechanisme is veel minder intens, en de resulterende lijnvorm stemt
niet overeen met experimentele resultaten.
Hoofdstuk 8 beschrijft een studie van vijf vibronische overgangen in O2 − O2 en
O2−N2. Een verrassend resultaat is dat het absorptiemechanisme afhangt van de bot-
sinspartner – O2 of N2 – hetgeen afwijkt van de tekstboek uitleg van deze overgangen.
Dit leidt tot kwalitatieve verschillen tussen O2−O2 en O2−N2 in termen van de intensi-
teit, lijnvorm, en vibratieafhankelijkheid van de absorptiespectra. Deze experimenteel
waargenomen verschillen worden gereproduceerd door de eerste kwantumdynamische
lijnvormberekeningen voor spin-verboden vibronische overgangen, en kunnen worden
uitgelegd aan de hand van de dracht van de ge¨ınduceerde dipool. De lengteschalen van
deze mechanismen zijn niet specifiek voor de hier beschouwde systemen, en de resulte-
rende karakteristieke spectrale kenmerken zouden ook voor andere botsingscomplexen
experimenteel waarneembaar moeten zijn. Verder demonstreren we hoe dit gebruikt
kan worden om zinnig onderscheid te maken tussen experimentele resultaten en om
onfysische resultaten te identificeren.
Hoofdstuk 9 geeft een gedetailleerde beschrijving van verdere berekeningen die zijn
uitgevoerd om de bevinding van hoofdstuk 8 te onderbouwen. Dit omvat aanvullende
berekeningen van overgangsdipoolmomentoppervlakken, een verkenning van de rol van
moleculaire vibratiecoo¨rdinaten en de ontwikkeling van analytische lijvormmodellen.
Correcties voor het verwaarlozen van interactieanisotropie worden ge¨ıntroduceerd door
een klassiek statistisch mechanisch model. Deze correcties zijn in overeenstemming met
de effecten van anisotropie zoals berekend in hoofdstuk 3, voor de rotatie-translatie
band van N2 − N2. Deze methode voorspelt veel grotere effecten van anisotropie voor
elektronische overgangen die ook bij kamertemperatuur significant zijn.
Hoofdstuk 10 bespreekt de hoofdresultaten van dit proefschrift in breder perspec-
tief. De methoden die hier ontwikkeld zijn – om interactieanisotropie mee te nemen,
om te gaan met nietadiabatische koppelingen en voor lijnvormberekeningen voor elek-
tronische overgangen – worden vergeleken met bestaande en alternatieve methoden. Er
wordt gespeculeerd over mogelijke uitbereidingen van de theorie en over toekomstige
onderzoeksrichtingen waar deze methoden toegepast kunnen worden. De implicaties
voor experimentele studies van botsingsge¨ınduceerde absorptiespectroscopie worden be-
schouwd. In het bijzonder bespreek ik het probleem van het ontwarren van monomeer-
en botsingsge¨ınduceerde absorptie, en hoe deze analyse kan worden verbeterd.
Vooruitblikkend valt te verwachten dat de methode om efficie¨nt anisotrope inter-
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acties mee te nemen in de berekening van botsingsge¨ınduceerde absorptiespectra in de
toekomst systematisch kan worden toegepast op verscheidene systemen. Lijnvormbe-
rekeningen voorbij de gebruikelijke isotrope benadering kunnen interessant zijn voor
elektronische overgangen, waarbij onze klassieke statistische theorie grote effecten van
anisotropie voorspelt. Verder kan er gekeken worden naar systemen waarvan bekend
is dat voorspellingen binnen de isotrope theorie afwijken van experimentele resultaten.
Een voorbeeld is de botsingsge¨ınduceerde absorptiespectroscopie van methaan.
Naast de numerieke methoden die hier gepresenteerd zijn, bevorderen ook de kwali-
tatieve conclusies van dit proefschrift – zoals analytische lijnvormmodellen – ons begrip
van botsingsge¨ınduceerde absorptie. Specifiek voor O2 −O2 hebben we laten zien dat
de absorptielijnvorm ongevoelig is voor de grote onzekerheid in het dipoolmomentop-
pervlak. Dit kan worden ge¨ıntepreteerd als een strikte beperking van de mogelijke
lijnvormen. Ondanks de grote onzekerheid in het dipoolmomentoppervlak zijn afwij-
kingen van de voorspelde lijnvorm onwaarschijnlijk. In algemenere zin hebben we laten
zien dat de waarneembare kenmerken van het absorptiespectrum de dracht van het on-
derliggende absorptiemechanisme weerspiegelen. Omdat er fysieke restricties gelden
voor de dracht van het inductiemechanisme, beperkt dit opnieuw de mogelijke ab-
sorptielijnvormen. In hoofdstuk 8 wordt laten zien dat deze argumenten onfysische
experimentele resultaten kunnen identificeren en daarmee zinnig onderscheid kunnen
maken tussen experimentele spectra. In bredere zin worden fysisch gemotiveerde lijn-
vormen veelvuldig gebruikt in traditionele moleculaire spectroscopie. Fysische restric-
ties zijn belangrijk voor het zinnig fitten en extrapoleren van experimentele gegevens.
De theoretische lijnvormen van dit proefschrift kunnen gebruikt worden om soortgelijke
restricties voor botsingsge¨ınduceerde absorptiespectroscopie te introduceren.
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