Abstract. In this paper we prove a nonautonomous chain rule formula for the distributional divergence of the composite function v(x) = B(x, u(x)), where B(·, t) is a divergence-measure vector field and u is a function of bounded variation. As an application, we prove a uniqueness result for scalar conservation laws with discontinuous flux.
Introduction
Nonautonomous chain rules formulas in BV have been successfully used in the study of semicontinuity properties of integral functionals (see [12, 14, 15, 16] ) and conservation laws with discontinuous flux of the form (1) u t + div B(x, u) = 0, (t, x) ∈ (0, +∞) × R N (see [9, 10, 11] and also [21, 22] in the autonomous case). In this paper we shall restrict our attention only to this second kind of application. In order to clarify the connection between chain rule formulas and uniqueness results for the Cauchy problems associated with (1), it will be convenient to recall some previous results.
In [10] the authors considered a flux B such that B(·, z) is a special function of bounded variation (SBV) and of class C 1 with respect to the second variable. A uniqueness result for (1) is then obtained in the class of BV functions by using the chain rule formula proven in [1] for the composite function v(x) := B(x, u(x)). (For the sake of completeness we recall that, under the same structural hypotheses on the flux, a similar uniqueness result has been recently obtained in [11] for weak entropy solutions, without the BV regularity requirement.)
On the other hand, Panov proved in [19] an existence result of entropy solutions in the case of discontinuous fluxes B(x, z) such that B(·, z) is a vector field whose distributional divergence div x B(·, z) is a measure (see [6, 7, 8] for a general theory of bounded divergencemeasure vector field). This assumption on div x B(·, z), rather than requiring B(·, z) ∈ SBV , is indeed natural when looking for entropy solutions of (1) .
The structure of the proof of the uniqueness result in [10] can be adapted to this more general situation, provided that one can prove a suitable chain rule formula. This is exactly the aim of this paper: in Section 4 we shall prove a nonautonomous chain rule formula for the divergence of the vector field v(x) := B(x, u(x)), where B(·, t) is a divergence-measure vector field, of class C 1 with respect to the second variable, and u : R N → R is a function of bounded variation. Then, we can mimic the proof in [10] in order to obtain, under these assumptions on B, a uniqueness result for BV solutions of the Cauchy problems associated with (1) (see Section 5) . We stress that this is not a genuine well-posedness result, since uniqueness of solutions has been proven in a class of functions which is smaller than the one for which existence has been obtained by Panov. Before stating our results in a more precise way, let us recall the state of the art about chain rule formulas, starting from the autonomous (i.e., independent of x) case.
The first result concerning distributional derivatives is the one proved by Vol'pert in [21] (see also [22] ), in view of applications to the study of quasilinear hyperbolic equations. He established a chain rule formula for distributional derivatives of the composite function v(x) = B(u(x)), where u : Ω → R has bounded variation in the open subset Ω of R N and B : R → R is continuously differentiable. He proved that v has bounded variation and its distributional derivative Dv (which is a Radon measure on Ω) admits an explicit representation in terms of the classical derivative B ′ and of the distributional derivative Du . More precisely, the following equality holds
in the sense of measures, where
is the decomposition of Du into its absolutely continuous part ∇u L N with respect to the Lebesgue measure L N , its Cantor part D c u and its jump part, which in turn is a measure concentrated on the H N −1 -rectifiable jump set J u of u. Here, ν u denotes the measure theoretical unit normal to J u , u is the approximate limit of u and u + , u − are the traces of u on J u . (Here and in the following we refer to Chapter 3 of [5] for notations and the basic facts concerning BV functions.) An identity similar to (2) holds also in the vectorial case (see Theorem 3.96 in [5] ), namely when u : R N → R h has bounded variation and B : R h → R is continuously differentiable. In this case, (2) can be written as
A further extension, that we are not going to use in the present paper, concerns the case when B is only a Lipschitz continuous function. In this case, a general form of the formula was proved by Ambrosio and Dal Maso in [3] (see also [18] , Theorem 3.99 in [5] for the scalar case and [13] for the nonautonomous case).
Recently, analogous chain rule formulas have been obtained in the case of an explicit dependence with respect to the space variables x, especially in view of applications to semicontinuity results for convex integral nonautonomous functionals (see [12, 14, 15, 16] ) and to conservation laws with discontinuous flux (see [9, 10, 11] ). This amounts to describe the distributional derivative of the composite function v(x) = B(x, u(x)), where B(x, ·) is continuously differentiable and B(·, z) and u are functions with low regularity (which will be specified later). These formulas contain another derivation term due to the presence of the explicit dependence on x.
In the case of u and B regular functions, the classical chain rule formula
is a pointwise identity and the derivatives here occurring are the classical ones.
Clearly, when B(·, z) or u (or both) are not regular functions, then also v need not be regular and a number of extra terms will appear, as in the previous formulas (2) and (3).
In the main result of the paper, stated in Theorem 4.7, we assume that h = 1, the function B(x, ·) is C 1 , div x B(·, z) is a Radon measure, and u is a scalar function of bounded variation. As we shall see, in order to obtain the formula in such generality, we need to assume a-priori the existence of the strong traces B ± (·, z) of B(·, z) on a H N −1 -rectifiable universal singular set N , independent of z (see Section 4) . Nevertheless, we think that this restriction should not be too much severe in view of applications to conservation laws with discontinuous flux (see Section 5 and Remark 5.2). Clearly, in this case one can expect a chain rule formula only for the divergence of the composite function v(x) = B(x, u(x))). Namely, we shall prove that the distributional divergence of v is given by
in the sense of measure, where
and the measure div x B(x, z), depending on the parameter z, is computed in z = u(x) in a suitable sense (see Remark 4.10). The proof is based on the regularization argument used in [15] .
We shall see that, when u is a function of bounded variation, this explicit formula for div v can be used to obtain uniqueness results for (1) . This improves the analogous uniqueness result previously obtained in [10] , using the chain rule formula for v, assuming B(·, z) a special function of bounded variation. We emphasize that, interestingly enough, the proof of the uniqueness result of [10] can be retraced with minor modifications in this new setting, since what is really needed is only the chain rule formula for div v.
The structure of the paper is the following. First of all, in Sections 2 and 3 we review some known chain rule formulas that we believe will help the reader understanding the more general formula of Section 4.
More precisely, in Section 2 we recall the results proved in the case B(·, z) not regular, but u regular enough (i.e., in the Sobolev space W 1,1 ). These results have been proved in [16] and [15] , assuming that div x B(·, z) belongs to L 1 or to the space of Radon measures respectively.
In Section 3 we review the chain rule formulas in the case when both B(·, z) and u are of bounded variation, recalling the results proved in [15] and [1] in the case of scalar and vector functions respectively.
In Section 4 we prove the main result of the paper, stated in Theorem 4.7, concerning the distributional divergence of the composite function v(x) = B(x, u(x)).
Finally, in Section 5 we consider some applications of Theorem 4.7 to the uniqueness issue for the Cauchy problems for multidimensional scalar conservation laws with discontinuous flux.
2. Nonautonomous chain rules for u ∈ W 1,1
As we have already said in the Introduction, this section and the next one are devoted to the review of some known chain rule formulas.
In the following, Ω will always denote a nonempty open subset of R N .
2.1. Vectorial case u ∈ W 1,1 (Ω; R h ). The first formula of this type is established in [16] for functions u ∈ W 1,1 (R N ; R h ) by assuming that, for every z ∈ R h , B(·, z) is an
Let us consider the space
where div u denotes the distributional divergence of u. We recall that an H N −1 -measurable set A ⊂ R N is said to be countably H N −1 -rectifiable if it can be covered, up to a set of vanishing H N −1 measure, by a sequence of C 1 hypersurfaces. The set A is said to be purely (
for L N -a.e. x ∈ Ω ′ and for all z ∈ D, and
2.2. Scalar case u ∈ W 1,1 (Ω). An important special case is given when B has the form
where b : Ω × R → R N . Clearly, when B is of class C 1 with respect to the second variable, it is not a real restriction assuming that it is of the form (5) for some vector field b which is continuous with respect to the same variable. On the other hand, some assumptions in Theorems 2.2 and 3.1 below can be stated in a more polished way in terms of b.
In this case a formula has been established in [15] (see Theorem 3.4) for scalar functions u ∈ W 1,1 (Ω) by assuming that, for every t ∈ R, B(·, t) is an L ∞ loc function whose distributional divergence is a Radon measure.
In the following, we shall denote by DM ∞ (Ω) the space of all vector fields belonging to L ∞ (Ω; R N ) whose divergence in the sense of distribution is a Radon measure with finite total variation.
where (6) Ω u,t := {x ∈ Ω : t belongs to the segment of endpoints 0 and u(x)} and for a.e. t the function χ * Ωu,t is the precise representative of the BV function χ Ωu,t .
Nonautonomous chain rule for u ∈ BV
3.1. The scalar case u ∈ BV (R N ). The case of a scalar function u ∈ BV (R N ) is studied in the papers [14] and [15] , where it is considered again in the case B = B(x, u) of the form (5). In the first paper the authors have established the validity of the chain rule by requiring a W 1,1 dependence with respect to the variable x, while in the second one it is assumed only a BV dependence with respect to the variable x .
Theorem 3.1 (BV -dependence, see [15] ).
belongs to BV loc (Ω) and for any φ ∈ C 1 0 (Ω) we have
where Ω u,t is the set defined in (6), J u is the jump set of u, and χ * Ωu,t and b * (·, t) are, respectively, the precise representatives of χ Ωu,t and b(·, t).
Notice that if b(x, t) ≡ b(t), then (7) reduces to the well known chain rule formula for the composition of BV functions with a Lipschitz function, while, in the special case that b(x, t) ≡ b(x), (7) gives the formula for the derivative of the product of two BV functions.
3.2. The vectorial case u ∈ BV loc (R N ; R h ). More recently, a very general formula has been proven in [1] (see also [9] for N = 1) for vector functions u ∈ BV (R N , R h ).
Here the function B : R N × R h → R is required to satisfy the following assumptions:
is continuously differentiable in R h for almost every x ∈ R N . We will use the notation C B to denote a Lebesgue negligible set of points such that
We assume that B satisfies, besides (a) and (b), the following structural assumptions:
(H2) For any compact set H ⊂ R h there exists a modulus of continuityω H independent of x such that
for all z, z ′ ∈ H and x ∈ R N \ C B . (H3) For any compact set H ⊂ R h there exist a positive Radon measure λ H and a modulus of continuity ω H such that
(where denotes the least upper bound in the space of nonnegative Borel measures) is finite on compact sets, i.e. it is a Radon measure. We can now canonically build a countably H N −1 -rectifiable set N containing all jump sets of B(·, z) as follows. Indeed, we define
It can be checked that N is σ-finite with respect to H N −1 and it is countably H N −1 -rectifiable (see [1] , Section 2, for details). (i) (diffuse part) |Dv| ≪ σ+|Du| and, for any Radon measure µ such that σ+|Du| ≪ µ, it holds
(ii) (jump part) J v ⊂ N ∪ J u and, denoting by u ± (x) and B ± (x, z) the one-sided traces of u and B(·, z) induced by a suitable orientation of N ∪ J u , it holds
in the sense of measures.
Moreover for a.e. x the map y → B(y, u(x)) is approximately differentiable at x and
Here the expression
means the pointwise density of the measure D x B(·, z) with respect to µ, computed choosing z =ũ(x) (notice that the composition is Borel measurable thanks to the Scorza-Dragoni Theorem and Lemma 3.9 in [1] ). Analogously, the expressionB(x, z) is well defined at points x such that x / ∈ S B(·,z) and it can be proved that ∇ zB (x, z) is well defined for all z out of a countably H N −1 -rectifiable set of points x.
A generalization to divergence-measure fields
This section is devoted to the proof of the chain rule formula for divergence-measure vector fields (see Theorem 4.7). More precisely, we shall consider the composition v(x) := B(x, u(x)) where u is a function of bounded variation, B(x, ·) is of class C 1 and B(·, t) is a divergence-measure field. (See Section 4.2 for the complete list of assumptions.) In order to obtain the formula in this general setting, we need to assume a-priori the existence of strong traces of B on a countable H N −1 -rectifiable universal jump set N . We remark that this assumption is satisfied in the BV setting recalled in Section 3.
Before stating our result, in Section 4.1 we recall some basic facts on divergence-measure fields. Then, after listing all the assumptions in Section 4.2, we prove some preliminary results in Section 4.3. Finally, in Section 4.4 we prove our main uniqueness result.
Divergence-measure fields.
In what follows, since the problem is local we shall assume that Ω = R N . Moreover, we shall denote by DM ∞ the space of all vector fields A ∈ L ∞ loc (R N ; R N ) whose divergence in the sense of distribution is a Radon measure with locally finite total variation.
For a vector field A ∈ DM ∞ we shall use the usual decomposition of a measure
where div a A L N is the absolutely continuous part and div s A is the singular part of div A with respect to the Lebesgue measure. On the other hand, Chen and Frid in [7] proved that if A ∈ DM ∞ then div A ≪ H N −1 , hence the singular part can be further decomposed as div Given a domain Ω ⊂ R N of class C 1 , we can define the trace of the normal component of A on ∂Ω as a distribution as follows: (13) Tr(A, ∂Ω) , ϕ :=
(see [6, 7] ). This notion of distributional trace can be extended to any H N −1 -rectifiable set J ⊂ R N . In particular, it is possible to define the traces Tr ± (A, J ) in such a way that Tr − (A, ∂Ω) = Tr(A, ∂Ω) for every Ω ⋐ R N of class C 1 (see [2] , Definition 3.3).
Unfortunately, these distributional traces are in general too weak to be used in a chain rule (see the discussion in [2] and [4] ).
For our purposes we need the notion of (strong) traces given below.
and let J ⊂ R N be a countably H N −1 -rectifiable set oriented by a normal vector field ν. We say that two Borel functions u ± : J → R are the traces of u on J if for H N −1 -almost every x ∈ J it holds
where B ± r (x) := B r (x) ∩ {y ∈ R N : ± y − x, ν(x) ≥ 0}. The following result is a particular case of Lemma 3.1 in [11] . (ii) for L 1 -a.e. t ∈ R the function b(·, t) ∈ DM ∞ ; (iii) the measure
is a Radon measure; (iv) for any compact set H ⊂ R there exist a positive Radon measure λ H and a modulus of continuity ω H such that
for all t, w ∈ H and C ⊂ R N Borel. Let us define the singular set (14) N = x ∈ R N : lim inf r→0 σ(B r (x)) r N −1 > 0 . We assume that (v) N is a countably H N −1 -rectifiable set and H N −1 (N ∩K) < +∞ for every compact set K ⊆ R N .
In the following, ν will always denote an oriented normal vector field on N . We remark that, in the setting of Theorem 3.2, the rectifiability of the singular set N follows from (i)-(iv).
Furthermore we assume that (vi) for every t ∈ R and for H N −1 almost every x ∈ R N \ N there exists the limit
b(y, t) dy.
Without loss of generality we shall always assume that b(x, t) = b(x, t) on points (x, t) where (15) holds.
By using (vi), as in [1, Section 3], we can prove that there exists a set N 0 with H N −1 (N 0 ) = 0 such that for every point x ∈ R N \ (N ∪ N 0 ) and every t ∈ R there exists the limit
Moreover we consider the following assumption on the traces of the vector field b.
(vii) For every t ∈ R, the function b(·, t) admits (strong) traces b
In what follows, we shall use the notation
Remark 4.3. By assumption (ii) it follows that, for every t ∈ R, the vector field b(·, t) admits distributional traces Tr ± (b(·, t), N ) on N in the sense of Anzellotti (see [6, 7] ). Nevertheless, this notion of trace is too weak in order to obtain the chain rule formula.
As in [1, Prop. 3.2(ii)], it can be proved that there exists a Borel set N 1 ⊆ N such that, for every x ∈ N 1 , the traces b ± (x, t) are defined for every t ∈ R and are continuous in t. By (vii) and Proposition 4.2 we have
for every t ∈ R and for H N −1 a.e. x ∈ N . If assumptions (i)-(vii) hold, then for every t ∈ R the decomposition formula
holds in the sense of measures and there exists a Borel set N 2 ⊆ R N with σ(N 2 ) = 0 such that the following limit
exists for every x ∈ R N \N 2 and for every t ∈ R and this equality holds, where
is the Radon-Nikodým derivative at x of the measure div x b(·, t) w.r.t. σ. In particular we have that there exists a Borel set N 3 ⊆ R N with L N (N 3 ) = 0 such that the following limit
exists for every x ∈ R N \N 3 and for every t ∈ R and this equality holds, where 
exists for every x ∈ R N \N 4 and for every t ∈ R and this equality holds, where We have that (a) for every t ∈ R the function x → B(x, t) dt belongs to DM ∞ ; (b) for every t ∈ R div x B(x, t) < < σ ; (c) the equality
holds in the sense of measures for every t ∈ R.
for every test function φ ∈ C 1 0 (R N ), for H N −1 a.e. x ∈ R N and for every t ∈ R, we have
Corollary 4.5. Under the previous assumptions, we have
in the sense of measures. (c) The equality
holds in the sense of measures.
Proof. (a) By (vii) for every x ∈ N \ N 1 and for every w ∈ R we have 
belongs to DM ∞ and for any φ ∈ C 1 0 (R N ) we have
Proof.
Step 1. Let us fix a test function φ ∈ C 1 0 (R N ). We claim that
where Ω u,t = {x ∈ R N : t belongs to the segment of endpoints 0 and u(x)} and χ * Ωu,t is the precise representative of the BV function χ Ωu,t .
In order to prove the claim, it is enough to use a regularization argument as in [15] . More precisely, if b ǫ (·, t) := ρ ǫ * b(·, t) denotes the standard regularization of b(·, t), and
and the claim follows by passing to the limit as ǫ → 0 + , observing that, by (vii), for every t ∈ R it holds
(For details see the proofs of Theorems 1.1 and 3.4 in [15] .)
Step 2. We assume for simplicity that u ≥ 0. We claim that
By using Lemma 2.2 in [15] and by the decomposition formula (17), we have
By using Corollary 4.5, the claim is proved.
Finally, the thesis follows from Step 1 and Step 2, observing that 1 2
Corollary 4.8. Let h ∈ C 1 (R) be a function with bounded derivative, let A ∈ DM ∞ and let
Assume that: (a) N is a countably H N −1 -rectifiable set and
Remark 4.9. The theory of divergence-measure vector fields is due to G. Anzellotti [6] (see also G.-Q. Chen and H. Frid [7] for its generalization and [20] ). He introduced the "dot product" of a bounded vector field A, whose divergence is a Radon measure, and the gradient Du of u ∈ BV (Ω) through a pairing (A, Du) which defines a Radon measure.
He also defined the normal trace of a vector field through the boundary and establish a generalized Gauss-Green formula. Consider now µ = div A with A ∈ DM ∞ and let u ∈ BV loc (R N ) ∩ L ∞ loc (R N ). The distribution defined by the following expression
is actually a Radon measure and its total variation |(A, Du)| is absolutely continuous with respect to the measure |Du|. Therefore the following Anzellotti formula holds
in the sense of measures. Using the distributional normal trace defined in (13), the following Green formula holds
We remark that, if we apply (19) to a vector field A ∈ DM ∞ (Ω) and the constant u ≡ 1, since (A, Du) = 0 we obtain (20)
Remark 4.10. The case u ∈ W 1,1 in Theorem 4.7 has been already treated in [15] (see also [16] ). The representation formula in Theorem 4.7 can be written as the following equality in the sense of measures
with the compact notation
Remark 4.11. The formula in Corollary 4.8 can be written as the following equality in the sense of measures:
If u ∈ BV and uA ∈ DM ∞ , then
Hence the following formula holds
(For a similar formula when u is not a function of bounded variation see [4] .) If B(x, u(x)) = A(x)u(x), then we obtain the Anzellotti formula (18).
Applications to conservation laws
Let us consider the multidimensional scalar conservation law with discontinuous flux
where, as in the previous section, the vector field B is defined as in (18) We are interested in proving the Kato contraction property for entropy solutions, in the sense of Definition 5.4, of (22), see Theorem 5.5. We stress here that, as in [10] , our definition of entropy solution is restricted to BV functions.
For the sake of completeness we collect the assumptions on b here. (A prime denotes the fact that the assumption has been modified with respect to the corresponding one listed in Section 4.2.) (i) for L N -a.e. x ∈ R N the function b(x, ·) is continuous in R uniformly w.r.t. x; (ii') for L 1 -a.e. t ∈ R the function b(·, t) belongs to SDM ∞ ; (iii) the measure σ defined in (14) is a Radon measure.
|t − w| for all t, w ∈ R and x ∈ R N ; (v') the set N , defined in (14) , is a countably H N −1 -rectifiable set and H N −1 (N ) < +∞; (vi) for every t ∈ R and for H N −1 almost every x ∈ R N \ N there exists the limit (15); (vii) for every t ∈ R, the function b(·, t) admits (strong) traces b ± (·, t) on N .
As in Section 4, we shall use the notation β ± (x, t) := b ± (x, t) , ν(x) , t ∈ R, x ∈ N .
In our context, Theorem 4.7 reads as follows: For every u ∈ BV (R N ) the composite function v(x) = B(x, u(x)) belongs to DM ∞ with
Remark 5.1. Let us point out that our hypotheses include (and actually are modeled on) the case B(
Remark 5.2. The assumption (vii) of existence of traces may appear too strong to be useful for applications. On the other hand, a situation we have in mind is the following. Let us consider the system
where u, v : R N → R, and the fluxes A 1 : R → R N , A 2 : R × R → R N are regular functions. In general, a solution u of the first equation need not be of bounded variation. Nevertheless, if A 1 is genuinely nonlinear, then u has a quasi-BV structure, in the sense of De Lellis, Otto and Westdickenberg (see [17] ). In particular, there exists a H N −1 -rectifiable set N such that u has left and right traces u ± on N , and it has vanishing mean oscillation at every x ∈ N . The second component v is then a solution of the equation
where B(x, v) := A 2 (u(x), v). The vector field B admits traces on N , given by B ± (x, v) = B(u ± (x), v), x ∈ N , v ∈ R. In particular, assumption (vii) is satisfied. Unfortunately, the quasi-BV structure of u is not enough to have Assumption 4.2 (vii) satisfied, since B(·, v) is only of bounded mean oscillation at every point x ∈ N . Nevertheless, we think that our analysis can be a good starting point in order to obtain uniqueness results for the Cauchy problems related to the evolutionary version of the triangular system (26).
5.1. Uniqueness of entropy solutions. Definition 5.3 (Convex entropy pair). We say that (S, η) is a convex entropy pair if S ∈ C 2 (R) is a convex function, and η = (η 1 , . . . , η N ) is defined by
In the above definition and in the sequel, b i = b · e i are the components of b.
Note that according to the previous discussion, η(·, v) ∈ SDM ∞ for every v ∈ R and its divergence is given by
Definition 5.4 (Entropy solutions). A function
is an entropy solution of (22) if u is a solution to (22) in the sense of distributions, and there exists a (everywhere defined) Borel representativeû of u with |û(t, x)| ≤ u ∞ such that, for every convex entropy pair (S, η), one has
in the distributional sense. Here, by div B(x, v) v=û(t,x) we mean the measure whose action on a bounded and Borel function ϕ = ϕ(t, x) is given by
and the same for div η(x, v) v=û(t,x) .
With these definitions at hand we can now restate our main result:
Theorem 5.5. Let b satisfy the assumptions listed at the beginning of the Section, and let u 1 and u 2 be two entropy solutions of (22), then
R N |u 1 (T, x) − u 2 (T, x)| dx ≤ R N |u 1 (0, x) − u 2 (0, x)| dx.
5.2.
Sketch of the proof of Theorem 5.5. The proof follows the lines of the one of Theorem 3.5 in [10] . We recall here only the main points, giving references to the details in [10] . As a first reduction, it is not restrictive to consider only non-negative solutions.
Kinetic formulation. Let us consider the measure-valued vector field (·, v) ). Note that a is a Radon measure and div x,v a = 0.
By a kinetic solution we mean a function
which is a distributional solution of (22) The first step consists in proving that u is an entropy solution of (22) if and only if it is a kinetic solution.
The proof is almost the same of the one of Theorem 3.9 in [10] . We mention only that, if u is an entropy solution, the kinetic measure m is defined first of all as a distribution by m , ψ = − Reasoning as in [10] we can prove that m is a positive measure, with finite mass.
Kato contraction property. By Cavalieri's principle, it is enough to prove the following contraction property (see [10, Thm. 5 
.1]).
Theorem 5.6. Let u 1 , u 2 be two entropy solution of (22) , with corresponding everywhere defined Borel representativesû 1 ,û 2 . Setting f i (t, x, v) := χ(v,û i (t, x)), i = 1, 2, we have that 
The proof of this proposition is long and technical, but can be done exactly as in [10] using the new chain rule proved in Section 4.
Finally, Theorem 5.6 follows from Proposition 5.7 by proving that W (u 1 , u 2 ) ≤ 0 on (0, T ) × N . This is a purely algebraic fact that follows from the entropy condition and the existence of traces, see the proof of Theorem 5.1 in [10] for details.
