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ABSTRACT. We consider the discrete Laplacian ∆ on the cubic lattice Zd, and deduce estimates on
the group eit∆ and the resolvent (∆−z)−1, weighted by ℓq(Zd)-weights for suitable q > 2. We apply
the obtained results to discrete Schro¨dinger operators in dimension d > 3 with potentials from ℓp(Zd)
with suitable p > 1.
1. INTRODUCTION AND MAIN RESULTS
1.1. Introduction. We consider the Schro¨dinger operator H acting in ℓ2(Zd), d > 3 and given by
H = ∆+ V, (1.1)
where ∆ is the discrete Laplacian on Zd defined by
(
∆f
)
(n) =
1
2
d∑
j=1
(
fn+ej + fn−ej
)
, (1.2)
for f = (fn)n∈Zd ∈ ℓ2(Zd). Here e1 = (1, 0, · · · , 0), · · · , ed = (0, · · · , 0, 1) is the standard basis of
Zd. The spectrum of ∆ is absolutely continuous and σ(∆) = σac(∆) = [−d, d], and the threshold
set – critical energies of∆ in its momentum representation – is τ(H) = τ(∆) = (2Z+ d)∩ [−d, d].
The operator V is the operator of multiplication by a real-valued potential function, V = (Vn)n∈Zd .
The potentials we work with will always satisfy that limn→∞ Vn = 0, and consequently the essential
spectrum of the Schro¨dinger operator H on ℓ2(Zd) is σess(H) = [−d, d]. However, this does not
exclude appearance of eigenvalues and singular continuous spectrum in the interval [−d, d].
Before describing our results, we recall somewell known classic results by Kato for the continuous
case, established in the famous paper [10]. Kato considered the Laplacian ∆ acting in the space
L2(Rd) for d > 2. He proved the following estimates:
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(i) Let d > 2 and q > 2. Then for all t ∈ R \ {0} and u ∈ Lq(Rd), we have
‖ueit∆u‖ 6 Cd,q|t|−
d
q ‖u‖2q, (1.3)
for some constant Cd,q depending on d and q only.
(ii) Let ε > 0 and d > 2 + ε. For any u ∈ Ld−ε(Rd) ∩ Ld+ε(Rd), we have
∀ λ ∈ C \ [0,∞) : ‖u(−∆− λ)−1u‖ 6 Cd,ε
(‖u‖2d−ε + ‖u‖2d+ε), (1.4)
for some constant Cd,ε depending on d and ε only.
These estimates have a lot of applications in spectral theory, see [23]. Note that (1.3) is a simple
example of a dispersive (or Strichartz) estimate. Dispersive estimates are very useful in the theory
of linear and non-linear partial differential equations, see [25] and references therein. Note that
the estimate (1.3) implies (1.4) and that the operator-valued function u(−∆ − λ)−1u is analytic in
C \ [0,∞) and uniformly Ho¨lder up to the boundary.
In the present paper we prove a dispersive estimate of the type (1.3) for the discrete Laplacian
(1.2), and we show that by replacing the q-norm with a weighted q-norm on the right-hand side one
may improve the time-decay. This is the content of Theorem 1.1 below. Secondly, we establish
resolvent estimates of the type (1.3) that are better than what is implied by our dispersive estimates.
See Theorem 1.3. That is, unlike the continuous case studied by Kato, one does not get good
resolvent bounds merely by integrating a dispersive estimate of the type (1.3). Instead we analyze
and exploit the pointwise decay of the summation kernel for the free resolvent. The starting point for
our analysis is a representation of the summation kernel of the propagator in terms of a product of
Bessel functions. Our estimates then follow from a careful use of recent optimal estimates on Bessel
functions by Krasikov [16] and Landau [17]. Finally, in Theorem 1.5, we deduce consequences for
the spectral and scattering theory for the Hamiltonian (1.1) with potentials from a suitable ℓp(Zd)
space. The proof of this last theorem revolves around Birman-Schwinger type arguments.
For the discrete Schro¨dinger operators on the cubic lattice, most results were obtained for uni-
formly decaying potentials for the Z1 case, see for example [3, 8, 13, 29]. For real-valued finitely
supported potentials in Zd, Kopylova [14] has established dispersive estimates, Shaban and Vain-
berg [26] as well as Ando, Isozaki and Morioka [1, Thm. 7.7], studied Limiting Absorption away
from thresholds, and Isozaki and Morioka [7, Thm. 2.1] proved that the point-spectrum of H on
the interval (−d, d) is absent. Note that in [5] the authors gave an example in dimension d > 5 of
an embedded eigenvalue at the endpoint {±d}. Recently, Hayashi, Higuchi, Nomura, and Ogurisu
computed the number of discrete eigenvalues for finitely supported potential [4].
For Schro¨dinger operators with decreasing potentials on the lattice Zd, Boutet de Monvel and Sah-
bani [2] usedMourre’s method to prove absence of singular continuous spectrum and local finiteness
of eigenvalues away from threshold energies τ(H), a technique revisited by Isozaki and Korotyaev
[6], who also studied the direct and the inverse scattering problem as well as trace formulae.
For ℓd/2(Zd)-potentials, Rozenblum and Solomyak [24] gave an upper bound on the number of
discrete eigenvalues in terms of the ℓd/2(Zd)-norm of the potential.
Recently, Ito and Jensen [9] expanded the free resolvent integral kernel in momentum space near
each threshold energy, i.e., near each λ ∈ τ(∆). This analysis complements that of [1], which also
relies on a detailed investigation of the resolvent in its momentum representation.
For closely related problems, we mention that the results of Sahbani and Boutet de Monvel [2],
were recently extended to general lattices by Parra and Richard [19]. In addition, the result in [7],
on absence of embedded eigenvalues (away from {−d, d}) for finitely supported potentials, has a
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generalization to other lattices in [1, Thm. 5.10], where the inverse problem is also considered.
Finally, scattering on periodic metric graphs associated with Zd was considered by Korotyaev and
Saburova in [15].
1.2. Estimates of free time evolution. Our first result consists of weighted estimates for the prop-
agator of the discrete Laplacian on Zd. To fix some notation, we write ℓp(Zd) for the space of
sequences f = (fn)n∈Zd equipped with the norm
‖f‖pp = ‖f‖pℓp(Zd) =
∑
n∈Zd
|fn|p <∞. (1.5)
For p > 1 and κ > 0, we shall make use of the weighted spaces ℓpκ(Z
d), consisting of sequences
with finite weighted norm
‖f‖pp,κ = ‖f‖pℓpκ(Zd) =
∑
n∈Zd
ρ−pκn |fn|p, (1.6)
where
ρn =
d∏
j=1
(1 + |nj|)−1, n ∈ Zd. (1.7)
For p = ∞ this amounts to ‖f‖∞,κ = supn ρ−κn |fn|. For bounded operators T on ℓ2(Zd), we write
‖T‖ for the operator norm of T .
Now we are now ready to formulate our first result on weighted estimates on the propagator eit∆.
Theorem 1.1. Let d > 1. The following holds true:
(a) Let q > 2. Then for all t ∈ R \ [−1, 1] and u, v ∈ ℓq(Zd), we have
‖ueit∆v‖ 6 C
2d
q
Lan|t|−
2d
3q ‖u‖q‖v‖q, (1.8)
where the constant CLan < 4/5.
(b) Let a > 1/2, 2 6 q 6 ∞ and 0 6 κ 6 a · q−2
q
. Then for all t ∈ R with |t| > 1 and
u, v ∈ ℓqκ(Zd), we have
‖ueit∆v‖ 6 C
2d
q
LanC
dκ
a
a |t|−d
(
2
3q
+ κ
2a
)
‖u‖q,κ‖v‖q,κ, (1.9)
where Ca = 3
(
1 + 2a
2a−1
)
. (For q =∞ the obvious interpretation of the estimate applies.)
Remarks 1.2. (1) One can find Landau’s optimal constant CLan with several decimals in [17].
(2) By allowing for the ρ-weights in (b), one may improve the time-decay of the ℓq-weighted
time evolution from (a) slightly.
1.3. Estimates of the free resolvent. Let γ ∈ [0, 1], d > 2 + 2γ and q > 2. If q > 2, we define
Γ(q, d, γ) =

(
3 + 12(q−2)
12−(5+2γ)q
) 3(q−2)
q
, if d = 3(
3 + 2
(
5q−2
8−(3+γ)q
)1+ q
4(q−2)
) 4(q−2)
q
if d = 4(
3 + 6d(q−2)
6d−(2d+1+3γ)q
)d(q−2)
q
if d > 4
. (1.10)
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If q = 2 and d 6= 4, we set Γ(2, d, γ) = 1 and finally we set Γ(2, 4, γ) = (1− γ)−1. We furthermore
need
Cγd =

8
1−2γ
+ 8 if d = 3,
4
1−γ
if d = 4,
14·2
d
4
d−4
if d > 4.
(1.11)
and
γd,q =
{
6
q
− 5
2
, d = 3
2d
q
− 2d+1
3
, d > 4.
(1.12)
Our second main theorem is the following weighted resolvent estimates.
Theorem 1.3. Let d > 3. Let u, v ∈ ℓq(Zd) with
2 6 q <
{
12
5
if d = 3,
6d
2d+1
if d > 4.
(1.13)
Then the operator-valued function Y0 : C \ [−d, d]→ B(ℓ2(Zd)), defined by
Y0(z) := u(∆− z)−1v (1.14)
is analytic and Ho¨lder continuous up to the boundary. More precisely, it satisfies:
(a) For all z ∈ C \ [−d, d], we have
‖Y0(z)‖ 6 (1 + C0dΓ(q, d, 0))‖u‖q‖v‖q. (1.15)
(b) Let γ ∈ [0, 1] satisfy the constraint γ < γd,p. For all z, z′ ∈ C\ [−d, d] with Im(z), Im(z′) >
0, we have
‖Y0(z)− Y0(z′)‖ 6 |z − z′|γ
(
1 + CγdΓ(q, d, γ)
)‖u‖q‖v‖q. (1.16)
Remark 1.4. We observe the following consequences:
(1) The weighted resolvent Y0(z) is analytic in C \ [−d, d] and extends by continuity from C±
to a Ho¨lder continuous function on C±. We denote the extension from C± to [−d, d] by
Y0(λ± i0).
(2) If d = 3 and q = 2 the Ho¨lder exponent must satisfy the constraint γ < 1/2 and for d = 4
and q = 2 we have γ < 1. However, if d > 5 and q = 2, the extended weighted resolvent is
Lipschitz continuous. In fact, one retains Lipschitz continuity for d > 5 provided
2 6 q <
6d
2d+ 4
. (1.17)
(3) At the cost of a possibly larger prefactor, we actually get resolvent estimates in Hilbert-
Schmidt norm. See Theorem 3.3 for a precise formulation.
In [6, Lemmas 5.3 and 5.4], the authors establish free resolvent estimates in d = 1 and d = 2 with
ℓ2(Zd)-weights. These estimates blow up at the threshold set τ(∆), which is no coincidence, cf. [9].
In dimensions d > 3, [6, Lemma 5.5] establishes free resolvent estimates across thresholds but with
mixed ℓ2-weights and ρ-weights. In [6] a Ho¨lder estimate on a suitably weighted free resolvent is
also derived, but with no control over the Ho¨lder exponent γ.
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1.4. Applications to Schro¨dinger operators. Finally we investigate some consequences of the
resolvent estimates for a particle in a cubic lattice, subject to an external potential. We consider
the Schro¨dinger operator H = ∆ + V acting in ℓ2(Zd), d > 3, where the real-valued potential
V = (Vn)n∈Zd is an element of a suitable ℓ
p(Zd) space. In particular, H is a bounded operator with
σess(H) = [−d, d].
Recall the decomposition
ℓ2(Zd) = Hac ⊕Hsc ⊕Hpp (1.18)
of the Hilbert space into the absolutely continuous, singular continuous subspaces of H and the
closure of the span of all eigenstates of H .
Theorem 1.5. Let d > 3 and V ∈ ℓp(Zd) with
1 6 p <
{
6
5
if d = 3,
3d
2d+1
if d > 4.
(1.19)
(a) All eigenvalues λ ∈ σpp(H) are of finite multiplicity.
(b) The closure of the set σpp(H) ∪ σsc(H) has zero Lebesgue measure. If, in addition, ‖V ‖p <
(1 + C0dΓ(2p, d, 0))
−1, then: σpp(H) = σsc(H) = ∅.
(c) The wave operators
W± := s− lim
t→±∞
eitHe−it∆ (1.20)
exist and are complete, i.e.;W±ℓ2(Zd) = Hac.
(d) If d > 5 and
1 6 p <
3d
2d+ 4
, (1.21)
then σpp(H) is a finite set and σsc(H) = ∅.
Remark 1.6. Since p 6 d/2 and d > 3, it is a consequence of a result of Rozenblum and Solomyak
[24, Thm. 1.2] that σ(H) \ [−d, d] is a finite set. Finiteness of σpp(H) ∩ [−d, d] is typically a much
harder question, here settled in the affirmative for d > 5.
Example 1.7. Let d > 3 and let κ : Zd → Zd be injective and θ : Zd → C satisfy |θn| 6 1 for all n.
Define a potential by setting
Vn =
{
0 if n 6∈ κ(Zd)
θn
∏d
j=1 ρκ−1(n)j if n ∈ κ(Zd)
(1.22)
Consider the Hamiltonian
Hg = ∆+ gV. (1.23)
We conclude from Theorem 1.5 that:
(1) the wave operators exist and are complete. If in addition g is sufficiently small, more pre-
cisely |g| < (1 +C0dΓ(11/10, d, 0))−1‖ρ‖−d11/10, then the operator Hg has no eigenvalues and
the singular continuous spectrum is empty.
(2) if d > 5, then we additionally have, for any g ∈ R, that the operator Hg has at most finitely
many eigenvalues, all of finite multiplicity, and the singular continuous spectrum is empty.
Note that the critical coupling in (1) does not depend on κ and θ. Even if κ(n) = n and θn = 1 all n,
the potential is long-range in the direction of each coordinate axis. Playing with κ, one can engineer
sparse potentials with arbitrarily slow decay.
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We end this section with a discussion of the momentum representation of the discrete Laplacian.
One may diagonalize the discrete Laplacian, using the (unitary) Fourier transform Φ: ℓ2(Zd) →
L2(Td), where T = R/(2πZ). It is defined by
(Φf)(k) = f̂(k) =
1
(2π)
d
2
∑
n∈Zd
fne
in·k, where k = (kj)
d
j=1 ∈ Td. (1.24)
Here k · n = ∑dj=1 kjnj is the scalar product in Rd. In the resulting momentum representation of
the discrete Laplacian ∆, we write ∆̂ = Φ∆Φ∗. We recall that the Laplacian is transformed into a
multiplication operator
(∆̂f̂)(k) =
( d∑
j=1
cos kj
)
f̂ . (1.25)
The operator eit∆, t ∈ R is unitary on L2(Td) and has the kernel (eit∆)(n−n′), where for n ∈ Zd:
(eit∆)(n) =
1
(2π)d
∫
Td
e−in·k+it
∑d
j=1 cos(kj)dk
=
d∏
j=1
( 1
2π
∫ 2π
0
e−injk+it cos(k)dk
)
= i|n|
d∏
j=1
Jnj (t),
(1.26)
where |n| = n1 + · · ·+ nd. Here Jn(z) denotes the Bessel function:
Jn(t) =
(−i)n
2π
∫ 2π
0
eink−it cos(k)dk ∀ (n, z) ∈ Z× R. (1.27)
We have collected some basic properties of Bessel function with integer index in (A.1).
1.5. Plan of the paper. In Section 2 we determine properties of the free time evolution and prove
Theorem 1.1. Section 3 contains basic estimates on the free resolvent and a proof of Theorem 1.3.
In Section 4 we apply the above results to discrete Schro¨dinger operators and prove Theorem 1.5.
In Appendix A and B we recall and expand on some key estimates of Bessel functions. Finally in
Appendix C, we have collected some useful discrete estimates.
2. ESTIMATES FOR THE FREE TIME EVOLUTION
Our first lemma establishes a basic mapping property of the summation kernel of the free propa-
gator eit∆.
Lemma 2.1. Let 2 6 r 6∞, s ∈ [1, 2] and 1
r
+ 1
s
= 1. Then for all t ∈ R
‖eit∆f‖r 6 C2d(
1
s
− 1
2
)
Lan |t|−
2d
3
( 1
s
− 1
2
)‖f‖s ∀ f ∈ ℓs(Zd)., (2.1)
where CLan is one of Landaus optimal constants from Lemma A.1.
Proof. Note that the operator eit∆ is unitary on ℓ2(Zd). In particular ‖eit∆f‖2 = ‖f‖2.
If f ∈ ℓ1(Zd)∩ ℓ2(Zd), then it follows from (A.4) that ‖eit∆f‖∞ 6 CdLant−
d
3‖f‖1. By the discrete
Riesz-Thorin Interpolation Theorem (Theorem C.1), eit∆ extends uniquely to a map from ℓs(Zd) to
ℓr(Zd) and satisfies (2.1). 
Now we describe the more regular case.
Lemma 2.2. Let a > 1
2
, c ∈ [0, 1] and let c ∈ R with |t| > 1. Abbreviate Ca = 3
(
1 + 2a
2a−1
)
.
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(a) If d = 1, then the following estimates hold true:
‖ρaeit∆ρa‖ 6 Ca|t|− 12 , (2.2)
‖ρaceit∆ρac‖ 6 Cca|t|−
c
2 . (2.3)
(b) If d > 1, then the following estimates hold true:
‖ρaeit∆ρa‖ 6 Cda |t|−
d
2 , (2.4)
‖ρaceit∆ρac‖ 6 Cdca |t|−
cd
2 . (2.5)
Proof. To establish (a), we estimate for d = 1 using Proposition A.3
ρ(n)2a|eit∆(n−m)|2ρ(m)2a = |Jn−m(t)|
2
(1 + |n|)2a(1 + |m|)2a
6 t−
1
2
1
(1 + |n|)2a(1 + |m|)2a(|n−m| 13 + ||n−m| − t|) 12 ,
(2.6)
for all t > 0 and n,m ∈ Z. Invoking (A.2) and Lemma C.3 (with α = 2a and β = 1/2), we estimate
in Hilbert-Schmidt norm:
‖ρae−it∆ρa‖2B2 6
∑
n,m∈Z
ρ(n)2a|eit∆(n−m)|2ρ(m)2a
6
2
tπ
∑
n′∈Z
1
(1 + |n′|)4a + t
− 1
2
∑
n,m∈Z
1
(1 + |n|)2a(1 + |m|)2a(1 + ||n−m| − t|) 12
6
2
tπ
(
1 + 2
∫ ∞
0
(1 + x)−4a dx
)
+
1
t
( 2α2
(α− 1)2 +
4α
(α− 1)(pα− 1) 1p
32
1
r
)
6
6
tπ
+
1
t
( 2(2a)2
(2a− 1)2 +
4(2a)
(2a− 1)(6a− 1) 13 32
2
3
)
6
2
t
+
1
t
( 2(2a)2
(2a− 1)2 +
4(2a)
(2a− 1)2 13 32
2
3
)
=
(
2
(2a)2
(2a− 1)2 + 32
2a
2a− 1 + 2
)1
t
6 9
(
1 +
2a
2a− 1
)2
.
(2.7)
This proves (2.2) and (2.3) now follows from the estimate ‖T‖ 6 ‖T‖B2 valid for Hilbert-Schmidt
operators, and Hadamard’s Three Line Theorem applied forψ ∈ ℓ2(Zd)withϕ(z) = 〈ψ, ρazeit∆ρazψ〉
for z ∈ C with 0 6 Re z 6 1. See [22, App. to IX.4].
To conclude, we observe that the statements in (b) follow from (a). 
Proof of Theorem 1.1. We begin with (a). It suffices to proof the claim for t > 1. From (2.1), we
recall the estimate
∀ f ∈ ℓs(Zd) : ‖eit∆f‖r 6 CκLant−
κ
3 ‖f‖s, where κ = 2d
(1
s
− 1
2
)
, (2.8)
and 2 6 r 6∞ with 1
r
+ 1
s
= 1. Thus, if u ∈ ℓq(Zd) with q > 2, then r = (1/2− 1/q)−1 > 2 such
that we may estimate for u, v ∈ ℓq(Zd) using (2.8) and Ho¨lder’s inequality
‖ueit∆vϕ‖2 6 ‖u‖q‖eit∆vϕ‖r 6 C
2d
q
Lant
− 2d
3q ‖u‖q‖vϕ‖s 6 C
2d
q
Lant
− 2d
3q ‖u‖q‖v‖q‖ϕ‖2, (2.9)
which yields (1.8).
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We now turn to (b). It follows from (1.8) and (2.5) that we have
∀a > 0, c ∈ [0, 1] : ‖ρaceit∆ρac‖ 6 Ccda |t|−
dc
2 ,
∀q′ > 2 : ‖ueit∆v‖ 6 C
2d
q′
Lan|t|−
2d
3q′ ‖u‖q′‖v‖q′.
(2.10)
Here Ca is the explicit constant from Lemma 2.2.
Let ψ ∈ ℓ2(Zd), u, v : Zd → [0,∞) with finite support, and put
ϕ(z) = 〈ψ, ρac(1−z)uzeit∆vzρac(1−z)ψ〉. (2.11)
Writing ϕ as a double sum, we see that ϕ is analytic in 0 < Re z < 1 and continuous on the closure
of the strip. Moreover, ϕ is bounded in the closed strip so we may apply Hadamard’s Three Line
Theorem. The estimates in (2.10) now interpolates to the estimate
‖ρabcu1−beit∆v1−bρabc‖ 6 C
2d(1−b)
q′
Lan C
dbc
a |t|−β‖u‖1−bq′ ‖v‖1−bq′ , (2.12)
valid for u, v : Zd → [0,∞). Here
β =
2d
3q′
(1− b) + d
2
b = d
(
2(1− b)
3q′
+
bc
2
)
. (2.13)
For u, v : Zd → C with finite support, we can now estimate for b, c ∈ [0, 1] and q′ > 2:
‖ueit∆v‖ = ‖|u|eit∆|v|‖ = ‖ρabc(u′)1−beit∆(v′)1−bρabc‖
6 C
2d(1−b)
q′
Lan C
dbc
a |t|−β‖u′‖1−bq′ ‖v′‖1−bq′ ,
(2.14)
where u′ = ρ−
abc
1−b |u| 11−b and v′ = ρ− abc1−b |v| 11−b .
Let q > 2 and 0 6 κ 6 a(q−2)/q be the exponents from the formulation of the theorem. In order
to end up with a q norm, we must pick b ∈ [0, 1] such that q′ = q(1 − b) and to ensure q′ > 2, we
get the constraint 0 6 b 6 (q − 2)/q. We get best time decay by picking b = (q − 2)/q, in which
case we end up with the estimate
‖ueit∆v‖ 6 C
2d
q
LanC
dc(q−2)
q
a t
−d
(
2
3q
+ c(q−2)
2q
)
‖u‖q,ac q−2
q
‖v‖q,ac q−2
q
. (2.15)
If q > 2, then we may choose c = aκq/(q − 2) ∈ [0, 1] to arrive at the desired estimate (1.9), at
least for u, v with finite support. If q = 2, the same conclusion holds immediately. After extension
by continuity to arbitrary u, v ∈ ℓqκ(Zd), we conclude the proof. 
3. ESTIMATES ON THE FREE RESOLVENT
We have the standard representation of the free resolvent R0(λ) in the lower half-plane C− given
by
R0(λ) = −i
∫ ∞
0
eit(∆−λ)dt = R01(λ) +R02(λ),
R01(λ) = −i
∫ 1
0
eit(∆−λ)dt, R02(λ) = −i
∫ ∞
1
eit(∆−λ)dt,
(3.1)
for all λ ∈ C−. Here the operator valued-function R01(λ) has analytic extension from C− into the
whole complex plane C and satisfies
∀λ, µ ∈ C− : ‖R01(λ)‖ 6 1 and ‖R01(λ)− R01(µ)‖ 6 |λ− µ|. (3.2)
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We shall need the following lemma.
Lemma 3.1. Let d > 3 and γ ∈ [0, 1] be such that d > 2 + 2γ. Then for each (t, n) ∈ R × Zd the
following estimate holds true: ∫ ∞
1
tγ
∣∣(eit∆)(n)∣∣ dt 6 Cγd κ˜γd (n), (3.3)
where the constant Cγd is defined by (B.2),
κ˜γd(n) =
d∏
j=1
κγd(nj) (3.4)
and κ
γ
d is defined in (B.3).
Proof. Using (1.26) and (B.1), we obtain for all n ∈ Zd:∫ ∞
1
tγ|(eit∆)(n)|dt =
∫ ∞
1
d∏
j=1
t
γ
d |Jnj(t)|dt 6
d∏
j=1
(∫ ∞
1
tγ |Jnj(t)|d
)1/d
6 Cγd κ˜
γ
d (n), (3.5)
which yields (3.3). 
The above lemma yield estimates on the summation kernel of R02(λ).
Proposition 3.2. Let d > 3. The following estimates for the summation kernel of R02(λ) hold true:
(a) For allm ∈ Zd and λ ∈ C \ R:
|R02(m, λ)| 6 C0d κ˜0d(m), (3.6)
where κ˜0d is defined in (3.4).
(b) Suppose γ ∈ [0, 1] and d > 2 + 2γ. Then for allm ∈ Zd and λ, µ ∈ C \ R:
|R02(m, λ)− R02(m,µ)| 6 Cγd κ˜γd (m)|λ− µ|γ. (3.7)
Proof. Consider first the case λ, µ ∈ C−. From (3.1) and the estimate (3.3) (with γ = 0), we find
that
|R02(m, λ)| 6
∫ ∞
1
|(eit∆)(m)|dt 6 C0dκ˜0d(m). (3.8)
where the sequence κ˜0p = (κ˜
0
p(n))n∈Zd is given by (3.4).
The Ho¨lder estimate (3.7), follows from the identity (3.1) and the estimates |e−itλ − e−itµ| 6
tγ |λ− µ|γ and (3.3):
|R02(m, λ)− R02(m,µ)| 6 |λ− µ|γ
∫ ∞
1
tγ|(eit∆)(m)|dt 6 Cγd κ˜γd (m)|λ− µ|γ.
For λ, µ ∈ C+, the two estimates follow from what has already been proven together with the
identity R02(m, z) = R02(−m, z). 
Proof of Theorem 1.3. Consider the case λ ∈ C− and let u, v ∈ ℓq(Zd) with d > 3. Define Y02 by
Y02(z) = uR02(z) v, ∀z ∈ C \ [−d, d].
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The estimate (3.6) yields an estimate of the Hilbert-Schmidt norm of Y02(z):
‖Y02(z)‖2B2 =
∑
n,n′∈Zd
|un|2 |R02(n′ − n, z)|2|vn′|2
6 (C0d)
2
∑
n,n′∈Zd
|un|2 κ˜0d(n′ − n)2|vn′|2
and applying the Young inequality from Theorem C.2 at 2
q
+ 1
r
= 1, we obtain
‖Y02(z)‖2B2 6 (C0d)2
∑
n,n′
κ˜
0
d(n
′ − n)2|un|2|vn′|2
6 (C0d)
2‖u‖2q‖v‖2q‖κ˜0d‖2r.
(3.9)
Note that
‖κ˜0d‖r =
(∑
n∈Zd
κ˜
0
d(n)
r
) 1
r
=
(∑
n∈Zd
d∏
j=1
κ
0
d(nj)
r
) 1
r
= ‖κ0d‖dr . (3.10)
In order to ensure finiteness of ‖κ˜0d‖r we must therefore, according to Lemma B.2, require that
r > r0d, where r
0
d is defined in (B.13). Note q = 2r/(r − 1) and that this expression is decreasing
in r > 2. Since r0d > 2, we may therefore express the constraint r > r
0
d by the constraint q <
2r0d/(r
0
d − 1) on q instead. Inserting the expression for r0d from (B.13), we arrive at the constraint in
(1.13). Furthermore, employing the first estimate in (3.2), and the estimate from Lemma B.2 with
γ = 0, we arrive at (1.15). (Recall that ‖T‖B2 6 ‖T‖.)
The estimate (3.7) and the Young inequality from Theorem C.2 with 1
p
+ 1
r
= 1, implies
‖Y02(z)− Y02(z′)‖2B2 =
∑
n,n′∈Zd
|un|2 |R02(n′ − n, z)− R02(n′ − n, z′)|2|vn′ |2
6 (Cγd )
2|λ− µ|2γ
∑
n,n′∈Zd
|un|2 κ˜γd (n′ − n)2|vn′|2
6 (Cγd )
2|λ− µ|2γ‖u‖2q‖v‖2q‖κ˜γd‖2r 6 (Cγd )2|λ− µ|2γ‖u‖2q‖v‖2qΓ2(q/2, d, γ),
since – due to Lemma B.2 – we have:
‖κ˜γd‖r =
(∑
n∈Zd
κ˜
γ
d (n)
r
) 1
r
=
(∑
n∈Zd
d∏
j=1
κ
γ
d (nj)
r
) 1
r
= ‖κγd‖dr 6 Γ(q, d, γ). (3.11)
This, together with the second estimate in (3.2), completes the proof. 
In the proof Theorem 1.3, we actually estimated theR02(z) contribution in Hilbert-Schmidt norm,
only the R01(z) contribution was estimated directly in operator norm, cf. (3.2).
We end this section with resolvent estimates in Hilbert-Schmidt norm, where we must investigate
the R01 contribution more closely. Let B2 denote the Hilbert-Schmidt class. We write ‖K‖B2 for the
Hilbert-Schmidt norm of an operatorK.
Theorem 3.3. Let d > 3. Let u, v ∈ ℓq(Zd) with
2 6 q <
{
12
5
if d = 3,
6d
2d+1
if d > 4.
(3.12)
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Then the operator-valued function Y0 : C \ [−d, d]→ B2, defined by
Y0(z) := u(∆− z)−1v (3.13)
is analytic and Ho¨lder continuous up to the boundary. More precisely, it satisfies:
(a) For all z ∈ C \ [−d, d], we have
‖Y0(z)‖B2 6
(
Dq,d + C
0
dΓ(q, d, 0)
)‖u‖q‖v‖q, (3.14)
where D2,d = 1 andDq,d = (q/2)
d(q−2)
q
(b) Let γ ∈ [0, 1] satisfy the constraint γ < γd,p. For all z, z′ ∈ C\ [−d, d] with Im(z), Im(z′) >
0, we have
‖Y0(z)− Y0(z′)‖B2 6 |z − z′|γ
(
Dq,d + C
γ
dΓ(q, d, γ)
)‖u‖q‖v‖q. (3.15)
Proof. We only need to estimate the R01 contribution, since the R02 contribution was estimated in
Hilbert-Schmidt norm in the proof of Theorem 1.3.
We abbreviate Y01(z) = uR01(z)v and estimate using Lemma A.4
‖Y01(z)‖2B2 6
∑
n,m
|un|2
(∫ 1
0
|eit∆(n−m)| dt
)2
|vm|2 6
∑
n,m
|un|2ρn−m|vm|2. (3.16)
Recall from (1.7) the definition of the function ρ. Let r =∞ if q = 2 and r = (1− 2/q)−1 = q
q−2
if
q > 2. By the discrete Young inequality, Theorem C.2, we conclude the estimate
‖Y01(z)‖B2 6 ‖ρ‖r‖‖u‖q‖v‖q. (3.17)
For q > 2, we estimate (using (C.8))
‖ρ‖rr =
∑
n∈Zd
d∏
j=1
(1 + |nj|)−r =
(∑
m∈Z
(1 + |m|)−r
)d
6
( r
r − 1
)d
=
qd
2d
. (3.18)
Similar, we estimate for any γ ∈ [0, 1] and z, z′ in the same half-plane
‖Y0(z)− Y0(z′)‖B2 6 |z − z′|γDq,d‖u‖q‖v‖q. (3.19)
This completes the proof. 
4. SCHRO¨DINGER OPERATORS
Let V ∈ Lp(Zd) with p > 1 and write q1 = |V |1/2. Note that q1 ∈ ℓq(Zd) with q = 2p > 2.
Choose q2 ∈ ℓq(Zd), such that V = q1q2. The specific choice q2 = q1 sign(V ) would work, but we
shall exploit the freedom to choose q2 differently in the proof of Theorem 4.8 below. Note that for
n ∈ supp(V ) = supp(q1), we have q2(n) = sign(Vn)q1(n).
We say that f ∈ L2(Zd) solves the Birman-Schwinger equation at λ if
f = −q1R0(λ+ i0)q2f. (4.1)
We write
σBS(H) =
{
λ ∈ R ∣∣The Birman-Schwinger equation has a non-zero solution at λ}. (4.2)
Note that any solution f ∈ ℓ2(Zd) of the Birman-Schwinger equation satisfies
supp(f) ⊆ supp(V ), (4.3)
which in particular implies that σBS(H) does not depend on the choice of q2.
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Remark 4.1. In principle one should also consider the Birman-Schwinger equation with the limiting
resolvent coming from the lower half-plane, defined by q1R0(λ − i0)q2. This would however give
rise to the same Birman-Schwinger spectrum, so we do not introduce a separate notation. Indeed,
choose q2 = sign(V )q1, and define a unitary transformation by setting (Uf)n = sign(Vn)fn if
Vn 6= 0 and (Uf)n = fn otherwise. Then
q1R0(λ− i0)−1q2 = U∗q2R0(λ− i0)q1U = U∗
(
q1R0(λ+ i0)q2
)∗
U, (4.4)
which implies that the Birman-Schwinger spectrum does not depend on the choice of limiting resol-
vent.
Note that since q1R0(λ+ i0)q2 is compact, the solution spaces to the Birman-Schwinger equation
(for a given λ) is finite dimensional, i.e., all λ ∈ σBS(H) are of finite multiplicity.
Lemma 4.2. For any λ ∈ R, we have the limit s− limµ→0 µR0(λ+ iµ) = 0.
Proof. Let g ∈ L2(Zd) and ǫ > 0. Pick δ > 0 such that ‖1[|∆− λ| < δ]g‖ 6 ǫ/2. We may now, for
µ ∈ R with 0 < |µ| < ǫδ/2, estimate ‖µ(∆− λ+ iµ)−1g‖ 6 ǫ. This completes the proof. 
Lemma 4.3. We have σpp(H) ⊆ σBS(H) and the map g → q1g takes nonzero eigenfunctions
Hg = λg into nonzero solutions of (4.1) at λ.
Proof. Suppose Hg = λg, for some non-zero g ∈ L2(Zd). Put f = q1g and compute
q1R0(λ+ iµ)q2f = q1R0(λ+ iµ)(λ−∆)g = −q1g − iµq1R0(λ+ iµ)g. (4.5)
Taking the limit µ → 0, using Lemma 4.2, we arrive at f = q1g being a solution of the Birman-
Schwinger equation (4.1). It remains to argue that f 6= 0. If f = 0, then V g = 0 and consequently,
(∆− λ)g = (H − λ)g = 0. This is absurd, since ∆ does not have eigenvalues. 
The Birman-Schwinger equation with limiting resolvent, has been used previously by Pushnitski
[20] to study embedded eigenvalues, in view of the above lemma.
We are now in a position to give:
Proof of Theorem 1.5 (a). We show that eigenvalues of H have finite multiplicity. Let λ ∈ σpp(H)
and denote by Hλ the associated eigenspace. By Lemma 4.3, the linear map Hλ ∋ g → q1g ∈
L2(Zd) is injective and takes values in the vector space of solutions of (4.1) at λ. Since this vector
space is finite dimensional (q1R0(λ + i0)q2 being compact), we may conclude that the eigenspace
Hλ is finite dimensional. 
In what remains of this section, we shall use the abbreviations
Y0(z) = q1(∆− z)−1q2, and Y˜0(z) = q2(∆− z)−1q2 (4.6)
for z ∈ C with Im z 6= 0. For λ ∈ R, we write Y0(λ ± i0) and Y˜0(λ ± i0) for the limiting objects.
By a limiting argument, we observe that the identity Y˜0(z) = sign(V )Y0(z) valid for z ∈ C with
Im z 6= 0 extends to
Y˜0(λ± i0) = sign(V )Y0(λ± i0) (4.7)
for any λ ∈ R.
We shall single out energies λ ∈ R, where the following Lipschitz estimate holds true:
∃L > 0 ∀0 < µ 6 1 : ∥∥Y0(λ± iµ)− Y0(λ± i0)∥∥ 6 Lµ. (4.8)
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We write
Lip(H) =
{
λ ∈ R | (4.8) is satisfied at λ}. (4.9)
Clearly R \ σ(∆) = R \ [−d, d] ⊆ Lip(H), and we may write Lip(H) as in increasing union of
subsets
Lip(H ;L) =
{
λ ∈ Lip(H) | (4.8) is satisfied at λ with constant L}. (4.10)
The sets Lip(H ;L) are closed, since λ → Y0(λ ± iµ) are continuous for µ > 0. It is obscured by
the choice of notation, that the sets Lip(H) and Lip(H ;L) may depend on the choice of q2 made in
the factorization of V .
Lemma 4.4. Let L > 0 and suppose λ ∈ σBS(H) ∩ Lip(H ;L) and f a solution of (4.1). Then
q2f ∈ D((∆− λ)−1) and ‖(∆− λ)−1q2f‖2 6 L‖f‖2. Furthermore,
(∆− λ)−1q2f = lim
µ→0
R0(λ+ iµ)
−1q2f. (4.11)
Proof. Let f ∈ ℓ2(Zd) be a solution of (4.1) at energy λ ∈ R. Denote by Eq2f the spectral measure
for∆ associated with the state q2f . Then q2f ∈ D((∆−λ)−1) if and only if
∫
R
(x−λ)−2dEq2f(x) <
∞. Compute for µ > 0∫
R
((x− λ)2 + µ2)−1dEq2f(x) = (q2f, R0(λ− iµ)R0(λ+ iµ)q2f)
=
1
2µ
(
f, (Y˜0(λ− iµ)− Y˜0(λ+ iµ))f
)
=
1
2µ
(
f, (Y˜0(λ− iµ)− Y˜0(λ− i0))f
)
+
1
2µ
(
f, (Y˜0(λ+ i0)− Y˜0(λ+ iµ))f
)
+
1
2µ
Im
{(
f, Y˜0(λ+ i0)f
)}
.
(4.12)
Note that by the Birman-Schwinger equation (4.1), as well as Eqs. (4.3) and (4.7):
Im
{(
f, Y˜0(λ+ i0)f
)}
= Im
{(
sign(V )f, Y0(λ+ i0)f
)}
= − Im{(sign(V )f, f)} = 0. (4.13)
The result now follows from (4.8), (4.12), and the monotone convergence theorem.
As for the claimed identity, we need to argue that limµ→0R0(λ+ iµ)
−1q2f = (∆− λ)−1q2f . But
this follows from the computation
R0(λ+ iµ)q2f − (∆− λ)−1q2f = iµR0(λ+ iµ)(∆− λ)−1q2f, (4.14)
together with Lemma 4.2. 
Lemma 4.5. We have σBS(H) ∩ Lip(H) ⊆ σpp(H). Furthermore, for λ ∈ σBS(H) ∩ Lip(H), the
linear map f → (∆−λ)−1q2f is well-defined and takes nonzero solutions of (4.1) at λ into nonzero
eigenfunctions of H with eigenvalue λ.
Proof. Suppose f 6= 0 solves the Birman-Schwinger equation (4.1). Then, by Lemma 4.4, q2f ∈
D((∆− λ)−1) and we may put g = (∆− λ)−1q2f . By the spectral theorem, we have
(H − λ)g = q2f + V g = −q2Y0(λ+ i0)f + V g = 0, (4.15)
where we used the identity
Y0(λ+ i0)f = lim
µ→0+
q1R0(λ+ iµ)
−1q2f = q1(∆− λ)−1q2f = q1g (4.16)
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in the last step. It remains to argue that g 6= 0. But f = −q1g 6= 0 by the above identity and hence,
g 6= 0. 
Proposition 4.6. σBS(H) is a compact subset of σ(H) with zero Lebesgue measure.
Proof. Since R \ σ(H) ⊆ Lip(H), we conclude from Lemma 4.5 that σBS(H) ⊆ σ(H). That
σBS(H) is a closed set (and hence compact) follows from the observation that λ → Y0(λ + i0) is
continuous with values in compact operators.
To see that the measure of σBS(H) is zero, we follow an argument from the proof of [12, Lemma 4.20].
Let λ ∈ σBS(H). Since Y0(λ+ i0) is compact, there exists a circle Γλ enclosing −1 in the complex
plane such that Γλ ⊆ ρ(Y0(λ + i0)) – the resolvent set of Y0(z) – and 0 is in the unbounded con-
nected component of C \Γλ. By continuity of C+ ∋ z → Y0(z), we deduce the existence of rλ > 0,
such that Γλ ⊆ ρ(Y0(z)) for z ∈ Dλ, where Dλ := {z ∈ C+ | |z − λ| < rλ}. Here and below we
sometimes abuse notation and write, e.g., Y0(z) for Y0(z + i0) when z ∈ R.
Define for z ∈ Dλ the finite rank Riesz projection
Pz =
1
2πi
∫
Γ
(w − Y0(z))−1 dw (4.17)
and observe that rank(Pz) = rank(Pλ+i0) =: n0 is constant throughout Dλ. By possibly choosing
rλ smaller, we may assume that ‖Pz − Pλ+i0‖ 6 1/2 for z ∈ Dλ.
Abbreviate Hz = Pzℓ2(Zd) for z ∈ Dλ. Let Π: Cn0 → Hλ+i0 be a linear isomorphism. Define
Θz = Pz |Hλ+i0 : Hλ+i0 →Hz, which is a linear isomorphism with left inverse
Θ−1z =
(
1 + Pλ+i0(Pz − Pλ+i0)
)−1
Pλ+i0 : Hz →Hλ+i0. (4.18)
We define a family of linear operators on Cn0 by setting
X0(z) = Π
−1Θ−1z (I + Y0(z))ΘzΠ (4.19)
for z ∈ Dλ. Note that z → X0(z) is holomorphic inDλ and continuous in the closure. Furthermore,
for z ∈ Dλ, we have −1 ∈ σ(Y0(z)) if and only if 0 ∈ σ(X0(z)).
Denote by ψ : D → Dλ a conformal equivalence between the unit disc D and Dλ. Note that ψ
extends by continuity to a homeomorphism ψ : D → Dλ. (See [21, Cor. 17.18] applied to ψ−1.)
Then ϕ(ξ) := det(X0(ψ(ξ))) defines a continuous function on D, holomorphic in D.
We now invoke [21, Thm. 13.20] to conclude that ϕ at most vanishes on a subset M of T = ∂D
of zero Lebesgue measure, provided ϕ is not identically zero in D. To see that this is the case pick
ξ ∈ D and assume towards a contradiction that ϕ(ξ) = 0. Let z = ψ(ξ) ∈ Dλ, and observe that −1
must be an eigenvalue of Y0(z). Denote by f an eigenfunction and compute
0 = − Im{(sign(V )f, f)} = Im{(sign(V )f, Y0(z)f)}
= Im
{(
q1 sign(V )f, (∆− z)−1q2f
)}
= Im
{(
q2f, (∆− z)−1q2f
)}
= Im(z)
(
q2f, ((∆− Re z)2 + Im(z)2)−1q2f
)
>
‖q2f‖22
Im(z)
,
(4.20)
which is a contradiction unless f = 0.
Since ψ(M) = σBS(H) ∩ [λ − rλ, λ + rλ], and ψ’s extension to the boundary maps sets of
measure zero into sets of measure zero, we conclude the proof by a compactness argument. (Note
that w± = ψ
−1(λ ± rλ) splits T into two open arcs and ψ’s extension across these arcs are in fact
holomorphic by Schwarz’ reflection principle.) 
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Lemma 4.7. For any L > 0, the set σBS(H) ∩ Lip(H ;L) is finite.
Proof. Suppose towards a contradiction that there exists a countable sequence of distinct real num-
bers {λn} ⊆ σBS(H) ∩ Lip(H ;L). Let {fn}∞n=1 be an associated sequence of normalized solu-
tions of (4.1). By Proposition 4.6 and closedness of Lip(H ;L), we may assume that λn → λ ∈
σBS(H) ∩ Lip(H ;L).
By Banach-Alaoglu’s theorem, we may extract a subsequence {fnk}k∈N, such that fnk → f
weakly. Since Y0(λ) = q1R0(λ+ i0)q2 is compact, Y0(λ)fnk → Y0(λ)f in norm. Since λ→ Y0(λ)
is continuous we may finally conclude that fnk = −Y0(λnk)fnk → −Y0(λ)f in norm. Hence f is a
normalized solution of (4.1) at λ.
We may now use (4.5) to construct a sequence of eigenfunction gk = (∆−λnk)−1q2fnk forH , all
satisfying ‖gk‖2 6 L due to Lemma 4.4. Compute
(q1f, gk) = (f, q1R0(λnk + i0)q2fnk) = −(f, fnk). (4.21)
We have arrived at a contradiction, since gk → 0 weakly – being an orthogonal uniformly bounded
sequence – and fnk → f in norm. 
Recall the notation B2 for the class of Hilbert-Schmidt operators on ℓ2(Zd), and the exponent γd,q
from (1.12).
Theorem 4.8. Put Y (z) := q2(H − z)−1q2 for z ∈ C \ σ(H). Suppose d > 3 and V ∈ ℓp(Zd) with
p satisfying (1.13). Then:
(a) For any compact set J ⊆ R \ σBS(H), we have
sup
λ∈J,µ6=0
‖Y (λ+ iµ)‖B2 <∞. (4.22)
(b) Let O ⊆ C be an open set with σBS(H) ⊆ O, and let γ > γd,2p. Then there exists C > 0,
such that for all z, z′ ∈ C \ ([−d, d] ∪ O) with Im z Im z′ > 0, we have
‖Y (z)− Y (z′)‖B2 6 C|z − z′|γ. (4.23)
(c) We have σsc(H) ⊆ σBS(H).
(d) Let Pac denote the orthogonal projection onto the absolutely continuous subspace Hac per-
taining to H . Then the wave operators
W± := s− lim
t→±∞
eitHe−it∆ and W˜± := s− lim
t→±∞
eit∆e−itHPac (4.24)
exist, (W±)∗ = W˜±,W±∆ = HW± andW±ℓ2(Zd) = Hac.
Proof. For the purpose of this proof we choose q2, such that q2(n) 6= 0 for all n ∈ Zd. Abbreviate
Ω = R \ σBS(H) and note that Ω is an open set. Recall the notation Y0(z) and Y˜0(z) from (4.6).
To establish (a), we first compute for z with Im z 6= 0:
Y (z)Y0(z) = q2(H − z)−1q2q1(H0 − z)−1q2 = q2(H0 − z)−1q2 − q2(H − z)−1q2. (4.25)
Hence
Y (z)
(
I + Y0(z)
)
= q2(H0 − z)−1q2. (4.26)
Let λ ∈ J . Then, by continuity, there exists rλ > 0 and Cλ such that I +Y0(z) is bounded invertible
for |z−λ| 6 rλ with Im z 6= 0 and ‖(I+Y0(z))−1‖ 6 Cλ. Here we used Remark 4.1, which ensures
invertibility also for z with Im z < 0. By Theorem 3.3 and compactness of J , there exists r > 0,
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such that the claimed bound holds for 0 < |µ| 6 r, which clearly suffices. Here we used that if S is
Hilbert-Schmidt and T is bounded, then ST is Hilbert-Schmidt and ‖ST‖B2 6 ‖S‖B2‖T‖.
The claim (b) follows in a similar fashion from Theorem 3.3 and the computation
Y (z)− Y (z′) = Y˜0(z)(I + Y0(z))−1
(
Y0(z
′)− Y0(z)
)
(I + Y0(z
′))−1
+
(
Y˜0(z)− Y˜0(z′)
)(
I + Y0(z
′)
)−1
.
(4.27)
We now turn to (c). It follows from (4.22) and [23, Thm. XIII.20] that for any bounded open
interval (a, b) with J = [a, b] ⊆ Ω, we have E(a,b)(H)ℓ2(Zd) ⊆ Hac. Here we used that q2 was
chosen to be nowhere vanishing.
Let Ωn be a sequence of finite unions of disjoint intervals of the form (a, b) considered above,
and chosen such that Ωn ⊆ Ωn+1 and ∪∞n=1Ωn = Ω. Let f ∈ ℓ2(Zd). It follows that EΩ(H)f =
limn→∞EΩnf ∈ Hac, and completes the proof of (c).
Finally we verify (d). First note that due to (c) and Proposition 4.6, we may conclude that
EσBS(H)(H)ℓ
2(Zd) = Hsc ⊕ Hpp (recall (1.18)). Consequently, EΩ(H) = Pac, the orthogonal
projection onto the absolutely continuous subspace.
Next we observe that by [23, Thm. XIII.31], the reduced wave operators
W±n := s− lim
t→±∞
eitHe−it∆EΩn(∆) and W˜
±
n := s− lim
t→±∞
eit∆e−itHEΩn(H) (4.28)
exist for each n, (W±n )
∗ = W˜±n ,W
±
n ∆ = HW
±
n andW
±
n ℓ
2(Zd) = EΩn(H)ℓ
2(Zd).
We may now conclude that the wave operators exist, and we have the relations s− limn→∞W±n =
W± and s− limn→∞ W˜±n = W˜±, where we used thatEΩ(H) = Pac. From this the remaining claims
follow. 
We end this section with:
Proof of Theorem 1.5 (b), (c) and (d). We begin with (b). That the closure of the set σsc(H) ∪
σpp(H) has zero Lebesgue measure follows from Lemma 4.3, Theorem 4.8 (c), and Proposition 4.6.
That σpp(H) = σBS(H) = ∅ if ‖V ‖p < (1 + C0dΓ(r, d, 0))−1 is a consequence of the observation
that σBS(H) = ∅, which follows directly from (1.15). Here we used that σBS(H) does not depend
on q2, so that we may choose q2 = sign(V )q1 for which ‖q1‖q‖q2‖q = ‖V ‖p.
The asymptotic completeness statement in (c) is a part of Theorem 4.8 (d).
The claim in (d) that σpp(H) is finite under the assumed conditions, follows by combining Lemma 4.3
with Lemma 4.7, keeping in mind Remark 1.4 (2). The lemma implies that σBS(H) is a finite set.
The absence of singular continuous spectrum now follows from Theorem 4.8 (c). 
APPENDIX A. POINTWISE ESTIMATES OF BESSEL FUNCTIONS
Recall the following properties of the Bessel function (1.27) valid for all (t, n) ∈ R× Z:
2n
t
Jn(t) = Jn+1(t) + Jn−1(t), J−n(t) = (−1)nJn(t) and Jn(−t) = (−1)nJn(t). (A.1)
The following estimate on J0 is due to Szego˝ [28]:
|J0(t)| 6
√
2
π|t| . (A.2)
We shall make use of two optimal universal estimates on Bessel functions due to Landau.
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Lemma A.1 ([17]). We have the following pointwise bounds for all real n, t:
|Jn(t)| 6 BLan|n|− 13 , (A.3)
and
|Jn(t)| 6 CLan|t|− 13 , (A.4)
where BLan < 7/10 and CLan < 4/5.
One can find Landau’s optimal constants BLan and CLan with several decimals in [17]. Secondly,
we exploit another universal estimate due to Krasikov.
Lemma A.2 ([16]). We have the following pointwise bound for (n, t) ∈ R × R with n > 1/2 and
t > 0:
|Jn(t)| 6
√
2
π
1
|t2 − |n2 − 1
4
|| 14 . (A.5)
Proposition A.3. For any integer n ∈ Z and t ∈ R with |t| > 1:
|Jn(t)| 6 1|t| 14 (|n| 13 + ||t| − |n||) 14 , (A.6)
(The estimate remains valid for non-integer n with n > 1.)
Proof. By (A.1), it suffices to show the estimate for t > 1, n > 1. Note that for n = 0, the estimate
(A.2) implies (A.6).
We estimate first supposing |t− n| 6 n1/3:
t
1
4 (n
1
3 + |t− n|) 14
n
1
3
6
(n+ n
1
3 )
1
4 (2n
1
3 )
1
4
n
1
3
= 2
1
4
(
1 + n−
2
3
) 1
4 6
√
2. (A.7)
As for the regime |t− n| > n1/3 observe first that
1∣∣t2 − (n2 − 1
4
)
∣∣ 14 6 1t 14 ∣∣t−√n2 − 1
4
∣∣ 14 . (A.8)
Secondly, let n > 1 and t > n + n1/3. Observe that
t→ n
1
3 + t− n
t−
√
n2 − 1
4
(A.9)
is decreasing (towards 1) and hence
(n
1
3 + t− n)
t−
√
n2 − 1
4
6
2n
1
3
n+ n
1
3 −
√
n2 − 1
4
6 2. (A.10)
Thirdly, for 1 6 t 6 n− n1/3 (hence n > 3), we have
t→ n
1
3 + n− t√
n2 − 1
4
− t
(A.11)
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is increasing and therefore
n
1
3 + n− t√
n2 − 1
4
− t
6
2n
1
3√
n2 − 1
4
− n+ n 13
. (A.12)
Observe that the right-hand side converges to 1 as n → ∞. We claim that the right-hand side does
not exceed 2 for n > 1. If it does, then by continuity the equation
2n
1
3√
n2 − 1
4
− n + n 13
= 2 (A.13)
must have a solution n0 > 1 (that may not be integer). Then we would have
√
n20 − 14 = 2n0, which
is absurd.
To sum up, for n > 1 and t > 1 with |t− n| > n1/3
1
|t2 − (n2 − 1
4
)| 14 6
2
1
4
t
1
4 (n
1
3 + |t− n|) 14 . (A.14)
Recalling (A.7), the desired estimate (A.6) now follows from (A.3) and (A.5), since
√
2BL 6 1 and
21/4
√
2/π 6 1. 
Lemma A.4. For n ∈ Z and t ∈ [−1, 1], we have
|Jn(t)| 6 1
(|n|+ 1) 12 . (A.15)
Proof. We may again assume that 0 6 t 6 1 and n > 1. For n = 0 the estimate is trivial, since
|Jn(t)| 6 1 for all t ∈ R and integer n.
For n = 1, 2, we use (A.3) to estimate |Jn(t)| 6 BLann−1/3 6 BLan2 16n−1/2.
If n > 2, we estimate using (A.2): |t− (n2 − 1/4)| > n2 − 5/4 > 2n2/3 and hence
|Jn(t)| 6
√
2
π
1
|t− |n2 − 1
4
|| 14 6
6
1
4
(πn)
1
2
. (A.16)
This completes the proof since the prefactor in both cases is smaller than 1. 
APPENDIX B. WEIGHTED Lp-ESTIMATES ON BESSEL FUNCTIONS
We have the following weighted ℓp(Zd) estimate on Bessel functions. This improves on an es-
timate of Stempak [27, Eq. (3)], and in particular matches the asymptotic presented in [27, Eq.
(6)].
Lemma B.1. For all γ ∈ [0, 1], p > 2 + 2γ and n ∈ Z the following estimate hold true:∫ ∞
1
tγ |Jn(t)|pdt 6 Cγpκγp (n)p, (B.1)
where
Cγp =

8
(
1
p−2−2γ
+ 1
4−p
)
, 2 + 2γ < p < 4
4
1−γ
, p = 4
14·2
p
4
p−4
, p > 4,
(B.2)
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κγp (0) = 1 and κ
γ
p (n) for n 6= 0 is given by
κ
γ
p (n) =

|n|− 12+ 1+γp , 1 < p < 4
|n|− 1−γ4 (1 + log |n|) 14 , p = 4
|n|− 13+ 13p+ γp , p > 4.
(B.3)
Proof. Using Proposition A.3, we have∫ ∞
1
tγ|Jn(y)|p dt 6
∫ ∞
1
tγ−
p
4
(n
1
3 + |t− n|) p4 dt = n
1+γ− p
2
∫ ∞
δ
sγ−
p
4
(δ + |s− 1|) p4 ds, (B.4)
where δ = n−2/3. We split the intergal on the right-hand side into a sum of two integrals
Iγp =
∫ 1
δ
sγ−
p
4
(δ + |s− 1|) p4 ds and J
γ
p =
∫ ∞
1
sγ−
p
4
(δ + |s− 1|) p4 ds. (B.5)
We now proceed to estimate these two integrals in three different case.
Case I: 2 + 2γ < p < 4, where γ − p/4 < 0. Estimate first
Jγp 6
∫ 2
1
1
(s− 1) p4 ds+
∫ ∞
2
1
(s− 1) p2−γ ds
=
21−
p
4 − 1
1− p
4
+
1
1 + γ − p
2
6 2 +
2
p− 2− 2γ 6
6
p− 2− 2γ .
(B.6)
As for Iγp we estimate
Iγp 6
∫ 1
0
1
s
p
4 (1− s) p4 ds 6 2
1+ p
4
∫ 1
2
0
s−
p
4 ds =
2
p
2
1− p
4
6
8
4− p. (B.7)
Case II: p = 4 and 0 6 γ < 1.
Here we estimate
Jγp 6
∫ 2
1
1
δ + s− 1 ds+
∫ ∞
2
1
(s− 1)2−γ ds 6 ln(2)− ln(δ) +
1
1− γ (B.8)
and
Iγp 6
∫ 1
δ
1
s(δ + 1− s) ds =
∫ 1− δ
2
δ
2
1
(r + δ
2
)( δ
2
+ 1− r) dr 6 4
∫ 1
2
δ
2
1
r + δ
2
dr 6 −4 ln(δ). (B.9)
This implies the claimed estimate, since ln(2) 6 (1− γ)−1 and −5 ln(δ) = 10
3
ln(n).
Case III: p > 4. We again estimate, using that p/4− γ > 0,
Jγp 6
∫ 2
1
1
(δ + 1− s) p4 ds+
∫ ∞
2
1
(s− 1) p2−γ ds 6
4
p− 4δ
1− p
4 +
2
p− 2− 2γ (B.10)
and similarly to previous estimates of Iγp
Iγp 6
∫ 1
δ
1
s
p
4 (δ + 1− s) p4 ds 6 2
1+ p
4
∫ 1
2
δ
2
1
(s+ δ
2
)
p
4
ds 6
8 · 2 p4
p− 4 δ
1− p
4 . (B.11)
This implies the remaining estimate.
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Finally we must check the bounds with n = 0. Here we use (A.2) and find that∫ ∞
1
tγ |J0(t)|p ds 6
√
2p
πp
∫ ∞
1
t−
p
2
+γ ds 6
2
p− 2− 2γ 6 C
γ
p . (B.12)
This completes the proof. 
The following lemma will be used in conjunction with the weighted Lp-estimate from Lemma B.1.
Lemma B.2. Let γ ∈ [0, 1] and p > 2 + 2γ. Define
rγp =
{
2p
p−2−2γ
, 2 + 2γ < p 6 4
3p
p−1−3γ
, p > 4
. (B.13)
If rγp < r 6∞, then the sequence {κγp(n)}n∈Z is an element of ℓr(Z) and if r 6=∞ we have
‖κγp‖r 6

(
3 + 2r
r
γ
p
−1
) 1
r
, p 6= 4,(
3 + 2
( 1+ r
4
r
r
γ
4
−1
)1+ r
4
) 1
r
, p = 4.
. (B.14)
We furthermore have ‖κγp‖∞ = 1 if p 6= 4 and ‖κγ4‖∞ 6 (1− γ)−1.
Proof. Note first that for any p > 2 + 2γ and r > 0, we have
‖κγp‖rr = 3 + 2
∞∑
n=2
κγp(n)
r. (B.15)
For p 6= 4, the lemma follows easily from the estimate and computation
∞∑
n=2
κγp(n)
r 6
∫ ∞
1
κγp(s)
r ds =
1
r
rγp
− 1 . (B.16)
For p = 4, we use the estimate 1 + log(x) 6 e
σ−1
σ
xσ 6 xσ/σ valid for x > 1 and 0 < σ 6 1, and
obtain
∞∑
n=2
κγ4(n)
r 6 σ−
r
4
∫ ∞
1
s
− r
r
γ
4
+σr
4 ds = σ−
r
4 · 1r
rγ4
− σr
4
− 1 , (B.17)
provided σ < 4(r/rγ4 − 1)/r 6 1. The right-hand side is minimized by choosing
σ =
r
rγ4
− 1
1 + r
4
. (B.18)
This choice gives
∞∑
n=2
κγ4(n)
r 6
( 1 + r
4
r
rγ4
− 1
)1+ r
4
(B.19)
and completes the proof 
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APPENDIX C. VARIOUS DISCRETE ESTIMATES
For the readers convenience we recall first two well-known estimates, the first of which can be
found in [22, Theorem IX.17] and the proof of the second is just a repetition of the proof in the more
usual continuous case [18, Theorem 4.2].
Theorem C.1 (Discrete Riesz-Thorin). Let 1 6 p0, p1, q0, q1 6 ∞ and suppose that T is a linear
operator from ℓp0(Zd) ∩ ℓp1(Zd) to ℓq0(Zd) ∩ ℓq1(Zd), which satisfies
‖Tf‖q0 6M0‖f‖p0 and ‖Tf‖q1 6M1‖f‖p1. (C.1)
Then for each f ∈ ℓp0(Zd) ∩ ℓp1(Zd) and each t ∈ (0, 1)
Tf ∈ ℓqt(Zd) and ‖Tf‖qt 6Mt‖f‖pt, (C.2)
where
Mt = M
1−t
0 M
t
1,
1
pt
=
1− t
p0
+
t
p1
, and
1
qt
=
1− t
q0
+
t
q1
. (C.3)
Theorem C.2 (Discrete Young’s inequality). Let f ∈ ℓp(Zd), g ∈ ℓs(Zd) and h ∈ ℓr(Zd), where
1
p
+ 1
s
+ 1
r
= 2 for some p, s, r > 1. Then∣∣∣ ∑
n,m∈Zd
fngn−mhm
∣∣∣ 6 ‖f‖p‖g‖s‖h‖r. (C.4)
We end with the following estimate.
Lemma C.3. Let α > 1, 0 < β < 1 and t > 1. Then∑
n,m∈Z
(1+|n|)−α(1+|m|)−α(1+||n−m|−t|)−β 6
( 2α2
(α− 1)2+
4α
(α− 1)(pα− 1) 1p
( 16
1− β
) 1
r
)
t−β,
(C.5)
where p = (1 + β)/(1− β) and r = (1 + β)/(2β).
Proof. Employing the estimate
1[
||n−m|−t|<
t
2
] 6 1[
|n−m|>
t
2
] 6 1[
|n|>
t
4
] + 1[
|m|>
t
4
], (C.6)
we may simplify:∑
n,m∈Z
(1 + |n|)−α(1 + |m|)−α(1 + ||n−m| − t|)−β
6
∑
n,m∈Z
(1 + |n|)−α(1 + |m|)−α1[
||n−m|−t|>
t
2
](1 + ||n−m| − t|)−β
+ 2
∑
n,m∈Z
1[
|n|>
t
4
](1 + |n|)−α(1 + |m|)−α1[
||n−m|−t|<
t
2
](1 + ||n−m| − t|)−β
6 2βt−β
(∑
n∈Z
(1 + |n|)−α
)2
+ 2
∥∥1[
|n|>
t
4
](1 + |n|)−α∥∥
p
∥∥(1 + |m|)−α∥∥
1
∥∥1[
||w|−t|<
t
2
](1 + ||w| − t|)−β∥∥
r
,
(C.7)
where we used the discrete Young inequality (Theorem C.2) in the last step with p = 1+β
1−β
, s = 1
and r = 1+β
2β
. Note that rβ = (1 + β)/2 < 1.
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To complete the proof we observe∑
n∈Z
(1 + |n|)−α = 1 + 2
∞∑
n=2
n−α 6 1 +
∫ ∞
1
x−α dx = 1 +
1
α− 1 =
α
α− 1 , (C.8)
∥∥1[
|n|>
t
4
](1 + |n|)−α∥∥p
p
= 2
∞∑
n=1
1[
n>
t
4
](1 + n)−pα 6 2
∫ ∞
0
1[
x>
t
4
](1 + x)−pα dx
=
2
pα− 1
(
1 +
t
4
)1−pα
6
2
pα− 1
(
1 +
t
4
)1−p
6
4p
2(pα− 1)t
1−p,
(C.9)
and finally ∥∥1[
||w|−t|<
t
2
](1 + ||w| − t|)−β∥∥r
r
=
∑
w∈Z
1[
||w|−t|<
t
2
](1 + ||w| − t|)−rβ
= 2
∞∑
w=1
1[
|w−t|<
t
2
](1 + |w − t|)−rβ.
(C.10)
Let [c] denote the integer part of a real number c > 0. Write t = [t] + δ with 0 6 δ < 1 and estimate
∞∑
w=1
1[
|w−t|<
t
2
](1 + |w − t|)−rβ 6
[ 3t
2
]∑
w=[t/2]+1
(1 + |w − t|)−rβ
=
[3t/2]−[t]∑
k=[ t
2
]+1−[t]
(1 + |k − δ|)−rβ =
0∑
k=[t/2]−[t]+1
(1 + |k|)−rβ +
[3t/2]−[t]∑
k=1
(1 + (k − 1))−rβ
6 2
[t/2]∑
k=0
(1 + k)−rβ 6 2 + 2
∫ [ t
2
]
0
x−rβ dx 6 2 +
2
1− rβ (t/2)
1−rβ 6
6
1− β t
1−rβ.
(C.11)
Here we used that for c > 0 we have [2c] − [c] 6 [c] + 1 and [3c] − [2c] 6 [c] + 1. Inserting into
(C.10) we find that ∥∥1[
||w|−t|<
t
2
](1 + ||w| − t|)−β∥∥
r
6
( 12
1− β
) 1
r
t
1
r
−β. (C.12)
In conclusion, recalling that 1/p+ 1/r = 1, we have∑
n,m∈Z
(1 + |n|)−α(1 + |m|)−α(1 + ||n−m| − t|)−β
6
( 2α2
(α− 1)2 +
4α
(α− 1)(pα− 1) 1p
( 24
1− β
) 1
r
)
t−β.
(C.13)
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