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Resumen Durante el proceso de aprendizaje de conceptos elementales
de programacio´n, los estudiantes cometen errores que derivan en pro-
gramas incorrectos. Las caracter´ısticas y tipos de errores cometidos son
inﬂuenciados por diversos factores, desde el lenguaje de programacio´n y
paradigma utilizados, hasta el tipo de ejercicios de programacio´n elegi-
dos y la forma metodolo´gica adoptada para la ensen˜anza de la progra-
macio´n, entre otros. En este trabajo realizamos una evaluacio´n del tipo
de errores cometidos por estudiantes de una asignatura introductoria a
la programacio´n, en el primer an˜o de las carreras de Computacio´n de la
Universidad Nacional de R´ıo Cuarto. Adema´s de realizar un ana´lisis del
tipo de errores ma´s frecuentes, y los conceptos que resultan ma´s dif´ıciles
para los estudiantes, estudiamos co´mo se podr´ıa aprovechar te´cnicas de
ana´lisis automa´tico para desarrollar una herramienta de asistencia a la
programacio´n, para entornos introductorios. Analizamos el tipo de he-
rramientas de ana´lisis automa´tico que pueden utilizarse para dar apoyo
a los estudiantes, evaluamos su alcance y poder en un conjunto de ejer-
cicios de programacio´n reales, y damos algunos de los lineamientos que
guiara´n el desarrollo de un entorno de asistencia a la programacio´n, que
incorpore estas te´cnicas.
1. Introduccio´n
La programacio´n es una actividad intelectualmente desaﬁante, y su aprendi-
zaje, como en otros campos con estas caracter´ısticas, es complejo, puede ser frus-
trante y desalentador. Esto trae aparejado que la asistencia presencial, a trave´s
de docentes que acompan˜en el aprendizaje, asistan con las tareas en pra´cticas y
laboratorios, puede inﬂuenciar signiﬁcativamente la efectividad en el aprendizaje
de los estudiantes [2]. Sin embargo, resolver problemas algor´ıtmicos es en muchos
casos una tarea que demanda tiempo, y que para muchos estudiantes es dif´ıcil
de completar enteramente en el marco de actividades supervisadas, como clases
pra´cticas y laboratorios. Ma´s au´n, en general los recursos humanos destinados
a asignaturas introductorias de programacio´n son limitados, y, especialmente en
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cursos numerosos, la relacio´n entre nu´mero de docentes y de alumnos diﬁculta
au´n ma´s la posibilidad de asistir adecuadamente a muchos estudiantes [2]. Es-
tas observaciones, acompan˜adas del creciente intere´s en formar estudiantes con
las bases de la programacio´n, y los avances tecnolo´gicos y de comunicaciones
actuales, han generado que se considere seriamente la posibilidad de construir
asistentes automa´ticos para la programacio´n. En efecto, si bien algunos de los
antecedentes en esta direccio´n son bastante previos [3], las mencionadas inno-
vaciones tecnolo´gicas han reﬂotado el intere´s en este tipo de herramientas de
asistencia [11].
Las caracter´ısticas y tipos de errores cometidos por estudiantes en contextos
introductorios a la programacio´n son variados, y son inﬂuenciados por diver-
sos factores, desde el lenguaje de programacio´n y paradigma utilizados, hasta
el tipo de ejercicios de programacio´n elegidos y la forma metodolo´gica adop-
tada para la ensen˜anza de la programacio´n, entre otros [5,4]. En este trabajo
realizamos una evaluacio´n del tipo de errores cometidos por estudiantes de una
asignatura introductoria a la programacio´n, en el primer an˜o de las carreras de
Computacio´n de la Universidad Nacional de R´ıo Cuarto. La fuente utilizada pa-
ra el ana´lisis proviene de ejercicios y resoluciones correspondientes a exa´menes
de varias ediciones de la materia, todas de similares caracter´ısticas: la materia
se basa en la adopcio´n del paradigma imperativo, utiliza el lenguaje de progra-
macio´n Pascal, pone e´nfasis en programacio´n estructurada y el uso de diversas
abstracciones procedimentales, e incluye un uso ba´sico de especiﬁcaciones. En
base al ana´lisis del tipo de errores ma´s frecuentes, y los conceptos que resultan
ma´s dif´ıciles para los estudiantes, estudiamos co´mo podr´ıamos aprovechar los
mismos para desarrollar una herramienta de asistencia a la programacio´n, pa-
ra entornos introductorios. En particular, evaluamos si algunas herramientas de
ana´lisis automa´tico modernas tienen el potencial de asistir a los estudiantes en
resolver los errores identiﬁcados. El objetivo ﬁnal sera´ incorporar estas te´cnicas
de ana´lisis en una herramienta de asistencia a la programacio´n para entornos
introductorios.
2. Ana´lisis de Errores y sus Categor´ıas
Los errores que cometen los estudiantes en cursos introductorios de progra-
macio´n son muy variados, pero pueden ser agrupados en categor´ıas. En este
trabajo tomamos como punto de partida dos categor´ıas previamente propuestas,
una ma´s general sobre programacio´n [4], y otra ma´s espec´ıﬁca para el lenguaje
Java [5]. Debido a la motivacio´n de este trabajo, descartamos algunas categor´ıas
de errores, que en general son identiﬁcados y/o capturados por un compilador
esta´ndar (y por lo tanto, ya cuentan con soporte automa´tico para asistir al estu-
diante). Un ejemplo claro de este tipo de errores es la confusio´n entre el operador
de igualdad y la asignacio´n, que pra´cticamente cualquier compilador moderno
ayuda a detectar. Otras categor´ıas de errores que decidimos ignorar son aque-
llos que no se aplican al lenguaje Pascal, tales como errores de clases y objetos,
de interfaces visuales o de formato en la entrada/salida. Finalmente, tambie´n
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dejamos fuera del estudio errores correspondientes a temas ma´s avanzados, y
que exceden los vistos en cursos introductorios, como errores en implementacio-
nes de tipos abstractos de datos, excepciones, etc. Las categor´ıas resultantes se
describen a continuacio´n.
Resolucio´n de Problemas. Esta categor´ıa describe los errores que devienen de la
diﬁcultad de un estudiante de comprender un problema y/o co´mo implementar
una solucio´n. Esto resulta en soluciones parciales de un algoritmo, o desarrollar
algo completamente diferente a lo pedido.
Punteros. Esta catego´ıa corresponde a errores con manejo de punteros, como
por ejemplo en la implementacio´n de estructuras enlazadas. Dentro de esta ca-
tegor´ıa se destacan el acceso incorrecto a punteros, la pe´rdida de referencias, y
la liberacio´n incorrecta de memoria.
Ciclos. Corresponde a errores en el uso de estructuras c´ıclicas del lenguaje.
Incluye ciclos inﬁnitos, y errores de tipo “oﬀ by one”.
Arreglos. Esta categor´ıa incluye los errores espec´ıﬁcos del uso de arreglos, como
errores “oﬀ by one” y acceso fuera de l´ımites.
Condicionales. Corresponde a los errores en el uso de estructuras condicionales,
como lo´gica incorrecta en las condiciones, o casos Else faltantes o incorrectos en
los bloques Case.
Para´metros. Esta categor´ıa incluye errores de pasaje de para´metros, tales como
pasajes por referencia innecesarios, para´metros pasados por valor que necesitan
ser modiﬁcados, funciones con para´metros pasados por referencia, etc.
Sinta´cticos. Esta categor´ıa agrupa errores en el uso de Pascal, como el uso
incorrecto de punto y coma, posicionamiento inadecuado de Begin y End, de-
ﬁniciones de tipos incorrectas, errores en la escritura de estructuras c´ıclicas o
condicionales, etc.
Retornos. Los errores de retornos incluyen: funciones que no retornan valores
para todas las ramas, uso de salida esta´ndar dentro de un mo´dulo con variable
de retorno o funciones, uso de variables globales para guardar informacio´n de
retorno, etc.
2.1. Proceso de Captura
Luego de la identiﬁcacio´n de las categor´ıas relevantes de errores, realizamos
una investigacio´n que consistio´ en identiﬁcar cua´les son los errores de progra-
macio´n ma´s comunes en los estudiantes de la asignatura introductoria a la pro-
gramacio´n de las carreras de Computacio´n de la Universidad Nacional de R´ıo
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Cuarto. El ana´lisis se baso´ en las categor´ıas deﬁnidas anteriormente, y en la rea-
lizacio´n de una evaluacio´n cuantitativa de cantidad de errores en cada categor´ıa.
Para el ana´lisis se tomaron exa´menes parciales de la asignatura Introduccio´n
a la Algor´ıtmica y Programacio´n de las carreras de Computacio´n de la Universi-
dad Nacional de R´ıo Cuarto. Se seleccionaron exa´menes de los an˜os 2011 y 2012,
de tema´ticas introductorias a la programacio´n tales como estructuras condicio-
nales, estructuras c´ıclicas, abstracciones funcionales y procedimentales, tipo de
pasaje de para´metros, implementacio´n de estructuras de datos usando memoria
dina´mica (con punteros), uso de arreglos, etc. Cabe mencionar que la materia
utiliza un pseudo-co´digo para el disen˜o de soluciones algor´ıtmicas, que luego son
implementadas en Pascal.
2.2. Ana´lisis de Datos
El ana´lisis de los errores de los exa´menes se presenta en la Tabla 1. Los
errores de Para´metros son los ma´s comunes, un 22% de los exa´menes presen-
taban este tipo de errores. Los problemas ma´s comunes en esta categor´ıa son
errores de pasajes de para´metro, esto es, modiﬁcar una variable o estructura que
fue pasada por valor, o problemas de malas pra´cticas en pasar para´metros por
referencia innecesariamente. En segundo lugar esta´n los errores de Resolucio´n
de Problemas. Los problemas en esta categor´ıa reﬁeren a ejercicios en que los
alumnos no entendieron la consigna del problema a resolver, o que entendido los
requisitos la solucio´n, no resuelven correctamente lo planteado. El tercer lugar es
compartido por dos tipos de errores, Punteros y Retornos. En el primero se en-
cuentran errores de tratamiento de secuencias simplemente encadenadas, como
actualizaciones erro´neas de referencias que derivan en la pe´rdida de propiedades
de la secuencia. En el caso de errores de retorno, e´stos signiﬁcan una falta de
comprensio´n por parte del estudiante del concepto de retorno de un valor en el
caso de funciones, y el manejo de variables de resultado en el caso de una accio´n.
Esto resulta en errores de retornos dentro de solo una rama de una condicio´n,
funciones con para´metros que guardan resultados, funciones que escriben por
pantalla (salida esta´ndar) resultados; y procedimientos que manejan variables
globales para los resultados, o que tambie´n escriben los resultados por pantalla.
Daremos dos ejemplos espec´ıﬁcos de las categor´ıas de errores ma´s comunes.
Ma´s ejemplos pueden encontrarse en el reporte te´cnico disponible en
http://dc.exa.unrc.edu.ar/staff/naguirre/education/.
Ejercicio 1 (Segundo Parcial 2011) Dada una matriz cargada, de n ﬁlas y m
columnas, desarrollar una funcio´n que cumpla con la siguiente especiﬁcacio´n:
PRE : a = [a(1,1), a(1,2), ..., a(n,m)] ∧ 1 ≤ n ∧ 1 ≤ m ∧ num = num0|
DEF : esConstante(a, num) = ∃c(1 ≤ c ≤ m) : ∀f(1 ≤ f ≤ m) : a[f, c] = num
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Errores 2011 Porcentaje 2012 Porcentaje Total Porcentaje Total
Para´metros 2 24% 13 15% 77 22%
Resolucio´n de problemas 56 21% 10 12% 66 18%
Punteros 26 9% 21 25% 47 13%
Retornos 2 15% 5 6% 46 13%
Arreglos 2 9% 5 6% 30 8%
Condicionales 2 7% 9 10% 29 8%
Sinta´cticos 2 9% 5 6% 31 8%
Ciclos 2 3% 15 18% 23 6%
Cuadro 1. Tabla de errores ma´s comunes
La siguiente resolucio´n no resuelve correctamente el problema. El ciclo no
termina cuando se encuentra el elemento; no hay retorno en el caso de no haber
elemento que cumpla con el criterio de bu´squeda.
Function esConstante (a : TArray; num:Integer): boolean;
Var
i,j : Integer;
Begin
p := True;
i := 1;
For j := 1 To Column Do
While p = True And i<> Row Do
If a[i,j] = num Then
p:= True
Else
p:= False
i := i + 1;
End;
If p = True Then
ReturnesConstante:= True
Else
p := True
End;
End;
End;
Ejercicio 2 (Segundo parcial 2012) Dado un arreglo de 120 valores lo´gicos, de-
terminar si la cantidad de valores Verdaderos es mayor a la cantidad de Falsos,
en la primera mitad del arreglo. Resolver mediante una funcio´n.
La siguiente resolucio´n tiene un error de retorno; falta indicar que´ se retorna
en una rama de la condicio´n.
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...
Begin
i:= 1;
While (i<= 60) Do
If arre[i] = True
then
v := v+1
else
f := f+1
i := i+1;
end;
if v > f
Then
CountVF := v
end;
3. Herramientas de Ana´lisis
En base al ana´lisis de los errores ma´s comunes de programacio´n presenta-
dos en la seccio´n anterior, se derivan dos tipos de herramientas de asistencia
para su solucio´n. Por un lado, herramientas de ana´lisis de co´digo que puedan
detectar errores que exceden aquellos que un proceso de compilacio´n esta´ndar
normalmente identiﬁca. En este tipo entran todas las categor´ıas de errores a
excepcio´n de los errores de Resolucio´n de Problemas. Asistencias relativas a este
tipo de errores ayudar´ıan, por ejemplo, a corregir y sugerir soluciones a formar
de pasajes de para´metros erro´neas, sugerencias sobre el uso de entrada y sali-
da en mo´dulos, deteccio´n de co´digo duplicado, asistencia en la construccio´n de
expresiones lo´gicas, etc.
En el otro tipo de herramienta de ana´lisis deber´ıa apuntar a asistir en los
errores que surgen de resolucio´n de problemas. Este tipo de errores es sustancial-
mente ma´s dif´ıcil de detectar, dado que esencialmente corresponden a detectar
diferencias sema´nticas, es decir, discrepancias entre el comportamiento esperado
de un programa y el comportamiento real del mismo. Es sabido que detectar tales
problemas requiere de una especiﬁcacio´n formal del comportamiento esperado
del programa, y el problema es indecidible [6], pues corresponde esencialmente
a comprobar que un programa satisface su especiﬁcacio´n. Existen sin embargo,
como mostraremos ma´s abajo, formas de comprobar, al menos parcialmente, que
un programa cumple con el comportamiento esperado del mismo.
3.1. Errores de Para´metros: Pascal Analyzer
Para la resolucio´n de errores de tipos de pasajes de para´metros y similares,
una te´cnica utilizada con frecuencia es el ana´lisis esta´tico extendido [7]. Como
en el caso particular de nuestro entorno de evaluacio´n el lenguaje utilizado es
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Pascal, necesitamos una herramienta de este tipo para este lenguaje. Lamenta-
blemente, estas herramientas no abundan para este lenguaje. El u´nico ejemplo
que conseguimos encontrar es una herramienta comercial denominada Pascal
Analyzer (PAL). Esta herramienta realiza un ana´lisis esta´tico extendido y ge-
nera un reporte en base a una implementacio´n en Delphi (Pascal orientado a
objetos). La herramienta recibe un conjunto de archivos fuente, y presenta en
distintas categor´ıas, informes, correcciones, sugerencias y advertencias sobre el
co´digo, generados en base a un ana´lisis esta´tico extendido.
Esta herramienta produce salidas sumamente detalladas para una cantidad
de errores posibles, muchos de los cuales so´lo se aplican a programas Delphi. En
nuestro caso, so´lo estamos interesados, en principio, en los errores que tienen
que ver con pasaje de para´metros. La herramienta es razonablemente potente
en este sentido, permitiendo detectar errores tales como variables pasadas por
referencia y no seteadas, variables pasadas por valor y modiﬁcadas en el cuerpo
de la rutina, entre muchos otros.
3.2. Errores de Resolucio´n de Problemas: Pex
Como mencionamos anteriormente, los errores en resolucio´n de problemas son
sustancialmente ma´s dif´ıciles, en relacio´n a la provisio´n de asistencia automa´ti-
ca al estudiante. En este aspecto, nuestro candidato inicial, como tecnolog´ıa de
ana´lisis automa´tico a utilizar, es la ejecucio´n concreta/simbo´lica [10]. Espec´ıﬁca-
mente, proponemos utilizar Pex [9], una herramienta de generacio´n automa´tica
de tests, en un sentido similar al propuesto en [11]. Pex genera tests automa´tica-
mente intentando cubrir ramas en el co´digo. La idea esencial consiste en utilizar
una implementacio´n secreta, considerada correcta, y provista por el docente.
Luego, se utilizarUa Pex para intentar cubrir ramas en el siguiente programa:
program (x) {
if (implementacionEstudiante(x) != implementacionSecreta(x))
throw new Exception();
}
Pex intentara´ activamente, mediante constraint solving, cubrir ramas de este
programa, en particular la rama en la cual se lanza una excepcio´n. Notemos que
si tal rama es cubierta, lo que Pex proveera´ es valores para los para´metros del
programa para los cuales los resultados obtenidos por la solucio´n del estudiante
y la implementacio´n secreta del docente, diﬁeren.
Una alternativa al uso de Pex ser´ıa simplemente contar con una cantidad
de tests provistos por el docente, que capturen, para una cantidad limitada de
escenarios particulares, el comportamiento esperado del programa a desarrollar.
La ventaja de utilizar una herramienta como Pex es que el ana´lisis es sustancial-
mente ma´s exhaustivo que el que, en principio, se puede realizar so´lo mediante
el uso de una cantidad acotada, ad hoc, de tests.
En el marco de este trabajo, el uso de Pex como herramienta de asistencia no
es directo. La herramienta funciona para proyectos en cualquier lenguaje de pro-
gramacio´n sobre .NET, por ejemplo, C#. No soporta Pascal, lamentablemente.
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Esto nos obliga entonces al uso de traductores de co´digo Pascal a C# (u otro len-
guaje .NET). Esta traduccio´n no es simple, y diﬁculta la aplicacio´n del ana´lisis
en muchos casos. Por ejemplo, la traduccio´n de un programa Pascal a C# hace
que el programa C# resultante, al ser compilado, detecte muchos problemas (no
de tipo sema´ntico) que el compilador Pascal pasa por alto. Concretamente, el
compilador Pascal compila normalmente si un algoritmo tiene una funcio´n que
no retorna en todas las ramas, mientras que el compilador de C# s´ı. Por otra
parte, el funcionamiento de los dos lenguajes involucrados en la traduccio´n tienen
sema´nticas, en particular en lo referido a pasaje de para´metros, muy diferentes.
En particular, mo´dulos con para´metros pasados por referencia en Pascal no son
fa´ciles de traducir a C#, donde el u´nico tipo de pasaje de para´metros es por
valor.
3.3. Evaluacio´n de las Te´cnicas de Ana´lisis
Nuestra evaluacio´n de las te´cnicas de ana´lisis elegidas se realizo´ sobre un
amplio nu´mero de casos de estudio, tomados de resoluciones reales de exa´menes
parciales. En esta seccio´n, y por razones de espacio, so´lo mostramos los resultados
obtenidos por parte de las herramientas antes descriptas, para los dos ejemplos
mencionados anteriormente en el art´ıculo. Ma´s datos pueden encontrarse en el
reporte te´cnico extendido correspondiente a este art´ıculo.
Ejercicio 1. Dado el tipo de error en la resolucio´n ejemplo de este ejercicio, la
herramienta a utilizar aqu´ı es Pex. Al proveer a Pex de una versio´n correcta
del programa (secreta para el estudiante) y contrastarla como hemos indicado
anteriormente, con la resolucio´n del estudiante, obtenemos el siguiente contra-
ejemplo:
a = {{0,1},{0,0}}; num = 1
En este caso el programa del estudiante retorna true (debido a que el valor
de la variable i no es reseteado luego de la ejecucio´n del while), mientras que el
programa secreto (correcto) retorna false. Este es so´lo un ejemplo de un error
detectado por la diferencia sema´ntica realizada por Pex. Otros inputs reporta-
dos por la herramienta detectan problemas de terminacio´n en el programa del
estudiante.
Ejercicio 2. Dado el tipo de error en la resolucio´n ejemplo de este ejercicio, la
herramienta a utilizar aqu´ı es Pascal Analyzer. Pascal Analyzer produce, entre
el enorme reporte de problemas para este ejercicio, lo siguiente:
Local variables that are referenced before they are set:
f : Integer Var, Local
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Efectivamente, el analizador esta´tico extendido detecta en este caso que exis-
ten caminos de ejecucio´n del programa en los cuales se referencia (hace uso) de
f, antes de ser seteada (en un momento en el cual contiene basura).
Es interesante mencionar adema´s que otros errores de tipo de manejo de
para´metros y entrada/salida, como en este ejemplo el de no tener un valor de
retorno en cada rama, es detectado al intentar utilizar Pex, durante la traduccio´n
y compilacio´n en C#.
4. Conclusiones y Trabajos Futuros
En este art´ıculo hemos analizado cuantitativamente los errores que ma´s afec-
tan a estudiantes de las carreras de Computacio´n de la Universidad Nacional de
R´ıo Cuarto, en la asignatura introductoria a la programacio´n. La ﬁnalidad de
este estudio es, como explicamos en el art´ıculo, evaluar si algunas te´cnicas de
ana´lisis automa´tico modernas podr´ıan aplicarse para dar asistencia automa´tica
a los estudiantes, y as´ı contribuir a lidiar con algunos problemas comunes de
aprendizaje en los estudiantes. Identiﬁcamos los errores ma´s comunes, y analiza-
mos para dos de ellos la utilizacio´n de ana´lisis esta´tico extendido, y de ejecucio´n
concreta/simbo´lica, como tecnolog´ıas de ana´lisi que podr´ıan aprovecharse pa-
ra la asistencia. Elegimos herramientas concretas de ana´lisis y las aplicamos a
un nu´mero de ejemplos concretos, tomados de resoluciones reales de exa´menes
parciales. A pesar de las diﬁcultades que tienen que ver con el lenguaje de progra-
macio´n usado en la asignatura (Pascal) y la casi total ausencia de herramientas
de ana´lisis para este lenguaje, descubrimos que muchos de los errores cometi-
dos por los estudiantes pueden ser identiﬁcados a trave´s del uso de las te´cnicas
mencionadas, satisfactoriamente. Sin embargo, la forma en que estos errores son
reportados es en general bastante cr´ıptica y te´cnica, y por lo tanto se deber´ıa
post-procesar la salida de estas herramientas para dar feedback a los estudiantes
de manera ma´s comprensible y dirigida.
En cuanto a trabajos futuros, como hemos mencionado en diversas ocasiones
en el art´ıculo, nuestra ﬁnalidad es desarrollar una herramienta de asistencia a
los estudiantes. En base al estudio realizado y a la evaluacio´n preliminar de las
te´cnicas de ana´lisis presentada, comenzaremos a implementar un primer proto-
tipo de asistente. Planeamos poder evaluar la adopcio´n del asistente, como as´ı
tambie´n en valor del feedback provisto por los estudiantes, en un estudio futuro.
Tambie´n extenderemos el ana´lisis presentado en este art´ıculo a otras categor´ıas
de errores, que seguramente demandara´n incorporar otras tecnolog´ıas de ana´lisis,
adema´s de las ya analizadas.
Finalmente, es parte de nuestra intencio´n desarrollar a futuro esquemas de
gamiﬁcation [8] que faciliten la adopcio´n de la plataforma de asistencia automa´ti-
ca a la programacio´n, siguiendo el relativo e´xito que ha tenido esta pol´ıtica en
contextos similares al nuestro [1].
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