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Abstract 
 A common assumption in quantum field theory is that the energy-momentum 4-
vector of any quantum state must be time-like.  It will be proven that this is not the case 
for a Dirac-Maxwell field.  In this case quantum states can be shown to exist whose 
energy-momentum is space-like.  
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1. Introduction 
 A common assumption in quantum field theory is that the energy-momentum 4-
vector of quantum states must be time-like.  (See, for example, page 58 of Haag[1], 
Section 8.1 of Nishijima[2], and Section 10.7 of Weinberg[3]).  While this is certainly the 
case for non-interacting (free) fields we will show that this is not necessarily the case for 
interacting fields.  In this discussion we will examine a Dirac-Maxwell field.  For this 
case it will be shown that there exist quantum states with space-like energy momentum.   
 Let H be the Hamiltonian operator and ˆ Pˆ
G
 the momentum operator.  The energy 
expectation value of a normalized state vector Ω  is HˆΩ Ω  and the momentum 
expectation value is PˆΩ ΩG .  The energy-momentum of the state Ω  is then, 
 ( ) 22 ˆˆG H PΩ ≡ Ω Ω − Ω ΩG       (1) 
If  the energy-momentum is said to be time-like.  If GG 0≥ 0<  the energy-momentum 
is space-like.  As stated above, G is generally assumed to greater than or equal to zero 
(i.e. time-like) for all possible states.  It is this assumption that will be challenged in this 
paper. 
 Define the operator, 
          (2) 1
ˆˆ ˆF H P e= − ⋅G G
where  is a unit vector in the -direction.  Let 1e
G
1x Ω  be a normalized state vector.  If 
the energy-momentum of all states is time-like then the following condition must hold, 
 Fˆ 0Ω Ω ≥ ∀ Ω         (3) 
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To show that the above relationship is necessary for the energy-momentum to be time-
like consider what would happen if there existed a state ′Ω  for which the above 
relationship did not hold, i.e. Fˆ′ ′Ω Ω  was negative.  In this case we obtain, 
 1
ˆHˆ P e′ ′ ′Ω Ω < Ω ⋅ ΩG G ′        (4) 
Since we assume that the energy of any state is positive with respect to the vacuum state, 
so that Hˆ′ ′Ω Ω ≥ 0 , we can use the above to obtain, 
 (2 21ˆˆ0 H P e G′ ′ ′ ′ ′> Ω Ω − Ω ⋅ Ω ≥ ΩG G )      (5) 
where we have used the fact that 
2 2
1
ˆ ˆP P e′ ′ ′ ′Ω Ω ≥ Ω ⋅ ΩG G G  to obtain the second 
inequality.  Obviously, then, ( )G ′Ω  is negative if Fˆ′ ′Ω Ω  is negative.  Therefore if 
the energy-momentum is time-like then the condition given in (3) must be valid.  It will 
be shown in the following discussion that quantum states must exist where the condition 
given in (3) does not hold which means that there are states for which the energy-
momentum is space-like.  
2.  Energy-Momentum of Dirac-Maxwell system 
 Let the operator for the energy-momentum tensor be represented  by .  
The Hamiltonian operator is then given by, 
( )ˆ xµνθ G
         (6) ( )00ˆHˆ x= θ∫ G Gdx
where θ  is the operator for the energy density.  The momentum operator is given 
by, 
( )00ˆ xG
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      (7) ( ) ( ) ( )( 10 20 301 2 3ˆ ˆ ˆ ˆP e x e x e x d= θ + θ + θ∫G G G GG G G ) xG
where θ  is the operator for the momentum density in the i-th direction. ( )i0ˆ xG
 It is shown in Appendix 1 that the Hamiltonian operator of the combined 
Dirac-Maxwell system in the coulomb gauge is given by 
Hˆ
0,D I CT 0,EM R
ˆ ˆ ˆ ˆ ˆH H H H H= + + + + ε       (8) 
where, 
 { }† †0,Dˆ ˆ ˆ ˆ ˆH i m= − ψ α ⋅∇ψ + ψ βψ∫ GG dxG       (9) 
         (10) I
ˆˆHˆ J A= − ⋅∫ GG Gdx
 ( ) ( )CT ˆ ˆx x1Hˆ dx dx2 4 x x
′ρ ρ′= ′π −∫ ∫
G GG G G G        (11) 
 ( 2 20,EM 1 ˆ ˆHˆ E B2 ⊥= +∫ G G )dxG        (12) 
and where 
 ;    ;    ˆBˆ A= ∇× GG G †ˆ ˆ ˆJ = ψ αψG G †ˆ ˆ ˆρ = ψ ψ      (13) 
In the above  is the Dirac field operator, ψˆ αG  and β  are the usual 4x4 matrices,  is the 
current operator, ρ  is the charge operator, A
Jˆ
G
ˆ
Gˆ
 is the operator for the vector potential, Eˆ⊥
G
 
is the transverse electric field operator, Bˆ
G
 is the magnetic field operator, and ε  is a 
renormalization constant so that the energy of the vacuum state is zero.   Natural units are 
used so that .   Also the Schrödinger picture is assumed so that field operators 
are dependent on space.  The time dependence is carried by the state vector.   
R
c 1= ==
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 The momentum operator of the Dirac-Maxwell field is shown in Appendix 1 to 
be, 
0,D 0,EM
ˆ ˆ ˆP P P= +G G G         (14) 
where, 
         (15) †0,DPˆ i= − ψ ∇ψ∫G G Gdx
dx         (16) ( )0,EMˆ ˆ ˆP E B⊥= ×∫G G G G
For the coulomb gauge the commutator relationships are given by Ryder [4] as 
 ( ) ( ) ( )
(i j ik x xji ij
3 2
dk k kˆAˆ x ,E x i e
2 k
)′⋅ −
⊥
   ′ = δ −    π   
∫
G G GGGG G
G     (17) 
and 
      (18) ( ) ( ) ( ) ( )ji iˆ ˆˆ ˆE x , E x A x , A x 0⊥ ⊥  ′ ′=  G G G Gj  =
In addition, the Maxwell field operators ( )Eˆ x⊥G G  and ( )Aˆ xG G  commute with the Dirac field 
operators  and ψ . †ψˆ ˆ
 Now given a normalized state vector Ω  we can always define another state 
vector  by acting on Ω  with a function of the field operators [3].  Therefore we can 
define the state vector ′Ω  by the expression 
 1 2
ˆ ˆiC iCe e′Ω = Ω         (19) 
where operators C  and  are defined by 1ˆ 2Cˆ
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         (20)
and 
1
ˆCˆ E A⊥= − ⋅∫ GG Gcldx
l x         (21) 2 c
ˆCˆ A E d= ⋅∫ G G G
and where  and E  are real-valued vector functions whose divergence is 
zero, i.e., 
( )clA xG G ( )cl xG G
        (22) ( ) ( )cl clA x E x 0∇⋅ = ∇⋅ =GG G GG G
Note that  and  are real operators so that AEˆ⊥
G
Aˆ
G †ˆ Aˆ=G G  and †ˆ ˆE E⊥ ⊥=
G G
.  This yields 
 and C  so that, †1Cˆ C= 1ˆ †ˆ C2 = 2ˆ
1  and 
† †
1 1 2 2
ˆ ˆ ˆ ˆiC iC iC iCe e e e− −= = ′ ′Ω Ω = Ω Ω     (23) 
 From the above expressions it shown in Appendix 2 that  
  and ( ) ( )1 clˆ ˆA x ,C iA x  = −  
G GG G ( ) ( )2 clˆE x ,C iE x⊥  = − 
G GG G    (24) 
Next we will use the Baker-Campell-Hausdorff relationships [5] which state that, 
 1 1
ˆ ˆO O
2 2 1 2 1 1 2
1ˆ ˆ ˆ ˆ ˆ ˆ ˆe O e O O ,O O , O ,O
2
+ −    = + + +    …
cl
G
   (25) 
where O  and  are operators.  Use these relationships and the fact that the fact that 
 is a c-number so that it commutes with C  to obtain, 
1
ˆ
1
ˆ,C
2Oˆ
( )Aˆ x 
G G
1
ˆ
    (26) ( ) ( ) ( ) ( ) ( )1 1ˆ ˆiC iC 1ˆ ˆ ˆ ˆˆe A x e A x i A x ,C A x A x−  = + = +  
G G G G GG G G G
Similarly 
 ( )†2 2ˆ ˆiC iC clˆ ˆe E e E E x− ⊥ ⊥= +G G G G        (27) 
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Also 
    (28) 
( ) ( ) ( ) ( )
( ) ( )( ) ( ) ( )( )
† † †
1 1 1 1 1
ˆ ˆ ˆ ˆ ˆiC iC iC iC iC iC
cl cl
ˆ ˆ ˆ ˆe A x A x e e A x e e A x e
ˆ ˆ                             A x A x A x A x
− − −′ ′=
′ ′= + +
G G G GG G G G
G G G GG G G G
1
ˆ
Similarly 
 ( ) ( ) ( ) ( )( ) ( ) ( )( )†2 2ˆ ˆiC iC cl clˆ ˆ ˆ ˆe E x E x e E x E x E x E x− ⊥ ⊥ ⊥ ⊥′ ′= + +G G G G G GG G G G G G ′
0,D
ˆ
D
ˆ
  (29) 
Let O .   Since these quantities are functions of Dirac field 
operators they commute with C  and .  Therefore we have, 
D 0,D
ˆˆ ˆ ˆJ,H ,  , or P= ρG
1
ˆ
2Cˆ
  and e O      (30) 
†
1 1
ˆ ˆiC iC
D D
ˆ ˆe O e O− = †2 2ˆ ˆiC iCDˆ e O− =
3. Space-like energy-momentum 
 In the previous section we developed a number of expressions that will be useful 
in evaluating the  momentum and energy of the state ′Ω  as defined in (19).  First 
determine the momentum ( )ˆˆ ˆP A,E⊥′Ω ′ΩGG G  where we write  ( )ˆˆ ˆP A,E⊥GG G  to explicitly 
show the dependence of the operator Pˆ
G
 on the operators Aˆ
G
 and Eˆ⊥
G
. 
 From (19), (14) through (16), and (26) through (30) we obtain 
( ) ( )
( )
† †
2 1 1 2
ˆ ˆ ˆ ˆiC iC iC iC
cl cl
ˆ ˆˆ ˆ ˆ ˆP A, E e e P A, E e e
ˆˆ ˆ                            P A A , E E
− −⊥ ⊥
⊥
′ ′Ω Ω = Ω
= Ω + + Ω
G GG G G G
G GG G G
Ω
   (31) 
Use (31) along with (14) through (16) to obtain, 
 ( ) ( )0,D cl clˆ ˆ ˆ ˆP P + E E B B dx⊥′ ′Ω Ω = Ω Ω Ω + × + Ω ∫G G G G G G  G   (32) 
where 
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          (33) cl clB = ∇×
GG G
A
This yields 
( ) ( ){ } ( )e cl cl e cl clˆ ˆP = P E B E B dx E B d′ ′Ω Ω Ω Ω + × + × + ×∫ ∫G G G G G G G G xG G  (34) 
where we have defined the expectation values, 
 e
ˆE E⊥= Ω Ω
G G
 and e
ˆB B= Ω ΩG G       (35) 
Next calculate the energy of the state ′Ω .  Based on the previous discussion this is 
given by 
( ) ( )cl clˆ ˆˆ ˆˆ ˆH A,E H A A ,E E⊥′ ′Ω Ω = Ω + +G G GG G ⊥ ΩG     (36) 
Therefore, we obtain 
{ }
( )
e cl e cl
2 2
e cl cl cl
ˆ ˆH H E E B B dx
1                                       J A dx E B dx
2
′ ′Ω Ω = Ω Ω + ⋅ + ⋅
− ⋅ + +
∫
∫ ∫
G G G G G
GG G GG G     (37) 
where the current expectation value eJ
G
 is defined by 
e
ˆJ J= Ω ΩG G          (38) 
Eq. (37) can be written as, 
 cl e clˆ ˆH H J A′ ′Ω Ω = Ω Ω +η+ ξ − ⋅∫ dxGG G      (39) 
where, 
 { }e cl e clE E B B dxη = ⋅ + ⋅∫ G G G G G        (40) 
and  
 ( 2 2cl cl cl1 E B d2ξ = +∫ G G G) x        (41) 
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Similarly (34) can be expressed as, 
 cl
ˆ ˆP = P P′ ′Ω Ω Ω Ω +ω+G G G G       (42) 
where, 
 ( ) ( ){ }e cl cl eE B E B dxω = × + ×∫ G G G GG G       (43) 
and 
         (44) (cl cl clP E B= ×∫G G G G)dx
Use (42), (39), and (2) to obtain 
 ( )1 cl e clˆ ˆF F e F J A′ ′Ω Ω = Ω Ω + η−ω⋅ + − ⋅∫ dxGGG G G     (45) 
where, 
 cl cl cl 1F P= eξ − ⋅
G G         (46) 
At this point we want to try to find an clA
G
 and clE
G
 which makes Fˆ′ ′Ω Ω  negative.  
One possible solution is, 
 ;   (cl 2 1A e fg x=G G ) ( )1cl 2
1
g x
E e f
x
∂= ∂
G G       (47) 
where ‘f’ is a positive constant and ( )1g x  is an arbitrary function that is dependent only 
on the  coordinate.  This solution obviously satisfies (22).   1x
 From this we obtain, 
 ( )1cl cl 3
1
g x
B A e f
x
∂= ∇× = ∂
GG G         (48) 
Let ( )iclB  be the i-th component of Bcl
G
.  From the above it is evident that 
( ) ( )3 1cl g x x∂ 1B f= ∂  and that ( ) ( )2 = 3cl clE B .      (49) 
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Use these results to obtain, 
  and ( ) ( )( )231 cl cl cle E B B⋅ × =G GG ( ) ( )( )232 2cl cl cl1 E B B2 + =G G    (50) 
Use this in (46) to obtain .  We can also show that. clF = 0
 ( ) ( )( ) ( )32 3e cl e cl e e clE E B B E B B⋅ + ⋅ = +G G G G       (51) 
and, 
 ( ) ( ){ } ( ) ( )( ) ( )32 31 e cl cl e e e cle E B E B E B B⋅ × + × = +G G G GG     (52) 
From this we obtain ( )  1e 0η−ω⋅ =G G
 Use these results in (45) to obtain, 
 ( )e 2 1ˆ ˆF F f J e g x′ ′Ω Ω = Ω Ω − ⋅∫ dxG G G      (53)  
Now assume that we have chosen the state Ω  so that 
( )e 2 1J e g x dx 0⋅∫ G G G ≠         (54) 
Now how do we know that a state Ω  exists where this is true?  Recall that g x  is an 
arbitrary function.  If our theory is a correct model of the real world then states must exist 
where this condition holds for some 
( )1
( )1g x  because the above relationship obviously can 
be true in classical physics which is often a very close approximation to the real world. 
 The constant f does not appear in the expression FˆΩ Ω .  Therefore, given (54), 
we can always find an f where 
 Fˆ′ ′Ω Ω < 0          (55) 
which means that the energy-momentum of the state ′Ω  is space-like. 
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4.  The boundary conditions 
 Now there is a possible problem with the electric potential of (47) involving the 
boundary conditions at infinity.  We can always specify the function  so that ( )1g x clAG  
and  go to zero as .  However clE
G
1x →±∞ clA
G
 and clE
G
 are dependent only on the 
coordinate  so they will not go to zero as .  In order to deal with this 
objection we will rework the problem for the case where 
1x 2 3 →±x  or x ∞
clA
G
 and clE
G
 go to zero at 
infinity in all directions. 
 To do this specify  as follows, clA
G
 ( ) ( ) ( )1cl 2 3 2 1
1
h x
A fr x , x ax ,g x ,0
x
 ∂=  ∂ 
G
      (56) 
where, 
 ( ) ( 2 22 3 2 3ar x , x exp x x2= − + )       (57) 
and ‘a’ is a positive constant, ‘f’ is a constant, and ( ) ( )2 21 1h x x1g x = ∂ ∂  where 
 as .  Other than this ( )1h x 0→ 1x →±∞ ( )1h x  is an arbitrary function of the 
coordinate. 
1x  
 From the above we obtain, 
 
( ) ( ) ( ) ( )2 1 2 1
cl cl cl cl
cl cl
3 3 1 2
A A A A
B A , ,
x x x x
  ∂ ∂ ∂ ∂ = ∇× = − − ∂ ∂ ∂ ∂   
GG 
0
   (58) 
Next specify E  as follows, cl
G
        (59)  ( ) ( )( )1 3cl cl clE E ,B ,=G
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where  is obtained by referring to (58) and ( )3clB ( )1clE  is given by, 
 ( )
( ) ( )2 21 2cl
cl 2
2 2
x rA
E fah
x x
∂∂= − +∂ ∂       (60) 
Note that  and  satisfy (22) and go to zero at infinity.  Use the above in (46) to 
show that , 
clA
G
clE
G
 
( ) ( ) ( )( )2 22 1 21cl clcl cl
3 3
A A1F
2 x x
    ∂ ∂   = + + ∂ ∂        
∫ E dx G    (61) 
Also using the above in (40) and (43) to obtain, 
 ( ) ( ) ( )
( ) ( ) ( )( ) ( )2 111 1 2 3cl cl1 e e e ecl
3 3
A A
e E E B B E
x x
    ∂ ∂    η−ω⋅ = − + + ∂ ∂        
∫G G dxG  (62) 
In order to evaluate these relationships use the following, 
 
( ) ( )2 2cl
3 cl
3
A
ax A
x
∂ = −∂        (63) 
 
( ) ( )1 1cl
3 cl
3
A
ax A
x
∂ = −∂        (64) 
 ( ) (( )1 2 32 2clE afr x g h a x 3ax= + − )2
0
     (65) 
Now we will evaluate (61) in the limit .  In this case it can be shown that, a →
 
2
cl a 0
fF
4→
 π=    
R        (66) 
where, 
 
22
12
1
hR
x
+∞
−∞
 ∂=   ∂ ∫ dx        (67) 
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Since h is arbitrary we assume we specify an h where R is finite.   
 Now let us examine the situation so far.  Consider the volume of space  
specified by 
( )LV a
2x ≤ L  and 3x ≤ L  where ( )( )1/ 4a=L 1 .   We can see that in this region 
the Gaussian function  if ‘a’ is small.  Therefore, as , the expressions 
for A ,  , and  in the region 
( )2 3r x , x 1 a → 0
cl
G
clB
G
clE
G ( )aLV  are essentially the same as in Section 3.  
However there is important difference between these results and those of  the previous 
section which is that in this case  is not zero.  This can be thought of as an effect of 
imposing the boundary condition that the various quantities must go to zero at infinity.  
This complicates the discussion somewhat.  In order to proceed we will use the fact that 
as ‘a’ becomes smaller the volume 
clF
( )aLV  increases while F  remains constant.  
Therefore we want to consider an example where the increasing volume effect 
overwhelms the constant boundary effect.  
cl
 In order to do this we will make reasonable assumptions concerning the 
expectation values e ˆ
µν µνθ = Ω θ Ω , eJ
G
, Be
G
, and eE
G
 of the quantum state Ω .  The 
main assumption is a reasonable correspondence between quantum mechanics and 
classical physics in situations where classical physics applies.  That is, although we 
believe that quantum mechanics provides the correct mathematical description of the 
physical world there are many situations where the classical physics can describe a 
system to a  high degree of accuracy.  Due to the fact that the actual correct mathematical 
description is based on quantum mechanics there must be a correspondence between the 
quantum mechanical state vector and the observables of the classical system.  This is 
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done at the level of expectation values. For example if the magnetic field in the classical 
system has the value B x  and if ( )G G Ω  is the quantum state that gives the quantum 
mechanical description of this system then ( ) ( ) ( )e ˆB x B x B x= Ω ΩG G GG G  G .  Similar 
relationships hold for the other observables.   
Ω
1V
1V
 Now if we examine (45) we can see that all we care about at this point are the 
expectation values associated with the state vector .  The actual form of the state 
vector is not needed.  Therefore statements that we can make about the observables of a 
classical system can be expected to apply to the expectation values of the quantum 
system. 
 Now consider a classical system that is confined to a finite volume .  That is all 
the parts of the system including the electromagnetic field, current and charge density, 
and the energy density and momentum density are non-zero within the volume  and 
are zero or approach zero very rapidly outside .  Now consider another volume 
that is separated from  by a very large distance.  Let another classical system be 
confined  volume .  In fact we can assume that the system within  is identical to 
that within .  In this case the total energy and momentum of the total system is just 
twice the energy and momentum of each separate system.  We can of course add 
additional systems in separate and isolated volumes of space.  The total energy-
momentum is the sum of the energy-momentum of the separate systems.  Let us 
designate these volumes by  where n 1
1V
1V
2V  
2V 2V
1V
nV  to N= .  Further more we assume that all the 
 are within the volume V .   nV (L )a
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 To sum up we consider a classical system consisting of N identical systems each 
confined to a volume .  Each of the subsystems has a energy-momentum, current, 
charge, and electromagnetic field that is confined to  .  Now consider the quantum 
state 
nV
nV
Ω  that corresponds to this classical system.   Let ( )e xO G  refer to any one of the 
expectation values e
µνθ , , ρ , BeJ
G
e e
G
, and eE
G
of the quantum state Ω .  The  must 
be very close in value to the observables of the classical system.  Therefore we assume 
that the  take on non-zero values only in the sufficiently separate volumes 
where .  In this case (45) becomes, 
( )eO xG
( )eO xG
n 1 to =
nV  
N
 
N
cl n
n 1
Fˆ F
=
′ ′Ω Ω = + ∑ S       (68) 
where, 
 ( ) ( ) ( )( )
n
n e n n n 1 e cl
V
S F V V V e J A dx
  ≡ + η −ω ⋅ − ⋅   
∫ GGG G G   (69) 
and  
      (70) ( ) ( ) ( )(
n
00 10
e n e e
V
F V x x dx= θ −θ∫ G G ) G
 ( ) { }
n
n e cl e cl
V
V E E B Bη = ⋅ + ⋅∫ G G G G dxG      (71) 
 ( ) ( ) ( ){ }
n
n e cl cl e
V
V E B E Bω = × + ×∫ G G G GG dxG     (72) 
The subscript V  under the integral sign means that the integration is over the volume 
.  Now we assume that all the  are within the region 
n
nV nV ( )L aV .   This is always 
possible because as   becomes arbitrarily large.  This allows us to easily a 0→ (LV )a
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evaluate η − .  By examining (62) through (65) it is evident that the 
integrand in (62) is proportional ‘a’ in the limit that .  Since the volume  is 
finite 
( ) ( )n nV Vω ⋅G
( ) ( )n n 1V V e
1e
G
0a → nV
η −ω ⋅G G
( )nV
( )
n
n e n
V
S F V= − ∫ G
 is proportional ‘a’ and therefore will approach zero as .    
Therefore the term η −  can be eliminated from the expression for S  to 
obtain, 
a →
n
0
1e
G

( )nVω ⋅G
e clJ A dx
 ⋅
  
G G
( )
n
n e n
V
S F V f= − ∫ Ge clJ A dx
 ′⋅
  
G G
cl clA A f′ =
G G
clA′
G
)n ldxG
n < 0
clFˆ F′ ′Ω Ω = nN S−
2
nR
  −   
0
a 0
fFˆ
4→
π′ ′Ω Ω =
a → n
       (73) 
We can rewrite this as, 
      (74) 
where .  Referring to (56) we can see that  is independent of f.   Also 
 is independent of f.  Therefore if (eF V
n
e c
V
J A′⋅∫ GG  is non-zero we can always make f 
large enough so that S .  Refer to (68) and use the fact that the S  are all identical 
and negative to obtain, 
n
       (75) 
Use (66) in the above to obtain, 
      (76) N S
At this point it is not clear if the above quantity can be made negative.  To show that it 
can be we will examine the dependence of the terms on the right hand side of the 
equation on ‘a’ as .  The first term is obviously independent of ‘a’ as is S .  Now 
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consider N.  N is the number of sub volumes  that can fit in nV ( )LV a .   It is obviously 
proportional to the size of .  From the definition of ( )LV a ( )aLV  this yields N 1 a∼ .  
Therefore as a  N can be made arbitrarily large so that 0→ Fˆ′ ′Ω Ω  will be negative.  
µν
(0,Dˆ Hˆ= −
0,D ˆ= −
A 0=
ˆ ˆE E⊥= −
G G
1ˆ dx
2
⋅ +∫ ∫G
(Eˆ+∫ ∫ GG
Bˆ = ∇
ˆ dx
G
G G
 In conclusion, we have examined the commonly held assumption that the energy-
momentum 4-vector of any quantum state must be time-like.  We have considered the 
case of the Dirac-Maxwell field and have shown that there must exist quantum states for 
which the energy-momentum must be space-like. 
Appendix 1 
The energy momentum tensor  of the Dirac-Maxwell field is discussed in Greiner [5] 
(see equation 5 on page 151 of this reference).  From this we can derive the total energy 
and momentum as 
θ
 )0 ˆ ˆP J A E B+G GG      (A1-1) 2 2 G
G
A
and 
       (A1-2) )ˆˆ ˆ ˆP P Adx B dxρ ×GG G G
respectively (See chapters 5 and 6 of [6] and Appendix A of Sakurai [6]). The 
electromagnetic field will be quantized in the coulomb gauge.  In this case 
          (A1-3) ˆ∇⋅ GG
where 
( )0Aˆ∇G  and ˆ× G       (A1-4) 
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Eˆ⊥
G
 is the transverse component of the electric field and corresponds to the A t−∂ ∂G  term 
of the classical unquantized electric field. Eˆ⊥
G
satisfies 
          (A1-5) Eˆ⊥∇ ⋅ =
G G
0
ρ
In the coulomb gauge it can be shown that 
          (A1-6) 2 0ˆ ˆA∇ = −
G
From Appendix A of Sakurai [6] it is shown that, 
( ) ( ) ( ) ( )2 2 2 2 ˆ ˆx x1 1 1ˆ ˆ ˆ ˆE B dx E B dx dx dx2 2 2 4⊥ x x ′ρ ρ+ = + + ′π −∫ ∫ ∫ ∫ G GG G G GG G G G G G    (A1-7) 
Use this in (A1-1).  Then replace  by  to convert to the notation used in this 
discussion and add the renormalization constant 
0Pˆ Hˆ
Rε  to obtain (8). 
Next, use (A1-4) to obtain, 
( ) ( )0ˆ ˆ ˆ ˆˆE B dx E A B dx⊥× = −∇ × ∫ ∫G G G G GG  G       (A1-8) 
Next evaluate ( ) ( )0 0 ˆˆˆ ˆA B dx A A dx∇ × = ∇ × ∇× ∫ ∫ GG G G GG G .  From a vector identity, 
( ) ( ) ( ) ( )0 0 0 0ˆ ˆ ˆˆ ˆ ˆ ˆA A A A A A A A∇ ⋅∇ = ⋅∇ ∇ + ∇ ⋅∇ +∇ × ∇×G G GG G G G G G G G Gˆ    (A1-9) 
we obtain 
 ( ) ( ) ( ){ }0 0ˆ ˆ ˆˆ ˆA A dx A A A A dx∇ × ∇× = − ∇ ⋅∇ + ⋅∇ ∇∫ ∫G G GG G G G G GG G0ˆ
0
            (A1-10) 
where we have assumed reasonable boundary conditions so that  
                  (A1-11) ( )0ˆ ˆA A dx∇ ⋅∇ =∫ GG G G
Assume reasonable boundary conditions and integrate by parts to obtain 
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 ( ) ( ) ( ){ }20 0ˆ ˆ ˆˆ ˆA A dx A A A A dx∇ × ∇× = ∇ + ∇⋅ ∇∫ ∫G G GG G G G GG 0ˆ G
ˆ dx
            (A1-12) 
Use (A1-3) and (A1-6) in the above expression to obtain 
( )0 ˆˆ ˆA A dx A∇ × ∇× = − ρ∫ ∫G GG G G G              (A1-13) 
Use the above expressions to obtain 
 ( ) ( ) ˆˆ ˆ ˆ ˆ ˆE B dx E B dx Adx⊥× = × + ρ∫ ∫ ∫ GG G G GG G G
cl
            (A1-14) 
Use this in (A1-2) to obtain (14) in the text. 
Appendix 2 
From the definition of C  1ˆ
( ) ( ) ( ) ( )1ˆ ˆ ˆˆA x ,C A x ,E x A x dx⊥   ′ ′= − ⋅      ∫
G G G ′GG G G G G     (A2-1) 
Use (17) in the above to obtain 
( ) ( ) ( )
( )( ) (cl ik x x
1 cl3 2
k k A xdkˆ ˆA x ,C i dx A x e
2 k
)′⋅ − ′⋅  ′ ′= − −   π   
∫ ∫
G
G G
G G G GGG GG G G
G   (A2-2) 
Use, 
 ( )
( ) ( ) (ik x x 33dk e2
′⋅ − )x x′= δ −π∫
G G GG G G        
to obtain 
 ( ) ( ) ( )
( )( ) (cl ik x x
1 cl 3 2
k k A xdkˆ ˆA x ,C iA x i dx e
2 k
)′⋅ −′⋅  ′= − +   π∫ ∫
G G G
G G G GGG GG G G
G   (A2-3) 
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It can be easily shown that if ( )clA x 0′ =∇ ⋅ GG G  that the second term to the left of the equals 
sign is zero.  Therefore .  Similarly it can be shown that 
. 
( ) (1ˆ,C iA  = −  
G GG )clAˆ x x
)l x
G
( ) (2 cˆ ˆE x ,C iE⊥  = −  
G GG G
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