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Chapitre 1
Contexte : les micro-résonateurs
optiques
Ces dix dernières années, d'importants développements technologiques dans le domaine de la photo-
nique ont eu lieu. Il existe désormais de nombreuses conﬁgurations pour réaliser des guides en optique
intégrée. Il y eut notamment une grande avancée pour la réalisation de structures avec un contraste
d'indice de réfraction important (SiO2/air, InP/Air, Si/SiO2 par exemple). Ces structures ont permis
d'avoir des modes optiques très conﬁnés. Ainsi, grâce à cette propriété, des résonateurs micrométriques
avec des coeﬃcients de qualité très élevés ont pu être réalisés. Cette particularité donne accès à des
phénomènes physiques nouveaux ou non intégrables auparavant. Voici une liste non exhaustive de ces
propriétés :
1. Interconnexions optiques : la photonique sur silicium est devenue un axe important de recherche
notamment pour son intégration avec des cicuits microélectroniques. De grands groupes de recherche
[1, 3, 6, 5, 10] travaillent sur le développement de cette technologie notamment pour réaliser les
modules optiques élémentaires pour assurer l'émission, la transmission, le traitement et la réception
du signal. Une partie de ces modules est désormais maîtrisée : les guides optiques ont maintenant de
faibles pertes de propagation. Il existe diﬀérentes solutions pour coupler des ﬁbres avec ces guides
intégrés [7]. Plusieurs stratégies sont possibles pour moduler la lumière [17]. De plus, l'apport du
Germanium permet aussi de réaliser des détecteurs rapides [11, 12]. Enﬁn, il est aussi possible
d'utiliser des sytèmes optiques avec plusieurs longueurs d'ondes optiques en utilisant notamment
des multiplexeurs ou des démultiplexeurs en longueurs d'ondes [13]. L'intégration de sources tout
silicium utilisant un pompage électrique n'a pas encore été démontrée, mais des solutions hybrides
avec des composants III-V sont maintenant proposées [8, 2]. Les cavités résonantes peuvent être
utilisées dans plusieurs de ces structures principalement des structures en anneau ou en microdisque
soit pour les sources [9], pour les modulateurs [18] le multiplexage ou le démultiplexage [14].
2. Electrodynamique quantique en cavité : lorsque l'on couple un émetteur à deux niveaux dans
une cavité optique, ses propriétés d'émission sont fortement modiﬁées [19]. En eﬀet, la cavité mo-
diﬁe la densité électromagnétique de modes (guidés, rayonnés et évanescents) vus par l'émetteur ce
qui aﬀecte directement son émission spontanée (durée de vie et rayonnement spatial). Pour cela, il
est nécessaire d'avoir une cavité optique avec un fort coeﬃcient de qualité conduisant à un grand
temps de vie du photon dans le mode de la cavité. Ceci permet d'avoir de multiples interactions
entre le photon et l'émetteur. L'amplitude maximum du mode optique associé à son conﬁnement :
des cavités avec un faible volume de mode permettent d'accentuer ces interactions qui dépendent
aussi de l'amplitude du dipole électrique (moment dipolaire). Suivant l'importance du couplage
entre l'émetteur - mode de la cavité et de son contrôle en fréquence, diﬀérents états peuvent appa-
raître. Avec un couplage faible, si la fréquence de l'émetteur ne coïncide pas avec celle du mode de
la cavité, l'émetteur verra une densité de modes plus faible que celle observée dans l'espace libre ce
qui induit une limitation de son émission spontanée. Dans le cas contraire, la synchronisation de la
fréquence de l'émetteur avec la fréquence de résonance de la cavité va augmenter son émission spon-
tanée sur le mode de la cavité [24]. C'est l'eﬀet Purcell. Maintenant si le couplage est fort, l'émission
spontanée devient un processus réversible appelée oscillation de Rabi qui correspond à un échange
cohérent du photon de la cavité absorbé puis émis de nouveau par l'émetteur [20, 21, 22]. Tous ces
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phénomènes sont à l'origine de concepts fondamentaux nouveaux comme le contrôle de l'émission
d'un émetteur unique associé à une cavité résonante quasi monomode. Il est possible d'envisager
des microlasers à très bas seuil ou des sources à photon unique qui pourraient avoir des applications
dans les structures photoniques intégrées [23].
3. Sources lasers à eﬀet Raman : les micro-lasers à eﬀet Raman ont une place particulière dans
la famille des lasers. L'utilisation de l'eﬀet Raman, permet de fabriquer un laser sans l'adjonction
de matériau "ampliﬁcateur" mais en utilisant les propriétés structurelles du milieu dans lequel se
propage la lumière (la silice ou le silicium par exemple). L'eﬀet Raman est un phénomène non
linéaire du troisième ordre dans lequel un photon est absorbé puis réémis par l'intermédiaire d'un
état électronique intermédiaire. Cet état provient de l'intéraction accoustique de l'atome avec ses
voisins. Pour quitter cet état, l'électron cède ou prend de l'énergie aux modes de vibration du réseau
cristallin ou de la matrice amorphe du matériau sous la forme d'un phonon. Dans le cas où l'électron
cède de l'énergie, on assiste à une diﬀusion. Il en résulte une raie d'émission décalée dans le rouge
(faible énergie) que l'on appelle raie de Stokes. Lorsque l'électron absorbe l'énergie d'un phonon, il
engendre un photon de haute énergie caractérisé par une raie décalée dans le bleu appelée raie anti-
Stokes. L'eﬀet Raman est un phénomène de faible ampleur dans la silice. Dans les ﬁbres optiques,
plusieurs dizaines de mètres de propagation sont ainsi nécessaires pour l'étudier. Pour fabriquer un
laser Raman, il faut donc une cavité avec un facteur de qualité tel que la lumière parcourt plusieurs
mètres à l'intérieur avant de sortir. De plus, il faut que la cavité supporte des puissances de pompe
très élevées, pour des champs très conﬁnés. On peut alors observer le phénomène de diﬀusion Raman
stimulée. Ce phénomène de Raman stimulé permet de convertir un signal de pompe en un signal
cohérent à la fréquence de Stokes par exemple comme dans un laser. L'élaboration de lasers Raman
est très intéressante puisqu'elle permet d'utiliser le même matériau sans ajout supplémentaire pour
obtenir un eﬀet laser.
4. Couplage opto-mécanique : Une caractéristique de l'interaction lumière ou ﬂux de photons avec
une interface est l'apparition d'une pression de radiation qui est proportionnelle au ﬂux de photons
arrivant sur cette interface. Un faisceau laser de 1 W permet d'obtenir un ﬂux de photons moyen de
1018 photons par seconde ce qui donne une force de recul moyenne de l'ordre de quelques nanonew-
tons. L'utilisation de résonateurs optiques avec un fort coeﬃcient de qualité permet d'augmenter
dans le même ordre de grandeur l'intensité contenue dans le résonateur et dans le même temps la
pression de radiation exercée sur les interfaces induisant la réﬂexion des photons. Si maintenant, on
injecte un signal optique à la résonance, la condition de phase de la résonance peut être modiﬁée
d'une manière mécanique. En eﬀet, la pression de radiation peut modiﬁer la distance parcourue par
les photons [15, 27]. La sensibilité est maximale à la résonance. En mesurant cette variation qui
peut être convertie en intensité, on est alors capable de mesurer des déplacements très inférieurs à la
longueur d'onde limitée par le bruit quantique de la lumière (bruit de photon). Ainsi en utilisant des
résonateurs optiques de faibles tailles et pouvant vibrer mécaniquement comme les microtores ou les
microdisques sur piedestal, il a été montré qu'il etait possible de transférer l'énergie optique sous la
forme d'énergie mécanique (couplage entre l'oscillateur optique et l'oscillateur mécanique avec des
fréquences de résonance de l'ordre d'une dizaine de MHz). Il est alors possible de caractériser un
mode mécanique à Ωm ainsi que le bruit thermique associé à ces vibrations à température ambiante.
Il est ensuite possible de favoriser un type de phonons lié à une résonance mécanique. En eﬀet, un
signal de pompe optique à ω0 peut générer dans cette zone de couplage deux fréquences distinctes,
un pic de Stokes ω0 − Ωm et un pic anti-Stokes ω0 + Ωm. Pour cela, la fréquence de la pompe doit
être désaccordée et inférieure à celle de la résonance optique. Maintenant si la fréquence ω0 + Ωm
est située au maximum de la résonance optique, on favorise alors la résonance anti-Stokes par eﬀet
stimulé. Il est alors possible de "refroidir" le résonateur mécanique en réduisant le nombre de pho-
nons participant à l'agitation thermique et d'atteindre des états quantiques de ce même oscillateur
[26]. Ces eﬀets peuvent aussi avoir des applications dans des domaines moins fondamentaux comme
le déplacement mécanique [16] ou la mesure de force [25].
5. Détection de nanoparticules : récemment des travaux ont montré qu'il était possible de détecter
des nanoparticules de KCl d'un rayon de 50 nm à 200 nm avec des micro-résonateurs possédant un
fort coeﬃcient de qualité comme les microtores [28]. Pour cela, les auteurs ont utilisé une ﬁbre étirée
placée à proximité d'un microtore. Ils ont ainsi créé un ﬁltre réjecteur de fréquence en excitant la
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structure avec une onde propagative. La fonction de ﬁltrage obtenue est caractérisée par un pic
d'une largeur à mi-hauteur κ. Ceci est vrai si la structure est parfaitement circulaire. Lorsqu'une
nanoparticule ou un nano défaut apparaît sur la surface du microtore où se propage le mode, ceci
induit une diﬀusion de lumière dans l'espace libre et une excitation du mode contra-propagatif. Une
levée de dégénéscence apparait alors entre deux modes stationnaires orthogonaux spatialement.
Le spectre est alors caractérisé cette fois-ci par un doublet de pics. La largeur du pic augmente.
De plus, le défaut induit des pertes supplémentaires et devient κ + γ. La distance entre les deux
pics du doublet est appelée g. On peut montrer alors qu'en mesurant les deux paramètres g et
γ, on peut détecter ce nano défaut ou cette nanoparticule quelque soit la puissance du mode de
galerie choisie et quelque soit la position de la particule autour de ce mode. Pour cela, il suﬃt de
connaître seulement l'indice de réfraction de la particule. Ce phénomène qui était auparavant une
contrainte pour d'autres applications devient ici un véritable atout pour la mesure de nanoobjet.
Des microrésonateurs à fort coeﬃcient de qualité sont nécessaires pour pouvoir observer le doublet,
en eﬀet il faut avoir la condition suivante : κ+ γ < g. Une meilleure connaissance des modes de ce
résonateur doit permettre une optimisation de ce procédé de mesure.
Pour obtenir une de ces propriétés, il existe plusieurs types de résonateurs suivant le type de matériau
utilisé par exemple. Sur la ﬁgure 1.1, sept familles de micro-cavités les plus connues sont présentées :
Figure 1.1  Diﬀérents micro-résonateurs.
1. La première famille de cavités est utilisée dans les VCSELs (pour Vertical Cavity Surface Emitting
Laser) ou micro-pilier. Ces cavités font partie de la famille des cavités Fabry-Pérot et des cavités
à miroir de Bragg. Pour ces cavités, le conﬁnement latéral est réfractif, c'est à dire que la lumière
se réﬂéchit aux interfaces semi-conducteur/air par réﬂexion totale. Le conﬁnement vertical est as-
suré grâce aux miroirs de Bragg. C'est un conﬁnement diﬀractif. La loi de Bragg indique qu'une
succession de couches diélectriques de deux natures diﬀérentes et d'épaisseur λ4n (Avec n l'indice
de réfraction de la couche) constitue un miroir. Plus le nombre de couches augmente meilleure est
la réﬂectivité. Les micro-piliers permettent donc de fabriquer des résonateurs avec de très bons
facteurs de qualité Q = 103 et de faibles volumes modaux [29, 24]. Le seul défaut de ces cavités
provient de leur géométrie verticale peu compatible avec un couplage planaire. On les rencontre
donc plus souvent sous la forme de matrices de lasers couplés directement avec des ﬁbres optiques.
Ces cavités sont de bons candidats pour l'électrodynamique quantique. L'émetteur doit alors être
loin des parois pour empêcher l'émission non désirée vers l'espace libre.
2. La seconde famille est la cavité Fabry-Pérot linéaire réalisée dans un guide droit conﬁné. En uti-
lisant un substrat de SOI (Silicon on Insulator), il a été montré qu'il était possible de réaliser des
miroirs de Bragg avec une série de trous périodiques. En jouant sur la forme des trous le long de
la propagation, il peut exister un couplage adiabatique entre le mode de la cavité et le mode du
guide conﬁné sans trou [30]. Des coeﬃcients de qualité de l'ordre de 60000 ont été mesurées sur des
substrats SOI avec un volume modal de 0.6(λ/n)3. D'autres groupes ont récemment proposés des
structure similaires en forme d'échelle qui permettent elles aussi d'atteindre de forts coeﬃcients de
qualité.
3. La troisième famille de résonateurs est celle des cristaux photoniques. Ce sont des structures utilisant
la réﬂection de Bragg sur deux[31] ou trois[32, 34] dimensions. Les cavités à cristaux photoniques
peuvent atteindre des facteurs de qualité record de 600 000 pour les récents résultats du groupe de
Noda [33]. Elles permettent également d'avoir les plus petits volumes de modes optiques réalisés à
ce jour, tout en étant parfaitement compatibles avec une intégration planaire et un couplage avec
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des guides. Toujours en jouant sur la géométrie des trous autour du défaut, on peut améliorer l'ef-
ﬁcacité de la cavité pour atteindre des coeﬃcients de qualité important.
4. La quatrième famille de résonateurs est celle des disques et des anneaux. Ils supportent des modes
de galerie et peuvent atteindre également des facteurs de qualité très élevés Q ∼ 105 pour un dia-
mètre d'une dizaine de micromètres. En eﬀet, pour ces résonateurs le facteur de qualité augmente
avec le diamètre. De ce fait, ils ne présentent pas de faibles volumes de mode mais ont l'avantage
d'être totalement compatibles avec une intégration et un couplage planaire.
5. A l'intérieur de cette cinquième famille, un résonateur particulier nommé est le microtore peut
être mis en avant. Il est réalisé après la fusion Laser d'un microdisque en Silice sur un piedestal
en Silicium. La mauvaise conductivité thermique de la Silice permet de réaliser un tore dont la
particularité est d'avoir une rugosité de surface extrêmement faible. Le tore permet alors d'obtenir
des facteurs de qualité supérieurs aux cristaux photoniques Q ∼ 108. Cependant, les tores actuels
ont été fabriqués dans des matériaux de faible indice de réfraction (silice) et possèdent donc des
volumes de mode importants. De plus, leur structure en piedestal comme l'indique la ﬁgure 1.1,
empêche d'intégrer en même temps ces structures avec des guides d'excitation. On utilise en eﬀet
des ﬁbres étirés approchées mécaniquement au bord des tores pour exciter les modes de galerie.
Néanmoins, ces dernières années il est désormais possible de manipuler le tore et de le poser sur un
substrat qui pourrait éventuellement contenir des structures intégrées.
6. Pour ﬁnir rappelons rapidement l'existence des sphères de silice qui ont été pendant longtemps
réalisées au bout d'une ﬁbre et qui possèdent des facteurs de qualité extrêmes (1010). Fabriquées
en provoquant la fusion d'une ﬁbre optique, elles permettent de faire propager des modes de galerie
aux facteurs de qualités ultimes. Maintenant, il est possible d'isoler une sphère, de choisir sa taille
et de les manipuler sur un substrat pour la positionner à un endroit donné ou de créer des chaines
de sphères. Récemment, la maîtrise de la fusion des disques de silice pour la réalisation des tores
permet maintenant de réaliser des sphères intégrées sur un substrat et d'atteindre des tailles de
sphères extrêment petites.
L'étendue des applications de ces microrésonateurs m'a fortement attiré. La demande d'outils per-
formants pour modéliser ces structures est devenue assez forte pour me pousser dans cette voie. Durant
ma première année en tant que maître de conférences, j'ai travaillé dans le domaine des microondes où
j'ai appris à utiliser la TLM [35]. Cet outil permet la modélisation de la propagation de signaux électro-
magnétiques en 3D. Ces signaux peuvent être des ondes radiofréquences ou des ondes lumineuses. Ayant
fait auparavant une thèse dans le domaine de l'optique intégrée, j'ai naturellement changé d'équipe en
travaillant sur la thématique de la photonique en 2000 en collaborant étroitement avec Pierre Benech.
Alors que les outils commerciaux de FDTD n'étaient pas encore très développés, j'ai commencé mes re-
cherches en appliquant cet outil sur des structures semi-conductrices. Avec Olivier Jacquin en thèse sous
la direction de Pierre Benech, nous avons étudié la modélisation de réseaux de Bragg dans des guides
réfractifs [36]. Il a été notamment mis en avant les problèmes de profondeur de gravure et d'adaption
de modes entre celui du réseau et celui du guide d'onde. Je me suis ensuite investi sur la modélisation
de guides à cristaux photoniques. J'ai participé à des collaborations pour étudier notamment les pertes
radiatives d'un guide à cristal photonique 2D sur membrane en mettant en avant que sous certaines
conditions ces pertes pouvaient être faibles [38]. Ce travail fut aussi réalisé avec Claire Robinson une
stagiaire de l'ENSPG et de l'Imperial College. Suite à ce travail, j'ai participé à deux projets RMNT et
ACI pour la modélisation de microdisques ainsi qu'à leur couplage avec un guide adjacent soit pour une
application laser ou une application de dé/multiplexeur. Je me suis donc intéressé à ces structures cylin-
driques du type microdisque, microanneau ou microtore. Ce travail a été fait en co-encadrant Kien Phan
Huy en thèse et Bruno Martin en stage de master recherche. Il a été notamment proposé une nouvelle
structure de microdisque dentelé dit "microgear" grâce à une année post doctorale de Yohan Désières qui
a fait les premières simulations en FDTD. Puis Kien Phan Huy a développé une méthode basée sur une
décomposition de Fourier plus rapide et rigoureuse. Ces structures présentent de bons facteurs de qualité
avec pour certaines des volumes de modes optiques faibles, compatibles avec une intégration planaire.
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Généralement ces structures suivent une certaine forme de symétrie. Les microdisques et les microan-
neaux peuvent ainsi être représentés avec des coordonnées cylindriques. Dans ce type de repère, il est alors
possible dans un premier temps d'utiliser des fonctions de Bessel pour représenter les modes résonants
qui parcourent ces structures. De nombreux calculs en 2D sont alors possibles pour décrire la propagation
de ces modes ou leur interaction avec un guide par exemple. Les modes de galerie des sphères peuvent
être décrits par des fonctions de Bessel sphériques. Dans ce cas, la description se fait complètement en
3D sans recours à des outils numériques spéciﬁques. Néanmoins, pour modéliser ces objets en 3D avec la
possibilité de les compléxiﬁer ou de briser leur symétrie, il est important d'utiliser un outil 3D numérique
adapté. Je me suis intéressé à des méthodes modales. Celles-ci permettent en eﬀet d'avoir plus d'infor-
mations sur les phénomènes physiques mis en jeu. J'ai notamment porté notre choix sur des méthodes
donnant accès à une décomposition en modes propres par l'intermédiaire d'une décomposition en série
de Fourier. Initialement, ce type de méthode fut plutôt utilisé pour étudier des structures périodiques
notamment des réseaux de Bragg [49, 48, 47]. C'est la RCWA pour Rigorous Couple Wave Analysis. Il
y a quelques années Lalanne et Hugonin ont proposé d'appliquer cette méthode sur des structures apé-
riodiques comme des guides intégrés [46]. La méthode a été développée ainsi en 3D et est présentée sur
un autre nom l'AFMM pour Aperiodic Fourier Modal Method. Elle permet de décomposer ces fonctions
dans un repère cartésien. On peut alors simuler un grand nombre de structures : des cristaux photoniques
1D [39], 2D [40, 41], des guides d'ondes SOI [42], des résonateurs du type micropilier [43], des modes
plasmoniques générés dans une grille métallique [45] ou se propageant dans une fente [44].
Au vu des potentialités de la méthode, j'ai décidé de m'approprier cet outil tout d'abord dans le même
type de système de coordonnées en 2D. Ce travail fut initié par Grégory Leblond un stagiaire de master
recherche. Comme nous le verrons plus loin, notre propre code nous permet d'obtenir des résultats simi-
laires ce qui fut la première étape avant de développer des études originales sur des structures nouvelles
comme un spectromètre intégré. Cette étude concerne le travail de Guillaume Custillon que j'ai encadré
en stage de master recherche puis en thèse. Je me suis tout particulièrement intéressé à l'interaction d'un
mode guidé faiblement conﬁné avec un nanobjet métallique. Cet exemple montre tout l'intérêt de cette
méthode capable de simuler des objets avec un indice de réfraction complexe et une taille largement
inférieure à la taille du mode d'excitation.
J'ai ensuite proposé un nouveau type de développement de cette méthode pour décrire des modes res-
pectant une symétrie cylindrique. Une première solution consiste à utiliser une transformation conforme
de la structure pour retrouver les propriétés de l'AFMM en coordonnées cartésiennes. Ces travaux ont
été faits durant la thèse de Bruno Martin. Puis une nouvelle solution en cours de développement sera
proposée pour modéliser directement la stucture dans un repère cylindrique. Cette nouvelle description
débouchera alors sur une description 3D de la méthode pouvant modéliser aisément des guides courbes.
Ce travail a été poursuivi par une année post doctorale de Bruno Martin puis par Davide Bucci jeune
maître de conférences qui a développé le code C++ de la méthode en 3D. Nous poursuivons ensemble
ce travail pour améliorer la méthode. J'ai aussi proposé une méthode légèrement diﬀérente calculant
uniquement des modes résonants dans des structures 3D à symétrie cylindrique. En ﬁxant l'évolution
azimutale du mode, on peut aussi utiliser une variante de la méthode précédente 2D en périodisant la
structure selon un axe perpendiculaire aux axes radial et azimutal. Ce travail est issu d'une collaboration
entre l'INP et l'université de Ferrara au cours de la thèse d'Andréa Armarolli. Il a été montré qu'avec
cette méthode, il était possible de simuler des microdisques ou des microanneaux. Il a été aussi montré
qu'avec l'ajout d'une fente d'un indice de réfraction plus faible, il était possible d'avoir des volumes de
modes plus faibles en utilisant la propriété de conﬁnement des guides à fentes.
Ces activités de recherche sont résumées sur la ﬁgure suivante. Cette ﬁgure permet de mieux com-
prendre le déroulement de ces activités ainsi que les intervenants.
Cette ﬁgure est complétée par la liste des doctorants que j'ai co-encadré au cours de mes recherches :
1. Creux Amélie, co-encadrant de thèse à 80%, "Micro-capteur à base d'un spectromètre de Fourier
en optique intégrée sur verre", date de soutenance prévue en octobre 2013.
2. Custillon Guillaume, co-encadrant de thèse à 90%, "Etude et réalisation d'un spectrographe en
optique intégrée", date de soutenance le 2 décembre 2010, actuellement en post-doc à Grenoble.
3. Martin Bruno, co-encadrant de thèse à 90%, "Etude et réalisation d'un spectrographe en optique
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Figure 1.2  Evolution des activités de recherche en photonique depuis la prise du poste.
intégrée", date de soutenance le 11 janvier 2009, actuellement en CDI chez Resolution Spectra
System à Grenoble.
4. Armaroli Andrea, co-encadrant de thèse à 35%, en co-tutelle avec l'Université de Ferrara en Italie,
"Modélisation et caractérisation de microstructures à fort contraste d'indice", date de soutenance
le 14 mars 2008, actuellement en post-doc en Italie.
5. Ajengui Anis, co-encadrant de thèse à 70%,"Etude de fonctions d'optique intégrée à base de
cristaux photoniques", a débuté sa thèse en 2005 mais a ensuite démissionné en 2008.
6. Phan-Huy Kien, co-encadrant de thèse à 90%,"Etude de microstructures utilisant le guidage
réfractif à fort conﬁnement de lumière", date de soutenance le 28 octobre 2005, actuellement maître
de conférence chez FEMTO-ST à Besançon.
7. Rooms Frédéric, co-encadrant de thèse à 90%,"Nouvelle fonctions MMI d'optique intégrée pour
des applications en interférométrie astronomique", date de soutenance le 10 décembre 2003, actuel-
lement directeur de ALPAO à Grenoble.
Les activités de recherche citées précédemment ont été ﬁnancées par diﬀérents types de programmes
nationaux ou européens. Les projets seront décrits au cours de la desciption détaillée des diﬀérentes acti-
vités de recherche. Je préciserai les collaborations avec les autres partenaires des diﬀérents projets. Enﬁn,
pour mieux juger mon travail de recherche, je présente sur les ﬁgures suivantes un bilan simpliﬁé de ma
production scientiﬁque.
La liste complète de mes publications est donnée en annexe de ce document. Voici un résumé de
la nature de mes publications depuis ma thèse jusqu'à aujourd'hui. Je préciserai aussi le nombre de
publications depuis ma prise de poste en septembre 1999 :
 • 22 publications dans des revues internationales avec comité de lecture dont 19 depuis septembre
1999.
 • 32 publications dans des conférences internationales avec comité de lecture dont 28 depuis sep-
tembre 1999.
 • 2 contributions invitées dans une conférence internationale et un GDR.
 • 2 brevets internationaux dont 1 depuis septembre 1999.
Cette activité se traduit par un h-index de 7. Le nombre de publications écrites par an est le plus
souvent supérieur à 2. Ce n'est pas le cas entre les années 1999 et 2000. Cette évolution est due à la prise
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Figure 1.3  Statistique sur les citations de mes publications d'après web of science.
de mon poste. Comme je l'ai dit précédemment, j'ai du m'adapter au cours des premières années à un
nouveau de thème de recherche dans la compatibilité électromagnétique. Cette période m'a permis d'uti-
liser et de maîtriser un outil de simulation 3D, la TLM, que j'ai ensuite utilisé dans le domaine optique
à partir de l'année 2000. En eﬀet, à partir de cette date j'ai changé de thématique pour eﬀectuer mes
recherches dans la photonique. Le nombre de publications en 2005 est le plus important. Ces publications
sont issues de deux projets importants sur les microdisques sur Si ou sur InP initiés en 2001.
Les résultats de ces recherches seront présentés en détails dans les chapitres I à V. Les derniers déve-
loppements en cours seront quant à eux présentés dans le chapitre VI. Je décrirerai plus particulièrement
les perspectives de ces recherches que ce soit dans le domaine des modélisations numériques mais aussi
dans les futurs applications qui peuvent être décrites avec cette méthode.
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Chapitre 2
Modélisation de la propagation de
structures cartésiennes
Pour modéliser le plus rigoureusement possible, des guides en optique intégrée, l'utilisation de mé-
thodes basées sur une décomposition d'harmoniques apporte de nombreux avantages. En eﬀet, l'ensemble
des modes (guidés, rayonnés et évanescents) est pris en compte. Ces méthodes sont bidirectionnelles. Et
une multitude de matériaux peut être choisie en introduisant une permittivité et une perméabilité com-
plexes (anisotrope, magnétique, à pertes ...). On peut modéliser aussi bien des structures périodiques à
l'inﬁni qu'apériodique comme un simple guide droit. Les applications visées nécessitent souvent ce type de
modélisation. Notre choix s'est donc porté sur l'AFMM-2D (Aperiodic Fourier Modal Method) présenté
dans la section suivante.
2.1 AFMM-2D
Cette méthode a été proposée et développée par P. Lalanne et al. [46]. Les décompositions en har-
moniques de structures lamellaires étaient connues depuis longtemps mais appliquées seulement sur les
structures périodiques et sous le nom de RCWA (Rigorous Coupled Waves Analysis) [47, 48, 49]. Dans ce
cas, pour simuler un guide seul, on périodise le guide dans la direction perpendiculaire à la propagation
en déﬁnissant au préalable une fenêtre de calcul dont la taille est la période. De cette manière, il est
possible de décomposer en série de Fourier l'évolution de la permittivité et de la perméabilité suivant cet
axe. Ceci implique alors une description en série de Fourier des champs magnétiques et électriques de la
structure. En introduisant ces séries dans les équations de Maxwell, on obtient un système homogène dont
les valeurs propres seront alors les modes pouvant se propager dans la structure. Dans le cas d'un réseau
périodique de guides, on obtient des modes de Bloch vecteurs propres solutions de ce système homogène.
Cette modélisation est totalement rigoureuse tant que l'on utilise un nombre inﬁni d'harmoniques ce qui
dans la réalité n'est jamais le cas. Cette troncature ﬁxera la présision des calculs mais peut aussi créer des
problèmes de divergence avec certaines structures et pour une polarisation donnée. Néanmoins dans les
années 90, ce problème a pu être résolu grâce un artiﬁce mathématique ce qui permet d'appliquer cette
méthode sur une multitude de structures [50, 51, 52]. Ainsi, les équations d'Helmhotz en TE et en TM
dans un guide plan invariant en z avec comme axe de propagation y ont au préalable la forme suivante :
k20rzEz +
∂
∂x
(
1
µry
∂Ez
∂x
)
+
1
µrx
∂2Ez
∂y2
= 0 (2.1)
k20µrzHz +
∂
∂x
(
1
ry
∂Hz
∂x
)
+
1
rx
∂2Hz
∂y2
= 0 (2.2)
Où l'on retrouve k0 la constante de propagation dans le vide et les composantes des tenseurs de
permittivité relative [r] et de perméabilité magnétique relative [µr] déﬁnis par les relations suivantes
dans un milieu linéaire, diélectrique, sans charge ni courant.
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[r] =
rx 0 00 ry 0
0 0 rz
 , [µr] =
µrx 0 00 µry 0
0 0 µrz
 (2.3)
Pour simpliﬁer, on prendra le cas d'un milieu isotrope non magnétique ce qui est le plus courant en
optique intégrée. On aura donc rx = ry = rz =  et µrx = µry = µrz = 1. On peut réécrire alors
ces deux systèmes en utilisant la description en série de Fourier des permittivités, des perméabilités et
des champs électriques et magnétiques. Pour chaque fonction f , le vecteur de ses coeﬃcients de Fourier
est noté f . Le champ électromagnétique dans l'espace de Fourier est noté (s, u) respectivement pour le
champ électrique et le champ magnétique. Cette décomposition selon un certain nombre d'harmoniques
permet de résoudre le problème de façon matricielle. De cette formulation matricielle, il apparaît un es-
pace propre, constitué des modes de propagation propres du guide courbe. fW sera le vecteur f exprimé
dans l'espace propre. Le champ électromagnétique dans l'espace propre est noté (sW, uW). On obtient
alors les systèmes suivants :
− ∂
2s
∂z2
= K2s+ k20 JK s (2.4)
−∂
2u
∂z2
= k20
s
1

{−1(
1
k20
K JK−1Ku+ u) (2.5)
(2.6)
Où K est une matrice diagonale dont le terme (p, p) = jp 2piΛ avec Λ la période de la cellule périodisée
dans l'axe transverse. Les termes JK sont des matrices de Toeplitz. Tant que le guide est invariant dans le
sens de la propagation, la connaissance de la pondération de chaque mode propre et de leur valeur propre
associée est suﬃsante pour obtenir la répartition spatiale du champ pour une excitation donnée. Si au
contraire la forme du guide évolue, on devra alors décomposer cette propagation en diﬀérentes cellules
lamellaires mais toujours périodiques selon l'axe x transverse à l'axe de propagation y. En prenant en
compte les discontinuités entre chaque cellule sur l'axe de propagation, on pourra alors connaître la ré-
ﬂexion et la transmission à chaque interface. Le fait de discrétiser en série de Fourier permet de généraliser
ce problème sous une forme matricielle ce qui simpliﬁe énormément la routine de calcul. Ainsi, l'évolution
du guide est modélisée par une simple mise en cascade de matrices. Il s'est avéré néanmoins qu'il était
important d'utiliser un algorithme particulier pour prendre en compte cette propagation. En eﬀet, l'al-
gorithme S est nécessaire pour limiter les divergences de certains termes exponentiels, notamment avec
des champs évanescents.
La matrice des vecteurs propres permet aussi de décomposer une série harmonique quelconque sur
les modes propres de la structure. Ainsi, il est possible d'exciter la structure périodique avec une carte
de champ électrique proche de celui d'une ﬁbre optique, de calculer la pondération des modes propres
et de voir ensuite l'évolution du champ dans la structure dans l'axe de propagation. Maintenant, pour
modéliser un guide droit seul, on est confronté alors à plusieurs problèmes. Pour éviter tout couplage de
lumière entre deux guides successifs, il faut agrandir la fenêtre de calcul dont la taille dépendra alors de
la longueur de propagation dans le guide. L'origine de ce couplage vient du rayonnement d'un guide vers
l'autre ou de la réﬂexion du rayonnement d'un guide vers lui-même. Pour éviter ce problème, Lalanne
a eu l'idée judicieuse d'ajouter entre chaque guide une couche à la fois absorbante et anti-réﬂéchissante
que l'on nomme couramment PML (Perfect Matching Layer). Elle peut être de diﬀérentes formes par
exemple anisotrope [53] ou à base de tranformées de coordonnées complexes [54]. Il est alors possible de
modéliser tout type de structures apériodiques.
Pour vériﬁer le bon fonctionnement de notre algorithme, j'ai utilisé une structure de référence présentée
sur la ﬁgure 2.1. Il s'agit d'un guide en InGaAsP sur un substrat d'InP. Une inclusion de deux trous
permet d'avoir un eﬀet miroir mais à cause de l'existence d'ordre de Bragg en réﬂection dans le substrat,
le coeﬃcient de réﬂection est loin d'être maximum. Une valeur de référence est donnée dans la publication
suivante [55, 56]. Chaque section lamellaire est périodisée avec les PML situées à chaque bord de la cellule.
On peut observer qu'il n'y a pas de réﬂexion du signal rayonnant dans le substrat sur le bord de la cellule
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démontrant ainsi l'eﬃcacité des PML. Pour éviter ce rayonnement, il faudrait graver le substrat d'InP
au niveau des trous.
Figure 2.1  Répartition spatiale de la partie réelle du champ électrique en polarisation TE. Structure
de référence : miroir de Bragg à deux trous sur InP
On peut ensuite voir sur la ﬁgure 2.2, l'évolution du coeﬃcient de réﬂexion de ce miroir en fonction du
nombre d'harmoniques pour diﬀérentes épaisseurs de PML. On remarque une convergence plus rapide avec
la polarisation TE. Le problème de discontinuité cité précédemment intervient en eﬀet pour la polarisation
TM ce qui explique cette diﬀérence. On a néanmoins dans les deux cas, une convergence rapide qui permet
d'avoir une erreur inférieure à 10−4 avec seulement 128 harmoniques. En comparant avec la publication
de Lalanne [54], on remarque que l'on obtient les mêmes résultats ce qui valide l'eﬃcacité de notre code
numérique.
Figure 2.2  Evolution de l'erreur sur le coeﬃcient de réﬂexion en fonction du nombre d'harmoniques
(Avec une cellule de 1.1µm et des PML à transformée de coordonnées complexes). A gauche, on a la
polarisation TE et à droite on a la polarisation TM.
Ainsi, l'équipe dispose maintenant au laboratoire d'un outil pour modéliser la propagation 2D de
signaux optiques dans des structures complexes. Le but de ce travail était de disposer de cette méthode
dans des structures associant nanoobjets et guide optique. Dans la partie suivante, je vais donc développer
les objets nécessitant ce type de modélisation aﬁn de mieux comprendre leur comportement.
2.2 Application SWIFTS
Dans cette partie, je vais montrer une application de cette méthode sur le développement de systèmes
intégrés nommés SWIFTS (Stationnary Waves Interferometer Fourier Transform Spectrometer). Notre
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objectif est de développer des spectromètres intégrés à Transformée de Fourier (FTS) pour des systèmes
embarqués ou pour une nouvelle génération de spectromètre haute résolution à bas coût. Ce travail a
été ﬁnancé principalement par deux projets. Le premier est un projet CNES de deux ans qui a débuté
en 2007 avec FLORALIS, le LAOG et le LNIO comme partenaires. Le second est un projet FUI de 30
mois qui a débuté en 2008 avec le LAOG, le LTM, le LNIO, E2V, TeemPhotonics et FLORALIS comme
partenaires.
2.2.1 Principe
Il existe de nombreux types de spectromètres sur le marché mais il est impossible aujourd'hui de trou-
ver des spectromètres compacts à haute résolution. On peut classer les spectromètres intégrés existants
en trois familles distinctes : les spectromètres à transformée de Fourier (FTS), les spectromètres à réseaux
de diﬀraction ou les ﬁltres optiques du type Pérot-Fabry. La première famille présente les spectromètres
avec la miniaturisation la plus aboutie. Manzardo [79] a utilisé la technologie MOEMS la plus développée
pour proposer un spectromètre basée sur une interférence à deux ondes dont la diﬀérence de marche
est régulée par un système électrostatique. La résolution spectrale est modeste mais suﬃsante pour une
première génération commercialisée [58]. Des spectromètres statiques plus résolvants ont été proposés
mais leur domaine spectral est plus étroit, limité par le nombre de pixels de la barette CCD utilisée [59].
Des micro-spectromètres de Fourier composés d'un prisme collé à la surface d'un détecteur restent aussi
limités en résolution spectrale [60]. De nombreuses propositions de Pérot-Fabry basées sur des MEMS
sont résumées dans l'article de Wolﬀenbutel [61]. Leur limitation fondamentale est la non simultanéité de
l'acquisition et une énergie utilisée très faible (proportionnelle à l'inverse de la Finesse). Enﬁn, les résul-
tats les plus prometteurs sont obtenus avec des cristaux photoniques qui occupent le seul domaine des
télécommunications (Super-prismes) [62, 63]. De la même façon, il y a eu un gros investissement dans les
AWG proposés en 1988 [64]. Malgré des développements très lourds, ils sont restés dans le même domaine
des télécommunications. Des résultats intéressants sont obtenus avec des réseaux alimentés par la tranche
mais ils font encore appel à une optique relais pour projeter le spectre sur la barette de photo-détecteurs
[65, 66]. Citons enﬁn tous les spectromètres développés actuellement par Ocean Optics qui se distinguent
par un packaging astucieux mais sans atteindre de haute résolution spectrale et ils ne sont pas intégrés [67].
Il est donc intéressant de développer un spectromètre compact et statique à haute résolution spectrale
dans des gammes spectrales très diﬀérentes. Son principe est basé sur une première expérience eﬀectuée
par Gabriel Lippmann en 1892 [68, 69]. Gabriel Lippmann utilisait des ondes stationnaires obtenues
par réﬂexion sur un miroir. Gabriel Lippmann a su en tirer proﬁt pour fabriquer l'un des procédés de
photographie en couleur le plus ﬁdèle qui soit. Jusqu'à maintenant ce procédé est resté cantonné à la
photographie sans être repris dans le monde de l'optronique. Dans SWIFTS, ce concept est adapté pour
fournir une nouvelle génération de détecteurs permettant la spectroscopie. En se reportant à la ﬁgure 2.3,
dans un guide d'onde monomode fermé par un miroir, où la lumière est introduite par la face d'entrée,
l'onde se réﬂéchit sur le miroir au bout du guide et donne naissance à une onde stationnaire. Il est possible
de placer dans le champ évanescent du guide d'ondes, des nano-détecteurs qui vont prélever seulement
une très faible partie du champ présent dans le guide sans perturber l'onde stationnaire. Une détection
 marginale  s'opère ainsi et permet de venir échantillonner l'onde stationnaire pour peu qu'on ait des
détecteurs suﬃsamment petits par rapport au quart de la longueur d'onde dans le milieu en question. En
faisant abstraction de la perturbation introduite par les détecteurs sur le champ dans le guide, on montre
que l'on reconstruit ainsi la transformée de Fourier de l'éclairement dans le guide. Ce principe agit donc
comme un spectromètre à transformée de Fourier parallèle, c'est à dire qu'aucun élément mobile n'est
nécessaire pour reconstruire le spectre. Une autre solution consiste à injecter la même lumière aux deux
extrêmités du guide d'ondes. On obtient aussi une carte stationnaire produite par deux ondes contra-
propagatives. L'intérêt de cette méthode est d'avoir accès à l'OPD nul c'est à dire la frange blanche
(égalité parfaite des chemins optiques) ce qui n'est pas le cas dans Lippman (champ nul à la surface du
miroir). Elle permet aussi à partir de lignes à retard de contrôler la position de la carte stationnaire.
Néanmoins il n'existe pas à l'heure actuelle ce type de nano-détecteurs. Dans l'attente d'évolutions
technologiques dans ce domaine, il a été proposé d'utiliser un système diﬀractif sur des guides SOI. Au
lieu de mesurer directement, l'intensité dans le guide, on a posé des plots métalliques en or sur le guide
pour convertir l'intensité guidée en intensité rayonnée. Le rayonnement propre de chaque plot est ensuite
détecté par un pixel d'une matrice de photodétecteurs. Et pour limiter au maximum le recouvrement
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Figure 2.3  Conﬁguration des SWIFTS Lippman ou Gabor
des champs rayonnés des plots successifs, la carte stationnaire est sous-échantillonnée en écartant chaque
plot d'une distance largement plus grande que la longueur d'onde. En eﬀet, on peut montrer dans ce cas
qu'il est toujours possible de récupérer le spectre de la source mais au détriment de la largeur spectrale
maximale mesurable. Il faut donc que la source lumineuse respecte ce critère au préalable ou que son
spectre soit ﬁltré avant d'entrer dans le spectromètre.
A partir de ces données, l'AFMM-2D était donc un outil tout à fait adapté pour vériﬁer la faisabilité
de ce type de système. Il faut en eﬀet une méthode bidirectionnelle pour modéliser l'onde stationnaire,
être capable d'introduire des matériaux à indice de réfraction complexe et de prendre en compte le
rayonnement allant vers les détecteurs. La BPM ne permet pas d'assurer entre autre ce dernier point
à cause de l'approximation de l'optique paraxiale. Une méthode FDTD-2D sera inadaptée pour des
structures largement supérieures à la centaine de micromètres. De plus, le fait que la méthode AFMM-
2D soit modale, le mode guidé peut facilement être éliminé pour observer uniquement le rayonnement.
2.2.2 Modélisation du spectromètre
Le modèle a tout d'abord été appliqué sur un guide avec seulement un plot. La structure simulée
est sur la ﬁgure 2.4. La surface analysée est dans le plan xy. La taille du nanoplot est d'une épaisseur
de 50nm et d'une longueur de 75nm ; en eﬀet, cette longueur est largement inférieure au quart de la
longueur d'onde pour permettre un échantillonnage eﬃcace. C'est en plus une taille réalisable. Ce sont
principalement des plots métalliques qui ont été étudiés pour induire une diﬀraction suﬃsante. Le guide
est composé d'un substrat de verre d'indice de réfraction nsub = 1.5, un coeur de guide d'une épaisseur
de 1 µm avec un indice de réfraction nc = 1.53, et un superstrat avec un indice de réfraction nsup = 1.49.
Le module du champ électrique est montré sur la ﬁgure 2.4 lorsque la lumière est seulement injectée d'un
côté du guide (à gauche). La deuxième ﬁgure montre la partie réelle du champ seulement rayonnée. On
a soustrait le mode guidé.
L'absorption est aussi calculée en utilisant la formule suivante :
Pabs =
∫ ∫
S
1
2
σ|E|2dxdy (2.7)
où σ = −0ωi represente la conductivité équivalente dans le plot où i est la partie imaginaire de
la permittivité du plot, ω la pulsation temporelle et S la surface du plot. En eﬀet dans un modèle en
2D, l'intégration est seulement faite sur la surface. Les puissances incidentes, transmises et réﬂéchies sont
exprimées de la manière suivante Pinc = |a1|2, Ptrans = |a2|2 et Pref = |b1|2. Ainsi la puissance rayonnée
est calculée en utilisant la loi de conservation de l'énergie :
Pradiated = Pinc − Pabs − Ptrans − Pref (2.8)
13
Figure 2.4  A gauche, le module du champ électrique dans le plan xy. A droite, la partie réelle du
champ dans le plan xy après soustraction du mode guidé.
La ﬁgure 2.5a) montre l'évolution de la puissance rayonnée Pradiated en polarisation TE pour diﬀérents
plots dans une plage de longueurs d'ondes 400-1000nm. Les plots métalliques sont caractérisés par une
forte dispersion chromatique. Ceci est dû à la dispersion du module de l'indice de réfraction et du guide
optique. Pour cette structure, la puissance rayonnée semble suivre celle du matériau constituant le plot.
Des minimums sont observables quand apparaient des résonances plasmoniques du métal considéré ou
quand la structure devient bimode dans le courtes longueurs d'ondes. On observe une résonance de ce
type avec l'or à la longueur d'onde de 500nm. L'Aluminium permet d'avoir un rayonnement important.
Le TiO2 est le plus faible [70, 71, 72] mais c'est un matériau diélectrique qui a une dispersion chromatique
plus faible. De plus, la faible valeur du rayonnement qu'il provoque est propice au système à grand nombre
de plots ie les SWIFTS à haute résolution spectrale(par exemple avec un nombre de plots supérieur 1024).
Figure 2.5  a) Puissance rayonnée nomarlisée b) puissance absorbée normalisée et c) rapport entre les
deux puissances suivant la longueur d'onde pour diﬀérents matériaux du plot.
La ﬁgure 2.5b) montre l'évolution de l'absorption suivant la longueur d'onde. Le Chrome semble
beaucoup absorber. Comme l'énergie absorbée n'est pas détectée, cet eﬀet augmente alors les pertes
du SWIFTS. Au contraire cette absorption semble faible pour l'argent et plutôt constante. Le Cuivre
est eﬃcace pour quelques longueurs d'ondes mais il est caractérisé aussi par de brusques variations.
Théoriquement, l'argent est le plus eﬃcace au vu de ces deux courbes mais il a une forte probabilité à
sulfurer. L'Or qui est eﬃcace entre 700nm et 1000nm a été choisi à la place de l'argent.
La ﬁgure 2.6 montre l'évolution des puissances rayonnée et absorbée en polarisation TM pour les plots
précédents sur la même plage de longueurs d'ondes 400-1000nm. On observe pour certains plots métal-
liques des résonances plasmoniques importantes qui augmentent fortement le rayonnement et l'absorption
du plot dans ces zones. L'évolution chromatique est donc beaucoup plus chaotique. Les matériaux diélec-
triques sont en revanche épargnés par ce problème et évoluent d'une manière proche de la polarisation
TE. En eﬀet, on peut exciter des modes plasmons que dans des métaux avec la polatisation TM. De plus,
l'eﬃcacité du rayonnement en TM est plus faible que celle du TE dans les hautes longueurs d'ondes au
dessus de 700nm.
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Figure 2.6  a) Puissance rayonnée nomarlisée b) puissance absorbée normalisée et c) rapport entre les
deux puissances suivant la longueur d'onde pour diﬀérents matériaux du plot.
Figure 2.7  Evolution du diagramme de rayonnement dans le superstrat pour diﬀérentes longueurs
d'ondes avec un plot métallique en or (75nm sur 50nm) a) avec la polarisation TE et b) la polarisation
TM. En ordonnée est représentée l'intensité lumineuse rayonnée dans le superstrat Ir normalisée avec
l'intensité lumineuse rayonnée dans le superstrat et le substrat I0.
Le diagramme de rayonnement a aussi été calculé en polarisation TE sur la ﬁgure 2.7a). On regarde
l'évolution de la puissance rayonnée dans le superstrat en fonction de l'angle θ dont l'axe de référence
est l'axe vertical pour diﬀérents longueurs d'ondes. Le diagramme n'est pas symétrique du à l'excitation
asymétrique (seulement sur la gauche). La forme est un peu près la même pour tous les métaux, et cette
radiation est assez isotrope vu la taille du plot utilisé (plutôt ponctuelle). On peut déﬁnir un angle d'ou-
verture à mi-hauteur de 110. Pour des longueurs d'ondes très faibles le plot devient moins ponctuel ce
qui explique l'asymétrie du rayonnement à 400nm. Le même calcul a été eﬀectué en polarisation TM sur
la ﬁgure 2.7b). Pour les grandes longueurs d'ondes, la diﬀusion est beaucoup plus large angulairement
pouvant atteindre les 150. On peut aussi avoir une diminution de la puissance rayonnée dans une direc-
tion normale au substrat. Cette diﬀusion peut créer de l'interférence entre plots et rendre le traitement de
l'interférogramme de Fourier plus complexe. Pour les petites longueurs d'ondes, le diagramme peut être
complétement diﬀérent. Dans cette zone, l'excitation de plasmons très résonants dans le cas des métaux
peut modiﬁer rapidement le rayonnement du champ.
La diﬀusion se fait bien sûr au-dessus et en dessous du plot. Toute la partie rayonnée n'est donc pas
récupérée par le détecteur. Grâce à l'angle d'ouverture et à la connaissance de la taille du pixel on pourra
déﬁnir la distance verticale optimum entre le pixel et le plot. On observe donc bien un faible rayonnement
du plot ce qui est important pour obtenir une bonne résolution spectrale. En eﬀet, plus la longueur de
la frange observée est grande et plus la résolution spectrale est importante. La partie d'énergie ponc-
tionnée par les nanoplots est primodiale dans ce système. En eﬀet, par exemple dans le cas Lippmann,
si le nanoplot est trop diﬀractif, on risque de réduire trop fortement la lumière incidente induisant une
perte du contraste des franges de l'onde stationnaire. Si le nanoplot n'est pas assez diﬀractif, dans ce cas,
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on aura une frange très contrasté dans le guide mais très peu de lumière rayonnée. Une première étude
analytique permet de vériﬁer que l'eﬃcacité optimum de diﬀraction K doit être K = 1N avec N le nombre
de nanoplots [73].
Figure 2.8  Evolution des franges rayonnées en fonction de la longueur d'onde à gauche. Evolution des
spectres respectifs après Transformée de Fourier inverse en fonction de la longueur d'onde à droite
Pour valider le concept, une réalisation du spectromètre a été envisagée dans des guides SOI avec des
plots métalliques en or placés sur le guide Silicium de 200nm d'épaisseur, isolé du substrat de Silicium
par une couche de Silice de 1µm d'épaisseur [74]. Pour diﬀracter une grande partie du signal stationnaire
par les plots, 79 plots sont nécessaires en ajoutant au préalable une couche d'isolation de 100nm de Silice.
Les nanodétecteurs ont alors une longueur de 50nm et traversent de part en part le guide Silicium. La
période entre chaque plot est de 2.7µm. Dans un premier temps, la lumière diﬀractée est imagée sur la
matrice de photodétecteurs d'une caméra par le biais d'une optique intermédiaire. On récupère donc une
ligne de champ placé juste au-dessus des plots parallèle au guide. La lentille va ensuite agir comme un
ﬁltre passe-bas dans le domaine des fréquences spatiales. La forme du ﬁltre est une simple porte dans
le domaine des fréquences spatiales σ dont la fréquence de coupure sera alors σc. C'est un modèle ap-
proximatif mais suﬃsant dans notre cas pour prendre en compte l'ouverture numérique de la lentille. On
peut observer sur les ﬁgures 2.8 les franges d'interférences obtenues en fonction de la longueur d'onde du
signal monochromatique injecté dans le guide après ﬁltrage de la lentille. La frange centrale est autour de
la position de 110µm. A la longueur d'onde proche de 1.65µm, on peut remarquer l'absence de franges.
Cette longueur d'onde correspond ni plus ni moins à la fréquence de repliement lié à la période des plots.
Sur la ﬁgure 2.8 de droite, on observe la même évolution mais après une transformée de Fourier inverse.
Le premier pic situé à 0m−1 correspond à la valeur moyenne de la frange d'interférence. Le deuxième
pic est la fréquence transposée dans la première bande spectrale allant de 0m−1 à σe2 avant le premier
repliement relié à la longueur d'onde de la source suivant la relation suivante mσe +
1
λ = σobs où m
est l'ordre de la transposition, λ la longueur d'onde de la source optique et σobs la fréquence spatiale
mesurée. L'évolution est quasi linéaire et la mesure sera totalement correcte entre les deux fréquences
spatiales de cette première bande. On peut observer la longueur d'onde 1.490µm correspondant au cas
où la fréquence spatiale apparente qui semble nulle ce qui correspond à la fréquence de repliement. Dans
ce cas, la résolution spectrale obtenue est de R = 400 donnant une précision de 4nm en longueur d'onde
pour un guide d'une longueur de seulement 300µm.
J'ai ensuite regardé l'inﬂuence de l'ouverture numérique de l'objectif utilisé c'est à dire l'inﬂuence de
sa fréquence de coupure spatiale σc que l'on peut observer sur les ﬁgures 2.9. Le cas idéal est celui de la
ﬁgure de droite. La résolution spatiale de l'objectif est équivalent à celle du spectromètre. Dans ce cas, on
observe seulement une quasi droite reliant la longueur d'onde à la fréquence spatiale obtenue après trans-
formée de Fourier inverse. Si l'ouverture numérique de l'objectif est supérieure à celle du spectromètre,
ce dernier laisse alors passer des fréquences spatiales du champ électromagnétique d'ordres supérieures.
La conversion du champ en intensité sur le detecteur fait alors apparaître d'autres droites répliques de
la première observée sur la ﬁgure de gauche. La gamme spectrale accessible peut alors être plus petite.
Un repliement supplémentaire apparaît en eﬀet à la longueur d'onde de 1.490µm limitant la mesure de
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Figure 2.9  Evolution des spectres en fonction de la longueur d'onde à gauche pour deux ouvertures
numériques diﬀérentes de l'objectif, une faible à droite et une forte à gauche
la longueur d'onde de 1.490µm à 1.560µm. En conclusion, il est préférable d'utiliser un objectif avec une
résolution identique pour observer les franges induites par les plots métalliques.
Pour avoir un spectromètre totalement compact, on remplace l'objectf par une barette de photodé-
tecteurs située au-dessus du guide et des plots. Pour le simuler, une nouvelle couche de Silicium a été
simplement ajoutée au-dessus des plots séparée par une couche de Silice d'une épaisseur de 2µm. Cette
épaisseur permet d'associer le rayonnement de chaque plot à un pixel et d'éviter un couplage évanescent
du guide avec la barette. La lumière diﬀractée dans la couche de Silicium est supposée totalement ab-
sorbée. Le nombre de pixel est égal au nombre de plots soit 79 et le pitch est 2.7µm égal à la période
des plots. Cette fois-ci la source optique est caractérisée par un spectre large bande situé dans la gamme
observable. Le spectre mesuré par notre système est alors comparé à l'original dans deux conﬁgurations :
sans BOX de silice ou avec un BOX de silice observable sur la ﬁgure 2.10. On remarque que l'on obtient
des formes spectrales proches surtout dans la première conﬁguration. La lumière rayonnée dans le BOX
peut résonner et dégrader spectralement le signal. Il est important de noter que le guide périodisé de
plots a été étalonné en longueur d'ondes au préalable.
Figure 2.10  Evolution du spectre de la source et des spectres calculés avec la barrette de photodétec-
teurs sans et avec le BOX
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2.2.3 Réalisation du spectromètre
Des premières structures SWIFTS ont été réalisées sans l'ajout de la barrette de photodétecteurs.
La première a été faite suivant le principe de Gabor sur une boucle contra-propagative en SOI avec les
mêmes conﬁgurations présentées dans le paragraphe précédent [75]. Les plots métalliques ont été réalisés
par Lift-oﬀ en utilisant un MEB pour la lithographie. La longueur de l'ensemble ne fait que quelques
millimètres mais elle permet déjà d'atteindre une résolution spectrale de 4 nm sur une plage de 100 nm
autour de la longueur d'onde de 1500 nm. On peut voir un exemple d'analyse spectrale obtenue avec ce
système sur la ﬁgure 2.11. On a utilisé une source large bande du type ASE. On obtient ainsi le spectre
original sur la bande spectrale autorisée par le sous-échantillonnage.
Figure 2.11  a) Structure SOI utilisée. b) Observation de la frange émise par la boucle contra-
propagative en SOI. c) Evolution de la frange le long de l'axe du guide et c)spectre obtenue après
transformée de Fourier inverse
L'injection de la lumière d'une ﬁbre dans un guide SOI n'est pas très eﬃcace. En revanche, les guides
réalisés par échange d'ions peuvent être adaptés pour avoir un couplage optimum avec les ﬁbres optiques
tout en gardant des pertes de propagation inférieures à 0.1dB/cm. Les développements actuels et fu-
turs du SWIFTS sont faits avec cette technologie. Des guides droits ont premièrement été réalisés par
échange ionique K+/Na+ et ont ensuite été associés à une série de plots d'or du même type. Dans cette
conﬁguration, il est possible de contrôler le déphasage des signaux contra-propagatifs, de telle sorte que
l'on puisse déplacer la frange stationnaire sous les plots et de l'échantillonner cette fois-ci correctement
[76, 77]. Ce n'est en revanche plus une mesure simultanée. Cette mesure a été faite sur une série faible de
plots donnant une résolution plus faible que précédemment avec un R = 95. Néanmoins, elle montre la
possibilité d'utiliser cette technologie avec un nombre important de plots en les associant à des barrettes
de photodétecteurs.
Récemment, à la suite d'un projet FUI SWIFTS 400-1000 regroupant diﬀérents partenaires de Gre-
noble (FLORALIS, IPAG, LTM et IMEP-LAHC) et de Troyes (UTT) ainsi que diﬀérents industriels
(E2V et TeemPhotonics), un prototype du SWIFTS linéaire a été réalisé. Pour cela, une barrette de 2048
pixels a été collée sur une puce avec des guides droits réalisés par échange ionique Ag+/Na+. Sur la ﬁgure
2.12, on peut apercevoir l'allumette de verre collée sur la barrette de pixels. Cette allumette est constituée
d'un guide droit traversé par un nombre équivalent de lignes d'or. Des marques d'alignement permettent
de mettre une ligne d'or sous le milieu d'un pixel de la barrette. Le guide droit se termine par un miroir
pour obtenir l'onde stationnaire. Il n'y a donc qu'une entrée pigtailée avec une ﬁbre optique. Sur la ﬁgure
2.13 a) on peut observer l'interférogramme de Fourier observé par les pixels de la barrette. On retrouve
cette évolution décroissante du signal due à la présence des plots. De cet interférogramme est calculé le
spectre de ce signal après principalement une transformée de Fourier inverse montré sur la ﬁgure 2.13 b).
C'est dans ce cas le spectre d'une source laser DFB émettant à 852 nm. La résolution spectrale est alors
dans ce cas de l'ordre de 10pm. A la suite de ce premier résultat, d'autres modèles ont été réalisés et
le développement du SWIFTS se fait désormais au sein d'une nouvelle start-up Résolution Spectra System.
Dans ce chapitre, j'ai montré que l'utilisation de l'AFMM est une méthode intéressante pour simuler
18
Figure 2.12  Couplage de la barrette de photodétecteurs avec le guide intégré sur verre
Figure 2.13  a) Interférogramme de Fourier obtenu avec le premier prototype b) Spectre reconstruit
après avec une transformée de Fourier inverse
l'interaction entre un guide d'onde et un nanoplot. J'ai donc pu déterminer l'eﬃcacité du rayonnement de
ces plots en polarisation TE et TM. Ceci a permis de choisir un matériau pour réaliser des premières struc-
tures utilisant ces nanoplots soit sur substrat SOI ou verre. Les spectromètres développés vont permettre
d'atteindre des résolutions spectrales importantes dans un volume de mesure réduit. Je vais maintenant
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montrer que l'AFMM peut être aussi utilisée dans des structures cyindriques. Ces développements seront
alors appliqués à des microrésonateurs du type microdisque par exemple.
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Chapitre 3
Structures cylindriques 2D non
résonantes
L'AFMM-2D présentée précédemment n'est adaptée que pour des structures lamellaires soit une
cascade de guides invariants selon la propagation. Dès lors que l'on rencontre une courbure ou un taper
par exemple, il faut discrétiser la structure ce qui induit des erreurs numériques [78]. Il existe néanmoins
une solution pour modéliser une courbure. En eﬀet, l'utilisation de transformations conformes permettent
de passer d'un guide courbe à un guide droit avec un proﬁl d'indice de réfraction transverse diﬀérent.
En utilisant cette méthode on est alors capable de réutiliser les méthodes de calculs précédentes. On
propose donc d'étudier ce type de méthode pour pouvoir modéliser un plus grand ensemble de structures
en gardant toujours les avantages de l'AFMM-2D utilisée précédemment dans un repère cartésien.
3.1 AFMM-2D associée à une transformée conforme
Dans cette partie, je vais détailler le modèle utilisé pour simuler un guide courbe simple (Rayon de
courbure constant), ainsi une seule section est nécessaire. Une utilisation des coordonnées cylindriques
est dans un premier temps préférable au lieu des coordonnées cartésiennes précédentes. Les équations
de l'électromagnétisme sont alors développées dans le plan (r, θ) et le champ électromagnétique dans ce
même plan est noté (E(r, θ),H(r, θ)). On considère un guide courbe de rayon intérieur R, de largeur w
et d'indice de réfraction n1 dans un matériau d'indice de réfraction n0 < n1 décrit sur la ﬁgure 3.1.
Figure 3.1  Guide courbe représentée en coordonnées cylindriques
Les équations d'Helmholtz régissant les composantes Ez et Hz selon z des champs dans le cas aniso-
trope sont données alors par les relations suivantes :
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plus compliqués le passage de ces équations dans l'espace de Fourier. Une transformée de coordonnées
a été préférée pour retrouver un guide droit avec un proﬁl d'indice de réfraction donné. Il est alors de
nouveau possible de périodiser ce type de guide comme dans le chapitre précédent sous la forme de séries
de Fourier. Ces équations s'expriment alors dans le plan conforme noté (u, v). Le champ électromagnétique
est noté (Ec(u, v),Hc(u, v)). Il suﬃt ensuite d'exprimer r et θ en fonction de u et de v en utilisant les
relations suivantes u = R ln rR et v = Rθ où R sera choisi comme le rayon de courbure intérieur du guide.
Les deux systèmes d'équations précédents en TE Ez
c(u, v) = Ez(r, θ) et en TM Hz
c(u, v) = Hz(r, θ)
s'expriment alors de la manière suivante dans le plan conforme (u, v)
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Si l'on compare ces équations avec celles d'un guide droit [96] dans un plan (x, y), la résolution des
équations d'Helmholtz dans le plan (x, y) avec un guide est courbe revient à résoudre ces mêmes équations
dans le plan conforme (u, v) où le guide est droit et dont la permittivité relative ou la perméabilité relative
est multipliée par la fonction e
2u
R comme l'illustre la ﬁgure 3.2.
Figure 3.2  Guide courbe représentée dans le plan (x, y) et dans le plan (u, v)
Sur cette ﬁgure, à gauche est présenté le schéma du guide courbe dans le plan (x, y) et à droite, son
équivalent dans le plan conforme (u, v). Pour chaque schéma, la distribution d'indice de réfraction de
chaque structure est montrée. La distribution d'indice de réfraction dans le plan conforme (u, v) diverge
exponentiellement lorsque u augmente, aussi, la lumière aura tendance à fuir du guide courbe vers les u
positifs. La largeur du guide est modiﬁée lorsque en passant dans le plan conforme exponentiel. Cette
nouvelle largeur dépend du rayon R de la transformation conforme et a pour expression :
wc = R ln
(
R+ w
R
)
(3.5)
Il faut maintenant résoudre les équations d'Helmholtz dans l'espace de Fourier. Pour cela, la zone de
simulation contenant le guide courbe le long de l'axe u est artiﬁciellement périodisée avec une période
Λ. La ﬁgure 3.3 schématise cette périodisation. On intègre toujours dans cette périodisation les couches
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PMLs pour isoler chaque cellule périodisé. Pour simpliﬁer, le cas d'un guide isotrope et non magnétique
est choisi comme dans le cas cartésien. On utilise toujours les mêmes règles de calculs. L'équation (3.3)
d'Helmholtz dans le plan conforme, dans le cas de la polarisation TE et TM aura alors comme expression
dans l'espace de Fourier :
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Où sc est le vecteur dont les composantes sont les coeﬃcients de Fourier de la composante Ez
c du
champ électrique dans le plan conforme. Et uc est le vecteur dont les composantes sont les coeﬃcients de
Fourier de la composante Hz
c du champ électrique dans le plan conforme.
Figure 3.3  Périodisation du guide courbe après application d'une transformée conforme
3.2 Application LLIFTS
La spectrométrie de Fourier (FTS pour Fourier Transform Spectroscopy) est utilisée dans de nom-
breux domaines tels que la médecine, la biologie, des procédés de fabrication industriels, les applications
spatiales ou astrophysiques. Néanmoins, il devient important de réduire la taille de ces systèmes tout
en gardant les mêmes performances. En eﬀet de récents développements notamment dans le domaine
spatial nécessitent d'avoir des FTS compacts, robustes et légers. On peut citer un FTS compact basé sur
l'interférométrie de Michelson récemment développé sur une technologie MOEMS (Micro-Optical Electro-
Mechanical Systems) [79]. L'interfégramme est mesuré dans le domaine temporel en déplaçant un miroir
mobile intégré.
Pour éviter l'utilisation de ces éléments complexes et mobiles, on peut utiliser le FTS dans le do-
maine spatial cette fois-ci en utilisant par exemple des matériaux biréfringents [80]. L'interférogramme
est ensuite reproduit sur une barette de photodétecteurs. Néanmoins, l'utilisation d'éléments d'optique
de volume comme des prismes de Wollaston et des polariseurs rendent le système plus honéreux en né-
cessitant un contrôle parfait de leur alignement. De plus, l'insertion de poussières peut détériorer dans le
temps les performances du spectromètre. Pour réduire la taille et augmenter la robustesse des spectro-
mètres en gardant des résolutions spectrales équivalentes, j'ai proposé le spectromètre suivant réalisé en
optique intégrée sur verre que je nommerais par la suite LLIFTS [81] (Leaky Loop Interferometer Fourier
Transform Spectrometer). Ce travail est actuellement ﬁnancé par un projet ANR EMERGENCE qui a
débuté en 2012 pour une durée de 24 mois avec FLORALIS, TeemPhotonics et l'IPAG comme partenaires.
Le principe du LLIFTS repose sur l'obtention de franges d'interférences non localisées du type des
interférences obtenues par des fentes de Young. On injecte le signal optique à analyser dans un guide
droit d'entrée. Puis, ce signal est divisé par deux en utilisant une jonction Y. Ces deux signaux atteignent
ensuite une structure en boucle rayonnante. En eﬀet, chaque guide courbe de la boucle induit une fuite
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Figure 3.4  Description de la structure LLIFTS (Dimension du substrat de verre : 1 cm de largeur, 3
cm de long et 1.5 mm d'épaisseur).
du signal vers l'extérieur si le rayon de courbure est suﬃsament petit. Cette portion rayonnée est conﬁnée
verticalement dans un guide plan placé à proximité du guide courbe. Les deux portions de lumière ainsi
rayonnées et guidées dans le guide plan induisent deux faisceaux lumineux qui se superposent créant
ainsi des franges d'interférences non localisées. En plaçant une barette de photodétecteurs au bout du
guide, on peut enregistrer cette frange comme montré sur la ﬁgure 3.4. L'avantage de cette structure est
de pouvoir être capable de contrôler rigoureusement la forme de la frange d'interférence mesurée sur la
barette de photodétecteurs. En eﬀet, la quantité de lumière rayonnée ainsi que sa direction de propagation
le long du guide courbe est controlée par le gap séparant le guide courbe du guide plan. Plus petit est le
gap et plus grand est la partie rayonnée. Si on considère une fuite tangentielle de la lumière le long du
guide courbe, on peut alors trouver l'évolution du gap permettant d'obtenir une enveloppe des franges
proche d'une porte ou d'une gaussienne. De plus, à cause de la symétrie cylindrique de la stucture, la
longueur du guide plan choisie agira comme un eﬀet zoom. En eﬀet, la période d'une frange issue d'un
signal monochromatique augmentera avec la longueur du guide. Ainsi la période des pixels de la barrette
de photodétecteurs ﬁxera la longueur du guide plan pour avoir un échantillonnage correct des franges.
Et l'évolution du gap permettra de répartir la frange d'interférence uniquement sur la barette de photo-
détecteurs en superposant des enveloppes identiques pour optimiser le contraste de franges. Pour avoir
la résolution spectrale maximum, il sera plus intéressant d'avoir une enveloppe proche d'une fonction
porte. Dans tous les cas, il sera toujours possible de changer l'enveloppe pour prendre n'importe quel
type d'apodisation.
Pour modéliser le composant, j'ai utilisé la méthode numérique précédente. Ainsi il est possible de
calculer l'évolution du champ autour de la boucle. Au préalable on transforme la structure 3D en une
structure 2D en utilisant la méthode de l'indice eﬀectif (EIM) [82]. Les guides sont modélisés par des
guides à saut d'indice de réfraction. La boucle est déﬁnie par un indice de réfraction n1 entourée d'un
indice de réfraction du substrat n0 < n1 et d'un rayon de courbure intérieur R.
Pour démontrer l'eﬃcacité de la méthode, un guide courbe a été modélisé avec notre méthode et la
FDTD-2D. Les résultats sont présentés sur la ﬁgure suivante 3.5. Le rayon du guide courbe est R = 14
µm, l'indice de réfraction du coeur et l'indice réfraction extérieur sont respectivement 1.615 and 1.515,
la larguer du guide est 4 µm, la longueur d'onde est 1550 nm et on utilise la polarisation TE (Ez, Hx et
Hy). Le guide courbe est excité par le mode fondamental du guide droit. Comme la carte de champ de
ce dernier est diﬀérente du mode fondamental du guide courbe, on couple alors beaucoup d'énergie sur
les modes rayonnées. Cela est d'autant plus vrai que le rayon de courbure est faible ce qui est le cas dans
l'exemple choisi ici. On remarque donc que l'on obtient le même type de fuite avec les deux méthodes. Le
calcul est en revanche instantané avec notre méthode, ce qui est loin d'être le ca avec la FDTD. Pour la
méthode AFMM, la largeur de la zone de simulation est dans le plan (u, v) est 30.5 µm les deux PMLs
incluses avec une épaisseur de 2 µm. Le changement de coordonnée induit une zone de simulation allant
de r = 4.16 µm à r = 22.72 µm.
Après avoir calculé le champ autour du guide courbe, on garde en mémoire seulement le champ
24
Figure 3.5  Evolution du module du champ Ez dans le guide courbe avec l'AFMM et la FDTD
(∆x = ∆y = 40 nm, l'incrément en temps normalisé est ∆t = 0.007 µm −1 et le nombre d'itération utilisé
est 2N avec N = 15).
réparti sur un arc de cercle suﬃsament loin de la courbure. On suppose ainsi que le champ n'est composé
que de composantes rayonnantes. Le théorème d'Helmholtz-Kirchhoﬀ [84] peut alors être utilisé pour
calculer la propagation du champ dans le guide plan. Il est en eﬀet possible de calculer la répartition du
champ sur le plan de sortie du guide plan en considérant seulement des points sources le long de l'arc de
cercle précédent. Aﬁn de calculer le spectre spatial de la frange d'interférence ainsi obtenue à quelques
centimètres de la boucle, on doit aussi utiliser une transformation de Fourier inverse adaptée pour prendre
en compte le changement de symétrie (passage d'un arc de cercle à une ligne droite). En eﬀet, si on prend
un signal monochromatique, la période de la frange est constante selon un arc de cercle ce qui ne sera
pas le cas sur le plan de sortie. Plus on regardera un point loin de l'axe de symétrie et plus la période
spatiale de cette frange sera grande [83]. Dans la ﬁgure 3.6, des résultats sur la structure entière sont
montrés. Sur la première ﬁgure, on voit l'évolution du champ dans la structure guide courbe associée au
guide plan. Une grande partie du champ fuit dans le guide plan avant d'atteindre le quart de la boucle.
La section simulée est toujours limitée par les PMLs. Dans ce cas la largeur du guide est 2 µm. Le gap
entre le guide courbe et le guide plan débute à un angle θ0 = −5° et ﬁnit à θ1 = 23°. La largeur du gap
va de G(θ0) = 10 µm à G(θ1) = 0 µm. L'évolution du gap est donnée par la fonction suivante :
G (θ) = G (θ0)
(
1−
√
θ − θ0
θ1 − θ0
)
+G (θ1)
√
θ − θ0
θ1 − θ0 (3.8)
Le rayon de la boucle est de 350 µm. La partie du champ fuyante est controlée aﬁn d'avoir une répar-
tion gaussienne du champ sur le guide plan de sortie et répartie seulement sur l'ensemble des pixels de
la barrette après une propagation de 3 cm dans le guide plan. La largeur de la frange d'interférence est
alors autour de 1 cm ce qui donne une résolution spectrale de 6 nm si on utilise un pas d'échantillonnage
de 20 µm et 2048 éléments. Le spectre de la source optique obtenu au niveau des détecteurs et suivant la
période spatiale est montré. On observe bien l'élargissement de la période spatiale de la frange ﬁxé par le
rapport LR avec L la longueur du guide plan et R le rayon de la boucle. Une étape de calibration est enﬁn
nécessaire pour convertir les périodes du spectre spatial en longueurs d'ondes optiques aﬁn de récupérer
le spectre optique de la source.
A partir de ces résultats théoriques, un composant a été réalisé en optique intégrée sur verre. Pour
cela, on a utilisé des substrats de verre de Teem Photonics SA et un process d'échange ionique Argent-
Sodium [85]. Les guides sont utilisables sur la plage de longueurs d'ondes allant de 1500 nm à 1640 nm.
Seule une étape de photolithographie est nécessaire pour réaliser l'ensemble de la structure ce qui rend
simple la réalisation de ce type de spectromètre. Diﬀérents types de boucles avec diﬀérents rayons ont
été testés. On a la même évolution en racine carré du gap présentée auparavant. A cause de la dimension
initiale des substrats de verre (2.5 pouces ou 6.35 cm), seul un guide plan d'une longueur de 2.1 cm a
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Figure 3.6  a) Evolution du module du champ Ez dans le guide courbe de droite associé au guide plan.
b) Frange d'interférnece à la sortie du guide plan avec une source monochromatique λ = 1550 nm. c)
Spectre modélisé pour diﬀérentes sources optiques monochormatiques en échantillonnant la frange avec
des pixels de 20 µm (Les longueurs d'ondes respectives sont 1500, 1530, 1560, 1590 et 1620 nm).
été obtenu. Cette longueur est plus courte que celle modélisée. On ne pourra donc pas échantillonner la
frange avec une barrette de photodétecteurs (Sous-échantillonnage de la frange).
On a ensuite caractérisé l'intensité en sortie du guide sur un banc optique. L'injection de la lumière
dans le guide d'onde d'entrée se fait par l'intermédiaire d'une ﬁbre optique positionnée sur un micropo-
sitionneur trois axes. La source optique peut soit être une source accordable monochromatique TUNICS
ou une source optique large bande ASE. La répartition de l'intensité en sortie du guide plan est détectée
sur une caméra proche infra-rouge à travers un objectif de microscope. Les franges d'interférence sont
alors sur-échantillonnées pour avoir une meilleure précision sur la mesure de leur contraste. Pour simuler
l'inﬂuence de la barette de photodétecteurs, les franges sont intégrées sur leur hauteur. Néanmoins, seule
une faible partie de l'ensemble de la frange est visible sur la caméra. Ainsi, plusieurs images successives
sont nécessaires pour reconstruire entièrement l'interférogramme. Pour cela, on déplace latéralement et
successivement l'ensemble objectif de microscope - caméra pour enregistrer chaque portion d'images sur
les 320 pixels de la caméra. Le signal d'entrée doit être atténué pour atteindre la meilleure dynamique
en intensité sur la caméra sans la saturer. Dans ce cas, la puissance d'entrée est estimée autour de 1
µW. Finalement, la transformée de Fourier apériodique est utilisée pour obtenir le spectre de la source
optique analysée. En déplaçant la longueur d'onde de la source accordable, on obtient les spectres pour
ces diﬀérentes longueurs d'ondes présentés sur la Fig. 3.7.
La résolution spectrale a été ainsi obtenue pour chaque cas en mesurant la valeur à mi-hauteur des
pics. Ainsi à la longueur de d'onde de 1550 nm, une résolution spectrale de 14 nm puis de 11 nm ont été
obtenues respectivement pour des rayons des boucles de 350 µm et 500 µm. L'intensité est alors répartie
sur une largeur d'environ 6 mm à la sortie du guide plan ce qui équivaut à environ une longueur de 0.1
mm de l'interférogramme le long du guide courbe de la boucle. Cette diﬀérence est due à l'agrandissement
de la période de la frange réellement observée à la ﬁn du guide plan qui est proportionnel au rapport
L
R . Aﬁn d'échantillonner correctement l'interférogramme avec la barette, la période minimum des franges
26
Figure 3.7  a) Frange d'interférence à la sortie du guide plan avec une source monochromatique (λ =
1550 nm) et un rayon de la boucle de 500 µm, b) Transformée de Fourier Adaptée pour diﬀérentes
longueurs d'ondes avec un rayon de la boucle de 350 µm et c) Transformée de Fourier adaptée avec
diﬀérentes longueurs d'ondes avec un rayon de la boucle de 500 µm.
doit être au moins plus grande que la largeur de deux pixels successifs de la barette ce qui n'est pas encore
le cas avec ce composant. La période de la frange est actuellement de 29 µm et 21 µm respectivement
pour les rayons de 350 µm et 500 µm tandis que la largeur d'un pixel de la barette est de 25 µm. Enﬁn,
plus le rayon de la boucle R est grand et plus le nombre de franges détecté est important. Ceci explique la
diﬀérence de résolution spectrale mesurée entre les deux types de rayon. D'autres composants vont être
réalisés pour respecter ce critère d'achantillonnage en réduisant le rayon des courbures. Néanmoins, ces
premières mesures conﬁrment les valeurs théoriques données par la modélisation. On peut supposer que
les légères diﬀérences observables sont principalement dues à l'utilisation d'un guide 1D à saut d'indice
de réfraction à la place du guide à gradient d'indice classique obtenu après échange d'ions. Ceci a pour
eﬀet d'augmenter le contraste d'indice de réfration du gap et de réduire le couplage entre le guide plan
et le guide courbe avec la modélisation. Enﬁn, on peut ajouter que sur les spectres mesurés seule une
déviation de ±8% sur l'amplitude est observable entre chaque pic pour le même rayon de courbure de la
boucle. Un léger étallonnage en amplitude sera alors nécessaire sur l'instrument ﬁnal.
Pour contrôler le fonctionnement du LLIFTS, la source monochromatique a été ensuite remplacée par
une source large bande ASE (Ampliﬁed Spontaneous Emission). Les résultats sont montrés sur la Fig.
3.8. Le spectre de référence a été mesuré avec un analyseur de spectre optique Anritsu avec une résolution
spectrale de 0.1nm. Avant d'eﬀectuer la comparasion, premièrement l'interférogramme est calculé à par-
tir de ce spectre à travers un FTS idéal. Deuxièmement, ce même interférogramme a été multiplié avec
l'enveloppe de l'interférogramme mesuré sur le LLIFTS avec une source monochromatique à la longueur
d'onde de 1550 nm. Finalement, le spectre mesuré a été comparé avec le spectre de référence modiﬁé.
L'intérêt de cette méthode est de comparer des spectres avec des résolutions spectrales identiques. Dans
ce cas, les spectres sont très similaires. En eﬀet, le déplacement en longueur d'onde observable avec le
rayon de 500 µm est plus petit que la résolution spectrale en longueur d'onde du LLIFTS. Un autre test
a été de faire le même type de comparaison avec une mesure réalisée avec un démultiplexeur de bande
CWDM de OMRON placé entre la source ASE et le LLIFTS. Les spectres sont tout aussi similaires ce
qui valide l'eﬃcacité du LLIFTS.
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Figure 3.8  Spectres de diﬀérentes sources large bande avec diﬀérents rayons de courbure des boucles.
a)Source ASE avec R = 350 µm, b)Source ASE avec R = 500 µm, c)Source ASE ﬁltrée par un démulti-
plexeur CWDM de OMRON avec R = 350 µm et d)Source ASE ﬁltrée avec un démultiplexeur CWDM
de OMRON avec R = 350 µm
Pour conclure, j'ai démontré la possibilité de réaliser un FTS complétement intégré. Premièrement,
Pierre Benech et moi avons proposé une idée de spectromètre original. Deuxièmement, j'ai essayé de trou-
ver des solutions pour le modéliser. Troisièmement, j'ai ainsi montré la possibilité de déﬁnir un design
spéciﬁque pour atteindre les objectifs attendus par ce type de composant. Quatrièmement, des réalisa-
tions et des mesures ont été ensuite eﬀectuées. Enﬁn et cinquièmement, j'ai pu évalué ces performances
qui sont très encourageantes. Ce type de système peut tout à fait concurrencer les systèmes OEM spec-
trométriques sur le marché actuel comme Ocean Optics ou Arcoptix. L'intégration est poussée plus loin
et on élimine toutes optiques de volume sensibles à la poussière et nécéssitant des réglages manuelles
lors de son assemblage. Il ne manque à l'heure actuelle qu'une dernière étape, l'ajout d'une barrette de
photodétecteurs. D'autres structures sont en cours de réalisation pour obtenir une longueur de guide
plan suﬃsament grande pour avoir un interférogramme susceptible d'être correctement échantillonné par
la barrette de photodétecteurs dans le proche infra-rouge. Pour cela de nouvelles modélisations ont été
faites pour prendre en compte le gradient d'indice de réfraction obtenu avec l'échange ionique. En eﬀet,
l'évolution du gap optimal est assez sensible à l'évolution du contraste d'indice de réfraction des guides.
La gamme des longueurs d'ondes susceptibles d'être détectée est limitée par la longueur d'onde haute, la
longueur d'onde de coupure de la barette de photodétecteurs de 1700 nm et la longueur d'onde basse ﬁxée
par l'association de la taille du pixel et de la période spatiale de la frange à la sortie du guide plan. Ce
type de structure peut être transféré dans d'autres gammes de longueurs d'ondes et spéciﬁquement dans
le domaine visible. En eﬀet, à ces longueurs d'ondes on peut obtenir des résolutions spectrales beaucoup
plus importantes le nombre de pixels d'une barrette pouvant être plus grand (2048 pixels à la place de
512 pixels pour le moment en proche infra-rouge). Dans ce cas, la structure à boucle rayonnante peut être
un bon moyen pour des mesures interférométriques comme la tomographie en optique cohérente (OCT).
Enﬁn, on a pu montrer l'intérêt de développer des outils de modélisation poussés ou innovants. En eﬀet,
grâce à la modélisation quasi-parfaite des courbures, on a amené une forme de structure originale pour
répondre à la demande d'obtenir un interférogramme suﬃsament grand et contrasté.
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Chapitre 4
Cavité résonante 2D
Ces derniers années de grands développements technologiques ont été faits dans le domaine de la
microphotonique et notamment pour réaliser des structures photoniques en SOI [86]. La maîtrise de cette
technologie permet maintenant de réaliser de nouvelles structures fortement intégrées qui sont maintenant
des éléments de base dans le domaine passif pour le routage optique [87, 88, 89], dans le domaine non
linéaire pour la modulation [90] ou dans le domaine actif pour la réalisation de sources optiques [91]. Les
anneaux ou les microdisques sont des exemples de ces nouveaux éléments. Ce sont de nouvelles structures
respectant une symétrie cylindrique. Elles sont aussi ouvertes induisant un rayonnement du signal de
l'intérieur du microdisque vers l'extérieur. Ce type de symétrie permet d'utiliser les compétences acquises
et montrées dans les chapitres précédents. Il est néanmoins ici plus intéressant de résoudre les équations
de Maxwell en utilisant directement les coordonnées cylindriques. On pourra aussi voir que dans certains
cas une décomposition de Fourier peut être fortement intéressante pour déﬁnir la résonance de certaines
structures. De plus, en deux dimensions, il n'est pas nécessaire d'utiliser des méthodes numériques lourdes.
Je vais donc montrer des outils pseudo analytiques rapides très précis pour aider au développement de ces
systèmes. Et j'appuierai sur une des diﬃcultés de modélisation de ces structures qui est leur interaction
avec d'autres structures intégrées.
4.1 Microdisque
Figure 4.1  Schéma d'un microdisque de rayon a.
La modélisation d'un microdisque en deux dimensions revient à simuler un cylindre invariant sur
l'axe z comme sur la Fig. 4.1. On retrouve ainsi les équations d'Helmholtz en coordonnées cylindriques en
TE avec l'équation 3.1 ou en TM avec l'équation 3.2. Seulement des matériaux non magnétiques seront
utilisés ce qui induit µrr = µrθ = 1. Dans ce chapitre, des cavités résonantes vont être étudiées où les
composantes des champs solutions sont :
Fz = Ae
±jmθF (r) (4.1)
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avec Fz qui peut être soit le champ électrique Ez en TE ou le champ magnétique Hz en TM, m un
entier correspondant au nombre de périodes du signal sur la périphérie du disque. En eﬀet, ce dernier
caractérise la propriété résonante de la cavité c'est à dire que le signal qui tourne doit interférer construc-
tivement après un tour de propagation. Fr est une fonction déterminant l'évolution radiale du signal
selon l'axe r. Cette fonction dépend du type de mode que l'on cherche à déﬁnir. On cherche à étudier les
modes qui sont le plus conﬁné dans ce type de structures appelés des modes de galerie. Pour les déﬁnir, la
nouvelle expression des équations d'Helmholtz peut être déﬁnie dans les zones radiales où la permittivité
r est constante comme :
1
r
∂
∂r
(
r
∂Fr
∂r
)
+
[
k20r −
m2
r2
]
Fr = 0 (4.2)
Les solutions de ces équations sont connues [92]. Si on se trouve dans le cylindre, la solution est une
fonction de Bessel Jm(k0n1r) avec n1 qui est l'indice de réfraction du cylindre. Cette fonction caractérise
une onde stationnaire. A l'extérieur, la solution est une fonction de Hankel de première espèceH
(1)
m (k0n2r)
ou de deuxième espèce H
(2)
m (k0n2r) avec n2 qui est l'indice de réfraction du milieu extérieur. La première
fonction caractérise une onde propagative entrante dans le disque et la seconde est une onde propagative
sortant du disque. On peut comparer ces fonctions aux modes rayonnées d'un guide droit. A l'intérieur du
guide, une onde stationnaire est caractérisée par une fonction cosinusoïdale cos(
√
(k0n1)2 − (k0neff )2x)
avec x un axe transverse au guide et neff l'indice eﬀectif du mode rayonné. A l'extérieur du guide les
ondes propagatives entrantes et sortantes sont caractérisées par des fonctions exponentielles complexes
e±j
√
(k0n2)
2−(k0neff )2x. Le signe détermine le sens de cette propagation (positif pour une onde entrante
et négatif pour une onde sortante).
Il y a principalement deux méthodes pour déterminer les résonances de ces cavités :
 le régime en oscillation forcée
 le régime en oscillation libre
Figure 4.2  a) Description du principe de l'oscillation forcée et b) Réponse spectrale de l'oscillation
forcée
Le premier régime correspond au mode de fontionnement utilisé pour caractériser la réponse spectrale
d'un résonateur Pérot-Fabry constitué d'un miroir parfait et d'un miroir d'entrée avec un module de
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coeﬃcient de réﬂexion |ρ| < 1 par exemple. On envoie une onde propagative sur le résonateur et on
observe le signal réﬂéchi. Si la longueur d'onde d'excitation est en dehors du spectre de résonance de la
cavité, le signal à l'intérieur de la cavité interfère destructivement et induit donc un signal d'amplitude
quasi-nulle dans la cavité. Dans le cas contraire, l'onde entre en résonance avec le mode de la cavité ce qui
induit une augmentation du signal dans la cavité. Et quelque soit la longueur d'onde excitation, l'ensemble
du signal est réﬂéchi. Avec des résonateurs circulaires, on obtient le même comportement comme sur la
Fig. 4.2. L'excitation se fait par le biais de l'onde entrante déﬁnie par la fonction de Hankel de première
espèce A1H
(1)
m (k0n2r) d'amplitude A1. Le mode résonant dans la cavité est caractérisé par la fonction
de Bessel BJm(k0n1r) avec B l'amplitude du signal. A la résonance, cette amplitude sera importante
(interférence constructive entre les deux ondes). Sinon, cette amplitude sera quasi-nulle (interférence
destructive entre les deux ondes). Enﬁn, la seule voie de sortie du signal stocké dans la cavité étant le
milieu extérieur, la fuite sera alors caractérisée dans tous les cas par une fonction de Hankel de deuxième
espèce avec une amplitude A2 soit A2H
(2)
m (k0n2r). La valeur absolue de cette amplitude doit néanmoins
être la même que celle de l'onde entrante. Ainsi en balayant, l'évolution du rapport BA1 , on va pouvoir
déterminer la longueur d'onde de résonance en situant le maximum de cette fonction. Le facteur de
qualité sera donné par le rapport du module de la fréquence de résonance sur la largeur à mi-hauteur (si
l'évolution est convertie en puissance) soit Q = λres∆λ . Pour connaître la valeur de B en fonction de A1,
on doit vériﬁer la continuité des composantes tangentielles des champs à l'interface du cylindre à r = a
avec a le rayon du cylindre ce qui donne les relations suivantes :
 BJm(k0n1a) = A1H
(1)
m (k0n2a) +A2H
(2)
m (k0n2a)
B
(
n2
n1
)2p (
n1
n2
)
∂Jm(k0n1a)
∂r = A1
∂H(1)m (k0n2a)
∂r +A2
∂H(2)m (k0n2a)
∂r
(4.3)
avec les champs parallèles à l'interface Ez et Hθ en polarisation TE (p = 0) et ensuite les champs
parallèles à l'interface Hz et Eθ en polarisation TM (p = 1).
En régime d'oscillation forcée, la valeur de A1 est connue. On a donc un système à deux équations et
deux inconnus. Il suﬃt d'exprimer alors B et A2 en fonction de A1 pour obtenir son évolution en fonction
de la longueur d'onde.
Le second régime, dit oscillation libre, décrit un autre mode de fonctionnement du résonateur. Dans
cette conﬁguration, il n'y a pas de sources extérieures. La lumière est supposé être déjà dans le disque.
Elle tourne à l'intérieur et fuit progressivement comme le montre la Fig. 4.3. L'amplitude du champ
varie dans le temps selon une loi [93] en cos(ωrt) exp(−αt). Le terme α > 0 désigne alors le coeﬃcient
d'atténuation temporel de la cavité. En eﬀet, comme dans tout résonateur en oscillation libre, la lumière
fuit du disque à la pulsation de résonance ωr =
2pi
λr
c, avec c la vitesse de la lumière dans le vide. L'énergie
diminue donc progressivement à l'intérieur de la cavité. Cette atténuation est caractérisée par le coef-
ﬁcient d'atténuation α caractéristique du résonateur. Le facteur de qualité Q peut s'exprimer à partir
de ces données par la relation Q = ωr2α [93]. Une cavité résonante ayant un fort coeﬃcient de qualité
conserve donc longtemps la lumière en son sein. Ainsi, le coeﬃcient d'atténuation α peut être également
représenté par la durée de vie τ = 1α du photon dans la cavité. La représentation mathématique de ce ré-
gime se traduit au niveau de l'interface du cylindre par le nouveau couple d'équations TE et TM suivants :
 BJm(k0n1a) − A2H
(2)
m (k0n2a)=0
B
(
n2
n1
)2p (
n1
n2
)
∂Jm(k0n1a)
∂r − A2 ∂H
(2)
m (k0n2a)
∂r =0
(4.4)
où l'on retrouve le signal stationnaire à l'intérieur du disque relié simplement à une onde propagative
fuyant à l'extérieur du disque. Les solutions de ce couple d'équation sont données par le calcul du détermi-
nant égal à zéro. Ainsi en utilisant une simple routine numérique de recherche de zéro d'une fonction, on
peut déterminer très rapidement la longueur d'onde de résonance. Comme cette valeur est complexe soit
λc = λr+jλi, on obtient aussi très facilement le coeﬃcient de qualité en utilisant la relation Q =
λr
2λi
et la
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Figure 4.3  a)Description du régime en oscillation libre et b)Description de la divergence de ce signal
avec ce type de régime.
longueur d'onde de résonance |λc|. Ces cavités sont généralement multimode. En eﬀet, pour chaque ordre
azimutal m, il existe plusieurs modes de résonance caractérisés par l'ordre radial l. Ce dernier permet en
fait de déﬁnir le nombre de résonance du champ sur l'axe radial qui est de l+ 1. Sur la Fig. 4.4, on peut
voir la longueur d'onde de résonance qui décroît avec m alors que le coeﬃcient de qualité augmente avec
m. Et la longueur d'onde de résonance et le coeﬃcient de qualité décroîssent avec l. Le mode fondamental
caractérisé par l = 0 est donc le mode le plus conﬁné qui est généralement celui que l'on cherche à utiliser.
Figure 4.4  Evolution de la longueur d'onde de résonance et du coeﬃcient de qualité selon l'ordre
azimutal m et l'ordre radial l pour un disque de Si entouré d'air et un rayon a = 1 µm.
Le régime en oscillation forcée peut être pratique à utiliser si on connaît facilement la nature de l'onde
excitatrice ce qui n'est pas forcément le cas lorsque l'on approche un mode guidé d'un guide droit proche
du microdisque. L'utilisation du mode de l'oscillation libre semble plus naturel mais on se retrouve devant
un problème de normalisation de mode. En eﬀet, la déﬁnition du mode en oscillation libre impose une
divergence de l'amplitude du champ selon l'axe radial quand r → ∞. Ainsi le mode n'est alors plus
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normalisable. Au début des études des microdisques, on a souvent éliminé cette contrainte en imposant
un champ nul à partir d'une certaine distance r [94] ou en imposant un champ évanescent à l'extérieur
du microdisque [95] pour le rendre normalisable. Ces approximations étaient généralement viables pour
des résonateurs à fort coeﬃcient de qualité. Il était alors intéressant de proposer d'autres solutions en
prenant en compte la nature divergente de ce mode comme celle décrite dans la section suivante.
4.2 Couplage Microdisque-Guide
Il est très pratique d'utiliser les microdisques comme source laser. En eﬀet, avec des forts contrastes
d'indice de réfraction, on peut obtenir des sources lasers compacts avec de forts coeﬃcients de qualité.
Mais le fonctionnement de ces résonateurs avec des guides optiques est primordial. Les guides permettent
d'injecter ou de récupérer la lumière dans le résonateur grâce au couplage par onde évanescente [96].
Cette solution semble la plus intéressante pour récupérer la lumière issue du disque en conﬁguration
laser. Enﬁn, les guides permettent un couplage vers l'extérieur au moyen de ﬁbres optiques. Les modes
de galerie sont dans ce cas souvent décrits par des modes déﬁnis par le régime d'oscillation libre. Les
pertes seront en fait compensées par le matériau en régime permanent. Cette comparasion est d'autant
plus vrai que le coeﬃcient de qualité du résonateur est grand. On retrouve donc une longueur d'onde de
résonance complexe et des champs divergeants spatialement. La problématique de cette structure montrée
sur la Fig. 4.5 est d'évaluer ensuite la puissance couplée dans le guide droit de sortie aﬁn de choisir le
gap optimum entre le guide droit et le microdisque. Une méthode classique souvent utilisée pour étudier
le couplage entre diﬀérentes structures est la méthode de perturbation. Cette méthode est rapide mais
elle nécessite généralement des modes nomalisables ce qui n'est ici pas le cas avec le mode de galerie du
microdisque. Néanmoins, j'ai pu proposer une solution analytique à ce problème aﬁn d'avoir des temps
de calculs rapides pour étudier ce type de structure. Ce travail a été ﬁnancé par un projet RMNT qui a
débuté en 2001 d'une durée de 3 ans avec comme partenaires le LEOM, ST, LETI, LTM et l'IRCOM.
Figure 4.5  Couplage entre un microdisque et un guide. Utilisation de plusieurs points d'observation
pour la FDTD.
Avant de décrire de manière non exhaustive la méthode de perturbation , il est important de rappeler
quelques relations essentielles mettant en avant les diﬀérentes pertes du microdisque. Dans le cas de
l'oscillation libre, le disque passif voit son énergie fuir au niveau de ses courbures. Le couplage avec un
guide adjacent augmente les pertes ce qui se traduit par une augmentation de la partie imaginaire de la
pulsation complexe du mode de galerie. Le champ Fz, décrit en oscillation libre, est donc tel que :
Fz(r, t) ∝ e(jωr−α−αc)t, (4.5)
où α est le coeﬃcient d'atténuation du résonateur à vide et αc représente les pertes issues du couplage
avec le guide. Dans ce cas, le facteur αc participe uniquement à l'élargissement de la raie d'émission
du laser. En ce qui concerne la variation d'énergie dans le disque, celle-ci est due aux pertes naturelles
du disque (Pr puissance rayonnée de manière isotrope autour du microdisque) et aux pertes issues du
couplage avec le guide (Pg puissance couplée dans le guide).
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d|Fz(r, t)|2
dt
= Pr + Pg. (4.6)
En dérivant le carré du module de l'équation 4.5 et en la comparant à l'équation 4.6, les puissances
guidée et rayonnée s'expriment de la manière suivante Pg = 2αc|Fz(r, t)|2 et Pr = 2α|Fz(r, t)|2. En
combinant les deux équations on obtient le coeﬃcient de qualité de la structure chargée :
Q =
ωres
2 (αc + α)
=
ωres
1 +
Pg
Pr
(4.7)
La puissance en sortie est donc liée au coeﬃcient de couplage et donc à la séparation entre le disque
et le guide. Dans ce cas précis, l'optimum est essentiellement lié au gain du matériau (Compensation de
l'ensemble des pertes par le gain du matériau). Dans ce cas, le gap entre le microdisque et le guide est
choisi lorsque l'on a un facteur de qualité divisé par deux c'est à dire un rapport
Pg
Pr
= 1. Dans cette
conﬁguration, le microdisque est considéré comme l'élément de perturbation du guide droit monomode.
Deux modes peuvent se propager dans le guide : un mode se propageant vers les x positif et un mode
se propageant vers les x négatif. Les deux modes de ce guide sont normalisables. Ces deux directions
sont dues à l'existence des deux modes contra-propagatifs tournant dans le microdisque pour créer un
mode stationnaire. En appliquant la méthode de perturbation [97], on peut facilement obtenir la puis-
sance guidée Pg. La puissance rayonnée du microdisque est quant à elle donnée par la relation suivante
Pr =
1
2Re
[∫
θ
∫
z
(Ed ∧Hd∗)rdθdz
]
qui correspond au vecteur de Poynting selon la direction r. Ed et
Hd sont respectivement les champs transverses électrique et magnétique du microdisque. Cette dernière
valeur dépend de la position r. On choisit r = rc, position où la dérivée du champ est nulle à l'extérieur
du disque [94]. Elle dépendra donc de la dimension du microdisque.
Figure 4.6  Comparaison entre la méthode de perturbation et la méthode FDTD. (a) Cas du mode de
galerie (0,7) en polarisation TE. (b) Cas du mode de galerie (0,9) en polarisation TE. (c) Cas du mode
de galerie (0,9) en polarisation TM. Les zones où le couplage critique est approché sont grisées.
Je vais maintenant comparer les résultats de ce modèle avec ceux obtenus avec la méthode numérique
FDTD [98]. Pour cela, je vais m'intéresser au cas d'un disque d'indice de réfraction n1 = 2, 2 entouré
d'air, placé à proximité d'un guide de largeur lg = 0, 3 µm. Le rayon du disque est de 1 µm. Pour valider
le modèle et les hypothèses, je m'intéresserai plus particulièrement à la zone de couplage entourée en
pointillé sur la ﬁgure 4.5b. Par la suite en observant le champ en des points particuliers, un phénomène
intéressant sera observé. Ces points sont indiqués par des ﬂèches sur la ﬁgure 4.5b. Le point d'observation
P, indiqué par la ﬂèche en pointillé, correspond au lobe du champ qui se trouve le plus proche du guide.
Les points I sont situés de part et d'autre de ce point, au niveau où le champ est nul. Sur la ﬁgure
4.6, l'évolution des facteurs de qualité calculée par les deux méthodes est présentée en fonction de la
séparation sp entre le disque et le guide. Sur la ﬁgure 4.6a, les résultats pour le mode de galerie d'ordre
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(l = 0,m = 7) montrent une bonne correspondance entre les deux modèles. Le léger décalage est imputable
aux discontinuités du champ électrique qui sont négligées dans notre modèle et qui sont importantes pour
la polarisation TE. En eﬀet, pour cette polarisation, le champ électrique est contenu dans le plan (y, x).
Les discontinuités au niveau des parois du guide et du disque sont donc importantes. Pour ces simulations,
aucune diﬀérence entre les résultats issus de l'observation de l'amplitude aux points P et I n'est observée.
Par contre, sur la ﬁgure 4.6b, une nette distinction des courbes est observée pour les ordres azimutaux
supérieurs comme l'ordre m = 9. Il y a toujours une bonne correspondance pour les deux modèles, mais
cette fois un phénomène de battement est observé qui diﬀère pour les deux points d'observation. Les
résultats obtenus pour la polarisation TM, sur la ﬁgure 4.6c, conﬁrment la présence de ce phénomène. Ce
phénomène peut être expliqué par une levée de dégénérescence du mode stationnaire du disque du à la
présence du guide. En eﬀet, on peut facilement supposer que le mode stationnaire avec un maximum situé
sur le point P n'aura pas la même interaction avec le guide que le mode orthogonal ayant un minimum
sur le point P [99]. Il a été aussi montré l'apparition de cette levée de dégénérescence induite par la
simple présence de rugosités sur la périphérie du disque [100]. La ﬁgure 4.6c montre également que les
décalages observés pour les courbes 4.6a et 4.6b pour la polarisation TE ont disparu. Ceci appuie notre
interprétation précédente qui impute ces décalages aux discontinuités du champ électrique au niveau
des interfaces. Pour conclure, rappelons que le programme mettant en oeuvre le modèle analytique est
particulièrement rapide (quelques secondes pour une simulation, contre plusieurs heures en FDTD sur un
PC pentium IV 1.4Ghz).
4.3 Applications : structures passives SOI
Ce type de modélisation a pu être directement appliqué sur le développement de microdisques SOI
pour la réalisation de démultiplexeurs en longueurs d'ondes. Cette partie a été ﬁnancée par un projet
ACI qui a débuté en 2003 d'une durée de 2 ans avec comme partenaires le LEOM, LETI, DRFMC, IEF,
LPM, LIP6 et IRIT. En eﬀet, les interconnexions électroniques classiques pourraient être remplacées
par le biais de guides optiques réalisés sur le même support que les circuits de microélectronique. Pour
augmenter la possibilité de rediriger les horloges, il a été proposé d'utiliser le multiplexage en longueurs
d'ondes en associant une zone de distribution à une longueur d'onde spéciﬁque. La taille faible des ré-
sonateurs à microdisques fut alors mise en avant pour les utiliser en tant que briques de base dans ce
type d'application. Le signal à traiter est alors transmis dans un guide droit. Ce dernier est alors mis en
contact avec un microdisque. Dans ce premier cas, le signal excitateur est dans le guide droit. On suit
donc un régime en oscillation forcée. On obtient alors un ﬁltre réjecteur en longueur d'onde [101]. En
eﬀet, à chaque longueur d'onde de résonance, le signal du guide peut se coupler dans le microdisque via
son onde propagative d'une manière constructive et rayonner ensuite à l'extérieur du microdisque. Pour
cela, le signal peut être totalement prélevé si la puissance couplée du guide vers le microdisque sur un
aller correspond exactement à la puissance perdue par le disque au bout d'un tour de propagation c'est
à dire que α = αc. Et dans ce cas, le coeﬃcient de qualité du résonateur Q est la moitié du coeﬃcient
de qualité du microdisque à vide soit Q02 . Un exemple de transmission est montré sur la Fig. 4.7. On
remarque l'optimum de réjection du signal obtenu pour un gap sp proche de 230nm. L'application du cal-
cul précédent donne des valeurs proches de 210nm. La méthode est donc vérﬁée pour ce type de structure.
En ajoutant un deuxième guide droit de l'autre côté du microdisque comme sur l'image MEB présentée
sur la Fig. 4.8, on peut récupérer le signal couplé dans le microdisque dans ce deuxième guide droit. A
cause de la rotation de l'onde propagative du microdisque, le signal est alors découplé dans le sens opposé.
Avec cette conﬁguration symétrique, il est impossible de récupérer totalement le signal dans le deuxième
guide droit. Ainsi on choisit une distance de gap sp pour obtenir un coeﬃcient de qualité Q =
Q0
2 . Ce
travail avait montré la possibilité de réaliser des très petits résonateurs avec des diamètres de disque
inférieurs à 3 µm. Pour les ﬁltres réjecteurs, une réjection de 20 dB a été obtenue avec des coeﬃcients
de qualité autour de 1000. En revanche, pour les démultiplexeurs les puissances découplés n'étaient pas
sans pertes. A cause de la conﬁguration symétrique de la structure et des pertes des microdisques, on
obtenait 8 dB de pertes d'insertion pour passer d'un guide à l'autre à la résonance avec des coeﬃcients
de qualité du même ordre. Néanmoins, il a été montré qu'avec des microdisques de cette taille seuls les
modes fondamentaux étaient excités limitants le nombre de résonance ce qui n'était forcément pas le cas
pour des microdisques de tailles plus grandes.
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Figure 4.7  a) Transmission de la puissance optique dans le guide droit d'un ﬁltre réjecteur de longueur
d'onde (sp = 230nm, diamètre du disque de 2.92 µm) et b) Evolution de l'eﬃcacité de réjection en
fonction de sp.
Figure 4.8  a) Image MEB d'un demultiplexeur en longueur d'onde sur SOI b) Evolution de la puissance
du signal sur le guide droit et le deuxième guide de découplage en fonction de la longueur d'onde.
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Figure 4.9  Disque denté : (a) Structure du disque denté. Le rayon intérieur est b et le rayon extérieur
a. On note hd la profondeur des dents. (b) Partie réelle de la carte du champ électrique pour le mode pair
en polarisation TE du disque denté. (c) Partie réelle de la carte du champ électrique pour le mode impair
en polarisation TE du disque denté. (d) Réponse spectrale d'un disque simple calculée par FDTD. Pour
cette simulation, chaque pic correspond à un mode d'ordre azimutal diﬀérent. (e) Réponse spectrale d'un
disque denté pour les modes pairs. Seule la signature d'un mode n'est pas atténuée.
4.4 Microgear
Les compétences acquises sur les résonateurs à symétrie cylindrique et sur la décomposition des champs
électromagnétiques sur une base de Fourier ont permises d'étudier un autre de type de structure appelée
microdisque à réseau de Bragg ou microgear en anglais [102]. Une des grandes contraintes des micro-
disques est d'être multimode sur l'ordre azimutal mais aussi selon l'ordre radial. Pour rendre monomode
cette structure, on peut ajouter une corrugation périodique sur la périphérie du disque comme sur la
Fig. 4.9. En eﬀet, la résonance ayant un ordre azimutal m = 2Nd, avec Nd le nombre de dents, aura une
répartition de son champ principalement dans les dents du réseau. Les deux ondes contra-propagatives
vont en eﬀet interférer constructivement dans les dents du microgear. Ce ne sera pas le cas pour les autres
modes qui subiront une diﬀraction à chaque interface trou-dent ce qui aura comme conséquence de réduire
radicalement leur coeﬃcient de qualité. On peut voir sur la ﬁgure précédente, la forte réduction des pics
de résonance de la cavité microgear. Ces courbes sont issues d'une modélisation FDTD où l'on analyse
l'amplitude du champ dans une des dents du microgear. La cavité est alors pratiquement monomode.
Néanmoins il ne faut pas oublier, que pour un même ordre m, on peut distinguer deux modes de réso-
nance orthogonaux : un mode pair (maximum du champ dans les dents) et un mode impair (maximum
du champ dans les trous). A cause de la répartition de champ du premier, ce dernier sera caractérisé par
une meilleure résonance. Cette structure originale est donc une bonne solution pour obtenir des lasers à
faible seuil [103].
Une manière originale d'étudier cette structure est de décomposer la structure en 3 zones selon l'axe
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Figure 4.10  Découpage en trois zones du calcul.
radial comme présenté sur la Fig. 4.10. La zone A est une zone homogène où le champ solution est connu
étant une fonction de Bessel Jm(k0n1r). Dans la zone C, c'est aussi le cas, la solution dans le régime
libre est une fonction de Hankel H
(2)
m (k0n2r). En revanche, la solution analytique n'est pas connue dans
la zone corruguée. Dans ce cas, la décomposition de la permittivité selon l'angle θ en série de Fourier
conduira aussi à une décomposition du champ sur cette même base selon la forme
∑n=N
n=0 fm(r)cos(nmθ).
La fonction fm(r) ﬁxant la pondération de la série de Fourier dépend de la position r. La zone B doit
alors être discrétisée en plusieurs couches de même épaisseur suﬃsament petite pour considérer ensuite
que la fonction fm(r) soit constante dans chaque couche. Ainsi, en appliquant ensuite la continuité des
champs à chaque interface, on doit retrouver une matrice dont l'annulation du déterminant donnera les
longueurs d'ondes de résonance de la structure.
Les résultats de cette méthode ont ensuite été comparés à ceux de la FDTD et à une méthode de
perturbation. Une très bonne correspondance a été obtenue [104, 105]. La principale approximation
de notre méthode provient de la limitation du calcul en harmonique. La convergence est assurée avant
l'harmonique 4m. Ainsi la diﬀérence quadratique maximale entre une simulation arrêtée à l'harmonique
4m et une simulation arrêtée à l'harmonique 5m est de 0.04 % sur la longueur d'onde et de 0.3 % sur le
facteur de qualité. Une étude avec des harmoniques plus élevée n'a pas été faite. En eﬀet, une telle étude
est compromise par les relations suivantes : limk→+∞H1kmk0n2a = −j∞ et limk→+∞H2kmk0n2a = j∞.
Ces deux équations montrent que la montée en harmonique suppose la manipulation de valeurs de plus en
plus grandes ce qui introduit des problèmes numériques assez rapidement. Le fait de prendre en compte
les harmoniques d'ordre supérieur ne modiﬁe pas la longueur d'onde de résonance obtenue et diminue
légèrement le facteur de qualité Q. En eﬀet, à la longueur d'onde de résonance du mode de galerie m,
les harmoniques supérieures (km > 2m) sont hors résonance. Ils se comportent donc comme des voies de
fuites et réduisent le facteur Q. Cette diminution du facteur de qualité est un phénomène important si on
veut comprendre le fonctionnement de résonateurs de géométrie diﬀérente. Un autre eﬀet de la présence
d'harmoniques supérieures est la déformation du champ. Celle-ci est en grande partie responsable du
comportement en polarisation du disque denté.
La ﬁgure 4.11a montre le comportement en polarisation du disque denté. Les facteurs de qualité pour
les deux polarisations du mode de galerie d'ordre azimutal m = 6 sont ainsi comparés pour un disque
d'InP de rayon a = 1µm entouré d'air. Notons que la courbe de la polarisation TE montre une amélio-
ration du facteur de qualité alors qu'il diminue pour la polarisation TM. On obtient une diﬀérence de
facteur de qualité maximum pour une profondeur de dents de 0.14 µm avec QTE = 829 et QTM = 66. La
résonance du mode en polarisation TE est donc 10 fois plus ﬁne que celle du mode en polarisation TM.
Sur les ﬁgures 4.11b et 4.11c, on peut voir les composantes des champs pour les deux polarisations. Ces
ﬁgures montrent que le champ se comporte très diﬀéremment en fonction de la polarisation. En polari-
sation TE, la composante du champ électrique dans le plan transverse est sensible aux discontinuités de
r à cause de la continuité du vecteur déplacement D. En polarisation TM, le champ électrique Ez est
tangentiel aux discontinuités de r, il n'est donc pas aﬀecté. Ainsi en polarisation TE, la composante Eθ
du champ électrique est donc discontinue aux bords de chaque dent ce qui implique une forte amplitude
du champ Eθ à cet endroit. Au même endroit, la composante Hz du champ magnétique est faible pour
le mode pair. On a donc un mauvais recouvrement entre les cartes de champ Eθ et Hz. Le vecteur de
Poynting selon r : Pθ =
1
2Re
[∫
θ
EθH
∗
z
]
en est amoindri, ce qui implique une diminution des pertes. Dans
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Figure 4.11  (a) Comparaison entre les polarisations TE et TM. La partie réelle du champ des trois
composantes de chaque polarisation est représentée à partir de calculs FDTD. (b) Polarisation TE et (c)
polarisation TM. Notons que les axes des cartes de champ sont gradués en µm.
le cas de la polarisation TM (Ez,Hr,Hθ), la composante Hθ ne bénéﬁcie pas de cette discontinuité.
Le recouvrement entre Ez et Hθ est bien meilleur ce qui implique un fort vecteur de Poynting dans la
direction radiale Pθ =
1
2Re
[∫
θ
EzH
∗
θ
]
. On a alors des pertes supérieures au cas de la polarisation TE.
Lorsque la profondeur des dents augmente, le mode de galerie se comporte comme s'il y avait une dimi-
nution du rayon moyen du disque et son facteur de qualité s'en trouve réduit. En conclusion, ce sont les
discontinuités du champ électrique qui provoquent l'augmentation du facteur de qualité.
Dans ce chapitre, j'ai donc développé des méthodes 2D pour étudier des résonateurs cylindriques.
Néanmoins, ces structures ont des épaisseurs faibles qui induisent des eﬀets de diﬀraction sur la périphérie
de ces résonateurs qui ne sont pas du tout négligeables. Pour prendre en compte correctement ces eﬀets,
il est donc nécessaire de faire des modélisations 3D ce qui est proposé dans le chapitre suivant.
39
Chapitre 5
Cavité résonante 3D
Toutes les études précédentes ont été faites en deux dimensions. Les modes TE et TM sont alors
orthogonaux. Malheureusement ce n'est plus le cas dans la réalité lorsque l'on prend en compte les trois
dimensions. On a alors ce qu'on appelle des modes hybrides où les champs électriques et magnétiques ont
des composantes sur les trois axes du champ r, θ et z. En gardant toujours les propriétés cylindriques
des structures à caractériser, il est maintenant possible de proposer des solutions pour la simulation de
ces cavités traitées de façon tridimensionnelles.
5.1 EIM
La méthode de l'indice eﬀectif est une méthode approximative permettant de calculer les modes en
3-D [108, 109]. Cette méthode étant semi-vectorielle, les solutions sont séparées en deux polarisations
TE et TM comme en 2-D. La constante de propagation selon l'axe z est donc partiellement négligée.
Comme le veut la déﬁnition de la polarisation optique, les modes TE sont associés aux composantes
(Hz,Er,Eθ) et les modes TM aux composantes (Ez,Hr,Hθ). Par la suite on développera le calcul pour
la polarisation TE, la polarisation TM se traite de manière similaire. En supposant les variables r, θ et
z séparables, la composante verticale du champ peut s'écrire Hz = e
jmθH(r)Φ(z)ejωt. En introduisant
neffz dans l'équation d'Helmholtz , on obtient facilement dans le matériau d'indice de réfraction ni
∂2H(r)
∂r2
+
1
r
H(r)
r
+
[
k20n
2
effz −
m2
r2
]
H(r) = 0, (5.1)
∂2Φ(z)
∂z2
+ k20(n
2
i − n2effz)Φ(z) = 0, (5.2)
où k0 =
ω
c . On reconnaît dans la première équation la relation de Helmholtz du disque 2-D et dans la
seconde celle du guide plan. La résolution des conditions de continuité du guide plan permet d'obtenir la
valeur de neffz, et la résolution des conditions de continuité à la périphérie du disque donne la pulsation
complexe ω. Comme le calcul de neffz se fait à pulsation ω donnée, et inversement, un calcul itératif est
à faire. On calcule donc une première fois l'indice eﬀectif n
(0)
effz à une pulsation ω
(0) arbitraire, puis on
calcule la pulsation de résonance ω(1). Si cette nouvelle pulsation correspond à ω(0), le calcul est stoppé.
Sinon un nouvel indice eﬀectif n
(1)
effz est calculé et le calcul reprend jusqu'à la convergence du processus.
Une comparaison de l'EIM avec la méthode FDTD 3-D est montré sur la ﬁgure 5.1, dans le cas d'un
disque d'InP (n = 3, 2) entouré de silice. Sur cette ﬁgure, les facteurs de qualité sont présentés pour les
deux polarisations en fonction des longueurs d'ondes de résonance. Chaque point est donc un mode de
galerie. Les cercles représentent les résultats FDTD et les carrés, ceux de l'EIM.
La correspondance en longueur d'onde est correcte puisque les carrés et les ronds sont alignés verti-
calement. Par contre, les coeﬃcients de qualité analytiques sont très inférieurs aux coeﬃcients de qualité
FDTD. En eﬀet, l'EIM est une méthode approximative qui est peu appropriée au guidage à fort conﬁ-
nement. A cause de la faible épaisseur du disque et de l'importante diﬀérence d'indices de réfraction,
le champ sur le bord du disque diﬀracte selon toutes les directions. L'EIM ne peut tenir compte de ce
phénomène car elle impose à la lumière de fuir uniquement selon l'axe radial. Elle produit donc une erreur
non négligeable sur la modélisation du mode de galerie. Notons que les facteurs de qualités théoriques ne
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Figure 5.1  Comparaison entre la FDTD-3D et l'EIM pour la longueur d'onde de résonance et le
coeﬃcient de qualité des modes de galerie d'un disque d'InP entouré d'air. L'épaisseur du disque est de
280nm, son rayon est 1µm, les indices eﬀectifs calculés donnent neff = 2, 05 en TM et neff = 2, 63 en
TE.
sont jamais observés expérimentalement car les procédés technologiques ne permettent pas de fabriquer
des disques sans défaut. Dans la pratique les facteurs de qualité réels sont donc très amoindris. Il est
donc intéressant de trouver une méthode eﬃcace, c'est à dire plus rapide que la FDTD-3D pour déter-
miner les modes de résonances de cette structure. J'ai proposé alors de toujours utiliser les propriétés
des coordonnées cylindriques dont les fonctions dans le plan r et θ sont connues. On multiplie ensuite
simplement ces fonctions par une nouvelle fonction évoluant en z mais décomposable en série de Fourier.
Cette séparation de variables (entre le plan (r, θ) et l'axe z) est envisageable sachant qu'elle est même
vériﬁée pour chaque harmonique de la série de Fourier. Cette méthode sera appelée l'AFMM-cylindrique.
5.2 AFMM-Cylindrique
5.2.1 Principe de la méthode
La méthode RCWA peut être étendue à l'étude de problèmes en trois dimensions. La méthode consiste
à décomposer la structure 3D en une succession de couches parallèles d'épaisseurs variables mais discon-
tinument homogènes selon l'axe de propagation z. Dans ce cas, la périodisation se fait alors dans deux
directions perpendiculaires et transverses à l'axe de propagation c'est à dire par exemple l'axe y et z.
On retrouve les propriétés de la RCWA-2D sauf que dans ce cas le mode transverse est déﬁni par une
double périodisation. On peut appliquer cette méthode pour étudier un résonateur en imposant aucune
onde entrante dans le résonateur. Cette méthode a déjà été appliquée en suivant un répère cartésien pour
étudier les modes de résonance d'un micropilier [110]. Dans cet exemple l'axe de propragation était l'axe
de révolution du micropilier. On propose ici d'utiliser le même type de méthode en utilisant la symétrie
cylindrique des structures que l'on pourra étudier pour simpliﬁer l'application de la méthode RCWA.
En eﬀet, en utilisant les coordonnées cylindriques, on peut réduire la double périodisation en une simple
périodisation.
Dans ce cas, l'axe de "propagation" similaire au cas 2D sera l'axe radial r du microrésonateur. La
périodisation sera uniquement suivant l'axe de révolution c'est à dire l'axe z. Ce type de périodisation va
permettre d'avoir les mode propres pouvant se propager suivant l'axe radial. La combinaison de l'ensemble
de ces modes propres à une longueur d'onde donnée constituera le mode résonant de la structure. La
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Figure 5.2  Description du microrésonateur cylindrique simulée. Périodisation suivant l'axe z et pro-
pagation suivant l'axe r.
périodisation suivant l'axe z est possible car la dépendance azimutale du mode est connue et du type
ejmθ. On retrouve donc ainsi les propriétés de la RCWA-2D. Néanmmoins, la nature vectorielle du mode
reste inchangée avec une décomposition du mode toujours sur les six composantes des champ électrique et
magnétique (Er, Eθ, Ez, Hr, Hθ et Hz). Comme dans l'approche totalement vectorielle des modes guidés
des ﬁbres, les modes de la structure peuvent être déterminés en utilisant uniquement les champs Ez et
Hz. A partir de ces champs, on peut toujours reconstruire les autres composantes de champs. On peut
voir sur la ﬁgure 5.2, une description du microrésonateur décomposé suivant une séquence de couches
discontinument homogènes selon l'axe radial. Toutes ces sections sont décrites par leurs modes propres
associés décrits suivant l'axe z.
La permittivité électrique et la perméabilité magnétique sont toujours décrites par des séries de
Fourier :
r =
∑
n
ne
jnKz, µr =
∑
n
µne
jnKz (5.3)
avec K = 2piΛ , Λ étant la période de la structure et la taille de la cellule de calcul. Comme dans la
suite, les matériaux utilisés ne sont pas magnétiques. La somme des harmoniques est bien sûr de nouveau
tronquée avec l'ordre n allant de −M àM soit 2M+1 harmoniques. On obtient la description des champs
électriques et magnétiques de la manière suivante :
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où Sr,θ et Ur,θ peuvent s'exprimer en fonction de Uz et Sz à partir des équations de Maxwell. En
supposant que r ne dépend que de z dans une couche homogène en r on peut obtenir alors les équations
que respectent les coeﬃcients de Fourier Snz et U
n
z respectivement de Ez et Hz.
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Figure 5.3  Structures simulées. Un microdisque à gauche et un microanneau à droite.
avec
A = E¯−1 −KzE−1KzE¯−1 (5.8)
B = E −K2z (5.9)
où Kz est une matrice diagonale avec les éléments (kz)nn = (n −M − 1)K/k0, et E et E¯ sont des
matrices Toeplitz obtenues aves les coeﬃcients de Fourier de r et de 1/r. Les fonctions évoluant en
r solutions de ces équations sont connues et sont des fonctions de Bessel. On peut alors exprimer la
propagation suivant r en multipliant chaque coeﬃcient de Fourier Snz et U
n
z par la somme d'une fonction
de Bessel aiJm(k0λ
A,B
i r) et d'une fonction de Hankel diH
(2)(k0λ
A,B
i r) où λ
A,B
i sont les racines carrées des
ime valeurs propres des matrices A et B respectivement. ωni, υni sont également les éléments caractérisant
les vecteurs propres W et V des matrices A et B respectivement. La fonction Jm caractérise une onde
stationnaire et la fonction H(2) une onde propagative dans le sens croissant des r. Les conditions de
continuité des champs électriques et magnétiques parallèles à chaque interface le long de l'axe r permet
de relier les champs d'une couche s à une couche s + 1 c'est à dire aux interfaces r1 et r2. On peut en
revanche imposer les champs de la première couche et de la dernière couche. En eﬀet, pour la première
couche s = 1, le champ ne doit pas diverger en r = 0. Pour cela, on impose d1 = 0 et δ1 = 0. De
plus comme il n'y a pas de sources à l'extérieur du résonateur en oscillation libre, on impose un champ
seulement sortant dans la dernière couche s = 3 ce qui implique que a3 = 0 et α3 = 0 pour avoir une
forme de champ qui suit la fonction de Hankel H
(2)
m . Ce système homogène se réduit alors à annuler le
déterminant d'une matrice pour une longueur d'onde de résonance donnée qui doit être complexe λc. Pour
atteindre cette valeur, il existe plusieurs méthodes numériques. Dans le cas de l'AFMM, l'approche de la
matrice admittance [111] a été choisie pour éviter des problèmes de divergence des fonctions de Bessel.
Et pour le calcul de la valeur de la résonance, une décomposition en valeur singulière de la matrice (SVD)
étudiée a été faîte associée à une recherche de minimisation de la première valeur singulière [112, 113].
Ceci a permis d'obtenir des résonances d'une manière plus sûre.
5.2.2 Validation expérimentale
La méthode a été appliquée sur un simple microdisque ou un microanneau et comparée ensuite aux
méthodes existantes FDTD-3D [114] et EIM. La première structure est un microanneau avec des rayons
interne R1 et externe R2 de 1 µm et 1.2 µm respectivement, t = 0.3 µm d'épaisseur, constitué de Silicium
(nr = 3.48) entouré de Silice (ns = 1.44). La seconde structure est un microdisque avec un rayon R = 0.77
µm constitué d'un indice de réfraction nd = 3.2, complétement entouré d'un matériau avec un indice de
réfraction ns = 1.5. L'épaisseur du microdisque est t = 240 nm. Les structures sont montrées sur la ﬁgure
5.3.
Pour les deux structures, les longueurs d'ondes de résonance complexes ont été calculées pour plusieurs
modes azimutaux d'indice m, à la fois pour la polarisation TE et TM. Les résultats sont résumées sur
les ﬁgures 5.4 et 5.5 pour un microanneau et un microdisque respectivement. L'AFMM-cylindrique a été
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Figure 5.4  Evolution de la longueur d'onde et du coeﬃcient de qualité dans la structure du microanneau
avec trois méthodes diﬀérentes FDTD, AFMM et EIM.
Figure 5.5  Evolution de la longueur d'onde et du coeﬃcient de qualité dans la structure du microdisque
avec trois méthodes diﬀérentes FDTD, AFMM et EIM.
utilisée avec une période Λ = 6 µm et un nombre d'harmoniquesM ∼= 100 pour atteindre une convergence
suﬃsante. Les paramètres de la FDTD pour le microanneau sont ∆x = ∆y = ∆z = 25 nm, la taille de
la boite simulée 60 × 60 × 28 boites élémentaires et ∆t = 2.4073 × 10−17s et un nombre d'itération de
90000. Les paramètres pour le microanneau sont quant à eux ∆x = ∆y = ∆z = 20.6 nm, la taille de la
boite simulée 97× 97× 97 boites élémentaires et ∆t = 1.985× 10−17s et un nombre d'itération de 90000.
On peut déjà observer que les résultats de notre méthode vectorielle 3D est en bon accord avec les
résultats de la FDTD-3D. En revanche, la méthode EIM donne des résultats légèrement diﬀérents pour
les deux structures. Néanmoins, elle peut permettre de s'approcher des longueurs d'ondes de résonance.
Ce résultat peut alors être utilisé comme valeur initiale de recherche pour notre méthode. Les PMLs n'ont
pas forcément les mêmes inﬂuences sur le déroulement des simulations. Avec l'AFMM, les paramètres de
la PML agissent directement sur le proﬁl des modes propres de la structure. Et des valeurs d'absorption
trop fortes de la PML peuvent augmenter les contrastes d'indice de réfraction. Cet eﬀet nécessite alors
un nombre d'harmoniques plus important ou un ajout d'erreurs numériques provoqué par une mauvaise
simulation au niveau des discontinuités en TM malgré la méthode d'inversion des matrices de Toeplitz.
Avec la FDTD, les paramètres de la PML sont moins sensibles. Elles sont en eﬀet placées sur des zones
où le champ varie lentement et facilite le traitement de ces zones en diﬀérences ﬁnies. Ce sont plutôt des
problèmes de discrétisation de la structure dans un repère cartésien qui créent alors des rugosités artiﬁ-
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Figure 5.6  (a) Géométrie du spot simulé. (b) Simulation du spectre de photoluminescence. Notons que
les facteurs de qualité ont ici volontairement été réduits pour rendre compte des eﬀets de rugosités. Les
mesures sont normalisées et l'énergie totale est proportionnelle à l'éloignement du piédestal de Silicium
(principale source de pertes). (c) Mesure de la photoluminescence du disque de 48 µm obtenue àl'INAC.
cielles et engendrent des erreurs numériques. Ces eﬀets auraient tendance à augmenter avec le coeﬃcient
de qualité le champ se concentrant de plus en plus dans ces zones sensibles.
Finalement, notre approche est aussi beaucoup plus rapide. pour obtenir un mode résonant donné,
il ne faut pas plus d'un quart d'heure sur un PC avec un microprocesseur de 2GHz, avec une méthode
implémentée avec Matlab. On peut s'attendre à diviser par dix ce temps de calcul si la méthode était
implémentée en C. La Méthode FDTD implémentée avec un code Fortran prend quant à elle une heure
avec un cluster de quatre PC. Ceci est due aussi au fait que ce soit une FDTD cartésienne qui né-
cessite une discrétisation suﬃsamment ﬁne pour déﬁnir correctement la structure. Le temps sera donc
dramatiquement plus long si on utilisait le même PC précédent pour la méthode FDTD-3D.
5.3 Application : photoluminescence de microdisques de silice
dopé Erbium
Le département SINAPS de l'INAC est capable de réaliser des disques de Silice sur piedestal [106]. La
technique consiste à graver de manière anisotrope une couche Silice déposée au préalable sur un substrat de
Silicium. Ce dernier est ensuite gravé d'une manière isotrope pour laisser place à un simple piedestal sous
la couche de Silice. Le contraste d'indice de réfraction obtenu permet alors d'avoir des modes de galerie
fortement résonant pour des diamètres allant de 10 µm à 100 µm. Il est ensuite possible de déposer par
dessus une couche de Silice dopée en atomes d'Erbium pour obtenir des propriétés d'ampliﬁcation. Pour
les caractériser, les chercheurs de SINAPS ont développé un banc de photoluminescence. Il permet d'isoler
l'émission de la raie à λ = 351 nm d'un laser Argon et de la focaliser sur l'échantillon en un spot de 2 µm
de diamètre. Une partie de l'émission de photoluminescence des atomes d'Erbium est ensuite récupérée à
travers un objectif de microscope et injectée dans un monochromateur. La lumière est alors détectée sur
une caméra à semiconducteur, ce qui permet de reconstituer le spectre de photoluminescence. Lorsqu'on
observe les résultats obtenus sur la ﬁgure 5.6c pour un disque de 48 µm de diamètre, on constate que
pour un spot situé vers l'intérieur du disque, seul le spectre d'émission spontanée des atomes d'Erbium
est visible. Au fur et à mesure que le spot se déplace vers la bordure du disque, les modes de galerie
d'ordre radial faible sont excités par les atomes d'Erbium. Ces modes de galerie, aux facteurs de qualités
plus élevés donnent naissance à des pics de résonance dans le spectre.
Pour analyser cette mesure, il est nécessaire de simuler les modes de galerie qui peuvent être excités
pour déterminer alors l'origine de tous ces pics. Avec l'aide de la méthode analytique l'ensemble des modes
de galerie (l,m) supportés par un disque de silice de 48 µm de diamètre et d'épaisseur 1 µm a été calculé.
En eﬀet, dans le cas de disques de grand diamètre (> 10 µm) et de faible épaisseur (1 µm) mettant en
oeuvre une diﬀérence d'indice de réfraction raisonnable, l'EIM est tout à fait valable. Sur la plage spectrale
1495− 1590 nm, un ensemble de 384 modes de galerie avec chacun sa longueur d'onde de résonance λres
et son facteur de qualité Q a été obtenu. A partir de ces 384 modes, le coeﬃcient de couplage entre
chaque mode et l'émission engendrée par le spot d'excitation de 2 µm de diamètre sont calculés. Pour
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simpliﬁer les calculs en repère cylindrique, le spot est remplacé par un trapèze de 2 µm d'extension et
10◦ d'ouverture angulaire comme sur la ﬁgure 5.6a. Pour reconstituer le spectre de photoluminescence,
chaque mode de galerie ainsi calculé donne naissance à une fonction de Lorentz centrée sur la longueur
d'onde de résonance avec la largeur associée à son facteur de qualité ∆λ = λresQ . Notons que les facteurs de
qualité pour cette simulation sont volontairement réduits aﬁn de rendre compte des rugosités de surface
et de la limitation en résolution du monochromateur. Les modes de galerie d'ordre radial inférieur sont
les plus touchés par les rugosités aux bords du résonateurs. Les facteurs de qualité de ces modes sont
arbitrairement limités à la résolution de l'appareil de mesure. Enﬁn, le spectre ainsi calculé est multiplié
par le spectre d'émission spontanée de l'Erbium. La réponse spectrale en photoluminescence obtenue est
montrée sur la ﬁgure 5.6b, pour les trois positions de spot. On remarque que son comportement est très
similaire à la mesure reportée sur la ﬁgure 5.6c. L'identiﬁcation des résonances est donc possible.
Pour cela, les spectres normalisés sont superposés pour obtenir la ﬁgure 5.7. On remarque très vite
que le spectre expérimental montre des facteurs de qualité bien moindres à cause des rugosités au bord
du disque. Entre 1520 nm et 1530 nm, il a une bonne correspondance entre la mesure expérimentale
(a) et la théorie (b)(ici les facteurs de qualité ne sont pas réduits). Un second groupe de résonances est
identiﬁé entre 1530 nm et 1540 nm avec un décalage vers le rouge d'1, 5 nm. Autour de 1540 nm, on ne
retrouve qu'une résonance sur trois. Mais toutes sont des résonances d'ordre radial supérieure ou égale à
2. Il est donc fort possible qu'elles soient masquées par le bruit de fond. En eﬀet, plus les modes ont un
ordre radial élevé,plus ils sont aﬀectés par le piédestal en Si qui absorbe la lumière. Autour de 1545 nm
et 1556 nm on retrouve à nouveau des groupes de modes de galerie qui correspondent assez bien. Entre
chacun de ces groupes, des modes d'ordres radial supérieurs apparaissent mais sont en général diﬃciles
à discerner sur la mesure expérimentale. Enﬁn autour de 1568 nm le dernier groupe de mode semble
assez décalé (3 nm). Dans notre simulation, le fond continu est dû aux 354 modes de galerie d'ordre
radial supérieur à 3 dont les facteurs de qualité sont très bas. Ainsi, 30 résonances de modes de galerie
à fort coeﬃcient de qualité peuvent être identiﬁées dans le spectre simulé contre 26 dans l'expérience.
L'identiﬁcation approximative de chaque résonance est reportée sur le spectre expérimental 5.7a.
Pour expliquer les nombreux décalages observables sur les deux spectres, un cas simple a été traité
avec un disque de 15 µm de diamètre utilisant la même technologie. En eﬀet, un tel disque supporte
bien moins de modes et permet une analyse plus ﬁne. L'étude de la photoluminescence donne des infor-
mations supplémentaires. Ainsi, pour un disque de 15 µm de diamètre seulement 6 résonances peuvent
être discernées du bruit de fond. Toutes représentent des modes d'ordre radial fondamental. Ce nombre
réduit de modes permet de faire une étude en polarisation. En ajustant l'indice eﬀectif du matériau dans
le modèle, il est possible d'avoir une bonne correspondance avec les résonances mesurées. Un phénomène
de biréfringence semble apparaître. En eﬀet, comme l'indique la ﬁgure 5.8, les résonances des modes
TE correspondent très bien lorsque l'indice de réfraction de la silice est pris à n1 = 1, 487, tandis que
les résonances TM correspondent pour n1 = 1, 463. Ce phénomène de biréfringence peut trouver deux
explications diﬀérentes et probablement complémentaires. D'une part, comme le montre la photographie
de la ﬁgure 5.9 le montre, le disque possède des rebords biseautés à cause de la gravure chimique isotrope
de la silice. Le champ électrique n'étant pas orienté de la même manière pour les deux polarisations, il
est fort probable que le biseau provoque une légère biréfringence. De plus, le disque étant suspendu sur
le piédestal, des contraintes mécaniques peuvent apparaître et participer à cet eﬀet.
L'eﬀet laser n'a pas encore été obtenu dans la mesure où l'excitation n'était pas adaptée. Ainsi pour
observer l'eﬀet laser, il faut pouvoir pomper optiquement toute la circonférence de manière eﬃcace. La
méthode la plus eﬃcace est d'approcher une ﬁbre optique eﬃlée et d'exciter un mode de galerie résonant
à la longueur d'onde de la pompe. Le signal de pompe étant alors résonant dans la cavité, on aura un bon
recouvrement entre le mode de pompe et les modes de galerie sur lesquels peuvent émettre les atomes
d'Erbium [107].
5.4 Application : microdisque à fente
Conﬁner fortement la lumière peut permettre d'exalter des eﬀets non linéaires. Les guides optiques
sur SOI augmentent déjà fortement le conﬁnement et deviennent des briques de bases de structures
photoniques complexes intégrant des détecteurs, des modulateurs et de multiples structures passives.
Néanmoins il est encore diﬃcile de réaliser des lasers intégrés dans ce type de matériau sans utiliser un
autre matériau actif conduisant à une hybridation complexe de la structure. Une autre solution proposée
est l'utilisation de guide à fente où l'association d'un fort contraste d'indice de réfraction et le choix
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Figure 5.7  Comparaison entre le spectre normalisé d'émission du disque de 48 µm (DRFMC) et celui
produit par notre méthode. Les pics de résonances peuvent être ainsi identiﬁés.
Figure 5.8  A gauche, comparaison entre la mesure de photoluminescence d'un disque de 15 µm de
diamètre (INAC) et la théorie, en tenant compte des eﬀets de biréfringence. A droite, les longueur d'onde
de résonances reportées en fonction de l'ordre azimutal.
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Figure 5.9  Image MEB d'un disque de 15 µm produit par l'INAC.
Figure 5.10  Représentation de la structure du microdisque à fente, évolution de la carte des champs
électriques Ez et Hr.
d'une polarisation spéciﬁque permettent de conﬁner la lumière dans une zone bas indice de réfraction.
On peut ainsi insérer une tranche de silice dopée d'un matériau actif dans un guide silicium et obtenir
un conﬁnement important dans le matériau en silice. Je me suis alors intéressé à l'étude de ce type de
structure dans un microdisque. Ce travail a pu être eﬀectuée grâce à une collaboration en co-tutelle avec
l'université de Ferrara via un projet européen EDITH. L'étude en trois dimensions de cette structure a
permis de mettre en évidence l'aspect hybride des modes résonants nécessitant l'utilisation de méthodes
vectorielles pour leur étude. On peut voir sur la ﬁgure 5.10 la description de la structure et l'évolution
des champs électriques Ez et Hr de la polarisation TM.
m = 8 λ Q Veff m = 9 λ Q Veff m = 10 λ Q Veff
EIM 1.3651 79 1.0298 1.2594 171 1.3741 1.1713 392 1.8165
FDTD cyl 1.3741 238 1.4460 1.2689 534 1.8008 1.1801 1221 2.2705
AFMM 1.3865 206 0.9976 1.2790 542 1.2397 1.1725 1025 2.0164
Table 5.1  Résumé des valeurs caractéristiques du microdisque à fente avec tfente = 30 nm et tSi = 190
nm
Pour conﬁrmer l'eﬃcacité de l'AFMM, les résultats obtenus sont comparés à ceux de l'EIM et d'une
FDTD-3D nommée MEEP [115] développée au MIT. Cette dernière permet d'exploiter la symétrie cy-
lindrique et donc de réduire la structure à une analyse 2D comme dans le cas du solveur AFMM. Les
paramètres utilisés avec MEEP sont les suivants : l'épaisseur des PMLs est de 0.7 µm, la structure est
entourée dans chaque direction par une couche d'air de 0.5 µm. La discrétisation spatiale est de 230
points par micromètre. Les résonances calculées par trois méthodes diﬀérentes sont présentées dans la
table 5.1 pour trois ordres azimutaux diﬀérents m = 8, 9, 10. Il est évident que les résultats donnés
par MEEP et l'AFMM sont proches tandis que l'EIM donne une mauvaise estimation des résonances
et notamment la valeur du coeﬃcient de qualité Q. Ces résultats conﬁrment que la nature hybride des
modes de galerie qui aﬀecte profondément la résonance de ce type de structure très compacte. Il faut
48
aussi souligner que l'augmentation de l'ordre azimutal induit une croissance du volume eﬀectif modale
Veff et de l'erreur entre les modèles 3D et le modèle 2D. Enﬁn, comme l'EIM et l'AFMM permettent le
calcul des longueurs d'ondes de résonance complexes impliquant alors une divergence de l'amplitude des
champs quand r tend vers l'inﬁni. Le calcul du volume modale peut donc en être aﬀecté pour les struc-
tures à faible coeﬃcient de qualité. Ceci explique les valeurs supérieures obtenues avec la méthode MEEP.
Dans ce chapitre, des outils de modélisation 3D ont été présentés. Une méthode basée sur l'EIM était
suﬃsamment précise pour déterminer des spectres de photoluminescence de microdisque en Si. La bonne
corrélation entre les mesures et les calculs a permis de valider le concept de la mesure. Puis une méthode
plus rigoureuse nommée AFMM-3D a permis de simuler d'une manière précise des microdisques Si ou
des microdisques à fentes intéressants pour conﬁner au maximum la lumière. Maintenant, il devient in-
téressant de donner des pistes de développement de ces méthodes. On cherchera toujours à les associer
à des systèmes ou des applications qui nécessitent d'être modéliser soit pour mieux comprendre leur
comportement ou pour mieux les réaliser.
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Chapitre 6
Perspectives
6.1 Evolution de l'AFMM-2D
La méthode AFMM-2D présentée précédemment a donc été utilisée avec succès récemment dans le
domaine de l'optique intégrée. Néanmoins, pour que cette méthode puisse être utilisée par exemple à la
place d'une méthode classique comme la BPM, de nombreuses évolutions sont encore à prévoir. Dans
cette partie, les possibles modiﬁcations de la méthode vont être discutées pour atteindre un outil de
simulation rapide, performant avec le moins d'approximations possibles.
Amélioration de la courbure : utilisation d'une matrice Toeplitz JrK au lieu de la transformée
conforme
En modiﬁant les coordonnées déﬁnissant une structure, on a vu qu'il était possible d'obtenir un guide
droit avec un proﬁl d'indice de réfraction particulier. Ces modiﬁcations de coordonnées introduites dans
l'AFMM permettent de simuler un guide courbe avec un rayon de courbure donné. Cette méthode est
très bien adaptée pour un guide courbe déﬁni par un unique rayon. Mais il est plutôt diﬃcile de faire
succéder des sections caractérisées par des rayons de courbure diﬀérents. En eﬀet, les coordonnées (u, v)
présentées dans le chapitre II seront diﬀérentes entre les deux sections. Pour éviter ce problème, une
nouvelle formulation de l'AFMM dans un guide courbe a été proposée [116]. Elle consiste en fait à
utiliser directement les équations de Maxwell en coordonnées cylindriques r et θ. On va directement
appliquer le principe de périodisation sur les équations 3.1 et 3.2 où des fonctions du type f(r) = r,
f(r) = 1/r et f(r) = 1/r2. Pour permettre la périodisation de la zone simulée, ces fonctions doivent
aussi être périodisées. Dans un premier temps, je vais discuter du cas de la fonction f(r) = r. C'est une
fonction linéaire suivant l'axe transverse de la zone simulée. Pour ﬁxer le rayon de courbure du guide R,
on impose l'égalité r = R au milieu du guide courbe. Les valeurs minimum f(r) = rmin et maximum
f(r) = rmax seront aussi les valeurs de f(r) aux extrêmités de la zone simulée. Elles seront choisies en
respectant l'égalité suivante R = (rmax + rmin)/2 . Si on périodise alors cette fonction pour des valeurs
de r ≥ rmax et r ≤ rmin, on aura alors une fonction dents de scie décrite sur la ﬁgure 6.1 qui peut
être exprimée suivant une série de Fourier f(r) =
∑N
−N rn exp
j2pinr
Λ avec Λ la taille de la cellule et les
harmoniques rn qui s'expriment de la manière suivante :
rn =
{
R si n = 0
j Λ2pin si n 6= 0
On peut ensuite écrire la nouvelle formulation des vecteurs sr et ur contenant les harmoniques des
vecteurs des champs Ez et Hz :
− ∂
2sr
∂θ2
=
(
k20JKJrK2 + JrKJKKJrKK)ur (6.1)
−∂
2ur
∂θ2
=
s
1

{−1 (
k20JrK2 + JrKKJK−1JrKK) sr (6.2)
50
Figure 6.1  Description de la fonction périodique f(r) avec R = 1 µm, rmin = 0.5 µm et rmax = 1.5
µm. A gauche, l'évolution des harmoniques de 0 à 10 et à droite l'évolution de la fonction f(r) en fonction
de la coordonnée r.
où l'on respecte toujours les conditions d'inversion des matrices Toeplitz en polarisation TM. Une
modiﬁcation du rayon de la courbure au cours de la propagation imposera une modiﬁcation de la matriceJrK dans chaque section. La matrice JK quant à elle restera constante si le proﬁl du guide reste inchangé.
Maintenant si les bornes de chaque section sont identiques tout le long de la propagation, la mise en
cascade de toutes les sections sera plus aisée et on retrouvera alors les mêmes propriétés que l'AFMM
classique. On peut donc ainsi envisager des structures plus complexes constituées à la fois de rayons positifs
et négatifs. De plus, cette évolution du rayon sera aussi eﬀective dans les couches PMLs augmentant ainsi
leur eﬃcacité. La seule contrainte de cette méthode est sur la propagation des modes rayonnés. En eﬀet,
il peut exister des structures où un rayon fuyant du guide peut ensuite retraverser le guide à cause de
la rencontre d'une courbure importante de ce dernier le long de la propagation. Si la zone simulée et
périodisée est trop étroite, ce rayon peut être absorbé par la PML avant de rencontrer la section suivante
qu'il peut traverser. Il apparaît alors deux conditions à respecter : soit cette fuite est faible est dans
ce cas on négligera son impact sur la propagation ou il faut prendre une zone simulée suﬃsamment
large pour éviter ce problème. Mais pour garder la même précision, il faudra aussi augmenter le nombre
d'harmoniques utilisés dans la décomposition de Fourier.
Validation de la nouvelle méthode
Des tests ont été faits sur des guides à saut d'indice de réfaction avec une courbure. On a étudié
l'indice eﬀectif complexe du guide courbe et la répartition spatiale du mode fondamental le long de l'axe
r. Les résultats de la méthode ont été comparés à ceux obtenus avec l'AFMM associée à une transformée
de coordonnées conforme décrites dans le chapitre 2. J'ai aussi utilisé une méthode analytique proposée
par Hiremath [118] qui est similaire à une méthode multicouche classique [126] appliquée aux structures
cylindriques. En eﬀet dans ce cas, les champs auparavant exprimés sous la forme d'exponentiel exp(jkx) ou
exp(−jkx) sont exprimés sous la forme de fonctions de Hankel H1m(kr) ouH2m(kr) avec m l'ordre azimutal
complexe qui est alors l'équivalent de l'indice eﬀectif en coordonnées cartésiennes (propagation en θ plutôt
que sur un axe rectiligne). Ces solutions sont déterminées à partir du calcul des zéros d'un déterminant
issu de ce système homogène. La contrainte de cette méthode est de devoir manipuler des fonctions de
Bessel avec des ordres azimutaux complexes. Ces fonctions complexes ne sont pas implémentées dans les
langages de code classique. On peut néanmoins développer des fonctions de bessel asymptotiques [117] qui
permettent de générer ces fonctions suivant certaines conditions. Cette expansion uniforme est eﬃcace
pour de larges valeurs des ordres complexes des fonctions de Bessel utilisant des arguments réels. Les
relations s'appliquent lorsque l'argument est diﬀérent de l'ordre. Une fonction spéciﬁque doit être utilisée
si il y a en revanche égalité [119].
Deux types de conﬁnement étudiés par Hiremath ont été choisis. Dans les deux cas, la largeur du
guide est ω = 1 µm et le rayon de courbure R est déﬁni au centre du guide. La longueur d'onde est
λ = 1.3 µm. Le premier cas peut être considéré comme un conﬁnement moyen avec un substrat ns = 1.6
et un indice de réfraction du coeur du guide nc = 1.7. Le rayon R varie de la valeur de 50 µm à 200 µm.
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Figure 6.2  Carte du module du champ du mode fondamental dans le premier cas avec R = 50 µm et
dans le deuxième cas avec R = 200 µm.
Le deuxième cas est une structure à faible conﬁnement. Dans ce cas, on a ns = 3.22000, nc = 3.26106 et
le rayon R varie entre 200 µm et 1000 µm.
Rayon R Partie réelle de m Partie imaginaire de m
(µm) Hiremath AFMM-conf AFMM-cyl Hiremath AFMM-conf AFMM-cyl
50 4.0189× 102 4.0189× 102 4.0189× 102 −7.9973× 10−2 −7.9963× 10−2 −7.9999× 10−2
100 8.0278× 102 8.0278× 102 8.0278× 102 −9.6030× 10−4 −9.6008× 10−4 −9.6364× 10−4
150 1.2039× 102 1.2039× 102 1.2039× 102 −7.3910× 10−6 −1.0577× 10−5 −1.0004× 10−5
200 1.6051× 102 1.6051× 102 1.6051× 102 −4.8965× 10−8 −1.0743× 10−7 −2.1264× 10−7
Table 6.1  Mode fondamental en polarisation TE avec les paramètres suivants : ns = 1.6, nc = 1.7,
ns = 1.6, ω = 1 µm et λ = 1.3 µm
Rayon R Partie réelle de m Partie imaginaire de m
(µm) Hiremath AFMM-conf AFMM-cyl Hiremath AFMM-conf AFMM-cyl
200 3.1364× 103 3.1364× 103 3.1364× 103 −6.2135× 10−1 −6.2118× 10−1 −6.2159× 10−1
400 6.2700× 102 6.2700× 102 6.2700× 102 −4.9158× 10−2 −4.9226× 10−2 −4.9233× 10−2
600 9.4041× 103 9.4041× 103 9.4041× 103 −2.5635× 10−3 −2.5588× 10−3 −2.5610× 10−3
800 1.2538× 104 1.2538× 104 1.2538× 104 −1.1174× 10−4 −1.1625× 10−4 −1.1626× 10−4
1000 1.5673× 104 1.5673× 104 1.5673× 104 −4.4742× 10−6 −1.1718× 10−5 −1.1466× 10−5
Table 6.2  Mode fondamental en polarisation TE avec les paramètres suivants : ns = 3.22000, nc =
3.26106, ns = 3.22, ω = 1 µm et λ = 1.3 µm
Pour l'AFMM, la fenêtre de simulation est ﬁxée à 20 µm, avec une épaisseur des PMLs de 2 µm et un
coeﬃcient d'absorption γ = 0.5 + j0.5 de chaque côté. Le nombre total d'harmoniques est ﬁxé quant à
lui à 100 harmoniques. Les tables 6.1 et 6.2 donnent les constantes de propagation selon la propagation
en θ c'est à dire l'ordre azimutal m. Les trois méthodes donnent quasiment la même partie réelle (au 4me
digit avec la virgule). Pour de faibles rayons de courbure, les parties imaginaires sont similaires avec une
erreur relative de moins de 1%. Pour des rayons de courbure plus grands, l'AFMM sur-estime la partie
imaginaire. Ceci est dû aux PMLs qui induisent des pertes numériques qui deviennent du même ordre
que celles induites par la courbure.
Sur la ﬁgure 6.2 est décrite la réprésentation du mode fondamental dans le premier cas pour un rayon
de courbure de 50 µm et dans le deuxième cas pour un rayon de courbure de 200 µm. Les cartes de champs
sont très similaires avec une erreur relative inférieure à 0.1% sur la partie absolue de l'amplitude. L'eﬀet
des PMLs est visible sur les bords de la fenêtre de calcul où le champ est fortement atténué. Enﬁn, on
peut noter qu'à partir de 60 harmoniques, on atteint déjà la valeur réelle de la constante de propagation
avec une erreur relative de 3% sur la partie imaginaire.
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Figure 6.3  Structure en S, à gauche dans une réprésentation cartésienne utilisée en FDTD et à droite
dans une réprésentation cylindrique utilisée par l'AFMM où l'axe de propagation est θ.
Application sur des courbures plus complexes
Après avoir validé le calcul des modes propres de la structure avec ce formalisme, il était intéressant
de l'appliquer sur une structure plus complexe constituée de diﬀérents rayons de courbure (positif ou
négatif). L'exemple le plus simple est de prendre un guide droit (une largeur de 0.5 µm, un indice de
réfraction de coeur de 2.8002496 et un indice de réfraction extérieur de 1.45) suivi d'un S pour décaler
le guide vers la droite comme sur la ﬁgure 6.3. Le rayon de courbure est R = 2 µm. On a comparé ce
calcul avec un calcul FDTD. Dans la ﬁgure 6.4, les évolutions du module et de la phase des champs sont
comparées. On remarque que l'on obtient des cartes de champs très similaires. Cette méthode est donc
très bien adaptée pour simuler la propagation d'un signal dans des structures plus complexes. On peut
donc très bien l'utiliser pour simuler des structures en optique intégrée constitutée à la fois de guides
droits et de guides courbes. Les rayons peuvent être très grands comme très faibles. Ce dernier cas rend
compliqué l'utilisation de la BPM par exemple.
La maîtrise de cet outil est utile aussi pour simuler des résonateurs 2D comme ceux du chapitre IV. Par
exemple, ces résonateurs à fort coeﬃcient de qualité sont utilisés pour détecter la présence de particules
nanométriques [127]. Ainsi en associant nos connaissances sur la perturbation de microrésonateurs et la
modélisation des guides courbes avec l'AFMM2D, il est alors possible de calculer la signature spectrale
de ces particules.
Application sur des résonateurs en 2D
Je vais me baser sur une étude proposée par Hiremath [120]. L'objectif de ce travail est d'étudier l'in-
teraction d'une nanoparticule avec un mode de galerie d'un microdisque en silice résonant à la longueur
d'onde de 541 nm. Il suppose que cette particule est sur la surface du disque qui peut être modélisée
après EIM par une variation d'indice de réfraction dans le coeur du disque. Cette perturbation induit
une levée de dégénérescence des longueurs d'ondes de résonance du mode symétrique (SSW) et du mode
antisymétrique (ASW). Pour le mettre en évidence, Hiremath a calculé la longueur d'onde et le coeﬃcient
de qualité de ces modes en utilisant la FDTD 2D avec un pas de maillage de 10 nm. Le choix de cette
méthode a deux défauts. Premièrement, le temps de calcul doit être trop important pour permettre le
calcul des coeﬃcients de qualité (les disques ont un diamètre très supérieur à la longueur d'onde dans
le matériau). Et deuxièmement, le maillage cartésien créé aussi une rugosité sur la périphérie du disque
induisant des pertes supplémentaires. En revanche, les avantages de l'AFMM sont multiples : la méthode
est plus rapide ; Tant que l'on utilise des couches lamellaires la méthode est rigoureuse ; Un calcul d'un
simple déphasage sur la portion modiﬁée est suﬃsant pour avoir la levée de dégénérescence ; Et enﬁn tant
que le coeﬃcient de qualité est inférieur à 106, le calcul est convergent. On peut schématiser brièvement la
structure sur la ﬁgure 6.5. L'élément perturbant n'a pas tout à fait la même forme que celui d'Hiremath
mais cet élément occupe la même surface. Finalement, la structure simulée en AFMM est donc composée
de trois sections successives selon l'axe θ. La première et la troisième ont des longueurs très petites pour
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Figure 6.4  Evolution du module et de la phase du champ propagé dans une structure en S (λ = 1.55
µm, nc = 2.8002496, ns = 1.45 et R = 2 µm et le nombre des harmoniques est 201). La première ligne
est un calcul FDTD. La deuxième ligne est un calcul AFMM
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Figure 6.5  Description de la portion du disque simulée avec la forme de la particule qui reste la même
quelque soit la valeur de d.
éviter d'ajouter des pertes numériques. On excite la sortie et l'entrée de la structure. Si les excitations
sont en phase, on obtient le mode symétrique (SSW). Si les excitations sont en opposition de phase, on
obtient le mode antisymétrique (ASW). Généralement, ces structures sont multimodes mais chacun de
ces modes résonne à des longueurs d'ondes diﬀérentes. Ainsi dans la suite, on aura seulement le mode
fondamental comme mode possible en entrée ou en sortie de la portion de disque simulée de la ﬁgure 6.5.
Maintenant à partir du calcul, on va pouvoir obtenir rapidement les paramètres suivants : l'indice
eﬀectif complexe neff = nr − jni, le coeﬃcient de qualité du résonateur non perturbé Q0 = nr/2ni,
les pertes en puissance sur cette portion sans perturbation A en Np/m avec A = 4piλ niL, L étant la
longueur totale de l'arc. Les pertes rayonnées par le défaut seront déﬁnies par γ = 1− |b3/b1|2− |b3/a1|2.
Dans le cas d'un résonateur, on a vu dans le chapitre IV que la longueur d'onde de résonance λc est une
valeur complexe et que l'ordre azimutal m est un entier. On peut néanmoins ﬁxer la longueur d'onde
réelle (vrai si on est très proche de la résonance). La notation complexe apparaîtra alors sur la valeur de
l'indice eﬀectif puis sur l'ordre azimutal. Pour des cavités très résonantes, on peut alors écrire les relations
suivantes : 
λc ∼= λr
mr ∼= Rmrλr
mi ∼= Rmiλr
mi << mr
ni << nr
Pour prendre en compte l'eﬀet de cette perturbation, l'ordre azimutal m sera donné par la relation
suivante 2pim = k0 (2piR)nr −Lplot/R+ Φ avec Φ le déphasage subit à travers le plot. On utilise ensuite
la méthode proposée dans la publication Morand et al [98] pour obtenir le nouveau coeﬃcient de qualité
du résonateur avec la perturbation. On calcule la puissance rayonnée par le plot Pplot en fonction de la
puissance stockée dans le disque P0 soit Pplot = |γ|2 P0. On calcule aussi la puissance rayonnée par le
disque non perturbée Prad = P0 (1− exp (−2k0niR2pi)). On obtient très facilement le nouveau coeﬃcient
de qualité chargée Qloaded avec l'expression suivante :
Qloaded =
Q0
1 +
Pplot
Prad
(6.3)
On visualise d'abord le résultat obtenu avec un contraste d'indice de réfraction entre le disque et le
plot de 0.2. La longueur de l'arc du plot est de 88.6 nm et sa hauteur est aussi de 88.6 nm au lieu d'un
cercle de 50 nm de rayon pour Hiremath. Ces valeurs ont été choisies pour avoir une surface d'intéraction
égale soit S = piR2 = 0.785 µm2. Le rayon externe R du disque est 2.5 µm. On utilise enﬁn la polarisation
TE.
L'évolution des pertes suit la forme du champ transversal que ce soit pour le mode SSW ou ASW.
En revanche, le mode SSW est extrêmement plus sensible au plot. Plus on se rapproche du maximum
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Figure 6.6  A gauche, pertes des deux modes à travers le plot et à droite évolution de leur coeﬃcient
de qualité en fonction de la position de la particule.
Figure 6.7  Evolution de l'ordre azimutal m à gauche et évolution de la levée de dégénérescence ∆λ
obtenue avec la FDTD 2D et l'AFMM.
du champ du mode de galerie, plus les pertes sont importantes. En revanche, il y a une diminution des
pertes pour une position entre le maximum du champ et le bord du disque. On peut supposer que la
position asymétrique du plot par rapport au mode peut permettre l'excitation du deuxième mode de
galerie asymétrique. Ce mode est considéré comme une perte puisque sa résonance se situe à une autre
longueur d'onde. On a calculé le coeﬃcient de qualité à vide mais sa valeur absolue risque de ne pas être
bonne. La valeur de la partie imaginaire est très proche du bruit numérique de notre méthode. Ce bruit
est relié à la taille de la fenêtre de périodisation, au nombre d'harmoniques et aux PMLs. La troncature
des séries de Fourier induit des erreurs sur la fonction périodisée. Dans le cas de guides à faibles pertes, on
a déjà montré dans la table 6.2 l'impact de ce problème numérique sur la partie imaginaire Il faut plutôt
s'intéresser aux valeurs relatives. On remarque donc bien une diminution importante des coeﬃcients de
qualité fortement liée aux pertes précédentes.
L'ordre azimutal m varie diﬀéremment pour les deux modes SSW et ASW sur la ﬁgure 6.7. On va uti-
liser les évolutions de m pour essayer de calculer la levée de dégénérescence entre les deux modes. On peut
utiliser la relation de l'ordre azimutal m en appliquant une dérivée par rapport à la longueur d'onde λ.
En supposant que la dispersion chromatique de l'indice eﬀectif complexe et de la phase sont négligeables,
il est possible d'écrire alors que ∆λ = −λ2∆m/(2piRneff ). On a alors la courbe de la ﬁgure 6.7 que l'on
peut comparer à la courbe de la publication de Hiremath. On obtient la même évolution qui correspond
à peu près à l'évolution de la carte de champ. Le maximum est situé à la même position. En revanche,
le maximum est plus important avec l'AFMM. On peut supposer que la structure est mieux déﬁnie avec
l'AFMM et on atteint donc des meilleurs résultats (pas de rugosités sur la périphérie). On pourrait donc
mettre ici en évdence le couplage de la rugosité du maillage et de la pertubation diﬃcilement séparable
avec la FDTD.
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Figure 6.8  a) A gauche, évolution lamélaire d'un guide suivant la propagation. b) Au milieu, évolution
discrétisée d'un guide suivant la propagation. c) A droite, variation des vecteurs normaux de la pente
réelle et de la pente discrétisée.
Cette méthode peut devenir très intéressante pour étudier des déformations localisées sur la périphérie
des microdisques. On peut en eﬀet de cette manière déterminer leur inﬂuence sur le coeﬃcient de qualité
et la levée de dégénérescence par exemple. Ce genre d'étude intéresse par exemple les chercheurs qui
veulent placer des mésas sur l'arête du microdisque pour garantir un eﬀet d'ampliﬁcation important sans
amoindrir le coeﬃcient de qualité du microdisque non perturbé. On peut ainsi étudier toutes les formes
possibles de pertubation. Des études sont actuellement en cours pour développer ces modèles.
Problème issu de la "Staircase approximation" ⇒ Hybridation de la méthode avec une
méthode diﬀérentielle
Pour l'instant l'AFMM est tout à fait rigoureuse lorsque l'on a une succession de couches lamellaires
comme l'évolution 2D de la ﬁgure 6.8 a). Des formes quelconques peuvent être discrétisées par une
succession de couches lamellaires comme sur la ﬁgure 6.8 b) mais dans ce cas on induit une approximation
appelée la "Staircase approximation" [78]. Pour avoir un outil de modélisation plus performant, une
solution serait de coupler l'AFMM cylindrique avec une méthode diﬀérentielle. En eﬀet, dans une section
lamellaire donnée, l'AFMM se réduit aux calculs des valeurs propres et des vecteurs propres d'une matrice
de propagation qui est constante dans cette zone. La méthode diﬀérentielle utilise le même type de matrice
mais celle-ci n'est pas constante et dépend de l'évolution de la structure le long de la propagation d'une
section donnée. Il faut donc intégrer numériquement cette matrice pour obtenir la propagation du signal
dans cette section. L'étude est dans ce cas plus complexe mais beaucoup plus rigoureuse.{
dF (y)
dy = MF (y) =⇒ AFMM
dF (y)
dy = M(y)F (y) =⇒ Méthode diﬀérentielle
La méthode diﬀérentielle est déjà bien connue pour étudier les réseaux ou des ﬁbres microstructu-
rées [121]. Des développements supplémentaires à cette méthode ont été aussi apportés pour améliorer
sa convergence numérique. En eﬀet, la méthode FFF [122] semble être importante pour assurer cette
convergence. Si la surface d'une couche d'une section n'est pas parallèle à l'axe de propagation comme
sur la ﬁgure 6.8 c), la condition d'inversion pour la polarisation TM ne sera pas eﬃcace. Le champ
électrique parallèle à la surface va subir la règle de Laurent classique. Tandis que le champ électrique
normal à la surface va subir quant à lui la règle inverse. En noir, on a la pente réelle caractérisée par son
vecteur normal ~N . En rouge, on a la partie discrétisée caractérisée cette fois-ci par un vecteur normal ~N
diﬀérent. Ainsi pour une surface quelconque, il est important de décomposer le champ électrique suivant
la tangente et la normale à cette surface.
6.2 Vers l'AFMM-3D
Une méthode pour modéliser des résonateurs cylindriques en 3D a été précédemment proposée. Mal-
heureusement cette méthode se limite à des structures compactes et n'est adaptée que pour ce type de
symétrie. Il peut être intéressant de développer sur le même principe que l'AFMM cylindrique un solveur
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Figure 6.9  Principe de périodisation de la partie transverse de la structure.
de modes 3D (détermination de la carte des champs électriques et magnétiques transverses en 2D). Cette
solution a déjà été proposée par Hugonin [123] pour une structure cartésienne. Le même type de modèle a
été alors développé mais en ajoutant la matrice JrK pour pouvoir simuler alors des guides courbes. Cette
méthode est intéressante. Elle permet en eﬀet de calculer tous les vecteurs propres de la structure en
même temps. En connaissant ensuite ces modes, on peut les faire propager dans une section homogène
comme dans le cas de l'AFMM-2D et obtenir un outil de modélisation pour simuler les structures en
3D comme l'a déjà proposé Lalanne pour des structures 3D avec un maillage cartésien [46]. Bucci de
l'IMEP-LAHC a pris en charge ce type de développement. Il a ainsi développé ce type de solveur en
introduisant la possibilité de prendre en compte la courbure du guide [116]. Une partie de ce travail a
été ﬁnancée par un projet ACI et un projet RTRA entre 2006 et 2011 avec comme partenaires le Institut
Louis Néel, INAC et le LKB.
Principe de la méthode
Cette fois-ci toutes les équations de Maxwell doivent être prises en compte. Il est ensuite important
de retrouver un système diﬀérentiel. Dans notre cas, l'axe de propagation sera déﬁni comme étant l'axe
θ. On obtient alors les équations suivantes :
∂Er
∂θ
=
∂
∂r
[
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jωθ
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∂z
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)]
+ jωµzrHz
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(6.4)
Il faut ensuite développer les champs électriques, les champs magnétiques, la permittivité et la perméa-
bilité sur des séries de Fourier. La structure va être considérée invariante suivant l'axe θ et sera périodisée
selon l'axe r et l'axe z. Ceci est décrit sur la ﬁgure 6.9. Les périodes sont respectivement Tz = 2pi/γr et
Tr = 2pi/γr. Ainsi un terme générique A, représentant un champ, une permittivité ou une perméabilité
peut être représenté par la relation suivante :
A =
∑
h
∑
k
ah,ke
j(hγrr+kγzz) (6.5)
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En utilisant ensuite ces séries, on peut écrire le système précédent sous une forme plus compacte :
ωβs
R

[Eˆr]
[Eˆz]
[Hˆr]
[Hˆz]
 = A¯

[Eˆr]
[Eˆz]
[Hˆr]
[Hˆz]
 (6.6)
avec R le rayon de courbure du guide (référence au centre du guide), A¯ une matrice exprimée de la
manière suivante :
A¯ =

0 0 X¯1 X¯2
0 0 X¯3 X¯4
Y¯1 Y¯2 0 0
Y¯3 Y¯4 0 0
 (6.7)
Les matrices X¯i et Y¯i regroupent toutes les propriétés optogéométriques de la structure grâce à
l'utilisation des matrices Toeplitz des paramètres , µ et r. A partir de cette matrice, on est ensuite
capable de calculer les indices eﬀectifs d'un guide droit ou courbe relié à la constante de propagation
βs =
2pi
λ neff . Pour le calcul d'une résonance, la méthode consiste à ﬁxer une longueur d'onde, puis à
calculer l'ordre azimutal complexe du mode. Pour être à la résonance, ce paramètre doit être un entier.
En traçant, son évolution avec la longueur d'onde, on sera alors capable de déterminer la longueur d'onde
de résonance de la structure. Quelques résultats vont être présentés dans le paragraphe suivant.
Validation de la méthode sur un guide droit et un microanneau
Ce solveur de mode totalement vectoriel a été appliqué sur un résonateur 3D du type microanneau
(guide rectangulaire coubé) présenté sur la ﬁgure 6.10. L'indice de réfraction du coeur est nc = 3.38
entouré de silice d'indice de réfraction ns = 1.44. Son épaisseur est de 300 nm et les rayons interne et
externe sont respectivement 1 µm et 1.2 µm. Les résultats ont été comparés à ceux obtenus avec la FDTD
3D. La partie réelle de l'indice eﬀectif complexe calculée pour un mode guidé est reliée à l'ordre azimutal
par la relation suivante m = (2pi/λ)Rne où R est le rayon de courbure situé au centre du guide et au
centre de la fenêtre de calcul et ne est la partie réelle de l'indice eﬀectif du mode guidé. La méthode a été
implémentée suivant les coordonnées cylindriques et a été écrite en C++. La limitation de cette méthode
est l'utilisation de matrices très grandes qui limitent le nombre d'harmoniques à utiliser. L'évaluation des
coeﬃcients de qualité des résonateurs nécessitent des PMLs extrêmement eﬃcaces. Elles doivent absorber
le champ rayonné par la courbure. Pour ce cas, la fenêtre de calcul est ﬁxée par Tr = 4 µm et Tz = 2
µm. L'épaisseur totale des PMLs est 1.5 µm selon r et 0.2 µm selon z avec un coeﬃcient d'absorption
γ = 0.5 + j0.5. Les résultats sont décrits respectivement pour les cas quasi-TE et quasi-TM dans les
tables 6.3 et 6.4.
Ordre m 11 12 13 14 15
λ-FDTD (µm) 1.2277 1.1767 1.1312 1.0900 1.0537
Q-FDTD 142 371 1081 2224 6224
λ-AFMM(µm) 1.2277 1.17815 1.1312 1.0910 1.0537
Q-AFMM 79 212 678 2047 7081
Table 6.3  Comparaison des résultats obtenus avec le solveur et la FDTD-3D en polarisation quasi-TE.
Ordre m 11 12 13 14
λ-FDTD(µm) 1.3344 1.2769 1.2248 1.1770
Q-FDTD 657 1916 4303 11369
λ-AFMM(µm) 1.3402 1.2816 1.2285 1.17929
Q-AFMM 419 1238 3848 12856
Table 6.4  Comparaison des résultats obtenus avec le solveur et la FDTD-3D en polarisation quasi-TM.
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Figure 6.10  A gauche, guide ruban droit et à droite le même guide ruban mais courbée (largeur =
200 nm, épaisseur = 500 nm, R (au centre du guide) = 2 µm, nsubstrat = 1.44 et ncoeur = 3.48 avec un
nombre d'harmoniques 41× 41).
Figure 6.11  A gauche, répartition du module du champ Ex dans un guide droit et à droite répartition
du champ dans le même guide mais courbée.
Les résultats sont très proches notamment avec la polarisation quasi-TM. Dans l'autre polarisation, le
coeﬃcient de qualité est légèrement sous-estimé. On suppose que dans ce cas, les PMLs semblent moins
eﬃcaces et induisent une absorption articiﬁcielle qui a tendance à augmenter les pertes rayonnées pour les
modes ayant une résonance moins forte. Ceci est dû à la méthode qui pour l'instant ne respecte pas pour
n'importe quelle polarisation la règle inverse nécessaire lorsqu'il y a une multiplication de deux séries
de Fourier discontinues en un même point. Enﬁn, on peut voir un exemple de carte de champs sur les
ﬁgures 6.11. La première est la répartition du champ dans un guide droit et la suivante est celle du guide
courbé. L'eﬀet de la courbure est notamment visible grâce au déplacement du maximum de la carte de
champ vers les r négatifs. On visualise les pertes rayonnées. Par défaut le centre de la courbure est ﬁxé
à la valeur 0. Il faut ajouter le rayon de courbure R pour avoir l'abscisse en valeurs absolues.
Application de cet outil sur l'étude des microtores ou des sphères
A partir de cette méthode, il est maintenant envisageable de modéliser des résonateurs plus complexes
ayant des coeﬃcients de qualité très importants. Ce sont notamment les résonateurs sphériques [124] ou
les microtores [128]. Ces structures généralement en silice entourées d'air ont comme propriété d'avoir
une rugosité de surface très faible qui réduit fortement leur impact sur la diminution du coeﬃcient de
qualité. Généralement, l'adsorption d'eau à la surface et de l'absorption de la silice composant la sphère
limitent beaucoup plus le facteur de qualité notamment dans le visible [125]. Les sphères sont généralement
plus résonantes que les microtores mais ces derniers ont l'avantage d'être fabriqués sur un substrat de
Silicium. Il est alors possible d'envisager leur intégration dans des circuits photoniques plus complexes.
Néanmmoins de récents travaux permettent d'envisager l'intégration aussi de sphères situées elle aussi
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Figure 6.12  A gauche, répartition du champ Ey pour m = l = 43 à la longueur d'onde de 1.5685 µm
avec un nombre d'harmoniques 41×41. A droite, répartition du champ Er pour m = l = 43 à la longueur
d'onde de 1.551 µm avec un nombre d'harmoniques 41× 41.
sur un piedestal de Silicium [129]. Il existe des solutions analytiques pour calculer le champ des modes
résonants des sphères. Pour cela, on suppose que le champ solution ψ des équations de Maxwell exprimées
en coordonnées sphériques est considéré à variables séparables : ψ = ψrψθψφ exp (jωt). On s'intéresse aux
modes de galerie tournant le long de l'axe φ ce qui implique alors que ψφ = N exp (jmφ). A partir de ces
expressions, on obtient deux équations indépendantes. La première donne l'expression du champ ψr selon
l'axe radial r. Ce champ est soit une fonction sphérique de bessel de première espèce d'ordre l jl(k0nr) à
l'intérieur de la sphère soit une fonction sphérique de bessel de deuxième espèce l h
(2)
l (k0nr) à l'extérieur.
La continuité des champs en r et l'imposition d'un champ seulement sortant permet alors de calculer la
longueur d'onde de résonance. La deuxième équation donne l'évolution du champ selon l'axe θ. Le champ
solution φθ est une fonction de Legendre ψθ = P
m
l (cos(θ)). Le mode fondamental est obtenu dans le cas
particulier m = l avec la longueur d'onde de résonance solution la plus grande. Pour les cas m < l, on
obtient la même longueur d'onde de résonance mais avec un champ constitué de l−m+1 lobes selon l'axe
θ. On peut préciser que dans ce cas, on obtient aussi un mode TE et un mode TM. Une première série
de calcul a été faite avec le solveur de mode 3D. Sachant que les coeﬃcients de qualité sont extrêmement
élevés, j'ai comparé seulement les longueurs d'ondes de résonance répertoriées dans la table 6.5.
Ordre m = l 42 43 44
λ-Analytique TE(µm) 1.6073 1.5727 1.5396
λ-AFMM TE(µm) 1.604 1.570 1.537
λ-Analytique TM(µm) 1.5849 1.5511 1.5189
λ-AFMM TM(µm) 1.585 1.551 1.519
Table 6.5  Comparaison des modes de galerie fondamentaux obtenus avec le solveur et la méthode
analytique en TE et TM pour une sphère de silice entourée d'air (Diamètre de 16.9 µm, nsilice = 1.445
et un nombre d'harmoniques 41× 41).
Pour cette première étude, une précision de la longueur d'onde de résonance à 10−3 près a été obtenue.
Les valeurs sont très proches des valeurs analytiques données avec une meilleure précision en utilisant
seulement 41 × 41 harmoniques. Ce dernier paramètre semble encore être inﬂuent sur la précision de
ces longueurs d'ondes de résonance. L'origine de cette erreur est aussi liée au calcul des harmoniques
de Fourier issu d'une FFT-2D avec une discrétisation de la structure en coordonnées cartésiennes qui
peut aussi apporter des imprécisions. Les PMLs ne suivent pas la même symétrie que les sphères. Dans
la ﬁgure 6.12, les modes fondamentaux TE et TM sont représentés avec m = l = 43 pour la structure
précédente. On remarque nettement la discontinuité du mode TM sur la surface de la sphère. Il est
important de rappeler que ces modes sont ici représentés sur une grille cartésienne. Les composantes du
champ électrique des deux ﬁgures ne suivent donc jamais la symétrie de la structure. Ceci serait le cas si
des coordonnées sphériques étaient utilisées.
Le même type de calcul a été appliqué sur les microtores. En revanche, il n'existe pas de méthodes
analytiques pour calculer ce type de mode. La méthode proposée est donc une bonne alternative pour
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Figure 6.13  Répartition du champ Er à la longueur d'onde de 0.95 µm dans un guide cylindique de
diamètre 5 µm où la position x = 0 µm correspond à l'axe du guide. A gauche le mode fondamental dans
le guide droit et à droite le mode fondamental dans le même guide courbé, le rayon externe du guide
étant ﬁxé à 15 µm.
avoir la réprésentation du champ dans le microtore. Sur la ﬁgure 6.13, on peut observer l'évolution du
champ du mode fondamental dans le cas d'un guide cylindrique non courbé et dans le cas du guide
cylindrique courbé correspondant au microtore tournant à droite. On remarque toujours le déplacement
important du mode sur le bord externe de la courbure. De plus, le mode a tendance aussi à se conﬁner
sur ce même bord externe.
Ces premiers calculs sont très prometteurs. On a ainsi la possibilité de calculer les modes de nom-
breux résonateurs ayant une symétrie cylindrique. En eﬀet, il est maintenant possible de réaliser des
formes variées et complexes allant de la sphère au microtore comme la structure appelée donut [129].
La modélisation devient alors un outil indispensable pour leur développement. Cette information peut
devenir importante pour coupler de manière plus eﬃcace aussi ces modes dans une ﬁbre étirée. On peut
en eﬀet déterminer avec plus de précisions le diamètre minimum de la ﬁbre. De plus, les calculs précé-
dents appliqués en 2D pour déterminer l'inﬂuence d'une particule sur un résonateur peut maintenant être
transposés dans le domaine 3D. En eﬀet, grâce à l'obtention de ces vecteurs propres, il est maintenant
possible d'avoir l'outil 3D prenant en compte la propagation. Ces études peuvent être très intéressantes
pour appréhender l'eﬀet de très petites particules sur les microtores et notamment sur la levée de dégé-
nérescence induite par la particule sur les modes résonants.
Vers la propagation 3D
Maintenant, que l'on est capable de calculer les modes propres d'une section quelconque, il est dé-
sormais possible de faire propager ces modes dans une section invariante (guide droit ou guide courbe
de rayon constant). En appliquant toujours les mêmes règles de continuité aux interfaces séparant deux
sections diﬀérentes, on peut calculer la propagation de la lumière en 3D [130]. Un premier test a été
eﬀectué sur un guide en S : c'est un guide ruban avec un indice de réfraction nSi = 3.48 entouré de silice
nSiO2 = 1.44 avec une largeur w = 500 nm et une épaisseur de h = 200 nm. La structure utilisée est
composée de quatre sections déjà décrites en 2D sur la ﬁgure 6.5. Il y a un guide droit d'une longueur de 2
µm, deux guides courbes de 90avec le même rayon de courbure mais dans une direction opposée et enﬁn
un guide droit de sortie de 2 µm de long. Les réultats sont comparés ensuite à une simulation faîte avec
une FDTD 3D. La longueur d'onde est λ = 1.55 µm et la polarisation choisie est le TM. Il est intéressant
de s'attarder sur la composante Ex du champ parallèle au substrat en coordonnées cartésiennes ou Er en
coordonnées cylindriques.
Pour comparer les résultats des deux méthodes, la quantité suivante a été calculée :
I =
∫
Σoutput
|Er(r, z, θoutput)|2dΣ∫
Σinput
|Er(r, z, θinput)|2dΣ (6.8)
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Figure 6.14  Comparaison des résultats obtenus avec l'AFMM et la FDTD pour la simulation d'une
structure en S.
où Σinput est une surface carrée centrée sur le coeur du guide avec une largeur et une hauteur de 1
µm et placée au début de la structure, Σoutput est une surface carrée centrée sur le coeur du guide avec
une largeur et une hauteur de 1 µm et placée à la ﬁn de la structure. La valeur de I est proportionnelle
à la puissance portée par le champ dans la section considérée. Cette valeur sera alors directement reliée
aux pertes dues à la propagation le long des deux courbures. Les résultats sont montrés sur la ﬁgure
6.14 où l'on représente I en fonction de R le rayon de courbure de la structure en S. Pour un rayon
de courbure en dessous de 1.3 µm, la valeur de I indique qu'il y a des pertes non négligeables dans les
deux courbures. Et ces pertes augmentent en diminuant la valeur de R. Il y a un bon accord entre les
deux méthodes numériques. Les diﬀérences de valeurs obtenues entre l'AFMM et la FDTD sont du même
ordre de grandeur que les diﬀérences de résultats entre les diﬀérentes simulations de FDTD en changeant
particulièrement le maillage spatiale de la structure. Cet accord se retrouve aussi sur les cartes spatiales
présentées sur la ﬁgure 6.15 où le champ Ex ou Er est tracé dans une section transverse à la direction de
propagation à la sortie et au milieu de la structure. Dans ce cas, le rayon de courbure R est de 1 µm et les
eﬀets de la courbure sont clairement visibles par une asymétrie de la carte d'intensité. Les origines de ces
diﬀérences sont multiples : la discrétisation de la structure en FDTD amène des imprécisions notamment
dans les courbes. L'AFMM est beaucoup plus précise sur ce point. L'AFMM peut néanmoins diminuer
le rayonnement qui peut se coupler de la première courbure à la deuxième courbure. En eﬀet, la section
courbée limitée par des PMLs peut induire une absorption d'une partie de ce rayonnement. La section
peut être plus large mais pour cela il faut aussi augmenter le nombre d'harmoniques pour avoir le même
ordre de précision sur la description de la structure.
Les premiers résultats de cette méthode sont très prometteurs pour simuler des structures ayant de
préférences des symétries cylindriques ou à évolution lamellaire. L'utilisation d'ordinateur avec de fortes
mémoires vives sera un point clé si on veut atteindre des précisions de calculs encore plus importantes.
Le temps de simulation dépend du nombre d'harmoniques et du nombre de section. Par exemple, dans le
cas de la structure précédente, le temps de simulation reste constant quelque soit la valeur du rayon de
courbure R choisi. Avec un ordinateur équipé d'une mémoire vive de 2 Gb de RAM et un processeur core
duo de 2 GHz, on peut utiliser un nombre d'harmoniques de 31× 31 qui donne un temps de simulation
de 112 minutes.
Cette méthode décrite précédemment peut encore être améliorée. Par exemple, le calcul du champ
électrique est pour l'instant obtenu en eﬀectuant le produit de deux séries de Fourier (permittivité et
champ magnétique par exemple en polarisation TM). Malheureusement, il a été montré que la conver-
gence de ce calcul lorsque la permittivité et le champ sont discontinus est lente [131]. Ce phénomène est
nettement visible lorsque l'on étudie par exemple la répartition du champ électrique d'un mode plasmo-
nique en polarisation TM où le champ électrique s'éteint rapidement à l'intérieur de la partie métallique.
Une solution est de calculer la série de Fourier de l'induction électrique. Le champ électrique est ensuite
calculé dans l'espace direct (domaine spatial) en divisant le champ induit par la permittivité dont la ré-
partition spatiale est parfaitement connue. Les conditions de Li sont en 3D plus diﬃciles à appréhender.
Nénamoins une approche est suggérée en prenant en compte une orientation arbitraire des interfaces de
permittivités aﬁn de toujours appliquer correctement les règles de factorisation pour les champs continus
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Figure 6.15  Comparaison des cartes de champs obtenues avec la FDTD et l'AFMM sur deux sections
transverses à la direction de propagation. Output : à la sortie de la structure en S. Inter : au milieu de la
structure en S.
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et discontinus [132]. Une autre solution est de passer par le calcul d'un vecteur normal aux interfaces
[133, 134].
6.3 Interaction avec des nanoparticules
Ces dernières années, d'énormes eﬀorts de recherche ont été focalisés sur le développement de nanoob-
jets isolés ou distribués sur une surface micrométrique. Le deuxième cas est directement relié par exemple
aux développements des cristaux photoniques qui mettent en avant les propriétés de l'arrangement pé-
riodique de nanoobjets conduisants à de multiples et diﬀérents phénomènes (ondes lentes, laser bas seuil,
...). Pour cela, l'utilisation de matériaux à hautes permittivités sont nécessaires pour révéler ces phéno-
mènes. Le choix s'est donc alors porté sur des matériaux semi-conducteurs comme le Silicium ou l'InP
ou métalliques comme l'or ou l'argent. Dans le premier cas, on utilise les propriétés de ces nanoparticules
pour avoir un conﬁnement plus important de la lumière ou augmenter localement l'intensité lumineuse.
La diﬃculté repose sur la génération de ces particules uniques. Néanmoins, il s'avère que la photonique
classique reste essentielle dans l'étude de ces diﬀérents objets. En eﬀet, les guides réalisent le lien entre
ces structures et les ﬁbres optiques utilisées en bout pour l'excitation. Une distribution particulière de
guides permettent en eﬀet d'inonder plusieurs structures sur une même puce ou de mettre en contact le
champ optique d'un guide avec des nanoparticules bien déﬁnies sans utiliser un équipement optique lourd
et encombrant.
Ce dernier m'intéresse plus particulièrement. Cette densiﬁcation des interactions peut être un moyen
simple d'associer mes compétences en photonique avec les phénomènes induits par les nanoparticules.
L'étude de l'interaction guide nanoparticule est donc primordiale pour l'étude de ces dispositifs.
Le premier atout de ce type d'interaction est de pouvoir donner la possibilité de coupler une onde
plane avec un mode guidé et inversement. En eﬀet un mode guidé existe si son indice eﬀectif est supé-
rieur à l'indice de réfraction du substrat et du superstrat ce qui induit un champ évanescent dans ces
deux dernières couches. Ceci interdit alors le couplage d'un mode rayonné avec un mode guidé. Il faut
alors utiliser des convertisseurs pour transformer cette onde plane en un champ évanescent pouvant se
coupler avec le mode guidé. Ceci est possible avec par exemple un prisme ou un réseau nécessitant une
certaine longueur d'interaction. L'utilisation de nanoparticules métalliques peut maintenant permettre de
faire cette conversion. Des structurations mêmes plus complexes peuvent être considérées comme des na-
noantennes capables de faire rayonner la lumière dans des directions particulières. Cette propriété donne
alors la possibilité de sonder d'une manière ponctuelle ou distribuée la lumière conﬁnée dans un guide en
convertissant le champ proche en champ lointain sans utiliser des équipements plus encombrants comme
par exemple un SNOM (Scanning Near-ﬁeld Optical Microscopy).
L'utilisation de ces particules métalliques permet d'atteindre des propriétés plasmoniques propres
aux métaux. Cet objet peut être assimiler à une cavité résonante. Sous certaines conditions, il est en
eﬀet possible d'avoir un mode résonant dans cette cavité qui peut augmenter sensiblement l'intensité du
champ à la surface du métal. On peut alors utiliser cette propriété pour conﬁner fortement la lumière
dans une fente [135], modiﬁer fortement le rayonnement d'une nanoantenne induisant de fortes propriétés
chromatiques [136] ou de réaliser des antennes [137, 138].
Un deuxième atout est alors de mettre en interaction ces particules avec d'autres matériaux intéragis-
sant faiblement avec le champ évanescent d'un mode guidé. En eﬀet, on peut utiliser la forte exaltation du
champ sur la surface de ces nano-objets excités préalablement par un mode guidé pour augmenter l'inter-
action avec ces autres matériaux pour obtenir des nanostructures plasmoniques hybrides. Les applications
alors visées tournent autour de la spectroscopie de surface comme la diﬀusion Raman (SERS : Surface-
enhanced Raman Spectroscopy, TERS : Tip Enhanced Raman Spectroscopy, ...), l'absorption infrarouge,
ﬂuorescence .... Parmi ceux-ci, le SERS est une technique de caractérisation ﬁne, rapide et sans mar-
quage des biomolécules qui a toute sa place dans les biocapteurs intégrés. Dans l'optique de l'utilisation
ﬁable et reproductible de cette technique de détection, des substrats sensibles, porteurs de nanostructures
plasmoniques hybrides, doivent être conçus et développés. L'élaboration contrôlée de ces nanostructures
plasmoniques jusqu'à leurs applications est en soi un challenge qui fait l'objet d'une concurrence très
forte à l'échelle internationale comme le démontre le nombre important de conférences internationales.
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Dans ce cas, on obtient directement la signature Raman de la biomolécule sous forme de raies caracté-
ristiques, alors que les autres techniques ne fournissent qu'une évidence indirecte de l'immobilisation des
biomolécules. Dans des conditions optimisées, l'acquisition des spectres est relativement simple (laser +
spectromètre micro-Raman) et rapide (quelques minutes). Un autre atout important de la méthode repose
sur sa sensibilité extrême, puisqu'il a été démontré qu'elle peut aller jusqu'à la détection de la molécule
unique [139]. L'eﬀet SERS repose sur l'action de nanoparticules (NPs) métalliques (généralement argent
ou or) ﬁxées sur un support solide ou diluées dans un milieu environnant et possédant des caractéristiques
dimensionnelles, morphologiques et physico-structurales parfaitement bien déﬁnies. Sous irradiation laser,
à une longueur d'onde ﬁxée en fonction de la nature des NPs, ces dernières sont capables d'exalter par
plusieurs ordres de grandeur le signal Raman provenant de molécules proches (une dizaine de nm), ce qui
permet de caractériser des molécules de faible section eﬃcace Raman non détectables par spectroscopie
Raman classique (par exemple l'ADN). Si l'origine exacte de cette exaltation n'est pas encore complète-
ment élucidée, il est admis qu'elle résulte principalement de la création d'un champ électromagnétique
local puissant aux abords des NPs métalliques. En d'autres termes, un phénomène de résonance du champ
optique avec les plasmons de surface de ces NPs (on parle alors de point chauds) permet de considérer ces
dernières comme des nano-antennes agissant sur la transmission et l'ampliﬁcation de la diﬀusion Raman.
Ces eﬀets peuvent être augmentés en couplant des nanoparticules entre elles pour créer des résonances
plus importantes. L'enjeu est alors d'être capable d'organiser ces structures sur un substrat. Une solution
peut-être par exemple un arrangement périodique bidimensionnelle pour augmenter le couplage d'une
onde lente avec les particules. Ce phénomène est à comparer avec celui utilisé aussi dans le domaine
du photovoltaïque. Au lieu d'utiliser des particules métalliques, on peut utiliser des nanoﬁls arrangés
d'une manière périodique. L'ajout d'une jonction à l'intérieur des ﬁls permet alors alors de remonter à
un courant. Le substrat peut alors être transparent et ﬁn. Ce système permet alors de confectionner des
cellules avec beaucoup moins de matière en augmentant leur eﬃcacité d'absorption.
Tous ces systèmes peuvent être réalisés de diﬀérentes manières. Mais il me semble que le process de
nanoimpression est très bien adapté. Ces dernières années de grandes évolutions ont permis de faire de
la nanoimpression sur diﬀérents types de substrats. Il est aussi maintenant possible d'aligner le moule
maître au dessus de structures micrométriques réalisées auparavant. On pourrait alors développer ces
nanoparticules sur des guides photoniques par exemple.
Comme nous l'avons déjà vu dans le deuxième chapitre, j'ai étudié l'interaction d'un mode guidé avec
un plot métallique ou diélectrique pour sous-échantillonner un interférogramme de Fourier obtenu le long
d'un guide. L'écartement entre les plots est suﬃsant pour considérer chaque plot comme des nanoantennes
indépendantes. Cette première étude a permis de montrer la faisabilité de ce concept en utilisant un simple
plot dont les dimensions ont été au préalable déﬁnies par des contraintes technologiques et des critères
sur l'échantillonnage. En eﬀet, la quantité rayonnée et le diagramme de ces plots sont très dépendants de
leur forme et notamment en polarisation TM. On peut envisager de contrôler ce taux en contrôlant par
exemple la taille de ces plots. On peut montrer sur la ﬁgure 6.16, l'inﬂuence d'un changement de la lon-
gueur du plot sur ce taux. Il y a seulement un changement d'amplitude dans le cas de la polarisation TE.
En revanche en TM, on remarque un décalage dans l'infra-rouge de la résonance plasmonique caractéris-
tique du métal d'or. Cette modiﬁcation est encore plus importante sur les diagrammes de rayonnement. Je
présente des calculs obtenus à la longueur d'onde de 800 nm située après la longueur d'onde de résonance
plasmoninque de l'or. Sur la ﬁgure 6.17, on remarque de nouveau que le rayonnement en TE est peu
sensible à la variation de la longueur du plot. Ce qui n'est toujours pas le cas en TM où le rayonnement
peut être caractérisé par deux lobes ou un lobe suivant la longueur du plot. La variation de la longueur du
plot est un exemple. On peut jouer sur de nombreux paramètres pour obtenir des variations signiﬁcatives.
En connaissant l'interaction du guide avec un unique plot, on peut maintenant envisagé des struc-
tures plus complexes en mettant en interaction plusieurs plots pour améliorer la directivité du signal
rayonné. En eﬀet, cette directivité est importante. Il est important d'illuminer seulement le pixel posi-
tionné au-dessus du plot pour éviter des problèmes de crosstalk qui peuvent rendre alors plus complexes
les procédures utilisées pour traiter le signal. Des structures à trois plots ou cinq plots ont été étudiées
et permettent une amélioration nette de la directivité. Leur désavantage est en revanche une diminution
de la bande spectrale du signal où cette amélioration est obtenue.
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Figure 6.16  a) évolution des puissances rayonnée et absorbée normalisées en TE en fonction de la
longueur du plot. Son épaisseur est de 50 nm situé sur le guide avec un superstrat d'air. b) évolution des
puissances rayonnée et absorbée normalisées en TM en fonction de la longueur du plot. Son épaisseur est
de 50 nm situé sur le guide avec un superstrat d'air.
Figure 6.17  a) évolution des diagrammes de rayonnement en TE et en TM à la longueur d'onde de
800 nm. Son épaisseur est de 50 nm situé sur le guide avec un superstrat d'air.
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Les premières études du SWIFTS permettent de caractériser en même temps le rayonnement d'une
multitude de plots placés le long d'un guide. Des résultats montrent que l'évolution de ce rayonnement
induit par une onde propagative pourrait permettre de remonter à l'eﬃcacité de rayonnement d'un plot
unique. Une mesure à grande échelle plus adaptée à des systèmes de mesure classique pourrait permettre
de remontrer à une information d'un objet nanométrique. Cette mesure plus facile d'utilisation pourrait
donner des informations sur la capacité de rayonnement du nano-objet quelconque en comparant les mo-
délisations AFMM 2D ou 3D avec les mesures du SWIFTS.
Enﬁn, pour l'instant j'ai seulement eﬀectué des modélisations en 2D. L'utilisation de lignes métalliques
transverses au guide respecte encore assez bien la séparation de variables pour rendre eﬃcace les simula-
tions en 2D. Pour étudier des nano-objets ayant des dimensions nanométriques dans les trois dimensions,
un outil numérique 3D est nécessaire. Dans ce cas, l'AFMM 3D peut être une solution. Néanmoins dans
ce cas, le nombre d'harmoniques nécessaires nécéssitera une capacité en mémoire vive importante.
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Chapitre 7
Conclusion
J'ai montré dans ce document tout l'intérêt de développer des outils semi-analytiques ou numériques
pour modéliser des composants photoniques. Dès lors que cela est possible, le développement de méthode
de perturbation peut être déjà très intéressant pour simuler le comportement de résonateurs cylindriques
couplés à un guide ou associés à un réseau. Le rayonnement de ces structures ouvertes les rend diﬃcile-
ment normalisables. J'ai souligné cette propriété qui doit est prise en compte dans nos calculs. Au cous
des mes recherches, j'ai pu comparer les simulations avec des mesures expérimentales. En eﬀet, au cours
des diﬀérents projets, j'ai pu caractériser diﬀérents composants photoniques en SOI. Ces modélisations
se sont avérées importantes pour comprendre le comportement de ces structures et concevoir les masques
nécessaires à leur réalisation.
Dans d'autres cas, des outils numériques plus puissants comme l'AFMM se sont avérés nécessaires
pour étudier des structures bidirectionnelles et diﬀractives. Son application directe sur la modélisation
d'un spectromètre intégré SWIFTS a permis de mettre en avant des phénomènes de diﬀraction intéres-
sants et de valider notre propre code de calcul. Une grande originalité de ce travail a été de développer
cette méthode dans une base cylindrique pour être ensuite capable de simuler des structures constituées
ou non de courbures. Ces simulations ont de nouveau été utilisées pour concevoir et réaliser un spec-
tromètre intégré original utilisant une boucle optique couplée à un guide plan où le calcul précis à la
fois de la phase et de l'amplitude du champ était primordial. Le LLIFTS est réalisé en une seule étape
lithographique et peut devenir une brique de base pour de nombreuses applications où l'obtention d'un
interférogramme de Fourier peut être utile.
Cette avancée a permis de commencer à développer un outil 3D utilisant les mêmes propriétés. Pour
l'instant, son utilisation en tant que solveur de mode a été validée. Cette méthode nous permet alors de
déterminer les modes résonants dans n'importe quelle structure cylindrique telle que les microtores, les
sphères ou les microdisques. Des calculs sont en cours pour étudier d'une manière plus précise les poten-
tialités de cette méthode notamment sur les coeﬃcients de qualités que l'on peut calculer. Pour l'instant,
nous avons accès à une machine avec une mémoire vive de 14 Go. En poussant le nombre d'harmoniques
à 81 × 81, il est possible désormais d'atteindre des coeﬃcients de qualité de l'ordre de 106. Comme les
modes d'une sphère ont une solution analytique, une comparaison est en cours pour vériﬁer le calcul de
ces coeﬃcients de qualité.
Ces outils sont désormais les briques de base pour mes recherches actuelles et à venir. Elles permettent
maintenant l'étude du rayonnement de nanoantennes situées sur des guides. Et l'association d'une tech-
nologie d'optique guidée avec la nanotechnologie des antennes est en eﬀet très prometteuse pour avoir
accès à de nombreux couplages optiques. On peut mettre en avant trois conﬁgurations : la première est
la conﬁguration où la nanoantenne est placée simplement sur un guide. Ce dernier servira à la fois à
injecter un signal de pompe et à récupérer la réponse de la nanoantenne. Dans ce cas, l'intérêt de cette
conﬁguration est de permettre de contrôler la zone à sonder et d'améliorer le couplage entre le mode
guidé et les propriétés résonantes de l'antenne. La deuxième conﬁguration peut permettre de contrôler
l'incidence de la pompe via le guide mais d'utiliser ensuite les propriétés de rayonnement de l'antenne
pour diriger la réponse de l'objet vers un système de détection extérieur. La troisième conﬁguration est
identique à la précédente mais en inversant le sens des signaux optiques. La pompe viendrait de l'exté-
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rieur et la réponse de la nanoantenne serait optimisée pour se coupler eﬃcacement avec le mode du guide.
Ces conﬁgurations peuvent ensuite être utilisées sur de nombreuses applications telles que le couplage
optique de signaux via les nanoantennes, rediriger des signaux du guide vers des détecteurs, hybrider
des particules nanométriques localement sur les nanoantennes pour mieux les analyser ... Dans ce do-
cument, j'ai montré des premiers résultats avec des antennes (ligne transversale à un guide) pour une
application spectrométrique SWIFTS. Ces études sont désormais plus poussées en étudiant de nombreux
paramètres : leur taille, leur nature, l'association d'antennes, la structuration de surface ... Ceci nous
conduit aussi à essayer d'appliquer ces méthodes pour étudier des résonateurs plasmoniques pour des
applications biologiques ou l'étude de nanoﬁls pour des applications photovoltaïques. La boucle LLIFTS
utilisée auparavant comme spectromètre est aussi maintenant utilisée pour des applications métrologiques
du type OCT. Pour valider ces calculs, il est important de pouvoir réaliser ces structures. Pour réaliser
le SWIFTS, le développement de la nanoimpression va permettre de réaliser des nanoantennes sur une
grande surface permettant l'interaction de guides optiques en verre avec ces objets. Il me semble très
intéressant désormais de continuer à développer cette technologie sur des composants photoniques en
optique intégrée sur verre. En eﬀet, elle donne la possibilité de structurer la surface de la puce en dépo-
sant des nanostructures sur le verre ou en le gravant. Ceci permet d'accéder aux applications précédentes
mais nous donne aussi la possibilté de réaliser des structures à réseaux complexes pour un grand nombre
d'applications (laser, source, ﬁltre, capteur ...). Et les outils développés seront toujours aussi essentiels
pour déﬁnir ces nouvelles structures. Cette méthode ne nécessite qu'une étape d'Ebeam pour réaliser le
moule maître. Ce moule peut ensuite être utilisé un certain nombre de fois pour inscrire la structure à
réaliser dans un premier temps dans une résine avant une étape de gravure ou de dépôt. L'association
de cette technique avec le verre est un excellent challenge pour ouvrir le champ des applications dans le
domaine de la photonique.
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Spectrometry is a general physical-analysis approach for investigating light –matter interactions. However, the complex designs of
existing spectrometers render them resistant to simplification and miniaturization, both of which are vital for applications in
micro- and nanotechnology, currently undergoing intensive research. Stationary-wave integrated Fourier transform spectrometry
(SWIFTS)—an approach based on direct intensity detection of a standing wave resulting from either reflection (as in the
principle of colour photography by Gabriel Lippmann) or counterpropagative interference phenomenon—is believed to be able
to overcome this drawback. Here, we present a SWIFTS-based spectrometer relying on an original optical near-field detection
method in which optical nanoprobes are used to sample directly the evanescent standing wave in the waveguide. Combined with
integrated optics, we report a way of reducing the volume of the spectrometer to a few hundreds of cubic wavelengths. This is the
first attempt, using SWIFT, to produce a very small integrated one-dimensional spectrometer suitable for applications where
microspectrometers are essential.
In 1891, at the Acade´mie des Sciences in Paris, Gabriel Lippmann1
presented a beautiful colour photograph of the Sun’s spectrum,
obtained with his new photographic plate. Later, in 1894 (ref. 2),
he published an article on how his plate was able to record colour
information in the depth of photographic grainless gelatine and
how the same plate after processing (development) could restore
the original colour image merely through light reflection. He was
thus the inventor of true interferential colour photography and
received the Nobel Prize in 1908 for this breakthrough.
Unfortunately, this principle was too complex to use. The method
was abandoned a few years after its discovery, despite considerable
investment by the Lumie`re brothers. One aspect of the Lippmann
concept that was ignored at that time relates to spectroscopic
applications. Within the context of micro-nanotechnology and
miniaturization of spectroscopic equipment (currently the subject
of intensive research3–6), it is now of interest to revisit the
Lippmann concept. Early in 1933, Ives7 proposed to use a photo-
electric device to probe standing waves to make spectrometric
measurements. More recently, in 1995, Connes8 proposed to use
the emerging new technology of detectors for three-dimensional
Lippmann-based spectrometry. Following this, a first realization of
a very compact spectrometer based on the micro-opto-mechanical
system (MOEMS) was reported by Knipp et al.9 in 2005, but it
had a very limited spectral resolution.
Based on the same concept, but taking advantage of photonics
and near-field optical technologies, we propose a new kind of
stationary Q1-wave integrated Fourier transform spectrometer
(SWIFTS), in which direct sampling of evanescent standing
waves is achieved using a collection of optical nanoprobes.
RESULTS
SWIFTS PRINCIPLES
The principle of SWIFTS is shown in Fig. 1. Two configurations are
proposed in which a direct near-field detection of confined
standing waves is performed. The standing waves are issued
either from a guided mode reflection as in Lippmann’s principle
of colour photography (Fig. 1a) or from interference of two
counterpropagative modes (Fig. 1b).
In the first configuration (Fig. 1a), light is coupled into a single-
mode waveguide terminated with a mirror. When reflected onto the
mirror, the waves become stationary. Miniature localized detectors
are placed in the evanescent field (Fig. 1c) of the waveguide mode in
order to extract only a small fraction of the guided energy. This
peripheral detection approach allows proper sampling of the
standing wave using relatively small detectors in comparison with
the quarter wavelength of the guided light. The interferogram
resulting from white light illumination (Fig. 1a) bears
Lippmann’s name. Unlike a classical Fourier interferogram,
Lippmann’s interferogram starts at the surface of the mirror with
a black null optical path difference fringe such that only one side
of the fringe packet is detected. In this way, all the energy is
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recovered using a minimum number of detectors. This method is
therefore much like a spectrometer with simultaneous recorded
Fourier transforms; that is, no moveable part is required to
record the information needed to restore the spectrum.
The second SWIFTS configuration (Fig. 1b) is based on the
same near-field detection idea, but, instead of using a mirror, the
light is injected from both sides of the waveguide. A similar
configuration has been proposed by Labeyrie10 for a data storage
system, and is an extension of holography11,12 or of a Sagnac
interferometer13.Q2 In this configuration, the resulting
interferogram is a typical symmetric Fourier interferogram
(Fig. 1b), which, in contrast with the mirror configuration, is
sensitive to the optical path difference. This type of spectrometer
could therefore also be used in metrology.
Before addressing fabrication details and issues, we would first
like to consider the typical characteristics that one would expect in
spectrometers based on the SWIFTS concept. These relate to spectral
resolution, efficiency and bandwidth. As in classical Fourier
spectrometry, the spectral resolution achieved by SWIFTS is given
by the length of the detected interferogram: R ¼ l/Dl ¼ 2nL/l,
where n is the effective refractive index of the waveguide, l is the
wavelength, Dl is the wavelength resolved by the spectrometer,
and L is the length of the waveguide probed by the local detectors.
In a single-mode waveguide, the spectral resolution is only limited
by the optical length (nL). Hence, the SWIFTS spectrometer has
no intrinsic limitation in resolution. For example, a SWIFTS
spectrometer based on an optical waveguide including detectors
placed over a length of 1 cm (107 nm), would allow for a spectral
resolution of about R ¼ 40,000 (15 pm) at a 600-nm wavelength.
Connes4 has already noted that an ideal Lippmann plate
efficiency can exceed 63%. Here, we theoretically and
numerically demonstrate that an optimal efficiency of 74% can
be obtained with SWIFTS, assuming that each detector has an
ideal quantum efficiency and extracts exactly the same amount
of energy hloc ¼ 1/N, where N is the total number of detectors
(see Supplementary Information for a Q3theoretical demonstration).
Finally, the recoverable spectral range is ruled by two
parameters: the sampling interval (that is, the physical distance
between two consecutive detectors) and the spectral range in
which the waveguide remains single-mode. With a sampling
interval satisfying the Nyquist criterion, the recoverable spectral
range is typically 400–500 nm for asymmetric waveguides at
1,550 nm, even more for symmetric waveguides and photonic
crystal waveguides.
DESIGN AND CONSTRUCTION
It is clear that to be fully efficient, SWIFTS depends on the
development of nanodetectors, which are not readily available as
yet. For a very first demonstration, an intermediate solution
based on light scattering was developed. The idea was to use
nanometric scattering centres Q3(see Supplementary Information)
deposited on the waveguide surface to extract the stationary field
from the waveguide and thus make far-field detection possible,
using two-dimensional planar detectors. As we cannot use a
detector array with a pitch equal to the quarter wavelength over a
wide spectral domain, the Shannon’s sampling criterion cannot
be satisfied. However, if the spectral range is relatively small, the
restoration of the spectrum still remains possible. This is known
Nanodetectors
in evanescent field
Mirror
Stationary wave
Substrate
Waveguide
Lippmann interferogram
SWIFTS-Lippmann SWIFTS-Counterpropagative
Fourier interferogram
Stationary wave
Mode
profile
Evanescent
field
Figure 1 Stationary-wave integrated Fourier transform spectrometry. a, In the Lippmann configuration, the forward propagating wave coupled in the waveguide
is reflected on the mirror, leading to a stationary wave. If light is polychromatic, the sum of the stationary waves forms a Lippmann interferogram. b, For the
counterpropagative configuration, the light is divided upstream of the spectrometer. If the OPD between the two beams is null, the white fringe of the Fourier
interferogram will be located at the waveguide centre. It is sensitive to the phase shift. c, Schematic of the near-field detection of the guided mode using a collection
of nanodetectors.
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in Fourier spectrometry as the undersampling technique. For this
first demonstration, the counterpropagative structure was chosen
(Fig. 1b). In addition to being sensitive to the optical path
difference, this configuration avoids the technical problem of
having to place a detector very close to the mirror.
In the following section, in order to validate the SWIFTS
concept we will first focus on the probing of the interferogram
inside a waveguide by means of scattering scanning near-field
optical microscopy. The possibility of using nanometre-scale dots
to image the interferogram will also be addressed and
demonstrated. Hence we will show how a chain of nanowires can
give a snapshot of the interferogram and thus allow recovery of
the spectrum of an optical source.
PROBING THE INTERFEROGRAM INSIDE THE WAVEGUIDE
The counterpropagative structure shown in Fig. 1b was fabricated
using CMOS photonics technology. The silicon-on-insulator
(SOI) substrate (200-mm wafer manufactured by Soitec) used in
this study was composed of a monocrystalline silicon layer with a
typical thickness of 200 nm on top of a 1-mm-thick buried oxide
layer on a silicon substrate. After a silica hard-mask deposition,
the structure pattern was defined by means of a 193-nm-deep
UV lithography followed by hard-mask etching and photoresist
stripping. The pattern was transferred to the silicon layer by
means of a HBr dry-etching process. The entire waveguiding
structure was then covered by a 700-nm-thick cap layer of silica
deposited by plasma-enhanced chemical vapour deposition. A
chemical-mechanical polishing process was used to etch the
capping layer until the planar structure had a uniform thickness
of 100 nm.
An optical view of the full-size component, taken at the end of
the process, is shown in Fig. 2a. Its principal feature is a loop. The
incoming light is introduced from the left side of the component
into a straight single-mode waveguide using a lensed fibre. To
obtain single-mode waveguides along a 1.5–1.6mm wavelength
range, a waveguide width of 500 nm was defined on the mask.
A multimode interference splitter (MMI) was used to couple the
light equally into the loop. The central fringe (also called the
white fringe) of the interferogram is found where the optical
path difference (OPD) is cancelled, that is, in the loop waveguide
at an equal distance from the MMI outputs.
In a preliminary study, the device was characterized using
a scattering-type scanning near-field optical microscope14
(s-SNOM), which allows probing of the optical near field of the
waveguides with nanometre resolution. A commercial erbium-
amplified spontaneous emission (ASE) light source was used to
couple the light into the waveguide. The broadband spectrum of
this source, in the telecom C-band centred around 1.55 mm, was
sufficient to demonstrate the stationary phenomenon that forms
in the loop.
The optical image shown in Fig. 2b was obtained using a
numerical stitch of nine s-SNOM individual 50  50 mm2 scans
in order to get a 50  220 mm2 total scanned window centred on
the white fringe position. As expected, the stationary nature of
the guided field is revealed in the image as vertical lines (Fig. 2c).
Furthermore, the zero OPD can be localized where the standing
wave visibility is maximal. The interferogram profile extracted
from the s-SNOM image is shown in Fig. 2e. Both measured
(blue) and theoretical (red) stationary field intensity profiles are
plotted in arbitrary units of intensity deviation for a better
assessment. As the counterpropagative device acts as a Fourier
transform spectrometer, the incoming light spectrum is recovered
by computing the discrete Fourier transform of the stationary
field profile. The result is shown in Fig. 2d. The spectrum, that
is, the Fourier transform of the interferogram, is compared with
the spectrum of the reference source (ASE) obtained with an
optical spectrum analyser. The spectra are very similar. Some
slight differences are attributed to stitching uncertainties in the
individual s-SNOM scans. It is worth noting that only the total
length of the scan limits the spectral resolution of the
experiment. Presently, with a scan length of L ¼ 2  110 mm
around the central fringe, a spectral resolution R ¼ l/Dl ¼
2nL/2l ¼ 323 can be obtained, leading to Dl of 5 nm.
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Figure 2 s-SNOM observation of an interferogram in a waveguiding
structure. a, Top optical view of the interferometric component. The light of the
ASE source is introduced into the guide and divided into two parts by an MMI,
and propagates in opposite directions. The central fringe of the interferogram is
equidistant from the MMI outputs. b, s-SNOM intensity image of the
interferogram inside the component. c, 20  1.5mm2 enlarged image of the
image in b, where the central fringes appear as fine vertical features. d,
Measured (blue) and theoretical (red) interferogram profiles. e, Reconstructed
spectrum in blue is compared to the manufacturer’s ASE spectrum (red).
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TOWARDS THE NANOSTRUCTURED DEVICE
Although SNOM tips are ideal probes with which to sample the
stationary field with nanometre resolution15, they are not
compatible with the idea of compact integrated and monolithic
optical devices. Therefore, in order to provide a parallel and
motionless detection of the stationary field, we propose the use
of distributed nanometre-scale light-scattering defects embedded
in the waveguide near field. For that purpose, a comb of 79 gold
nanowires, made by e-beam lithography and a lift-off process,
was deposited along the waveguide. Each nanowire orientated
perpendicular to the waveguide has the following properties.
First, it is sufficiently long (4mm) to interact with the total
transverse field. Second, it is narrow enough (0.05mm) to be
considered as a point source scattering the light of the stationary
field at a precise position. Finally, it is thin enough (0.05mm) to
keep the volume small, and only a small part of the field is
scattered, without disturbing the interferogram.
As shown by the atomic force spectroscopy (AFM) topography
image in Fig. 3a,b, the crossing wires are arranged periodically with
a pitch of 2.7mm. As the wires follow the initial rib Si waveguide
topography, the wires look like a comb of equidistant pillars
along the waveguide. Figure 3c is a far-field image of the ASE
stationary field sampled with the nanostructured waveguide. This
image is the result of the scattering of 29 consecutive gold
nanowires centred on the white fringe. Each light-scattering
defect is well resolved. Clearly, one can see that the detected
signal is not perfectly symmetric from the zero OPD point. This
is most probably due to a slight inconsequential misalignment
between the central metallic wire and the white fringe maximum.
For calibration purposes, the device was then characterized in
the far field with a microscope objective, an InGaAs infrared
camera and a single-mode continuous-wave (CW) tuneable Er
laser. Figure 4a shows a snapshot of the scattered light at a
wavelength of 1,510 nm. By computing the Fourier transform of
the longitudinal profile of the sampled interferogram, one
obtains the laser light spectrum (Fig. 4b). This experiment gives
an accurate calibration of the relation between the absolute
wavelength and the measured spatial frequency. The process can
be repeated for the entire laser tuning range to obtain the curve
in Fig. 4c.
The wavelength limits of the recoverable spectrum can be found
by applying the bandpass sampling theory16. For a stationary wave
with spatial frequencies f ¼ 2neff(l)/l lying in the range [fmin,
fmax], and a sampling frequency m times lower (m is an integer)
than the Nyquist frequency fN ¼ 2fmax, dz is the distance between
two nanowires. We obtain:
lmin ¼
4neff ðlminÞ
fN
¼ 4neff ðlminÞ dz
m
lmax ¼
neff ðlmaxÞ
neff ðlminÞ
m
ðm 1Þlmin
8><
>:
As a consequence, any component of a sampled signal with a
wavelength outside these limits, often referred to as the aliasing
window, is subject to folding. This is clearly observed in Fig. 4c;
wavelengths above 1,555mm are folded into the aliasing window.
Furthermore, the measurement of the alias wavelength leads to
the value of the undersampling factor m ¼ 17. The sampling
factor being a constant, this means that by measuring the
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Figure 4 Monochromatic illumination. a, Image of the central part acquired
with an infrared microscope. Tuneable laser fringes are seen as a chain of dots.
b, Fourier transform of the recorded profile along the section of waveguide on
which gold nanowires have been deposited. The spatial frequency can be
precisely deduced from the two symmetric peaks around a truncated continuum
central peak. c, Plot of the spatial frequency versus the wavelength showing the
aliasing effect. An alias wavelength at 1.55mm corresponds to a 2.7-mm
nanowire spacing with an effective refractive index of 2.301.
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Figure 3 Nanowire structures. a, AFM topography image of the nanostructured
waveguide surface showing nine 4mm  50 nm lithographic gold stripes
crossing the silicon waveguide. b, Topographical three-dimensional view. c, Far-
field image of the ASE stationary field sampled by the 29 gold nanowires. The
image is centred on the central fringe.
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position of the peak for each wavelength in the tuneable laser range,
the dispersion relation of the waveguide neff(l) can be retrieved.
For polychromatic measurements a dispersion correction is
needed, and this procedure enables us to calibrate the SWIFTS
spectrometer. The spectrum shown in Fig. 4c has been corrected
for the effective refractive index dispersion.
Finally, the SWIFTS spectrometer was tested with an Er-ASE
broadband source. The results are depicted in Fig. 5. The near-
infrared (NIR) camera snapshot is shown in Fig. 5a. The stationary-
wave profile sampled by the gold wires is shown in Fig. 5b. The
spectrum recovered after calibration is plotted as a dotted line in
Fig. 5c, in contrast with the reference spectrum (red line) obtained
from a spectrum analyser. The erbium fluorescence spectrum is
well recovered up to the alias wavelength. This experimental result
is very promising, in particular if one takes into account the defects
(only surface scattering) inherent to a first realization. However, a
small unexpected bump is visible on the left side of the spectrum.
This is probably due to a mismatch between the interferogram
sampling interval and the CCD pitch and could be removed by an
appropriate choice of optical system magnification. Further work is
required to fully understand this effect.
DISCUSSION
The Lippmann concept of spectroscopy based on the Fourier
transform has never been efficiently exploited until now. In this
paper, a near-field method to probe the interferogram within a
waveguide has been proposed and demonstrated. The concept was
first validated using a scanning near-field optical microscope. A
first step towards a fully integrated spectrometer has been made by
local deposition of gold nanowires on the waveguide surface. Gold
nanowires were spaced 3mm apart in order to allow for far-field
probing using a simple CCD. With this structure it is clearly
demonstrated that small gold wires are able to both scatter the
light and sample the interferogram, allowing its detection.
The nanostructured waveguide we have developed can be seen as
precursor to a new generation of spectrometers. This 1-mm device
has a spectral resolution of 4 nm over a working spectral range of
96 nm centred on 1,500 nm. At this stage, a comparison with state-
of-the-art integrated optical microspectrometers is untimely.
However, it is important to emphasize that the SWIFTS concept
opens a route to very compact spectrometers with valuable
features: high resolution, instantaneous measurement and no
requirement for any moveable or tuneable parts. This has to be
compared with classical Fourier transform spectrometry (FTS)17,18,
for which either the interferogram is sequentially recorded or
statically projected onto a two-dimensional detector array.
Further developments lie in using existing detectors arrays
directly placed in the vicinity of the scattering centres. Fully
integrated SWIFTS spectrometers will become manufacturable
but with a limited efficiency. In future, the ultimate development
will consist in replacing the gold nanowires with specially
designed detectors set every quarter of the standing wavelength.
This will also enlarge the spectral bandwidth of the fully
integrated spectrometer within the limitation of the single-mode
operation of the waveguides. It is worth mentioning here that a
few of these nanoscale detectors already exist, such as the
superconducting single-photon detector (SSPD)19 and carbon or
silicon nanotubes.
Finally, it has to be stressed that SWIFTS not only makes
spectroscopic instruments more robust and cheaper through the
use of integrated technologies, but it is also a general concept
that paves the way for a number of applications in optics where
microspectrometers are essential, such as space-borne
spectrometry, metrology, endoscopy, gas and chemical sensors,
colour photography and parallel spectral imaging.
Q4Received 6 December 2006.
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A compact static Fourier transform spectrometer for integrated optics is proposed. It is based on a plane
leaky loop structure combined with a plane waveguide. The interference pattern produced in the loop struc-
ture leaks outside of it and is guided in the plane waveguide to the photodetector array. This configuration
allows one to control the shape of the field pattern at the end of the plane waveguide. A large fringe pattern
with a high interference fringe contrast is obtained. A two-dimensional model based on an aperiodic Fourier
modal method is used to modelize the coupling between the bent and the plane waveguides, completed with
the Helmholtz–Kirchhoff propagation. This concept gives access to plan and compact spectrometers requir-
ing only a single low-cost realization process step. The simulation has been done to realize a spectrometer in
glass integrated optics (=6.1 nm at 1500 nm). © 2009 Optical Society of America
OCIS codes: 120.6200, 300.6190, 130.0130, 130.3120, 230.3120.A Fourier transform spectrometer (FTS) is an inter-
ferometer where a Fourier transform is applied to the
interference pattern of a radiation to obtain its
spectrum. Recent developments in micro-electro-
mechanical systems technology have reached to
highly integrated and compact scanning spectrom-
eters [1]. This kind of spectrometer needs only one
photodetector but suffers from its mobile parts. To
overcome this problem, static Fourier transform
spectrometers (SFTSs) without mobile parts have
been developped [2]. Although it needs a photodetec-
tor array instead of one photodetector, an STFS mea-
sures the spectrum of the radiation in a single step.
We propose a structure derived from the classical
two Young’s holes interferometer. This approach al-
lows us to combine two beams in the free space that
can interfere together. If we are able to measure a
fringe interference pattern in a transversal plane
with a photodetector array, the signal spectrum is
then obtained by the inverse Fourier transform of the
fringe. Therefore, the spectral resolution depends in
this case on the number of fringes or the length of the
fringe pattern measured. In the past, a configuration
was proposed in integrated optics giving instanta-
neously the interference fringe [3], but the envelope
of the fringes is often not sufficiently large to obtain
high spectral resolution or it is not independent
enough of the wavelength to achieve the spectrom-
eter function. The idea of the leaky loop integrated
Fourier transform spectrometer (LLIFTS) is to in-
crease both the number of these fringes improving
the envelope of the interference fringe pattern and to
keep a high fringe contrast also.
For this purpose, we propose the integrated struc-
ture shown in Fig. 1. The light is first divided equally
into two straight waveguides then joined together
0146-9592/09/020184-3/$15.00 ©thanks to a loop structure. In each bend waveguide of
the loop, the light leaks from the waveguide to induce
an interference pattern outside. Second, a plane
waveguide is added symmetrically close to the exter-
nal side of the bent waveguides. The evolution of the
gap between the bent waveguide and the plane wave-
guide permits one to control the radiated field ampli-
tude leaking outside with a specific direction. By this
way, at the end of the plane waveguide, the position,
the width, and the shape of the radiated field ampli-
tude pattern are controlled to approach an ideal large
shape close to a gate centered on the symmetric axis
of the structure. As the structure is symmetric, the
superposition of the two shapes issued from the two
bent waveguides allows us to have a high fringe con-
trast. A photodetector array far from the loop struc-
ture on the edge of the planar waveguide can detect
the light butt-coupled. Its pitch sets the length of the
plane waveguide to obtain a fringe spatial period suf-
ficiently large to be sampled respecting the Schannon
criteria, and its length sets the size of the shape in-
terference fringe pattern. As all of the elements of
this structure are planar, its makes the realization
simple with only one classical photolithography pro-
cess step, and no free space measurement is needed
in making the component compact.Fig. 1. (Color online) Scheme of the LLIFTS.
2009 Optical Society of America
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model has been computed, using the effective index
method [4], to reduce the three-dimensional problem
to a two-dimensional problem. The purpose of this
model is to simulate the effect of the parameters of
the structure on the interference pattern. The
waveguides are modeled with a step refractive index
distribution. The parameters are the refractive index
contrast, the width of the waveguides, the radius of
the loop waveguide, the position of the planar wave-
guide with respect to the loop waveguide, and the po-
sition of the photodetectors in respect to the center of
the loop waveguide. The model consists of two main
parts: the application of an aperiodic Fourier modal
method (AFMM) [5] in the conformal exponential
map and the application of the Helmholtz–Kirchhoff
theorem. The loop waveguide is defined by a refrac-
tive index n1 in a substrate of refractive index n0
n1 and a radius R. It is easier to apply the AFMM
in a straight waveguide structure. Thus, we repre-
sent the loop waveguide in a conformal exponential
map. Indeed, a bent waveguide with a step refractive
index distribution in the original map y ,z is equiva-
lent to a straight waveguide with an exponential re-
fractive index distribution in the conformal exponen-
tial map u ,v. Moreover, the planar waveguide can
also be represented by this conformal mapping as
well as the evolution of the gap along the bent wave-
guide. Figure 2 illustrates this conformal mapping.
The AFMM consists of solving the Helmholtz equa-
tion in the Fourier plan. For this reason, we artifi-
cially reproduce the simulation zone or cell shown in
Fig. 2 all along the u axis with a certain period. In
the conformal map, the refractive index function in-
creases with u, and it involves the electromagnetic
field to leak outside the simulation cell. To avoid the
perturbation from one cell to the other cell, perfectly
matched layers (PMLs) are added between each
simulation cell. These PMLs are defined by a con-
stant absorbing coefficient in the conformal map.
Their purpose is to absorb the transmitted field and
to cancel the reflected field making possible the mod-
elization of an aperiodic structure.
Once the field simulated along an arc is far enough
from the loop structure, we assume that we have only
radiated modes and we apply the Helmholtz–
Kirchhoff theorem [6] to simulate the far electromag-
netic field. To apply this theorem, we define the simu-
lation area demarcated by the base of the planar
waveguide, the arc previously introduced, and the
boundaries infinitely far from the loop structure in
Fig. 2. (Color online) Conformal mapping of the loop
structure.the planar waveguide. These boundaries are illus-
trated in Fig. 3.
The field is nonnull along this arc and is null for
the other boundaries. Then the Helmholtz–Kirchhoff
theorem is applied in this area, imposing that all of
the field has to entirely leak outside the loop struc-
ture in the z direction. Thus, we simulate the inter-
ference pattern detected by the photodetector array.
To compute the spectrum from the interference
pattern detected on the photodetector array and con-
sidering the geometry of the spectrograph, it is obvi-
ous that a simple discrete Fourier transform will not
be sufficient. An adapted Fourier transform that
takes into account the effect of the loop structure has
been computed. The interference pattern sy de-
tected on the linear photodetector array can be ex-
pressed as follows:
sy = 
n=−N
n=N
syy − ny, 1
where 2N+1 is the number of photodetectors and y
is the pitch of the photodetector array. The idea is to
consider the substitution =−arctany /L, where L is
the minimal distance between the center of the loop
structure, and the photodetector array and to apply
the Fourier transform on the function s :→s. The
adapted Fourier transform S is
Sf = 
n=−N
n=N
sny
e2ıf arctannyL
−1
L1 + nyL−12
, 2
where f is the wavenumber of the interference pat-
tern.
The parameters of the simulation are chosen to de-
sign a glass integrated optics demonstrator using a
silver ion exchange [7]. The aim of these simulations
is to obtain an intensity pattern on the photodector
Table 1. Structure Parameters
Bent Gap AFMM
n1=1.515 0=−22.5° 200 harmonics
n2=1.547 1=9° 20 sections
rint=350 	m gap0=3 	m Cell period
rext=354 	m gap1=0 	m =29 	m
Fig. 3. (Color online) Application of the Helmholtz–
Kirchhoff theorem.
186 OPTICS LETTERS / Vol. 34, No. 2 / January 15, 2009array with an interesting envelope. The parameters
of the structure are shown in Table 1. The insertion
losses as the propagation losses around 2 dB, the
photodetector butt-coupling losses, and the fiber-
waveguide coupling are not taken into account. The
fiber-waveguide coupling is low [8]; therefore, the
coupling efficiency with an incoherent light source is
reported as the input fiber coupling case [9].
The field polarization is TE. The interference pat-
tern is detected at 3 cm from the center of the loop
structure involving a zoom factor of about 86 on the
interference pattern shown in Fig. 4 at the input sig-
nal wavelength =1560 nm. Close to the position of
the symmetry axis, the fringe period enlarged is
nearly constant. A high modulation depth is observed
as expected. The simulated interference pattern is
then sampled on a photodector array of 1024 ele-
ments with a pitch of 20 	m. Finally, the adapted
Fourier transform is applied on the interference pat-
tern. Figure 5 shows the spectra from different mono-
chromatic signals versus the fringe spacing of the in-
terference pattern at the end of the component f
=Lf
−1. The excitation signal is the fundamental
mode of the straight waveguide.
For each wavelength, two peaks are observed,
where a single one was expected. This peak is due to
the excitation of a higher-order leaky mode in the
bent waveguide. In a straight waveguide, the first
mode is symmetric and is localized at the center of
the waveguide. In a bent waveguide, this first mode
is not symmetric and is slightly shifted to the outside
of the curvature. To excite only this first mode in the
bent waveguide and to avoid exciting the higher or-
der leaky mode, the two first modes of the straight
and bent waveguides have to match themselves.
Thus, shifting the straight waveguide before the cur-
vature decreased the second peak observed in the
spectra is shown in Fig. 5. Simulations have been
performed where the straight waveguide is shifted
600 nm from the bent waveguide and is shown in Fig.
5. The side lobes should be avoided if the coupling de-
sign will be adiabatic. However, following the wave-
guide dispersion, this propriety would be right for a
small wavelength range.
To conclude, we have demonstrated the feasibility
of an LLIFTS with a resolution of =6.1 nm at
Fig. 4. (Color online) Simulated spectra from different
monochromatic excitation signals.1500 nm to =7.3 nm at 1640 nm. The bandwidth
shown here is not strictly limited to 140 nm but by
the single-mode condition of the waveguide. To ex-
perimentally validate this new concept, a demonstra-
tor in glass integrated optics by ion exchange has
been realized and is being tested. Results of these
tests and practical characteristics of this demonstra-
tor will be presented soon. The demonstrator is com-
pact 45 mm
20 mm
3 mm, and the realization
requires only a single low-cost process step.
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Abstract : The evanescent coupling of a 1.5 µm radius silicon microdisk 
with one or two Silicon-On-Insulator waveguides is studied. Thanks to the 
high refractive index contrast between Silica and Silicon materials, this 
very-small-diameter microdisk exhibits the highest quality factor measured 
in wavelength range from 1500 nm to 1600 nm. Coupled to a single 
monomode waveguide, the optical resonator behaves as a stop-band filter. 
Even if the microdisk is a largely multimode resonator, only its fundamental 
modes are efficiently excited. The filter’s transmission is measured for 
different gap between the waveguide and the resonator. The critical 
coupling is clearly observed and gives access to 1.63 nm linewidth. A 20 dB 
decrease of the transmission signal is also observed. Coupled to two 
waveguides, the resonator becomes a compact symmetric wavelength-
demultiplexer. In this case, the optimal response comes from a compromise 
between the gap and the desired linewidth dropped in the second 
waveguide. Finally, our measurements are also compared to analytic models 
showing a good agreement especially for the critical gap prediction. 
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1. Introduction 
The increase density of metallic-interconnects becomes a real barrier for future generation of 
Very-Large-Scale-Integrated circuits. Optical interconnects using Silicon-On-Insulator (SOI) 
technology decrease the propagation delays and give access to higher bandwidth [1, 2].  In 
order to perform the on-chip information routing, wavelength resonator filter based on 
cylindrical geometries are investigated for add and drop [3, 4] or stop band filter [5] 
applications. Thanks to high refractive-index contrast between silica and silicon materials, 
ultra-compact structures can be made without using peculiar mirrors. Recently, high-resonant 
microring cavities [6] have been achieved with diameters close to 20 µm. The quality factor 
obtained gives access to several applications on SOI substrate such as high-speed modulator 
[7] or compact Raman sources [8]. Compared to other ultra-resonant cavities as microtorus [9] 
or microsphere [10], microring has the great advantage to be integrated on a substrate and to 
be easily associated to waveguide couplers. Nevertheless, the resonator size can be reduced 
using microdisk instead of microring [11]. Indeed, the deep etch for designing the inner radius 
induces a displacement of the field to the external radius. By consequence, the field is less 
confined in the resonator. It is also more sensible to the roughness on each boundaries of the 
bend waveguide reducing the quality factor. In this paper, two basic optical-interconnects 
functions using microdisks are reported. The former is a stop-band filter obtained from a 
microdisk coupled to a single waveguide. The amplitude transmission of the waveguide is 
then described by the following relation [12] 
 
( )
( )0
0
ωωγγ
ωωγγ
−++
−+−
=
i
iT
c
c
,    (1) 
 
where γ and γc are respectively due to the intrinsic losses of the resonator and the coupling 
with the waveguide; and ω0 is the resonance frequency of a Whispering-Gallery-Mode 
(WGM) of the resonator. The gap between the microdisk and the waveguide influences the 
transmission T, the total quality-factor of the resonator. Indeed, as the gap increases, the 
coupling losses coefficient γc decreases. On the other hand, the quality-factor increases until 
the asymptotic quality-factor of the uncoupled microdisk is reached. The condition γ = γc 
corresponds to the critical coupling of the resonator and it matches a peculiar value of the gap. 
In this case, a zero transmission is obtained and the structure behaves as a stop-band filter. A 
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second function is obtained when two parallel waveguides are coupled with the microdisk. 
When the same gap is used for both waveguides as shown in Fig. 1(a), the amplitude 
transmission T (output 2) and the amplitude transmission R (output 1) are respectively 
 
( )0ωωγ
γ
−+
=
i
T
c
c
,     (2) 
( )
( )0
0
ωωγ
ωω
−+
−
=
i
iR
c
,     (3) 
 
where γc >> γ for simplicity. In this case, as the gap decreases, the transmission T and the 
coupling linewidth coefficient γc increase whereas the quality-factor decreases. No critical 
point is reached with or without the previous approximation [13], so a compromise between 
the dropped-frequency band and the transmission T must be chosen. This structure is still a 
stop-band filter for the first waveguide but also a pass-band filter for the second waveguide. In 
the following section, the fabrication process and the set-up measurements are described. In 
section 3 and 4, the results for stop-band and add-and-drop filters are respectively presented. 
The gap influence is underlined and compared with results given by an analytical method.  
2. Realization process and set up characterisation 
A 193 nm deep UV lithography is used to reach small propagation losses and a gap close to 
one hundred nanometers. All the waveguiding structures are realized on a SiO2 layer of 1 µm 
thickness and are overlayed by a silica box of 1 µm thickness as shown in Fig. 1(a). The 
thickness of the Silicon structures is set to 300 nm. To obtain monomode waveguides along 
the wavelength range from 1.5 µm to 1.6 µm, a width of 300 nm was defined on the mask. 
The measurements are performed only for the transverse magnetic field. As a consequence, a 
polarization-maintaining fiber is used to inject the TM polarized light from a polarized laser 
source. To couple the light in and out of these small waveguides, horizontal tapers are put at 
the input and output of the waveguide. They enlarge the width of the waveguide from 0.3 µm 
to 2 µm.  A SEM picture of the add-and-drop filter is shown in Fig. 1(b). Several small 
microdisks with diameter of 3 µm have been thus made. In order to characterize the different 
structures, two three-dimensional (3-D) translation positioners are used to set a polarization-
maintaining tapered fiber and a standard tapered fiber at the input and output of the 
waveguides respectively. A tunable laser source is used to scan the wavelength range from 
1.48 µm to 1.62 µm. The output fiber is connected to a photo-detector. The wavelength scan 
and the power acquisition are controlled by a soft process. 
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(a) 
 
 
(b) 
Fig. 1. (a). Description of the different layers used in a SOI photonic component. (b) SEM 
picture of a symmetric add-and-drop filter before the overlaying box is grown. 
 
3. Stop band filter 
The characterization of the stop-band filter is presented in this part. Examples of power 
transmission |T|2 are shown in the Fig. 2. To understand those spectra, we shall point out the 
fact that the microdisk is a multimode structure [14]. A WGM is defined by an azimuthal 
order m (number of period of the field along the periphery of the microdisk) and a radial order 
l (number of period in the radial direction in the microdisk). In the transmission response, only 
two resonance peaks are observed in the chosen wavelength range. These two WGMs have 
the same radial order l=0 and two different azimuthal orders respectively m and m+1 and a 
free spectral range of 67.4 nm is measured. Although there is other resonant modes, only the 
most resonant modes (l=0) are excited [15] that can be correlated by smallest efficiency of 
their coupling linewidth. Higher radial-order modes are not efficiently excited since their 
overlap with the waveguide mode seems to be very poor. In the pass-band wavelength range, 
the level of the transmission is not constant. With a higher wavelength resolution (Δλ=1 pm), 
an oscillation is clearly observed. This oscillation comes from the Fabry-Perot resonance 
induced by Fresnel reflexions at the input and output interfaces of the waveguide. 
 
 
(a) 
 
(b) 
Fig. 2. Power transmission in a stop band filter with a gap of 230 nm.(a) λres=1524.73 nm with 
m=13. (b) λres =1592.37 nm with m=12. 
 
To study the influence of the gap, the mask included gaps going from 150 nm to 310 nm 
for the same disk diameter. To obtain the value of the resonant wavelength, the quality-factor 
and the extinction ratio of the transmission, each amplitude transmission responses is fitted by 
a Lorentzian lineshape. The results are depicted in Fig. 3(a), Fig. 3(b), and Fig. 3(c). 
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(a) 
 
(b) 
 
(c) 
Fig. 3. (a). Evolution of the wavelength resonance with the gap for the two azimuthal orders m 
and m+1. (b) Evolution of the quality factor with the gap for the two azimuthal orders m and 
m+1. (c) Evolution of the extinction ratio with the gap for the two azimuthal orders m and 
m+1. 
 
It is observed in Fig. 3(a) that the resonant wavelength decreases with an increasing gap. 
The resonant wavelength seems to be directly linked to the confinement of the light in the 
microdisk. Indeed the waveguide influence changes the field’s map in the resonant structure 
inducing a resonant wavelength evolution. Theoretical study shows a similar evolution for 
also a microdisk coupled to a dielectric waveguide [16]. The next evolutions are in good 
agreement with the description predicted in section 1. It is thus shown in Fig. 3(b) that the 
quality-factor increases with an increasing gap. In the Fig. 3(c), a maximum of the extinction 
ratio is observed which allow us to set the critical gap around 230 nm. The quality factor Qc at 
this critical point gives access to the quality-factor Q0 of the uncoupled microdisk thanks to 
the following relation Qc = Q0/2 [15]. In order to precisely analyze the spectral distribution of 
the observed WGM, an analytic calculation method was developed to compute the modes for 
a given microdisk. Since the Maxwell equations can not be solved exactly for a structure like 
the microdisk, the problem is splitted in two parts, using the effective index approximation. 
First, for a given wavelength range, the effective indices neff(λ) of a slab waveguide with the 
disk thickness and refractive index is computed. Then, the Maxwell equations are solved in an 
infinite cylinder of the disk diameter replacing the refractive index by the effective one neff(λ). 
The field’s solutions are Bessel’s functions inside the disk and Hankel’s functions of the 
second kind outside. The system of two equations coming from the boundary conditions has 
non zero solutions if the determinant of this system is zero. It occurs for the resonant 
wavelength λres(neff) of each WGM. Taking into account these two evolutions (neff(λ) and 
λres(neff)), the resonant wavelength of the 3-D structure can be obtained λres [14]. Applying the 
coupled-mode-theory with a first-order approximation, the effect of the waveguide on the 
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quality-factor of the structure can be computed. The critical gap can then be reached [15]. The 
results obtained are sum up in the next table.  
Table 1. Comparison between the measurements and calculated values obtained with the analytical method. 
 
 Measured Calculated 
Azimuthal 
order m 
λres 
[nm] 
 
Q0 Critical gap 
[nm] 
λres 
[nm] 
Q0 Critical gap  
[nm] 
12 
 
1591.3 906 230 1596.6 699 210 
13 1523.5 1870 230 1526.3 1980 210 
 
Calculated and measured resonant wavelengths are very close. Note that the stronger 
mismatch for the quality-factor can be explained by the small number of gaps used in the 
measurements and the rapid variation of the quality-factor around the critical point. A weak 
roughness of the microdisk sidewalls explains the good quality-factors measured with this 
small cavity. 
4. Symmetric wavelength demultiplexer 
In this paragraph, the characterization of the symmetric add-and-drop is finally presented. For 
a gap equal to 230 nm, two resonance peaks are obtained in our wavelength range shown in 
Fig. 4(a). On the T (transmission) response only two peaks are also observed which confirm 
the efficient coupling of only two resonances even if the microdisk is a largely multimode 
resonator. Similarly to section 1, the resonant peaks are fitted by a Lorentzian lineshape to 
reach the different optical parameters as shown in the Fig. 4(b). The obtained resonant 
wavelength and the quality-factor are depicted in Fig. 5(a) and Fig. 5(b) showing similar 
behaviour to the stop-band filter of section 3. 
 
 
(a) 
 
(b) 
Fig. 4. (a). Power transmission from 1500 nm to 1600 nm with a gap of 230 nm (b) Power 
transmission of the first resonance peak. 
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 (a) 
 
(b) 
 
(c) 
Fig. 5. (a). Evolution of the wavelength resonance with the gap for the azimuthal order m = 13. 
(b) Evolution of the quality factor with the gap for the azimuthal order m = 13. (c) Evolution of 
the extinction ratio on the R reflection with the gap for the azimuthal order m =13. 
 
As expected, no critical point is reached. The maximum value is obtained for a small gap 
but in this case the quality-factor is very low and induces a large pass bandwith as shown in 
Fig. 5(b). If a quality factor of 1000 is necessary, the extinction ratio will be slightly 8 dB for 
a gap around 270 nm. In comparison with the stop band filter results, one may see that the 
second waveguide decreases the quality-factor for small gaps. Indeed the second coupling 
waveguide increases the optical light extracted from the microdisk. To obtain a better 
extinction ratio the gaps of the two waveguides must be different. In this case, due to the 
intrinsic losses of the single microdisk, the efficiency of the structure is optimized only in one 
way (demultiplexer or multiplexer functions) [17]. We also measured other add-and-drop with 
a larger diameter. And for a 3.2 µm diameter instead of 3 µm, extinction ratio of 22 dB with a 
quality factor of 918 has been measured for a gap of 220 nm. A weak increase of the diameter 
allows us to reach higher quality factor with the same efficiency for the minimum of 
transmission in the input waveguide [18]. 
5. Conclusion 
In this paper, ultra-compact resonant SOI structures based on 3 µm diameter microdisk 
coupled to one or two waveguides have been presented. The gap between the microdisk of the 
waveguides has been especially studied. For the stop-band filter, the critical point has been 
demonstrated and an extinction ratio of 20 dB is obtained with a quality factor around 1000. 
The comparison with an analytical method based on the effective index method and the 
coupled-mode-theory shows a remarkable fit. For the symmetric add-and-drop structure, the 
exctinction ratio is around 8 dB if the quality factor is at the same order as previously. Finally, 
it is clearly confirmed that even if the microdisk is a multimode structure only the desired 
mode are only excited thanks to the poor overlap with the higher radial-order modes. 
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We develop a 3D vectorial description of microresonators of the microdisk and microring types based on the
aperiodic Fourier modal method. Such a rigorous coupled-wave analysis allows us to evaluate accurately the
resonant wavelengths, the quality factor, and the full profile of whispering-gallery modes. The results are com-
pared with 2D (effective index) as well as 3D finite-difference time domain calculations. © 2008 Optical So-
ciety of America
OCIS codes: 000.4430, 230.1150, 230.3120, 230.5750.t
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m. INTRODUCTION
icroresonators are emerging as a class of very promising
nd versatile devices for next-generation integrated pho-
onic circuits [1–3]. Breakthroughs in different fabrica-
ion technologies have permitted noteworthy implementa-
ions such as microspheres, microdisks, microrings,
icrogears, microtori, micropillars, and photonic crystal
efects, which have proved to be effective in several appli-
ations encompassing passive (filters, add and drops,
tatic-delay lines), as well as active (modulators, lasers,
witches, programmable delay lines) devices (see [1–3] for
survey on these technologies). They can also play a key
ole in cavity-quantum-electrodynamics [1], and nonlin-
ar optics applications such as Raman lasers [4] and
oupled resonator structures (e.g., CROWs [5]).
Specifically, cylindrical microresonators based on
hispering-gallery modes (WGMs), such as microdisks,
icrorings, microgears, and microtori, permit to achieve
ery large quality factors Q (as high as Q106 for silica
icrotori, [6]). Since they are usually multimode struc-
ures with several resonances, a proper analysis of their
ptical mode structure is fundamental. Usually, the hy-
rid character of modal fields results in a poor reliability
f 2D algorithms based upon effective index approxima-
ion; see [7] where a general discussion on modeling is
rovided. Though many 3D numerical approaches have
een proposed such as finite element (FEM), integral
quations, finite-difference time domain (FDTD), and
odal-decomposition-based algorithms (see [8] and refer-
nces therein), the latter ones, despite being somehow de-
endent on geometry or symmetry properties, are gener-
lly faster and provide a clear insight on electromagnetic
eld distribution in the cavity.
The aim of this paper is to develop a 3D description of
icrodisks and microrings, structures with axial symme-1084-7529/08/030667-9/$15.00 © 2ry, which are more appealing for planar integration tech-
ologies used in integrated optics, e.g., silicon-on-
nsulator [9].
A 3D modal method based on film-mode matching is al-
eady available, [10], as well as its application in the de-
ign of waveguide-resonator systems, [11], but those
orks are focused on structures of large radii and small
ndex step, and are prone to some limitations due to their
pecific modal approach. Indeed, the main issue with
odal methods is the estimation of mode-overlap inte-
rals and a proper computation of the eigenvalues of
eaky modes, whose careful description should be accom-
lished in bounded structures (as those commonly exam-
ned by computational methods).
Here, our approach relies on an application of rigorous
oupled-wave analysis (RCWA) to waveguiding structure,
lso known as aperiodic Fourier modal method (A-FMM):
t approximates modes by Fourier series, which enables
ne to reduce the computation of overlap integrals to ma-
rix manipulations.
In principle, such a method could be applied also to dif-
erent structures such as micropillar resonators. Indeed
nother implementation of a 3D-A-FFM to model micro-
illars has already been presented [12], based on 2D
ourier discretization on the transverse plane and propa-
ation along the axis. In that case the mode confinement
roperties resemble those of the fundamental mode of an
ptical fiber and are less affected by artificial roughness
han WGMs. Our algorithm is thus particularly suitable
o analyze thin structures in which cylindrical symmetry
as to be preserved, while pillars with many distributed
ragg-reflector (DBR) layers would require a very large
omputational window, reducing the efficiency of the
ethod.
The outline of the paper is as follows. In Section 2 we008 Optical Society of America
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668 J. Opt. Soc. Am. A/Vol. 25, No. 3 /March 2008 Armaroli et al.ntroduce our RCWA approach. In Section 3 we recall the
dmittance matrix formalism to describe a multilayer de-
ice, while in Section 4 we obtain the eigenvalue problem
nd solve it in order to obtain resonance wavelengths, Q
actors, and modal profiles. Finally we will report specific
esults in Section 5, and draw conclusions.
. RCWA AND ITS APPLICATION IN
YLINDRICAL COORDINATES
he RCWA approach originated in the framework of dif-
raction grating analysis [13], and was later extended to
tudy also guided-wave problems [14]. In the spirit of this
pproach, a basis of Bloch modes of a virtually infinite pe-
iodic structure is used to compute the real modes propa-
ating in an aperiodic one [see Fig. 1(a)].
In this paper we work in a cylindrical coordinate sys-
em r , ,z and use RCWA to obtain optical modes along
he z axis. By means of separation of variables, assuming
eriodic azimuthal dependence of the type expjm, we
nvestigate how modes (describing fields along z) depend
n the radial coordinate r. Though we reduce to two vari-
bles, the vectorial nature of the problem requires to deal
ith the full six components of the field. Similar to the
ull vectorial approach employed for optical fibers, we can
eal with Ez and Hz, while the other components can be
econstructed from them. Finally, as usual in any modal
ethod, the structure under analysis is decomposed into
sequence of radially uniform layers; see Fig. 1(b). All
ections are characterized by their own z-dependence of
ig. 1. (Color online) (a) Generic microresonator with z-axis cy-
indrical symmetry and its periodization on which the Fourier
odal method relies; note that PMLs are also included in the pe-
iodic window ; (b) sketch of the radial layer decomposition; rs
enotes the radial position of the generic interface between ho-
ogeneous layers.aterial parameters. This is equivalent to analyzing ra-
ially homogeneous media with arbitrary distribution of
aterials along the z axis in cylindrical symmetry. The
odal behavior is obtained by matching the fields across
nterfaces that are normal to the r axis.
We assume a harmonic time dependence of the fields,
xpjt, where the frequency  can be in general a com-
lex quantity to account for damping (further discussion
ill be provided in a successive section) and decompose
he relative dielectric permittivity r and magnetic perme-
bility r according to (harmonic) Fourier series
r = 
n
ne
jnKz, r = 
n
ne
jnKz, 1
here K=2 /,  being the period of the structure,
quivalent to the computation window. In the following,
e apply the method to the far most common case of non-
agnetic media (constant permeability r1), though its
xtension to magnetic media can be easily implemented,
nd the method can be further generalized to deal with
nisotropic materials. By truncating the summation of
he Fourier expansion to order M n=−M , . . . ,M, and ex-
loiting the Floquet–Bloch theorem, the fields can be ex-
anded according to truncated series of functions with the
ame period, namely,
E = 
n=−M
M
Sr
nr0 + S
n0 + Sz
nz0ejnKzejm,
H = − j 0
0

n=−M
M
Ur
nr0 + U
n0 + Uz
nz0ejnKzejm, 2
hile Sr, and Ur, can be related through Maxwell equa-
ions to Uz and Sz, the latter obey expressions that can be
btained from Helmholtz equations for full vector fields E
nd H :
2E + k0
2rE = − r · E
r
 , 3
2H + k0
2rH = − j0  r E . 4
y projecting Eq. (3) along the z axis, we obtain
2Ez + k0
2rEz = −
d
dz 1r drdz Ez
= −
d
dz 1r ddzrEz + d
2Ez
dz2
, 5
hile from Eq. (4), considering that, in each radial layer,
r is a function of z only, we obtain
2Hz + k0
2rHz = 0. 6
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ence issue affects TM polarization (in 2D, magnetic field
arallel to interfaces, and similarly here, electric field
ainly along the vertical axis), because the electric field
nd the refractive index have concurrent jumps at inter-
aces. This results in loss of accuracy in the evaluation of
heir product in truncated expansion. This problem can
e overcome by using the inverse rule proposed by
alanne and Marris [15], and analyzed further by Li [16].
By inserting the expressions (2) in Eqs. (5) and (6), we
nd up with equations obeyed by the generic Fourier co-
fficients Sz
n and Uz
n of Ez and Hz, respectively,
d2Sz
n
dr2
+
1
r
dSz
n
dr
−
m2
r2
Sz
n − nK
p
	
n,p−1 pK
l
1


p,l
−1
Sz
l
+ k0
2
p
1


n,p
−1
Sz
p = 0,
d2Uz
n
dr2
+
1
r
dUz
n
dr
−
m2
r2
Uz
n − nK2Uz
n + k0
2
p
n−pUz
p = 0,
7
here n−p denotes the n−p Fourier coefficient of r, or
quivalently the n ,p element of a Toeplitz matrix, com-
osed by those coefficients, from −2M to 2M, while
1/
n,p
−1 is used to identify the n ,p element of the inverse
f the Toeplitz matrix formed by Fourier coefficients of
/, according to inverse rule.
Thus, we have obtained two systems of Bessel equa-
ions that can be cast in the following compact vector form
y introducing the vectors Sz= 	Sz
−M . . .Sz
M
T and Uz
	Uz
−M . . .Uz
M
T:
8
here Kz is a diagonal matrix with elements kznn= n
M−1K /k0, while E and E¯ are the Toeplitz matrices ob-
ained from the Fourier coefficients of r and 1/r.
The general solution of Eqs. (8) can be expressed as a
uperposition of Bessel functions Jm, and Hankel func-
ions of the second kind Hm
2 as
Sz
n = 
i
wni	aiJmk0i
Ar + diHm
2k0i
Ar
, 9
Uz
n = 
i
vni		iJmk0i
Br + 
iHm
2k0i
Br
, 10
here i
A,B denote the square root of the ith eigenvalue of
atrices A and B, respectively, and wni, vni denote the el-
ments of the corresponding eigenvector matrices W and
.
Importantly, in order to ensure that the supermodes of
he periodic structure give a good description of the modesf the physical aperiodic structure, we need to introduce
roper boundary conditions that allow to substantially de-
ouple successive periodic repetitions (along z). Perfectly
atched layers (PMLs) are best suited to this purpose,
17]. We introduce PMLs in our scheme (see Fig. 1) follow-
ng the approach of [18], where a complex coordinate
tretching of the z axis is implemented.
We remark that, by applying separation of variables,
he dependences on r and z are decoupled; hence the ap-
lication of inverse rule and PMLs is not affected by the
se of cylindrical coordinates, since they operate on the
ongitudinal axis only.
Compared to other modal methods that, if a PML or
omplex frequency are used, face difficulties due to the
omputation of complex propagation constants, the Fou-
ier modal method (FMM) is completely free from those
ssues, reducing them to a matrix eigenvalue problem.
. ADMITTANCE MATRIX APPROACH
he resonators that we are analyzing here are composed
y a sequence of radially uniform layers, each completely
escribed by its index profile and modal structure along z.
he overall effect of such a combination could be ac-
ounted for by means of a single matrix, and different
hoices are possible [19]. The scattering matrix formula-
ion provides better physical insights, but faces severe nu-
erical problems due to the divergence of Hankel func-
ions at the origin, which can cause imperfect summation
f counterpropagating radial waves. Vice versa the immit-
ance (or admittance, and the equivalent impedance) ma-
rix formalism has been proved to be a powerful numeri-
al tool [10], and here we follow this approach, adapting it
o the modal basis discussed in Section 2. The key point,
n this case, is to characterize the radial dependence of
he field going through the succession of radially uniform
ayers, imposing continuity at the interfaces, similar to
ropagation problems in layered media (e.g., transfer ma-
rix approach).
First, we define implicitly the immittance matrix U
rom the relation [10]
1
k0
dp
dr
=Urp, 11
here p is the vector of modal weights as a function of ra-
ial direction, i.e., we can rewrite Eqs. (9) and (10) in ma-
rix form as
SzUz = W 00 Vpr. 12
hen denoting by the integer s=0,1, . . . , f the interfaces
etween radially homogeneous layers, moving in the ra-
ial outward direction (r0=0 and 	rs ,rs+1
 stands for the
eneric layer), we can express the general solution of the
eld expansions, in the form
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perphr = 
J0
era0
J0
hr	0
 = J0rA0 for r 	0,r1

Jseras + HserdsJshr	s + Hshr
s = JsrAs + HsrDs for r 	rs,rs+1

HferdfHfhr
f = HfrDf for r 	rf−1,rf
  13w
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T
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w
=
rhere the superscripts e and h refer to the electric and
agnetic parts, respectively.
To explain the specific form of solutions in the inner-
ost and outermost regions, we consider that, owing to
hysical consistency, along the symmetry axis of the cy-
indrical resonator, the field must be finite requiring the
bsence of Hankel function (only Jm is permitted). Simi-
arly, only outgoing waves are allowed in the outermost
ayers (no energy comes from infinity), and hence only
ankel Hm
2 function is permitted.
Moreover, in order to contract the notation as much as
ossible, we have defined
Cser = Cmk0Nser, C¯ser = dCmd 
=k0Ns
er
,
Cshr = Cmk0Nshr, C¯shr = dCmd 
=k0Ns
hr
,
Csr = Cmk0Nsr, C¯sr = dCmd 
=k0Nsr
, 14
here C and C¯ indicate a generic Bessel function (either
m or Hm
2) and its derivative, respectively, of argument
0r multiplied by a diagonal matrix Ns
e, Ns
h, or Ns con-
tructed with the set of modal eigenvalues of the electric
art (superscript e), the magnetic part (superscript h), or
oth (i.e., Ns=diag−M
A , . . . ,M
A ,−M
B , . . . ,M
B ).
We point out that Eq. (13) together with Eq. (12), con-
titute an alternative form of Eqs. (9) and (10). We are
ow reporting how immittance matrix transforms while
ropagating along r and going through interfaces.
. Propagation Step
e start by dealing with the propagation step, i.e., how to
ompute immittance matrix at the right edge (superscript
) of a generic layer, given the one at the left edge (super-
cript L) of the same layer (or, vice versa, right to left). By
xpressing the derivatives of p as functions of modal
eights at both edges, after some cumbersome algebra,
e arrive at the following relations (see also [10]):Us
R =Gs −Hs · 	Us
L − Fs
−1 ·Es, 15
Us
L =Hs · 	Gs −Us
R
−1 ·Es + Fs, 16
here, once again, R and L denote the radial positions
s+1
− and rs
+ of successive interfaces, respectively. Further-
ore we have posed
Es = Ns	HrsJ¯rs − H¯rsJrs
 · Xs
−1,
Fs = Ns	H¯rsJrs+1 − Hrs+1J¯rs
 · Xs
−1,
Gs = Ns	HrsJ¯rs+1 − H¯rs+1Jrs
 · Xs
−1,
Hs = Ns	Hrs+1J¯rs+1 − H¯rs+1Jrs+1
 · Xs
−1, 17
here
Xs = HrsJrs+1 − Hrs+1Jrs. 18
. Continuity at Interfaces
he next step is to write how the immittance matrix
ransforms when it goes through an interface. In this
ase, continuity of tangential fields requires the field com-
onents Ez, Hz, E, and H to be continuous across dielec-
ric discontinuities (interfaces). From Maxwell equations,
e can write vectors of Fourier coefficients of azimuthal
omponents (E, H) as
CU = −
m
rk0
EKzE¯Uz +
1
k0
E¯−1
dSz
dr
= EKrE¯Uz +
1
k0
E¯−1
dSz
dr
,
19
BS = −
m
rk0
KzSz +
1
k0
dUz
dr
= KrSz +
1
k0
dUz
dr
, 20
here C= −EKzE¯Kz+E and B= −Kz
2+E, and Kr
−m / rk0Kz.
From the continuity relations, by expressing the de-
ivatives of modal weights according to Eq. (11), we obtain
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[here +rs+1
+ and −rs+1
− denote the right and left edge
f an interface, respectively. We have also posed Kr
s+1
−m / rs+1k0Kz. Interchanging subscripts s and s+1 as
ell as superscripts + and − allows us to express the re-
erse transformations going inwardly (from + to − edge of
generic interface). We have expressed immittance ma-
rices as two-by-two block matrices, that relate electric,
agnetic, and electromagnetic weights at each interface,
ecause the use of inverse rule of the FMM results in dif-
erent expressions of coupling coefficients.
A chain rule that allows us to transform the immitance
atrix going through the succession of radially homoge-
eous layers and discontinuities is provided by Eqs. (21)
nd (15) [or equivalent Eq. (16)]. This constitutes the ba-
is of the method that allows us to compute resonances
nd relative field profiles, as explained in Section 4.
. HOMOGENEOUS PROBLEM AND ITS
OLUTION
s usual in guided-wave theory, the resonance frequen-
ies (free oscillations) of a resonator can be obtained from
he solution of a proper eigenvalue problem, usually ex-
ressed as a homogeneous system of linear equations,
hat depends on the eigenvalue in a nonlinear fashion.
nowing the location of resonances could simplify their
dentification during experimental characterization. Here
e discuss how to obtain the homogeneous problem for
icroresonators. In principle, being WGMs intrinsically
ossy, two different choices can be made: (i) to compute the
omplex resonant frequency of modes for a fixed azi-
uthal order m; (ii) to compute a complex azimuthal
ropagation constant at any fixed physical (real) wave-
ength.
The first gives rise to issues on normalization (in fact a
omplex oscillation implies unbounded fields at r→),
hat one has to face if the model is applied to the analysis
f interaction between different systems using, for ex-
mple, coupled-mode theory: a possible solution is dis-
ussed in [20]. Vice versa, when employing a complex azi-
uthal wavenumber [case (ii)], special attention should
e paid when dealing with Bessel functions of complex or-
er, since they can face several numerical issues, as dis-
ussed in detail in [10].
Nevertheless we opt for approach (i), which lends itself
o a more physically transparent picture, since resonant
avelengths are readily obtained. In this spirit, for
amped oscillations, we can calculate the quality factor
see, e.g., [21]) from the complex resonant frequencies c
C, as follows:Q =
Rec
2 Imc
, 22
r equivalently from the complex resonant wavelengths,
s
Q = −
Rec
2 Imc
. 23
The starting point to obtain the homogeneous problem
s to consider that physical consistency, introduced by Eq.
13), implies a simple form for immittance matrices at
oth radial extrema, that read as
U1 =Ur1 =
N0J¯mk0N0r1
Jmk0N0r1
, 24
t the innermost interface and
Uf =Urf =
NfH¯m
2k0Nfrf
Hm
2k0Nfrf
, 25
t the outermost one.
Then we choose an interface where the eigenmode field
s expected to be strong, say s, and starting from U1 we
terate through the sequence of interfaces, by applying it-
ratively Eq. (21) (interfaces), and Eq. (15) (homogeneous
ayer propagation), in order to obtain Us
L−. In the same
ay [using Eq. (16) for propagation], we compute Us
L+,
ropagating inward from Uf.
Finally, by imposing that these two matrices match, we
nd up with the homogeneous problem, whose solutions
orrespond to WGMs
Us
L− −Us
L+prs+1
−  = 0. 26
Nontrivial solutions of Eq. (26) give resonant wave-
engths (as complex zeros of matrix determinant), as well
s modal weights p. However, solving this sort of problem
s not straightforward, since we deal with full matrices
nd complex zeros of a nonlinear function. In spite of the
act that the matrix dimension is not very large, the com-
utation of the determinant can lead to numerical diver-
ence and/or loss of accuracy. Many alternative methods
ere proposed and discussed, see [22–26], that exploit ba-
ically matrix manipulations or some complex calculus.
mong linear algebra tools, singular value decomposition
SVD) is known to be generally implemented as a very ro-
ust routine. Therefore, we have chosen to implement sin-
ular value (SV) minimization (as described in detail in
23] and outlined below), which, though being a bit com-
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ethod among those described in the literature.
By denoting the n-by-n matrix of the homogeneous sys-
em [Eq. (26)] as AUs
L−−Us
L+, we can find nontrivial
olutions by searching for values of  that makes the
inimum singular value of A to be zero. Let us denote the
ap
→ f = min
k
kA, k = 1, . . . ,n, 27
here kk is the set of singular values of A=A (which
an be proven to be nonnegative real numbers), and f is a
unction that maps the complex plane C into its semiaxis
+. Then the solution =c of the homogeneous problem
an be written as
c = arg min
C,Re0,Im0
f. 28
hus, we have reduced the calculations of resonances and
odes to solve a minimization problem. Compared with
23], we do not look for a minimum point in a line seg-
ent, but in a plane, using a Nelder–Mead minimization
outine [27].
Modal weights result as the right singular vector corre-
ponding to the last computed f.
. RESULTS AND DISCUSSION
e can now discuss reliability and performance of our
ethod, by focusing specifically on rings or disks with
mall radii, which guarantee high planar integrability in
hotonic chips. We test our results by comparing them
ith those obtained by means of ab initio time domain
imulations of discretized Maxwell equations, using our
wn implemented 3D-FDTD [28]. To clarify the crucial
ole of the vectorial nature of the modes, we compare the
esults also with those obtained by means of a 2D algo-
ithm based on the effective index approximation of axial
odes [20]. In particular we consider two typical ex-
mples. The first one is a microring, with internal and ex-
ernal radii 1 and 1.2 m, respectively, 0.300 m thick,
omposed by silicon nr=3.48 immersed in silica ns
1.44. The second one consists of a microdisk, 0.77 m in
Table 1. Resonant Wavelength and Quality Factor
of Quasi-TE Modes with Azimuthal Order m of a
Microring Resonatora
m
11 12 13 14 15
3D-FDTD
 1.2277 1.1767 1.1312 1.0900 1.0537
Q 142 371 1081 2224 6224
C-RCWA
 1.2193 1.1820 1.1037 1.0948 1.0606
Q 170 400 1518 2694 5297
2D
 1.2749 1.2124 1.1587 1.1115 1.0692
Q 87 216 586 1717 5355
aThe results from the 3D full vectorial algorithm C-RCWA are compared with a
D-FDTD model and a simple EIM-based 2D approach.adius, composed by a material of refractive index nd
3.2, completely surrounded by a material of index ns
1.5, corresponding to insulator-passivated semiconduc-
or. The disk thickness is t=0.240 m.
For both devices, we compute complex resonant wave-
engths of a set of overall modes with increasing azi-
uthal index m, for both quasi-TE and -TM polarizations.
he results are summarized in Tables 1 and 2 for the mi-
roring, and Tables 3 and 4 for the microdisk. The imple-
ented modal method is used with a period (or equiva-
ently a computational window) of 6 m and truncation
rder M100 at which we reach convergence (see Fig. 2).
onversely FDTD is employed in the case of the ring with
discretized cell x=y=z=25 nm, a box of 6060
28 cells with a boundary of eight cells, and t=2.4073
10−17 s with 90,000 steps, whereas in the case of the
isk x=y=z=20.6 nm, a box of 979797 cells with
boundary of eight cells for the disk, and t=1.985
10−17 s with 90,000 steps. The quality factor from the
DTD time series is computed by means of the Harminv
ode [29].
By looking at the tables, and comparing values ob-
ained by means of the three approaches, we notice that
he results of our 3D vectorial method show a satisfactory
greement with the 3D-FDTD, whereas the results ob-
ained by means of the 2D approach exhibit larger dis-
repancies, thus allowing us to conclude that a 2D ap-
roach is not reliable in terms of predicting correct values
f the resonances. It is worth pointing out that the com-
Table 2. As in Table 1 for Quasi-TM Modes of a
Microring Resonator
m
11 12 13 14 15
3D-FDTD
 1.3344 1.2769 1.2248 1.1770 1.1313
Q 657 1916 4303 11369 12109
C-RCWA
 1.3899 1.2700 1.2512 1.1697 1.1372
Q 721 1814 5226 7632 9042
2D
 1.3928 1.3242 1.2628 1.2073 1.1566
Q 317 859 2470 7429 23064
Table 3. As in Table 1 for Quasi-TE Modes of a
Microdisk Resonator
m
5 6 7 8 9 10
FDTD
 1.5760 1.4036 1.2685 1.1592 1.0690 0.9924
Q 19 40 86 194 438 1036
C-RCWA
 1.5735 1.4019 1.2655 1.1583 1.0694 0.9938
Q 16 34 82 175 350 828
2D
 1.6290 1.4425 1.2961 1.1788 1.0830 1.0031
Q 8 16 33 69 150 336
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eries is sometimes sensitive to simulation parameters,
nd a fine tuning of the proposed algorithm is needed,
articularly concerning PML settings. While in the FDTD
ethod, the PML can show unattended reflection due to
he spatial discretization, in modal methods, the PML af-
ects the electromagnetic eigenvalue map and the modal
rofiles. Thus special care must be taken to avoid arti-
acts. In particular, as discussed in [30], infinite PML ab-
orption corresponds to replacing radiative modes with
eaky modes, which diverge at an open infinite boundary.
oreover they do not describe rigorously every kind of
uided propagation phenomenon. Similarly, in our case,
trong PMLs give rise to high peaks inside the PML layer,
nd a noticeable bending of modal eigenvalues away from
he imaginary axis. Following the approach of [18], and
enoting as  the portion of fundamental cell  that cor-
esponds to the physical domain, and  the absorption fig-
re, we find that it is convenient not to exceed =2/ 1
j, and to set 0.3 /0.7, in order not to have an ex-
remely strong absorbing effect [30]. Furthermore, in our
mplementation, we have not usually performed any
iecewise mapping (fPML=1 in the notation of [18]).
The typical dependence of the results on the truncation
rder M is shown in Fig. 2 for quasi-TE and -TM modes of
zimuthal number m=7, and two different values of com-
Table 4. As in Table 1 for Quasi-TM Modes of a
Microdisk Resonator
m
6 7 8 9 10 11
D-FDTD
 1.3113 1.2081 1.1179 1.0471 0.9759 0.9183
Q 24 52 111 251 568 1524
C-RCWA
 1.3079 1.2045 1.1122 1.0358 0.9706 0.9132
Q 25 52 105 215 536 1254
2D
 1.3398 1.2280 1.1340 1.0539 0.9848 0.9246
Q 11 20 40 83 178 401
ig. 2. (Color online) Convergence plots for microdisk quasi-TE
nd -TM modes of order m=7: resonant wavelengths versus trun-
ation order M for two different values of the window (period) ,
nd ratio  / of physical to total window. Here the absorption
gure of the PML is set to be =0.5− j0.5utational window  and ratio  /. As shown, the value
f the resonant wavelength converges rapidly as M in-
reases, while the final value is affected slightly (the rela-
ive change  / is of the order of 10−3) by the choice of
he parameters of the computational window. Moreover,
n order to show the importance of using a 3D method to
ompute the true vectorial nature of the modes, we report
few examples of modal profiles in Figs. 3 and 4. Both
gures show the hybrid character of the WGM eigensolu-
ions. To highlight the order of magnitude of the field com-
onents we have reported in both figures the maximal ab-
olute value of the relative component [notice that we
ept the normalization of magnetic field as in Eq. (2), i.e.,
agnetic fields are normalized by −j0 /0 to obtain the
ame units]. In particular the small disk TM mode is
haracterized by field components virtually of the same
rder, as shown in Fig. 4. The peak of Ez is twice as much
f the peak value of Hz, while it is the opposite for  com-
onents. Hr is instead far larger than Er: those properties
eem related to the small disk diameter only, while vary-
ng m does not affect this trend much. The hybrid charac-
er of the microring quasi-TE mode in Fig. 3 is weaker, as
xpected by its larger size. The magnetic field is mainly
irected along z, while the electric field is on the ring
lane.
Finally, we point out that, compared to usual FDTD full
ectorial simulations, our approach turns out to be much
aster. To obtain a resonant mode of fixed azimuthal order,
t takes no longer than a quarter-hour on a modern per-
ig. 3. (Color online) Microring resonator: cross-sectional view
f the absolute value of electric and magnetic (normalized by
j0 /0) field components of quasi-TE mode of azimuthal order
=12, with resonant wavelength =1.1820 m and Q=400. The
ox represents the section of the ring, while the reported num-
ers are the maximum value of the relative quantities. Top: dis-
ribution of axial vertical components Ez and Hz; center: azi-
uthal components E and H; bottom: radial components Er and
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n Matlab, while our parallel FDTD code (in Fortran)
akes about an hour on a four-processor cluster. This is
ue also to the fact that a Cartesian FDTD, when applied
o describe cylindrical devices, suffers from a staircase ap-
roximation whose impact could be reduced only at the
xpense of making the discretization mesh sufficiently
ne.
. CONCLUSION
n summary, we have applied the aperiodic Fourier-modal
ethod to cylindrically symmetric structures. We have
roved how it simplifies the computation of a modal basis
along the vertical direction) and overlap integrals. We re-
ark that we do not have to put any boundary in a radial
irection, since we know exactly how each mode depends
n r up to infinity. Moreover the method allows to include
ML boundaries to improve the accuracy of modal analy-
is along z. An admittance matrix formulation permits to
btain good quantitative results and to study a variety of
tructures with cylindrical symmetry. Though we ob-
ained in general a reliable and fast 3D mode solver to
nalyze microintegrated devices, we point out that the
omputation can be improved in specific situations by
orking on the choice of simulation parameters. Finally a
horough investigation of solving methods for the electro-
agnetic eigenvalue problem is crucial to improve the
onvergence.
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enter: azimuthal components E and H; bottom: radial compo-
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Analytical Study of the Microdisk’s Resonant
Modes Coupling With a Waveguide
Based on the Perturbation Theory
Alain Morand, Kien Phan-Huy, Yohan Desieres, and Pierre Benech
Abstract—An analytical method for the calculation of the cou-
pling between a microdisk and a waveguide is presented. The the-
oretical analysis is based on the perturbation theory well known in
integrated optics. Only whispering-gallery modes with high quality
factor are considered to be propagating in this study when the mi-
croresonator is used as a laser structure. The influence of the dis-
tance disk/waveguide is investigated. These results are compared
with calculations obtained with a two-dimensional finite-difference
time domain needing more computational requirements. A good
agreement between both methods is shown.
Index Terms—Integrated optics, microdisk resonators, pertuba-
tion theory, resonant cavities, whispering gallery mode.
I. INTRODUCTION
D IELECTRIC microcavities are very interesting candidatesfor the realization of many photonic integrated functions
like laser cavities or wavelength filters. Microdisks that support
whispering-gallery modes (WGMs) are very high-quality res-
onators [1], [2]. WGMs are strongly confined within the disk
thanks to internal reflection at semiconductor/air boundaries. It
is then possible to use very small disks, keeping a high Q-factor.
The diameter size of the disks is typical of 1 m. The disks
are fabricated into standard epitaxial III–V material layers with
a simple process [3]. Small cavities allow very low threshold
with continuous emission [4], [5]. Microdisks have been widely
studied theoretically by many authors. Performances of single
microdisks have been calculated by analytical approaches [6],
[7]; however, in most cases the coupling efficiency with a wave-
guide is simulated using a two-dimensional (2-D) finite-differ-
ence time-domain (FDTD) algorithm [8]. This can be explained
by the fact that it is not easy to find the analytical solution of
this problem. The results obtained with 2-D FDTD are in very
good agreement with experiment but suffer from drawbacks.
One may say that 2-D FDTD simulations are quite slow espe-
cially for high-Q resonances. Moreover, using circular shapes
with a standard Cartesian simulation grid introduces artificial
roughness and the splitting of degeneracy standing modes [9],
[10]. As a consequence, it is necessary to use very small spatial
pitch to avoid such effects.
Analytical methods overcome those difficulties but require
some theoretical developments. In this paper, we develop a per-
Manuscript received May 22, 2003; revised December 12, 2003. This work
was supported inpart by the RMNT Program.
The authors are with IMEP/ENSERG, 38016 Grenoble Cedex 1, France
(e-mail: morand@enserg.fr).
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turbation approach to the coupling between a disk microcavity
and a waveguide. The perturbation theory is well known in
physics and electromagnetism. It gives accurate results in most
cases and needs very small computational times. It is based
on the eigenmode expansion of the 2-D disk and waveguide.
Our results have been compared to 2-D FDTD simulations and
show that our analytical method enables rapid evaluations of
the structure’s performance.
II. DESCRIPTION OF FREE OSCILLATION IN A
2-D DISK (CYLINDER)
In the case of a planar waveguide or microcavity with an in-
variance of the structure and of the field in the Y-direction, the
solution of Maxwell’s equations can be divided in two indepen-
dent groups, the TE and TM polarized field [11]. The TE polar-
ized field component of a cylinder disk shown in Fig. 1 is
given by
(1)
where the integer is the azimuthal number and is the prop-
agation constant in the -direction. is a solution of the
Helmhotz equation of a classical fiber in which case there is
not light propagation along the cylinder axis . The core
refractive index is and the cladding refractive index is
(2)
with
(3)
and with
(4)
with the radius of the cylinder, the refractive index of the
cylindrical layer, the frequency, and two constants and
to determine.
0733-8724/04$20.00 © 2004 IEEE
828 JOURNAL OF LIGHTWAVE TECHNOLOGY, VOL. 22, NO. 3, MARCH 2004
Fig. 1. Refractive index profile of the resonator cylinder with n refractive
index inside the cylinder and n refractive index outside the cylinder.
Within the microdisk the field solution of the Helmhotz
equation is described by a Bessel function of the first kind.
Outside, the field solution is a traveling wave in the direction
represented by a Hankel function of the second kind. This
last function shows that this structure is necessarily leaky.
Matching the boundary conditions at the surface of the
electric field and the magnetic field leads
to the 2 2 matrix
(5)
To obtain the trivial solutions of this system, the determinant
of the matrix must be equal to zero, which leads to
(6)
For a given number , several complex frequency
are solutions of this equation. We can de-
fine the resonant frequency and the quality factor with
(7)
(8)
The higher wavelength of resonance , obtained with ,
has only one maximum along the radial axis of the cylinder. In
this case, two electric fields are rotating in the structure, each
with opposite directions. The sum of both fields gives a
stationary mode , shown in Fig. 2. The structure we have
simulated is a cylinder with a radius m and refractive
indexes and . The WGM with has a
resonant wavelength at m and a quality factor
. Once the electric field and the magnetic field
have been calculated, the radial power radiated outside
the cylinder can be found through the integral of the Poynting
vector along the radial direction over the circumference of the
cylinder
(9)
The free oscillation describes the evolution of the system after
a “infinite temporal excitation.” As the structure is leaky, as time
goes by, stationary power decreases and so is the radiated power.
Let us take a picture of the microdisk radiated power at a
specific moment . As the lightwave travels along the axis,
a point far away from the cylinder on the axis represents
the radiated power at the point near the cylinder at ,
which allows one to say that . Power
in the disk decreases with time, so that if we compare the field at
the same point for two different times, we get
. From the two last equations we may conclude that
. It means at a specific time the
radiated power increases along the axis. As a consequence,
the increases with : it is a leaky mode structure [12].
III. COUPLING WITH A WAVEGUIDE: A PERTURBATION
THEORY (OR EVALUATION OF Q IN A
WAVEGUIDE-COUPLED DISK)
Propagating fields in the bidimensional waveguide are solu-
tions of the Helmholtz equation
(10)
where
and is the electric field component or magnetic
field component depending on the case of interest. The
index refers to the order of the guided modes. We will treat
only the case of electric field . Calculations are similar
for .
The disk is considered as a perturbation of the straight wave-
guide showed in Fig. 3. Neglecting the radiation modes, the so-
lution of the perturbed equation is a linear combination of the
structure’s guided modes not perturbed, with a variable ampli-
tude for every modes. The Helmholtz equation becomes
(11)
with the perturbation , where
is the amplitude of the field in the resonator, is the
variation of permittivity due to the presence of the disk, and
is the field of the chosen mode in the
resonator. Since we are interested in the case of good resonance
(high-Q factor), the imaginary part of the complex pulsation
is small compared with the real part, i.e., the spectrum of the
resonator is quasi-monochromatic. So
and . The second derivative order of
can be neglected since the coupling efficiency between
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Fig. 2. Real field E of the (a) stationary mode, (b) left turning mode, and (c) right turning mode.
the straight waveguide and the resonator is relatively low. The
Helmholtz perturbed equation becomes
(12)
Since is a stationary field as exposed in the previous
paragraph, it is necessary to consider the backward and for-
ward modes that are generated inside the waveguide by the res-
onator mode. Taking into account the orthogonality relation of
the guided modes in the case of an electric field [13]
(13)
and multiplying (11) by gives in this case after
integration
(14)
To find the evolution of the waveguide mode amplitude,
we derive the previous relation. The second derivative order
of is always neglected. This last relation introduces
the variation of the coupling coefficient before and after the
position
(15)
830 JOURNAL OF LIGHTWAVE TECHNOLOGY, VOL. 22, NO. 3, MARCH 2004
With (13) and (14), we obtain two equations with the two inter-
ested functions
(16)
(17)
We consider that the quantity of light coupled from the disk
into the waveguide is very important compared with the light
coupled from the waveguide into the disk. This happens when
light is generated in the waveguide. So we do not take into
account back-coupling of energy from the waveguide to the
resonator. Moreover, as there is no source at the end and the
beginning of the waveguide, and .
The evolution of the different amplitudes is then given by
(18)
(19)
can only be evaluated by numerical integra-
tion. The total power carried out by the waveguide
mode, at each end face of the waveguide, is
.
We can now evaluate the Q-factor of the resonator coupled
with a waveguide. For the case of interest, the power radiated by
the disk per unit of thickness ( given previously) is given by
(20)
where and are, respectively, the energy lost
and the energy inside the resonator. Since
, we obtain . Taking
into account the effect of the straight waveguide on the losses
of the disk, the total energy lost by the resonator is due to the
radiation and to the energy coupled to the waveguide
(21)
This is equivalent to
(22)
Let be the complex pulsation of the perturbed
structure. We hope that only the imaginary part of the
complex pulsation is affected by the presence of the
straight waveguide. Since , and
, the previous equation
gives
(23)
Fig. 3. Refractive index profile of the resonator cylinder coupling with a
waveguide.
Fig. 4. Evolution of the real field E given by the 2-D FDTD in the structure
with a length d = 1:2 m. (a) A symmetry plane at z = 0 is used to calculate
the even field mode and (b) an antisymmetry plane at z = 0 is used to calculate
the odd field mode.
The quality factor is defined by
and is easily obtained
(24)
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IV. RESULTS COMPARED WITH THOSE OBTAINED USING AN
FDTD METHOD
To validate our model, a 2-D FDTD computation has been
used [14] with a square mesh and a spatial step of 20 nm en-
suring both algorithm stability and acceptable accuracy [14].
The dimensions of the computational cell are 200 by 200 nodes.
Perfect matching layers absorbing boundary conditions [14],
[15] are used at each boundaries. A dipole is placed at the pe-
riphery of the resonator disk to excite only the WGM. This
dipole generates a Gaussian temporal pulse centered at the fre-
quencies of interests. At the end of the straight waveguide, the
field evolution is stored in time during the evolution of the tem-
poral loop. The fast Fourier transform spectrum of this temporal
field evolution gives rise to resonant frequency that corresponds
to the mode of the structure. Then, the square modulus of this
spectrum is fitted by a Lorentz function to obtain the quality
factor of this resonance.
The structure simulated is the same cylinder viewed previ-
ously. The straight waveguide is defined by the same refractive
index, and its width is 0.3 m. The length between the edge of
the cylinder and the edge of the waveguide is . In this case,
two orthogonal standing modes could appear in this structure.
The first is called the even mode for a symmetry property
with the axis and the second is called odd mode for
an antisymmetry property with the axis . The even field
distribution at the resonant frequency was calculated and pre-
sented in Fig. 4 for a length m. With the FDTD and
analytical methods, the new quality factor is calculated
for different length from 0.04 to 0.8 m. The respective
results are shown in Fig. 5 for different azimuthal number
. The three curves tend toward the value of single cylinder
quality factor over m where the effect of the wave-
guide becomes negligible. The analytic method curve follows
the evolution of the two FDTD method curves for different
numbers . The difference between the third curves is first
caused by the Cartesian simulation grid, which increases the
mode losses calculated with the FDTD method. Secondly, in
our approach, we supposed that all the energy going outside the
cylinder is either radiated or coupled in the waveguide. Indeed,
as the coupling length is short, we supposed that the coupled
energy in the waveguide does not rewind in the cylinder. But,
in our case, the high refractive index introduces high reflection
at each interface, which is maximum for a resonant wave-
length corresponding to a length close to the
peak calculated by the FDTD method. To take into account
this phenomenon in our model, waveguide to disk coupling
must be studied, but this case is more complicated and will
be treated in a next publication. Moreover, the repartition of
the field in the microdisk, which is different for the two or-
thogonal modes, leads to different resonance curves in Fig. 5.
Nevertheless, it seems that the method can be used even if
the length is inferior to 0.1 m and will be more and more
true with better quality factors. Our approach can be a good
solution to estimate the evolution of the coupling between the
two structures, comparing the computing times. Indeed, for
only one single length , and with a standard PC, half an hour
Fig. 5. Comparison of quality factor evolution with d between analytical
method and 2-D FDTD method. (a) m = 7, (b) m = 8, and (c) m = 9.
is necessary for the FDTD method, whereas a few seconds
are necessary for the analytical approach.
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V. CONCLUSION
In this paper, we present a new approach based on the pertur-
bation theory to calculate the coupling between the stationary
cylinder modes and a straight waveguide mode. Even if it is a
perturbed method, it can be used with a waveguide close to the
cylinder. These results have been validated by the 2-D FDTD
method. Our method gives very good predimensioning of the
structure with very small time of computation. In the future,
waveguide to disk coupling must be taken in account. The re-
sults obtained can be applied for the design of laser and passive
resonators.
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