When listening to natural speech, listeners are fairly adept at using cues such as pitch, vocal tract length, prosody, and level differences to extract a target speech signal from an interfering speech masker. However, little is known about the cues that listeners might use to segregate synthetic speech signals that retain the intelligibility characteristics of speech but lack many of the features that listeners normally use to segregate competing talkers. In this experiment, intelligibility was measured in a diotic listening task that required the segregation of two simultaneously presented synthetic sentences. Three types of synthetic signals were created: ͑1͒ sine-wave speech ͑SWS͒; ͑2͒ modulated noise-band speech ͑MNB͒; and ͑3͒ modulated sine-band speech ͑MSB͒. The listeners performed worse for all three types of synthetic signals than they did with natural speech signals, particularly at low signal-to-noise ratio ͑SNR͒ values. Of the three synthetic signals, the results indicate that SWS signals preserve more of the voice characteristics used for speech segregation than MNB and MSB signals. These findings have implications for cochlear implant users, who rely on signals very similar to MNB speech and thus are likely to have difficulty understanding speech in cocktail-party listening environments.
I. INTRODUCTION
In the study of speech perception, it is often insightful to conduct listening experiments with abstract "speech-like" auditory stimuli that reproduce the intelligible qualities of natural speech with only a few of the acoustic features normally present in the human voice. Several studies have measured intelligibility of these synthetic signals in order to understand the perceptual salience and relevance of different acoustic features present in natural speech ͑Remez et al., 1981; Shannon et al., 1995; Smith, Delgutte, and Oxenham, 2002͒ . While it is evident that synthetic speech is intelligible even when acoustic features are radically reduced ͑e.g., sinewave speech͒, relatively little is known about the robustness of this intelligibility when the synthetic speech is presented in the presence of a second competing speech signal. In order to gain a better understanding of the cues that enable listeners to segregate speech signals in natural environments, it is helpful to study the extent to which speech segregation can be achieved with the same residual cues that result in good intelligibility in isolated synthetic speech signals.
Three synthetic signals have been most commonly studied in the literature: The first is sine-wave speech ͑SWS͒, which is composed of a small number of sinusoids that are amplitude and frequency modulated to track the first few formants ͑usually 3-4͒ of a normal speech signal ͑Remez et al., 1994͒. In contrast to commercial speech synthesizers, which attempt to realistically replicate the acoustic elements in a natural speech utterance, SWS is designed to produce a minimal representation of speech that discards all acoustic features except the time-varying vocal tract resonances. SWS signals lack the broadband formant peaks and harmonic fine structure that are believed to form the basis of speech perception. Yet, despite the unnatural characteristics of SWS, listeners are still able to extract phonetic and syntactic information from these highly impoverished sentences.
Two more types of abstract speech-like stimuli can be created by artificially reproducing the frequency-dependent envelope modulations that occur in normal speech ͑Shannon et al., 1995͒. The first type, which we refer to as modulated noise-band ͑MNB͒ speech, is constructed by using a filter bank to divide the original speech signal into frequency subbands, extracting the envelope from each sub-band, and using these envelopes to modulate the corresponding bands of a filter-bank-processed broadband noise source. The resulting speech signal captures the resonance information associated with the changing shape of the vocal tract, but lacks the periodic fine structure normally present in the voiced segments of natural speech. MNB signals are acoustically and perceptually similar to natural whispered speech, so their study has some ecological relevance in realistic listening environments. Additionally, MNB signals reproduce the cues that are provided through cochlear implants and have been extensively used in cochlear implant simulation studies; thus, their study is clinically relevant.
Another type of modulated-band synthetic speech is modulated sine-band ͑MSB͒ speech, which is constructed in the same way as MNB speech except that the individual sub-band envelopes are used to modulate logarithmically spaced sinusoids located at the center frequencies of each sub-band. Although the nonharmonic tonal structure of MSB speech results in a much less natural-sounding voice than the breathy whisper usually associated with MNB speech, both MNB and MSB speech signals have been shown to produce similar levels of intelligibility, ranging from near-chance performance for signals with only a single sub-band to near-perfect performance for signals containing five or more subbands ͑Dorman, Loizou, and Rainey, 1997; Brungart et al., 2005͒ . While research has shown these two signals to be virtually identical in terms of intelligibility, recent findings point to better talker and sex identification with MSB speech ͑Gonzalez and Oliver, 2005͒. This difference in performance, which was attributed to improved modulation detection and retention of some periodicity information in the speech signals for MSB signals, may have some impact on the ability to segregate voices on the basis of talker characteristics, especially those based on the sexes of the talkers.
Listening in multitalker environments has been extensively studied with natural speech signals, where the intelligibility of a target talker is often degraded by the presence of one or more competing talkers ͑Brungart, 2001; Target extraction in such situations has been widely researched and has been commonly called the "cocktail party" problem ͑Cherry, 1953͒. Presumably, difficulties in target extraction occur due to the existence of two types of masking: energetic and informational. Energetic masking occurs at the auditory periphery due to the presence of overlapping frequency bands of target and interfering signals. As a consequence of the overlap, the representation of the target signal is somewhat degraded at higher auditory centers. With informational masking, the degradation results from the inability of the listener to separate a target signal from a masker due to factors such as target-masker similarity and target and/or masker uncertainty ͑Arbogast, Mason, and Kidd, 2002; Brungart and Simpson, 2002; Kidd et al., 2003; Durlach et al., 2003͒. In multitalker listening situations, informational masking effects are generally most prevalent when the target and masking voices are qualitatively similar, and least prevalent when the competing talkers are easily distinguishable due to differences in their apparent spatial locations ͑Cherry, 1953; Freyman, Balakrishnan, and Helfer, 2001͒, their vocal characteristics ͑Assmann and Summerfield, 1990; , in some cases, their relative levels ͑Egan, Carterette, and Thwing, 1954; Carhart, Tillman, and Greetis, 1969; . Because abstract synthetic speech signals lack many of the acoustic cues that could ordinarily be used to distinguish between the different competing voices in an acoustic mixture, most notably voicing information, there is reason to believe that the effects of informational masking might be greater for multitalker stimuli consisting of synthetic SWS, MNB, or MSB utterances than they are for those for natural speech. Furthermore, because these synthetic speech signals lack much of the redundant acoustic information present in natural speech, they might also preclude the use of other strategies that listeners adopt to segregate natural voices, such as the selective focusing of attention on the quieter of the two talkers in an acoustic mixture ͑Brungart, 2001͒. Thus, there is reason to expect listeners to perform much worse in multitalker listening experiments with abstract speech-like stimuli than in those with natural speech stimuli.
To this point, relatively little effort has been made to compare multitalker listening performance across different types of synthetic speech signals. There has, however, been a handful of studies that have directly or indirectly measured cocktail-party listening with a single type of synthetic speech ͓MNB signals- Qin and Oxenham ͑2003͒ and Stickney et al. ͑2004͔͒ , motivated primarily by the assumption that the MNB speech is perceived by normal-hearing listeners in approximately the same way that normal speech is perceived by the users of cochlear implant devices ͑Wilson et al., 1991͒. Both of these studies found that multitalker MNB speech signals produced substantially lower overall intelligibility scores than multitalker natural speech signals. Both also reported that natural speech interferers produced less overall masking than speech-shaped noise interferers for a natural speech target, but that MNB speech interferers produced as much or more masking than noise interferers for an MNB speech target. This result strongly suggests that MNB speech produces more informational masking than normal speech, presumably because of the loss of distinct acoustic features in the competing voices. There has also been a handful of studies examining talker identification and target segregation with SWS. Cues to sex and talker identification, for instance, are remarkably preserved in SWS replicas of natural speech tokens ͑Fellowes, Remez, and Rubin, 1997; Sheffert et al., 2002͒ . This suggests that SWS signals might be relatively easy to segregate on the basis of target and masker talker characteristics. However, another study examined the perception of multitalker speech signals consisting of SWS stimuli ͑Barker and Cooke, 1999͒, and found that listeners were much less able to segregate two male SWS voices than normal voices. Again, this presumably occurred due to the loss of distinctive voice characteristics in the SWS voices. To this point, no studies have examined segregation of SWS signals as a function of target-masker voice similarity.
The main aim of the present study is to more fully examine the effects that MNB, MSB, and SWS processing have on a listener's ability to segregate the competing talkers in an acoustic mixture. Evidence from previous research suggests that the acoustic cues for sex and talker identification are retained in synthetic signals even in the absence of fine spectral details ͑Fellowes et al Sheffert et al., 2002; Qin and Oxenham, 2003; Stickney et al., 2004͒; however, there is no direct evidence to suggest if these cues are better retained in one type of synthetic signal over the other. Of particular interest is the extent to which the distinctive voice characteristics ͑such as pitch, vocal tract size, speaking style͒ that help listeners differentiate between the competing voices in a multitalker stimulus are preserved in SWS, MNB, and MSB stimuli. Previous research investigating segregation of multiple talkers has used the Coordinate Response Measure ͑CRM͒ ͑Bolia et al., 2000͒, a call-sign-based speech intelligibility test ͑Brungart, 2001; Intelligibility in the CRM task has been assessed for a target phrase in the presence of syntactically similar masking phrases, with the acoustic similarity of the target and masking voices as a variable. In general, the results indicate that target intelligibility is best when the target was qualitatively different from the masker ͑e.g., in conditions when the target and masker were different sexes͒ and worst when they were qualitatively similar ͑e.g., when the target talker was also the masking talker͒. A recent study by Darwin, Brungart, and Simpson ͑2003͒ investigated vocal characteristics that could explain the target segregation based on voice differences. Three voice characteristics could account for most of the results in Brungart ͑2001͒. The first characteristic, fundamental frequency, presumably would be absent from the voiceless SWS, MNB, and MSB synthetic speech stimuli. However, the second two characteristics, vocal tract length and speaking style ͑for example, rate of speech͒, should be preserved to some extent in the synthetic speech. The next section describes the procedures used to conduct an experiment examining how well these residual differences can be used to segregate competing SWS, MNB, and MSB voices.
II. METHODS

A. Listeners
Eight normal-hearing listeners ͑three males, five females͒, with ages ranging from 21 to 55 years, participated in the study. All had audiometric thresholds of 20 dB HL or less at octave frequencies between 250 and 8000 Hz. The listeners were all native speakers of American English and were paid for their participation in the study. The listeners had participated in similar listening experiments with similar signals and were well-practiced in the experimental task.
B. Signals
The speech materials used for the experiment were synthesized from recordings of the Coordinate Response Measure ͑CRM͒ corpus ͑Bolia et al., 2000͒, which contains phrases spoken by four male and four female talkers. Each phrase has the following structure: "Ready ͓call sign͔, go to ͓color͔, ͓number͔ now," with the possibility of eight different call signs ͑Arrow, Baron, Charlie, Eagle, Hopper, Laker, Ringo, and Tiger͒, four colors ͑red, white, blue, and green͒ and eight different numbers ͑1 to 8͒. Thus, 256 different phrases are available for each talker, with a total of 2048 phrases in the whole corpus. Each phrase in the corpus was digitally preprocessed in order to produce three additional kinds of speech signals: ͑1͒ sine-wave speech ͓SWS͔; ͑2͒ modulated sine-band speech ͓MSB͔; and ͑3͒ modulated noise-band speech ͓MNB͔. The processing procedures, which were identical to those used in a recent study of dichotic synthetic speech perception ͑Brungart et al., 2005͒, are briefly summarized here. The SWS signals were generated by using the MATLAB scripts provided on the Internet by Ellis ͑2003͒. The signals in the CRM corpus were downsampled to 8 kHz in order to extract the first four formant frequencies; the formant frequencies and magnitudes were estimated in 2.6-ms windows using Linear Predictive Coding ͑LPC͒. The resulting signals were then resynthesized and resampled to 50 kHz. The MSB signals were created using a procedure developed by Arbogast et al. ͑2002͒ . This procedure first downsampled the CRM phrases to 20 kHz and divided them into sub-bands with 15 logarithmically spaced bandpass filters with center frequencies from 215 to 4891 Hz ͑fourth-order, 1 / 3-octave Butterworth filters͒. The amplitude envelopes of each band were then extracted by half-wave rectifying and low-pass filtering the outputs of these bandpass filters. The resulting envelopes were then used to modulate a pure tone with the same frequency as the center frequency of the corresponding bandpass filter. The 15 bands of the envelope-modulated pure tones were then summed together to produce the MSB stimuli. The MNB signals were generated using an identical procedure, but with bandpassfiltered noises as carriers instead of pure tones.
Each stimulus presentation consisted of two simultaneous phrases from the modified CRM corpus. The target phrases were designated by the presence of the call sign "Baron," whereas the masker phrases contained different randomly selected call signs. The masker and target phrases also contained different color and number coordinates. Each target sentence, generated in one of three ways described above, was paired with a masker sentence generated in the same way. In addition, the similarity of the target and masking voices was varied in three ways, similar to previous experiments with multitalker speech intelligibility tasks ͑Brun-gart, 2001; . The masker and target sentences were paired so that the masking phrase was spoken by the same talker as the target phrase ͑TT condition͒, a different same-sex talker ͑TS condition͒, or a different-sex talker ͑TD condition͒. For comparison, a normal speech control condition was also included that paired natural target and masker sentences from the original unprocessed CRM corpus. In all cases, the overall rms level of target signal was varied relative to the rms level of the masker to produce five different signal-to-noise ratios ͑SNRs͒: −8, −4, 0, +4, and +8 dB.
C. Procedure
On each trial, the signals were generated by a sound card ͑Soundblaster Audigy͒ and presented diotically over headphones ͑Beyerdynamic DT 990͒ to listeners seated in front of a computer screen in a quiet room. In a single-interval, forced-choice identification task, listeners were required to identify the color and number spoken by the target talker ͑cued by the call sign "Baron"͒. A four-row, eight-column display on the computer screen, corresponding to the four colors and eight numbers, allowed listeners to respond by using a computer mouse. Feedback was provided at the end of each trial, and percent-correct feedback was provided at the end of every block. There were three experimental variables: Type of speech signals ͑normal speech signals from the CRM corpus, SWS, MSB, and MNB͒, talker configuration ͑TT, TS, or TD͒, and SNR ͑−8,−4,0, +4, +8 dB͒. For the MSB, MNB, and normal speech signals, the type of speech signal and the talker configuration were constant within each 80-trial block, and the SNR varied from trial to trial. For the SWS speech signals, the TT configuration was fixed within a block of trials, but the TS and TD configurations were randomly presented within the same blocks of trials. The order of presentation of the blocks was randomized across the listeners. The data collected from each listener represented the average from three blocks of trials, and the overall data reported in the study represent the average of 48 trials per subject at each SNR in each condition. Figure 1 shows the percentage of correct color and number responses as a function of the SNR for each of the three types of talker configuration. The circles show average percentage-correct color and number identification in the normal speech conditions, whereas the diamonds represent the performance with SWS signals. The squares and the triangles represent the performance with the MSB and MNB signals, respectively. Although this study did not explicitly measure target intelligibility in the absence of maskers ͑i.e., at an infinite SNR value͒, previous results have shown that all three kinds of synthetic speech produce near 100% intelligibility when presented in isolation ͑Brungart et al., 2005͒. As expected, the results in Fig. 1 show that performance was consistently best with the normal speech. This findings was verified by submitting the arcsine-transformed percentagecorrect data for each subject to a three-factor within-subject analysis of variance ͑ANOVA͒, with talker configuration ͑TT, TS, and TD͒, SNR ͑−8 to + 8 dB͒, and type of processing ͑normal speech, SWS, MNB, and MSB͒ serving as the three factors. The analysis indicated that all three types of synthetic speech signals resulted in significantly poorer performance than normal speech ͓F ͑3,21͒ = 185.8, p Ͻ 0.01͔.
III. RESULTS
The performance advantage of normal speech over the three types of synthetic speech was particularly large at negative SNR values, where the normal speech exhibited a leveling off in performance in the TD condition and an actual increase in performance in the TS and TD conditions due to the listener's ability to use a level cue to help distinguish the quieter target talker from the more intense masking voice ͑Brungart, 2001; . These nonmonotonicities were conspicuously absent from the performance curves for the synthetic speech signals, indicating that listeners were not able to selectively attend to the quieter talker in the stimulus when synthetic speech signals were used instead of natural speech.
Relative performance in the three synthetic speech conditions depended on the SNR value of the stimulus. At positive SNR values, performance was slightly better in the MNB and MSB conditions than in the SWS condition. At negative SNR values, the SWS condition was somewhat better than the MNB and MSB conditions. This interaction between processing type and SNR was probably the result of the greater spectral overlap between the target and masking signals in the MNB and MSB conditions. This spectral overlap would cause the MSB and MNB speech signals to more effectively mask out the interfering speech signal at positive SNR values ͑thus reducing the informational masking caused by the interfering speech and improving performance͒. Similarly, the increased overlap would cause the interfering speech to more effectively mask out the target speech at negative SNR values ͑thus increasing energetic masking and decreasing performance͒. The spectral overlap produced by the different types of synthetic speech signals is discussed in more detail in Sec. IV. No difference in performance was found between the MSB and MNB conditions at any SNR value, suggesting that the slightly higher talker and sex identification that has recently been reported for MSB speech ͑Gonzalez and Oliver, 2005͒ does not result in a significant improvement in speech segregation. Figure 2 replots the data from Fig. 1 in order to make it easier to compare the effects of target-masker similarity for each type of synthetic speech. The circles show performance for the conditions in which the target and masking talkers were the same ͑TT condition͒. The squares represent performance for conditions when the target and masking talkers were the same sex ͑TS͒, whereas the triangles show performance when target and masking talkers were different sexes ͑TD͒. Of particular interest is the finding that talker configuration was important as a segregation cue for SWS signals, but was only a marginally effective segregation cue for MNB and MSB signals. This significant interaction between talker configuration and type of processing ͓F ͑6,42͒ = 6.0, p Ͻ 0.01͔ was further probed with a Tukey test ͑at p Ͻ 0.05͒, which confirmed that there were significant differences in performance across the TT, TS, and TD conditions for SWS and normal speech, but not for MNB and MSB speech. Thus, it seems that the distinct speaker-dependent voice characteristics that listeners use to segregate competing speech signals, and particularly those that listeners use to distinguish male and female voices, are more faithfully preserved in SWS speech than in MSB or MNB speech. In the case of MNB speech, it is worthwhile to note that this result is consistent with the results of Qin and Oxenham ͑2003͒ as well as Stickney et al. ͑2004͒, despite differences in the methodologies and speech materials used in those studies. Note that the former study showed that sex differences in the voices could not be used to improve the segregation of speech signals even when the MNB signals contained 24 bands, suggesting that the similar performance obtained in the TS and TD configurations was not limited by the 15-band resolution used in this MSB and MNB stimuli in this study.
IV. DISCUSSION AND CONCLUSIONS
In this experiment, listeners exposed to natural speech signals were able to take advantage of talker-dependent differences in voice characteristics to substantially improve their performance in a two-talker target identification task. They were also able to perform reasonably well at SNR values down to −8 dB, presumably because they were able to focus their attention on the quieter of two talkers in the stimulus. When the normal speech signals were replaced with SWS speech, performance was much worse overall, and listeners seemed to lose the ability to attend to the quieter talker in the stimulus. However, they were still able to substantially benefit from differences in the voice characteristics of the talkers, particularly when the target and masking talkers were different in sex. In the SWS condition, listeners showed a significant improvement in percentage-correct scores when a different-sex masking talker was used, and even a marginal improvement with a same-sex masker compared to a same-talker masker. This finding reflects the fact that the amplitude-modulated sine waves tracked the formant-frequency variations of the target and masker signals, and retained the pitch differences that listeners were able to utilize in the target identification task. Although sinewave speech does not have a pitch in the traditional sense, an earlier study by Fellowes et al. ͑1997͒ has shown that sinewave speech retains enough information to distinguish male and female speakers, and our findings indicate this information is also sufficient to allow listeners to distinguish between the male and female talkers in an SWS stimulus.
Given the nature of the signal processing for the three types of synthetic speech, the improved segregation obtained with SWS signals was not surprising. The difference between the MSB/MNB and SWS signals is that the formant information in the former two types is smeared by a 1 / 3-octave filter, whereas the formant values in the SWS speech are preserved exactly. Thus, sex differences in vocal tract length ͑on the order of 40%͒ are somewhat less distinct in the MSB and MNB speech than in SWS speech. In the MNB and MSB conditions, the listeners performed slightly better than with SWS speech at positive SNR values, but performed substantially worse than with SWS at negative SNR values. However, in contrast to the SWS condition, the listeners in the MNB and MSB conditions received, at best, only a marginal benefit from the differences in voice characteristics between different same-sex talkers and no apparent additional benefit from the much larger differences in voice characteristics between different-sex talkers. This seems to indicate that the coarse spectral differences between the masker and target signals provided by MSB and MNB speech are not adequate to code pitch differences between target and masking voices. This finding is particularly relevant for listeners using cochlear implants, because it suggests that these listeners might not have access to the primary segregation cues that allow normal listeners to separate a target speech signal from masking speech.
Perhaps the most compelling outcome of this study is the finding that listeners who could quite easily use level differences to selectively attend to the quieter of two samesex or same-talker natural speech signals were consistently unable to use level cues to segregate the quieter of two synthetic voices. One possible explanation for this result is that the synthetically generated target and masking speech signals had greater spectral overlap than the natural speech signals. This increased spectral overlap might have led to an increase in energetic masking at low SNR values that overwhelmed any decrease in informational masking that could be obtained by an apparent level difference between the two talkers. In order to test this hypothesis, an acoustic analysis was conducted to compare the amount of spectral overlap that occurred between the target and masking voices for each of the four types of speech. First, the MATLAB ͕specgram command was used to calculate the amount of energy present in each 3.2 ms by 20-Hz time-frequency ͑T-F͒ region of the target and masking speech signals. Then, the local SNR value was calculated for each T-F region to determine which regions had a local SNR value of at least +3 dB, presumably indicating regions where the target signal would not be significantly distorted by the presence of the masker. These regions were then used to determine the percentage of the total energy in the target speech signal that was contained in T-F regions with local SNR values greater than 3 dB. The results of this analysis are shown in Fig. 3 . These results clearly show that the MSB and MNB conditions did produce more spectral overlap than the normal speech conditions at negative SNRs, which can probably be attributed to the spectral smearing that the 1 / 3-octave band filters used to produce these signals caused in the frequency-domain features of the target and masking signals. Thus, it seems that energetic masking effects can, in part, account for the relatively poor performance that occurred at negative SNR values with the MSB and MNB speech. However, it is also apparent that the SWS condition produced significantly less spectral overlap than the normal speech condition ͑which is perhaps not surprising considering that the SWS speech signals only contained energy at four discrete frequencies at any given point in time͒. Thus, spectral overlap cannot explain why the listeners were unable to use level cues to segregate the SWS speech at negative SNR values. It is also worth noting that the lack of voicing information may have significantly contributed to the poor performance that occurred at low SNR values in all three synthetic conditions. Previous research using synthetic as well as natural signals has verified that differences in fundamental frequency of voicing can help listeners listen to one or the other voice ͑Brokx and Nooteboom, 1982; Culling and Darwin, 1993͒ . Indeed, Darwin ͑1981͒ has posited that fundamental frequency played two important roles in segregating sound sources: ͑1͒ to group consecutive segments into the speech from one talker and ͑2͒ to group the harmonics from one talker to the exclusion of other talkers. Results from de Cheveigne ͑1993͒ have suggested another role of fundamental frequency in segregation of concurrent harmonic sounds: to group together components of the masker so as to cancel them effectively. The lack of harmonic voicing information in SWS, MSB, and MNB synthetic speech signals may prevent listeners from exploiting these harmonic cancellation cues. This might also help explain why listeners have a great deal of difficulty extracting information from the quieter of two synthetic voices.
Although the listeners were able to extract some useful pitch information from the SWS, performance in all cases was much worse with synthetic speech than with natural speech. This was particularly true at low SNR values, where listeners are believed to rely on level difference cues for the segregation of natural speech signals. Further research will be needed to determine if it is possible to generate a sparse synthetic representation of speech that can be segregated on the basis of apparent level differences. If this kind of representation could be appropriately coded for direct electrical stimulation of the inner ear, it could lead to improved segregation performance for the users of cochlear implant devices.
