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Abstract
This dissertation focuses on the theoretical understanding of the interesting phases observed
in one kind of the high temperature superconductors, iron-based superconductors. In the
introduction chapter, I introduce what superconductivity and high temperature supercon-
ductors is and the motivation to study them; then I list out some of the basic, important,
and relevant experiment results of iron-based superconductors, such as their lattice struc-
tures, phase diagrams, superconductivity, magnetic orders and charge orders observed; after
that, I give a brief review of motivation, high level summary, and importance of each work
being presented in later chapters. I finish the introduction with outlines and an educational
introduction for people not that familiar with this area.
The following chapters consist of three topics. First, we attack the issue of methodology
of studying the FeSC materials. The approach we use in this entire thesis is itinerant-
scenario approach. Our analytical calculation finds out the orders developed for a FeSc
model agree with non-biased(though has its own limitations) quantum Monte Carlo cal-
culations. Both of these methods find s++ superconductivity and anti-ferro orbital orders
as the leading orders. Secondly, we use parquet renormalization group theory to study a
4-pocket and a 5-pocket model for iron-based superconductors to shed more light upon the
competing instabilities in these materials. We find amazingly simple behaviors in these
complex models. These results can explain the interplay between superconductivity, charge
order and magnetism in different kinds of iron-based superconductors. Thirdly, we study
the details about the charge order(orbital order) discussed in previous chapters. In FeSe,
the orbital order is in d-wave form, i.e., the sign of the orbital order is different between hole
and electron pockets. We reproduce this sign difference by including vertex renormalization
in d-wave orbital channel. Lastly, the conclusion follows.
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Chapter 1
Introduction
1
1.1 What are superconductors and why do physicists study
them
Superconductivity was first discovered in 1911[1] in mercury below a transition tempera-
ture 4.2K. Superconducting phase is a special phase of a material. In this phase, electrical
resistance goes to exactly zero and magnetic fields are expelled(Meissner effect[2]). Such
properties can make them useful for many possible industrial applications, such as making
the magnets in magnetic resonate imaging machines, magnetic-levitated trains and power
transmission without energy loss from heat. One obstacle of using these superconductors
is that one needs to cool down the material to very low temperature, which has a high
cost economically. Since 1911, hundreds of superconductors are discovered or synthesized.
Copper-based superconductors discovered [3] in 1986 and iron-based superconductors dis-
covered [4] in 2008 are called high-temperature(high Tc) superconductors. They receive
special interests from physicists because their superconducting transition temperature is
much higher compared to traditional ones, in some cases higher than the boiling point of
liquid nitrogen 77K. Therefore, the cost of keeping them superconducting is significantly
lower.
A very successful theory from Bardeen, Cooper and Schrieffer, known as the BCS theory
[5], explains traditional superconductors very well. In this theory, electrons attract each
other by exchanging phonons and form bound states, called Cooper pairs. Cooper pairs
condensate and superconductivity occurs. The part that how electrons attract each other
in BCS theory, electron-phonon pairing mechanism, cannot successfully explain the high
transition temperature of high Tc superconductors. The consensus is that the pairing ”force”
is from interactions between electrons themselves instead of interaction between electrons
and lattice ions. But the detailed pairing mechanism is still hotly debated, especially
for copper-based superconductors, because of the strong correlation between electrons in
these materials. Furthermore, some interesting phases emerge in high Tc superconductors
and understanding these phases and their interplay with superconductivity is essential for
understanding these materials.
My research and this thesis is focused on iron-based superconductors, especially about
the phase diagrams and interplay between the various orders.
2
1.2 Experimental ”facts” about iron-based superconductors:
their structural properties, phase diagrams, charge or-
der, magnetism and superconductivity
The family of iron-based superconductors includes various iron-pnictides and iron-chalcogenides
and people use the pattern of their compositions as the names for the families. There are
1111 systems(eg. LaFeAsO), 111 systems(eg. LiFeAs), 122 systems (eg. BaFe2As2), 11
systems(eg. FeSe) and so on. The lattice structures(shown in Fig. 1.1) of different families
of iron-based superconductors are similar and they all contain square lattice planes made
of Fe atoms, with pnictogen or chalcogen atoms being above and below the Fe plane in an
puckering pattern(Fig. 1.2).
There are several kinds of typical phase diagrams for iron-based superconductors. Phase
diagrams are usually plotted with two axes for iron-based superconductors. One axis is
doping or pressure – electron doping, pressure or ”chemical pressure”(isovalent replace-
ment such as Se by S), and the other axis is temperature. By tuning parameters along
these two axis, various phases/orders are observed in all kinds of experiments. Some of
them are charge order(nematic), magnetic order and superconductivity. Fig. 1.4 shows the
phase diagram of two typical compounds of two typical kinds of iron-based superconductors,
Ba(Fe1−xCox)2As2 for the 122 system and FeSe1−xSx for 11 system. Both materials are
metallic. When lowering the temperature, various phases emerge. For 122 systems, at zero
doping(x=0), the parent compounds develop a specific type of magnetic order – stripe spin
density wave(SDW)(Fig. 1.3), where the spin degree of freedom of electrons align ferro-
magnetically along one direction and align antiferro-magnetically along the other direction
of the iron square lattice. This phase is still metallic and it is in contrast with localized
spin order, where the spins are localized in space. Before entering SDW phase when tem-
perature is lowered, there is a phase occupying narrow spaces in the phase diagram, the
nematic phase. In this phase, the tetragonal structure become orthorhombic; dc resistivity,
optical conductivity, magnetic susceptibility and other measurements along the iron plane
have found that the ”macroscopic” C4 symmetry is broken for the iron plane. The name
”nematic” comes from liquid crystals. In liquid crystal, nematic phase breaks rotational
symmetry but preserves translational symmetry. Nematic phase in FeSc is similar by anal-
ogy. Increasing the doping level, SDW order get suppressed and SDW phase gives way
to superconducting phase. The superconducting phase often has a dome-like shape. At
optimal doping, the transition temperature reaches the highest value. For 11 systems, there
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Figure 1.1: Crystal structure for FeSe, LiFeAs, BaFe2As2, and LaOFeAs. The iron atoms
are shown in red and the pnictogen/chalcogen atoms are shown in gold. Figure reprinted
by permission from RightsLink: Springer, Nature physics [6]
is no long range magnetic order such as SDW phase at zero doping. Instead, there is a
large area of nematic phase. Upon doping, the nematic phase goes away near 15% of S
substitution. Superconductivity appears even without doping. There has been no definite
evidence to settle the issue of the symmetry of the superconducting order parameter, but
the majority of researchers, both theorists and experimentalists believe that it is s+− sym-
metry. s+− means the phase of a U(1) superconducting order parameter change pi between
hole and electron pockets. One of the strong evidences supporting this symmetry comes
from angle-resolved photoelectron spectroscopy(ARPES) experiments, where the supercon-
ducting gap on the hole pockets doesn’t have nodes on the Fermi surface. Only s-wave
symmetry is consistent with this ARPES observation. Also, there are several experiments
4
Figure 1.2: The iron plane common to all iron-based superconducting compounds, with
iron ions shown in red and pnictogen/chalcogen anions shown in gold. Figure reprinted by
permission from RightsLink: Springer, Nature physics [6]
such as neutron scattering finding observations [7] that are consistent with the pi phase shift
between hole and electron pockets. Piecing these evidences together, the most reasonable
symmetry is s+−.
Figure 1.3: Schematic figure for spin density wave with order parameter (pi,0) The spins align
ferromagnetically along y direction and anti-ferromagentically along x direction. Figure
from [8]. IOP Publishing. Reproduced with permission. All rights reserved.
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Figure 1.4: Phase diagram of 122 and 11 systems. Left: Schematic phase diagram for a
typical compound, BaFe2As2, in 122 system. It contains stripe spin-density wave (SDW)
order, nematic order, and superconductivity (SC).Figure from [8]. IOP Publishing. Repro-
duced with permission. All rights reserved. Right: Phase diagram for a typical compound,
FeSe1−xSx, in 11 system. It contains nematic order(OO) and superconductivity (SC).
Contrast to 122 systems, there is no magnetic order and SC merges at zero doping. Figure
reprinted with permission from [9] Copyright (2015) by the American Physical Society
1.3 The theoretical works being presented
Various orders emerge at low temperature in iron-based superconductors. These results
about orders can be summarized in phase diagrams. One of the most important steps to
understand a material is to understand why the phase diagrams look like what they are and
what is the cause or origin of the orders. Nematic order, magnetism and superconductivity
are some of the orders occur in the phase diagrams of iron-based superconductors. In this
dissertation, I focus on our theoretical models that can explain these phase diagrams and
details of these orders.
There are long-lasting debates about whether one should view iron-based superconduc-
tors as itinerant electronic systems or electrons from some localized orbitals. These two
approaches are called itinerant scenario approach and localized electrons approach. Recent
applications of Quantum Monte Carlo (QMC) technique to iron-based superconductors
opened a way to directly verify the applicability of the itinerant scenario for these sys-
tems. Iron-based superconductors undergo various instabilities upon lowering temperature
(magnetism, superconductivity, nematicity/orbital order), and one can check whether the
hierarchy of instabilities obtained within the itinerant approach is the same as in unbiased
QMC simulations. In a recent paper [10] the authors considered the simplest two-band
model with interaction tailored to favor orbital order. The type of the orbital order found
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in QMC is different from the one found in earlier itinerant analysis. We report the results of
our calculations within the itinerant scenario and argue that they are in perfect agreement
with QMC. The itinerant scenario approach serves as our basis for more complex models
to understand the phase diagrams in the following.
Interestingly, phase diagrams of different families of iron-based superconductors are
vastly different even with similar chemical components and lattice structures, which is not
straightforward to understand. In principle, one can come up with different models to
explain different families of materials. However, one of the beauty of physics is its gener-
ality/unification. The most beautiful theories in physics can explain different phenomenon
within one model, such as Maxwell’s 4 equations describing electric and magnetic phe-
nomenon and electroweak theory as unified description of electromagnetic forces and weak
forces. CKF (A.V. Chubukov, M. Khodas, and R.M. Fernandes [11]) is such a framework.
It unifies descriptions for different families of iron-based superconductors. Within this CKF
framework, we study 4-pocket and 5-pocket models. Our works presented here extend the
framework and make it more general and realistic and being able to explain more experi-
ments.
The results of a parquet renormalization group (RG) study of competing instabilities
in the full 2D 4-pocket, three orbital low-energy model for iron-based superconductors are
given. We derive and analyze the RG flow of the couplings, which describe all symmetry-
allowed interactions between low-energy fermions. Despite that the number of the couplings
is large, we argue that there are only two stable fixed trajectories of the RG flow and one
weakly unstable fixed trajectory with a single unstable direction. Each fixed trajectory
has a finite basin of attraction in the space of initial system parameters. On the stable
trajectories, either interactions involving only dxz and dyz or only dxy orbital components
on electron pockets dominate, while on the weakly unstable trajectory interactions involving
dxz (dyz) and dxy orbital states on electron pockets remain comparable. The behavior along
the two stable fixed trajectories has been analyzed earlier [11]. Here we focus on the system
behavior along the weakly unstable trajectory and apply the results to FeSe. We find,
based on the analysis of susceptibilities along this trajectory, that the leading instability
upon lowering the temperature is towards a three-component d-wave orbital nematic order.
Two components are the differences between fermionic densities on dxz and dyz orbitals
on hole pockets and on electron pockets, and the third one is the difference between the
densities of dxy orbitals on the two electron pockets. We argue that this order is consistent
with the splitting of band degeneracies, observed in recent photoemission data on FeSe by
A. Fedorov et al [12].
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Then the results of the parquet renormalization group (RG) analysis of the phase dia-
gram of the most general 5-pocket model for Fe-based superconductors are presented. We
use as an input the orbital structure of excitations near the five pockets made out of dxz,
dyz, and dxy orbitals and argue that there are 40 different interactions between low-energy
fermions in the orbital basis. All interactions flow under RG, as one progressively integrates
out fermions with higher energies. We find that the low-energy behavior is amazingly sim-
ple, despite the large number of interactions. Namely, at low-energies the full 5-pocket
model effectively reduces either to a 3-pocket model made of one dxy hole pocket and two
electron pockets, or a 4-pocket model made of two dxz/dyz hole pockets and two electron
pockets. The leading instability in the effective 4-pocket model is a spontaneous orbital
(nematic) order, followed by s+− superconductivity. In the effective 3-pocket model orbital
fluctuations are weaker, and the system develops either s+− superconductivity or stripe
SDW. In the latter case, nematicity is induced by composite spin fluctuations.
Nematic order/orbital order is often seen together with superconductivity in the phase
diagram of iron-based superconductors and certainly worth detailed study. We study the
structure of the d-wave orbital order in FeSe in light of recent STM and ARPES data,
which detect the shapes of hole and electron pockets in the nematic phase. The geometry
of the pockets indicates that the sign of the orbital order Γ = 〈d†xzdxz − d†yzdyz〉 is different
between hole and electron pockets (Γh and Γe). We argue that this sign change cannot
be reproduced if one solves for the orbital order within mean-field approximation, as the
mean-field analysis yields either no orbital order, or order with the same sign of Γe and Γh.
We argue that another solution with the opposite signs of Γe and Γh emerges if we include
the renormalizations of the vertices in d−wave orbital channel. We show that the ratio
|Γe/Γh| is of order one, independent on the strength of the interaction. We also compute
the temperature variation of the energy of dxz and dyz orbitals at the center of electron
pockets and compare the results with ARPES data.
1.4 Outlines
The outline of the thesis is as following.
In the remaining of chapter 1, I will give an introduction in layman’s terms for educa-
tional purposes, starting with basics of superconductivity and then BCS theory and finally
overview of our works being presented later.
In chapter 2, we attack the issue of methodology of studying the FeSC materials. There
are many debates on whether one should use itinerant-scenario approach or localized-
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scenario approach for FeSC. Itinerant models start from free moving electrons under the
background of lattice and then add in the interactions between them as perturbation,
whereas localized models treat electrons as localized and then add in kinetic energies as
perturbation. Our calculations using itinerant approach on one of the model for FeSC
agrees with non-biased(though has its own limitations) quantum Monte Carlo calculations.
Both of these methods find s++ superconductivity and anti-ferro orbital orders as the lead-
ing orders. This aligning is an indication that interesting low temperature properties such
as superconductivity and orbital orders observed in the experiments can be properly ac-
counted for in itinerant models. The results presented in this chapter have been published
in [13]. Copyrighted by the American Physical Society.
In chapter 3, a 4-pocket model for iron-based superconductors is studied to shed more
light upon the competing instabilities in these materials, especially orbital ordering and
splitting of band degeneracy in FeSe systems. We use itinerant-scenario approach and
adopt a realistic band structure, and then resort to powerful parquet renormalization group
theory to deal with interactions between electrons. Parquet renormalization group analysis
is one of the most unbiased treatment for competing orders in itinerant-scenario approach.
What we find is that, under renormalization group flow, the interactions follows three fixed
trajectories. It means that we can describe a very complex model with a huge parameter
space using only these three simple fixed trajectories. Two of them are stable and already
analyzed in previous work, and the third fixed trajectory features a specific form of orbital
order, which may have already been observed in experiments related to splitting of band
degeneracy. The results presented in this chapter have been published in [14]. Copyrighted
by the American Physical Society.
In chapter 4, we expand to a more general model, a 5-pocket model for iron-based su-
perconductors. Once again, we find amazingly simple behaviors in complex models. At low
temperature, it reduces to 2 possible scenarios depends on where the parameters resides in
the parameter space. One scenario is an effective 4-pockets model, where a spontaneous
orbital (nematic) order develops upon lowering temperature, followed by s+− superconduc-
tivity. While the other scenario is an effective 3-pockets model, where the system develops
either s+− superconductivity or stripe spin density wave, and nematic order is partially
melted stripe spin density wave order in this case. These results can explain the interplay
between superconductivity, nematic order and magnetism in different kinds of iron-based
superconductors. The results presented in this chapter have been published in [15]. Copy-
righted by the American Physical Society.
In chapter 5, we study the details about the nematic order discussed in previous chapters.
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In FeSe, the orbital order is in d-wave form, i.e., the sign of the orbital order is different
between hole and electron pockets. We reproduce this sign difference by including vertex
renormalization in d-wave orbital channel. The results presented in this chapter have been
published in [16]. Copyrighted by the American Physical Society.
1.5 Introduction in plain English
In this section, I will rephrase the introduction in plain English for educational purposes,
as a helper for newcomers in this field. First, an introduction of superconductivity and
the mechanism of traditional superconductors is given. Challenges and problems that mo-
tivate our research on iron-based high-temperature superconductors are presented. We
systematically study why different non-superconducting states of matter(phases), observed
experimentally in the iron-based high-temperature superconductors, develop, and what the
relation of these phases is to superconductivity. We do this using one of the most unbiased
approaches, called renormalization group theory. Through our model and calculations, we
identify different classes of iron-based superconductors and find unified description of these
materials.
Superconductors can conduct electricity without energy loss and thus have important
applications. Under normal conditions (for example, at room temperature), metals such as
aluminum and copper can conduct electricity, but they all have some electrical resistance.
When a voltage is applied to a metal, electrons move in a certain direction and current
forms. It is inevitable that a moving electron hits other objects, like impurities (no material
is absolutely pure) or other electrons. Then the energy will be lost as these collisions
convert electron energy into heat. Resistance is the quantity that characterizes the energy
loss. Superconductors has exactly zero electrical resistance. Since there is no heat produced
when an electric current flows through, superconductors are used to make powerful magnets
in MRI machines. If normal wires with non-zero resistance were used in these machines,
they would be melted by the heat produced by the huge electric current. Another potential
application of superconductors in the future is electric power transmission. Imagine the
energy saved by using zero-resistance wires for electric transmission!
The reason that we still use normal metal for electric transmission is that superconduc-
tivity emerges only at very low temperatures. Mercury, the first superconductor, discovered
[1] by K. Onnes in 1911, becomes superconducting below 4.2K(Fig. 1.5). Aluminum become
superconductor below 1.2K. The temperature for the transition between superconducting
and normal metal is called superconducting transition temperature Tc. The Holy Grail
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for many physicists is to find room-temperature superconductors, i.e., metals that become
superconductors already above room temperature.
Figure 1.5: Mercury becomes superconducting when temperature lowers to 4.2K. The re-
sistance measured is less than 10−5 Ohm, due to limitation of sensitivity of instruments.
We know now it’s exactly zero. The figure is from [1]
A history-making discovery was made in 1986, when a new family of copper-based
materials was found [3], which have much higher Tc. In a certain material of this family,
superconductivity has been observed at a record high Tc over 150K. In 2008, another class
of superconductors with high Tc, called iron-based superconductors [4], has been discovered.
These two families of materials are known as high-temperature superconductors. At the
moment, it is not completely understood what causes superconductivity in copper- and iron-
based systems. Understanding the mechanism of high-temperature superconductivity in
these materials may help to unveil the route to discover room temperature superconductors
suitable for practical use.
Before we look at the challenges that motivate our research, let us look at what has
already been known. For traditional superconductors, Bardeen-Cooper-Schrieffer (BCS)
theory [5] explains most of their properties. The BCS theory states that, as long as there is
attraction between electrons, no matter how small, two electrons can form a bound state, a
so called ”Cooper pair”. All these Cooper pairs act together (like people holding hands), and
this protects electrons from losing energy due to collisions with impurities etc. Consequently,
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the electric current flows without dissipation. The origin of attraction between electrons
is a tricky issue, as we know that electrons repel each other due to Coulomb force. In
BCS theory, the attraction comes from the underlying positively charged ions, which form
a periodic structure, called ionic lattice. Positively charged ions and negatively charged
electrons attract each other. When an electron moves through, it drags the nearby ions
towards it. Since these ions have much larger mass than the electrons, they are still in the
dragged, distorted position for a while even after an electron has left, thus preserving a
higher positive charge density in this area. A new electron is then attracted into this area
by these distorted ions (Fig. 1.6). As a result, effectively, the first and the second electron
attract each other. At low enough temperatures, the attraction mediated through ions is
larger than the direct repulsion between electrons due to Coulomb force, so that there is
net attraction between electrons. Then Cooper pairs form and superconductivity occurs.
Figure 1.6: To show the attraction between electrons mediated by ions. The red cir-
cles are ions with positive charge. When electron 1 move through, these ions are at-
tracted by the electron and thus form a region with higher positive charge density. Elec-
tron 2 is attracted to the region with these squeezed ions. The figure is from http :
//www.owlnet.rice.edu/ hkic/superconductors/
Despite the huge success that BCS theory had in explaining the physics of traditional
superconductors, the theory fails to explain high-temperature superconductors. Through
calculations, people found that the attraction through ions is too small to be able to account
for such high Tc. Also, exotic phases have been found in these high-temperature supercon-
ductors, which also cannot be explained by the ion-mediated interaction between electrons.
(A phase is a particular state of matter, e.g., water and ice are two phases of H2O). Some
examples of exotic phases in iron-based superconductors are the nematic phase (Fig. 1.7)
and the spin density wave phase. Naturally, the questions that need to be addressed are
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not only what causes superconductivity, but also why these additional phases appear and
what is the relation between those phases and superconductivity (which is also a phase).
That motivates us to study all relevant phases in high-temperature superconductors in a
systematic way. We focus on one family – iron-based superconductors.
To systematically study the phases in iron-based superconductors, theorists need to
choose an appropriate model. Since the property of the material is similar to that of a
metal, the widely used starting point is the so-called itinerant scenario, which means that
the electrons are treated as moving almost freely in the entire material (as in the case of
metal), instead of moving in a small region near some specific ions (as in the case of insu-
lators). At the next step, we consider the Coulomb forces (termed as interactions) between
the electrons and analyze how these forces give rise to various phases, including super-
conductivity. If the interactions between electrons are treated as weak, we can do almost
perfect calculations to explain or even predict the behaviors of electrons and understand
all the phases in the materials. However, the interactions are intermediate to strong in
iron-based superconductors. We run into the famous open question of how to deal with
strongly interacting electrons. We use one of the most unbiased analytical methods, renor-
malization group (RG) theory, to study it. As we can see in the case of water and ice,
temperature plays a crucial role in forming phases. The idea of RG is that, as temperature
gets lower, electrons are less and less probable to be in a state of high energy; therefore,
one can discard(integrate out, mathematically) the states with higher energy when going
to lower temperature. The rigorous procedure to do this is called RG method.
In chapter 2, we dig deep into the applicability of the itinerant-scenario approach, our
starting point as discussed above, by comparing with Quantum Monte Carlo(QMC) cal-
culations. QMC, though has its own drawbacks, is considered one of the most unbiased
numerical methods to cope with strongly interacting electrons. The recent QMC results
shows superconductivity and a so-called Anti-Ferro-orbital (AFO) phase in a simplified
model for iron-based superconductors as the leading instabilities. We demonstrated that
our results with the itinerant-scenario approach are in perfect agreement with QMC cal-
culations. This study shows the applicability of itinerant-scenario approach for iron-based
superconductors, giving us more confidence in our starting point.
In chapter 3 and 4, after establishing the starting point, we used the itinerant model
and analyzed if we can obtain and understand all the phases observed in iron-based su-
perconductors from pure theoretical calculations with the most general model (Analogy to
this is that trying to understand what happens when we cool down water below 0 degree
Celsius and to understand why ice looks like the way it is). For example, for one kind of
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iron-based superconductor, FeSe, the nematic phase and the superconducting phase have
been observed. The nematic phase is a phase where originally equivalent directions in the
material (Fig. 1.7 Left), X and Y, become nonequivalent. This can result from ionic lattice
distortion (Fig. 1.7 Middle), orbital order (Fig. 1.7 Right), or something else. From our
unbiased RG calculation, we find that, when the temperature is lowered, the first instabil-
ity occurs is orbital order, that gives rise to nematic phase (as in Fig. 1.7 Right), and that
superconductivity develops at a lower temperature, as the second phase. This scenario is in
full agreement with the experimental data; specifically, we calculated the order parameter –
the quantity that characterizes the nematic phase, and found that it matches with spectro-
scopic experiments. Other kinds of iron-based superconductor (e.g. LaFeAsO) and their
phases can also be understood within our framework in a simple and unified way. The most
general model for iron-based superconductors we studied is a 5-pocket model in chapter 4.
In chapter 5, we study the details of the orbital order mentioned previously, specifically,
about the opposite signs of orbital order for two different kinds of the electrons(electrons
near eletron pockets and near hole pockets) in the FeSe materials. We reproduce the
opposite signs by considering a modified interaction between electrons from RG theory.
(a) (b) (c)
Figure 1.7: Schematics of nematic phase. Each two head-to-tail ellipses represent an orbital
of an electron, and the underlying black lines (ions lie on the intersections) represent the
ionic lattice. Left: normal phase, direction X is the same as direction Y. Middle: nematic
phase, caused by ionic lattice distortion. Direction X becomes different from Y. Right:
nematic phase, caused by orbital order (only one kind of orbital is left). Direction X
becomes different from Y.
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Chapter 2
Itinerant scenario and comparison
with quantum Monte Carlo
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2.1 Introduction.
The issue whether Fe-based (FeSCs) can be viewed as fully itinerant electronic systems, or
electrons from some of the orbitals are localized, has been at the center of the debates on
FeSCs right from their discovery[17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29, 30, 31, 32].
The itinerant scenario is justified when the interactions are smaller than the fermionic
bandwidth, and it treats various instabilities in FeSCs, such as magnetism, supercon-
ductivity (SC), Ising-nematic spin order and spontaneous orbital order, as low energy
instabilities are determined by carriers located near hole and/or electron Fermi surfaces
(FSs) (Refs. [19, 20, 21, 22, 23, 24]). Localized scenario, on the other hand, is justi-
fied when the density-density (Hubbard) interactions are larger than the bandwidth, and
within this scenario instabilities in FeSCs involve carriers from everywhere in the Brillouin
zone [25, 26, 27, 28, 29, 30, 31]. The third, Hund metal scenario, has also been put for-
ward [32] – it assumes that Hund interaction is large enough, in which case the system
retains a metallic behavior but becomes a bad metal.
The FeSCs are metals for all dopings and compositions, and this would generally place
them in the category of itinerant systems. At the same time the values of the Hubbard and
Hund interactions in FeSCs, obtained from first-principle calculations, are comparable to the
bandwidth, and some measurements of magnetic excitations in parent compounds have been
reasonably well reproduced in calculations based on both itinerant [33] and localized [34]
scenario. Measurements of the specific heat in strongly hole-doped FeSCs (specifically in
Kx Ba1−x Fe2 As2 for x → 1, Refs. [35]) have been interpreted both within the itinerant
scenario [36], and by assuming that electrons on some of the Fe-orbitals get localized [30, 31],
and mid-infrared optical data have been interpreted within the Hund metal scenario [37].
Furthermore, weak coupling and strong coupling scenarios for FeSCs yield the same set of
ordered states – magnetism, SC, etc. This all makes it difficult to settle on the approach.
It also raises the fundamental issue whether FeSCs can be viewed as the ”systems in the
intermediate regime”, which can be gradually reached starting from weak coupling, but
some of the features they display are inherently strong coupling and are completely missed
in weak coupling calculations.
To the best of our knowledge, there are no experimental data for weakly/moderately
doped Fe-pnictides, which could not be reproduced, at least qualitatively, within the weak
coupling scenario. In Fe-selenades, the situation is a bit more involved as magnetism in
FeTe – the parent compound of FeTe1−xSex family, is qualitatively different from that in
other parent compounds of FeSCs (double stripe or plaquette [38] in FeTe vs single stripe
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in other systems [39]) and is only reproduced within the localized scenario [38]. Still, an
orbital order at x ≈ 1 and SC at x ≥ 0.5 in this material and also in 245 family of FeSCs are
all reproduced within the itinerant approach [24, 40, 11, 41, 42]. This is in line with the idea
that FeSCs, with the exception of FeTe, can be viewed as itinerant systems, adiabatically
extended to intermediate coupling.
However, the ability to qualitatively explain the data may be misleading and one needs
another tool to verify whether the behavior of a given FeSC, particularly the hierarchy of
the instabilities upon lowering temperature or changing parameters, differs in any funda-
mental way from that in a weakly coupled metal with the same topology of the FS as in a
FeSC. Recent application of Quantum Monte Carlo (QMC) method to FeSCs (Refs. [43, 10])
provide such a tool as they allow one to compare the actual behavior in a fermionic system
with comparable strength of kinetic and potential energies with the one obtained by using
weak coupling perturbative schemes for various topologies of Fermi surfaces and structures
of multi-band excitations. In Ref. [10], Dumitrescu et al applied QMC to the simplest toy
model for FeSCs – the two band model with Fe dxz and dyz orbitals, first considered by
Raghu et al [44]. Although this model does not reproduce the correct topology of low-
energy electronic states in FeSCs (one of the two hole FSs is in wrong place in the 1 Fe
Brillouin zone), it nevertheless is the simplest toy model with two hole and two electron
Fermi surfaces. Dumitrescu et al further tailored 4-fermion interaction to be local and
in the form −g(nxz − nyz)2, where ni = d†idi is fermionic density on a given orbital, and
g > 0. This last condition is difficult to justify on microscopic grounds because it implies
that intra-orbital Hubbard interaction is attractive, in variance with first-principle calcu-
lations [46]. Nevertheless, the model considered in [10] and in earlier works [47] is quite
interesting for our purpose to compare QMC and perturbation theory as it favors an or-
bital order (a spontaneous development of a non-zero < nxz − nyz >). An orbital order
is a threshold phenomenon, i.e., it appears only when g exceeds a certain critical value gc,
which is generally of order of the bandwidth, W. Weak coupling analysis is an expansion in
g, and there is no a’priori guarantee that the type of orbital order obtained by using weak
coupling approximation and extending g to critical gc will be the right one.
Different types of orbital order in the two-pocket model include ferro-orbital (FO) order
(a Pomeranchuk instability), which can be in s−wave or d−wave channel, antiferro-orbital
(AFO) order with momentum (pi, pi), and stripe-type orbital order with momentum (0, pi) or
(pi, 0). Dumitrescu et al argued that strong coupling analysis (an expansion in 1/g) favors
AFO order, and they did find the same type of order in QMC. Earlier itinerant calculations,
on the other hand found numerically a different, FO order (Ref. [47]).
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2.1.1 Summary of our results
In this paper we report the results of our analytical analysis of the orbital order and SC
within the itinerant scenario.
In the particle-hole channel we found that weak coupling calculation shows that the sys-
tem chooses to develop AFO order, the same one as found in QMC calculations. Moreover,
we argue that some of the particle-hole polarization bubbles involved in the renormaliza-
tions of the orbital order parameters are logarithmical at intermediate energies and, as a
result, the critical coupling g = gc for the orbital instability is small compared to fermionic
bandwidth, W , and is within the range of applicability of weak coupling expansion. The
smallness of gc/W is due to small sizes of hole and electron pockets and holds in 1/ log W0 ,
where 0 is of order of Fermi energy. We found logarithms in both AFO and FO channels,
but the prefactor in the AFO channel is larger, hence the leading instability is towards AFO
order.
In the particle-particle channel we found the leading instability in s++ channel (ordinary
s−wave) and subleading instability in the d−wave channel. The renormalizations in both
channels contain series of conventional Cooper-type gW log
W
T terms, but also contain terms
of order g/0, due to the presence of two weakly dispersing bands, whose energies remain
of order 0 over a wide range of momenta. S-wave channel wins over d−wave both at truly
weak coupling, when Tc  0 and only the conventional logarithmical terms matter, while
at larger g, terms of order g/0 play the leading role.
We compared critical g for the instabilities in the particle-hole and particle-particle
channels. Within the ladder approximation, when particle-particle and particle-hole chan-
nels do not couple to each other, the comparison of the eigenvalues in the AFO and s++
channels shows that the overall prefactor in the AFO channel is larger than in s++ channel,
but the combination of polarization operators is larger in the SC channel. We went beyond
the ladder approximation and used renormalization group (RG) to include the flow of the
intra-orbital and inter-orbital interactions between high and low energies due to the actual
presence of the couplings between particle-hole and particle-particle channels. We found
that, due to the flow, the overall prefactor in the AFO channel is reduced and becomes
the same as in s++ channel. Because polarization operator is larger in the SC channel, the
leading instability upon, e,g., increasing g at a certain non-zero temperature is definitely
towards s++ SC. The AFO order develops, but at a larger g. This fully agrees with QMC
calculations.
Another result of RG is that couplings in both s++ and AFO channels get enhanced by
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coupling to stripe magnetic fluctuations. This enhancement is the strongest around half-
filling, when there is nesting between hole and electron pockets [20]. Accordingly, both s++
SC and AFO order are the strongest near half-filling. This again agrees with QMC results.
The structure of the paper is the following. In the next section we introduce the model.
In Sec. 3.4 we consider instabilities in the particle-hole and particle-particle channels and
the interplay between them. In Sec. 2.3.1 we analyze instabilities towards FO and AFO
orders within the ladder approximation. In Sec. 2.3.2 we analyze the pairing instabilities
within the same approximation. In Sec. 2.3.3 we compare the instabilities in the particle-
hole and particle-particle channels first in the ladder approximation and then by adding
RG analysis. We present our conclusions in Sec. 2.4.
2.2 The model
We consider the same two-orbital model as in earlier works, with hoping between dxz and
dyz orbitals at nearest and next-nearest neighbors. The kinetic energy is
H =
∑
k
Ax,kd
†
xz,kdxz,k +Ay,kd
†
yz,kdyz,k +
Vk
(
d†xz,kdyz,k + d
†
yz,kdxz,k
)
(2.1)
where the summation over spin components is assumed and
Ax,k = A0 + t1 cos kx + t2 cos ky + t3 cos kx cos ky,
Ay,k = A0 + t2 cos kx + t1 cos ky + t3 cos kx cos ky,
Vk = V sin kx sin ky.
The dispersions Ax,k and Ay,k along different directions in momentum space are presented
in Fig. 2.1. The two dispersions are obviously degenerate at (0, 0) and at (pi, pi). The V
term does not remove the degeneracy, but it mixes dxz and dyz orbitals away from these
points. The kinetic energy in the presence of the V term can be easily diagonalized. Near
(0, 0) and (pi, pi) there are two low-energy modes, each with mixed dxz/dyz character. Out
of two low-energy modes near (0, 0), one crosses the chemical potential and creates a hole
pocket, while the other remains above the chemical potential. The same holds near (pi, pi),
where the second hole pocket develops.
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Figure 2.1: (a)Dispersion along (0, 0)-(0, pi)-(pi, pi)-(0, 0) measured from µ. The solid red line
shows Ea(k); the thick blue line shows Eb(k); the purple dashed line shows Ax,k = Ay,k from
(pi, pi) to (0, 0). Ax,k coincides with Ea(k) (and Ay,k coincides with Eb(k)) along (0, 0)-(0, pi)
and (0, pi)-(pi, pi) directions. We used t1 = 2.0, t2 = −2.4, t3 = 4.8, V = 3.8 and µ = 0.9.
(b)the Fermi surface of the two-orbital model. The red circles are hole pockets and the blue
ones are electron pockets.
Near k = 0, Ax,k, Ay,k and Vk are approximated by
Ax,k = 0 − ak2 − c(k2x − k2y),
Ay,k = 0 − ak2 + c(k2x − k2y),
Vk = V kxky,
where
0 = A0 + t1 + t2 + t3, a =
t1 + t2 + 2t3
4 , c =
t1 − t2
4 .
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The diagonalization near k = 0 yields
H = Ea(k)a†kak + Eb(k)b†kbk,
and the two dispersions are
Ea,b(k) = 0 − ak2 ∓
√
c2(k2x − k2y)2 + V 2k2xk2y.
To simplify the analysis we set V = 2c, in which case the two dispersions near k = 0 are
isotropic: H = Ea(k)a†kak+Eb(k)b†kbk, where Ea,b(k) = 0− (a±|c|)k2. The transformation
from dxz/dyz orbital operators to a and b band operators is a pure rotation [45]
dxz = a cosφ+ b sinφ, dyz = b cosφ− a sinφ, (2.2)
where φ is the angle between k and x-axis. Like in earlier works we set 0 > 0, a > 0,
and a ∼ |c|. For these parameters, Ea crosses zero at k = kF = (0/(a + |c|))1/2, while Eb
remains approximately equal to E0 at small k.
A similar analysis for k ≈ (pi, pi) yields the similar form of H as near k = 0, i.e.,
H = Ea˜(k)a˜†ka˜k + Eb˜(k)b˜†k b˜k,
where k is counted from (pi, pi), and
Ea˜,b˜(k) = ˜0 − (a± |c|)k2
where 0 = A0−t1−t2+t3. Again, the a˜ band crosses the chemical potential and forms a hole
pocket, while the energy of the b˜ band remains approximately equal to ˜0. The dispersions
near (pi, pi) become identical to those near (0, 0) when t1 + t2 = 0. The transformation from
dxz/dyz orbital operators to a˜ and b˜ band operators is
dxz = b˜ cosφ− a˜ sinφ, dyz = a˜ cosφ+ b˜ sinφ, (2.3)
where φ is again the angle between small k˜ and x-axis. We emphasize that (5.3) is not
obtained from (5.2) by rotating φ by 90o, one needs to invoke an additional reflection
around, say, x axis.
Near(0, pi) ((pi, 0)), only Ax,k (Ay,k) becomes soft, other branch has a larger gap, compa-
rable to the full bandwidth. The hybridization term Vk vanishes at (pi, 0) and (0, pi), hence
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low-energy excitations near (0, pi) ((pi, 0)) can be safely approximated as pure dxz (dyz).
These pure excitations form two electron pockets (see Fig. 2.1). We label corresponding
low-energy fermions as f1,k (f2,k) with momentum counted from (0, pi) ((pi, 0)).
We follow Refs. [10, 47] and set the interaction term to be Hint = −g∑r,α(nxz,α(r) −
nyzα(r))2, where nxz,α(r) = d†xz,α(r)dxz,α(r) and nyz,α(r) = d†yz,α(r)dyz,α(r). This interac-
tion can be cast into more familiar U−U ′ Hubbard form with intra-pocket and inter-pocket
terms:
H =
∑
r,α,β
U
2 (nxz,α(r)nxz,β(r) + nyz,α(r)nyz,β(r)) +
U ′nxz,α(r)nyz,β(r) (2.4)
with U = −2g and U ′ = 2g. Like in earlier works, we set g to be positive, in which case
the interaction favors orbital order with nxz,α(r) 6= nyx,α(r). The model with a positive g
is somewhat artificial as it implies that intra-orbital Hubbard interaction U is attractive,
but, like we said, this model allows one to compare QMC results with analytical results at
weak and strong coupling.
The interaction (2.4) is momentum independent in the orbital basis, but acquires the
dependence on cos θ and sin θ of individual fermions, when re-expressed in the band basis.
Namely, each time dxz or dyz operator is re-expressed in terms of a, b, a˜, or b˜ fermions, the
interaction term acquires the corresponding coherence factor from the transformation from
orbital to band basis.
2.3 Instabilities in the particle-hole and particle-particle chan-
nels within the itinerant approach
2.3.1 Orbital ordering
At large g, the potential energy well exceeds the kinetic energy. The −g(n2xz −n2yz) is mini-
mized when all fermions accumulate in one band, breaking the orbital symmetry. However,
the potential energy is local and it alone does not specify the momentum of the orbital or-
der. To understand what kind of orbital ordering develops, one needs to include the leading
corrections in t/g. These terms favor a checkerboard, AFO order with momentum (pi, pi)
(Ref.[49]). The same AFO order has been found in QMC analysis [10]. Like we said, our
goal is to understand what kind of orbital order emerges at weaker couplings, when po-
tential energy can be treated as a perturbation and the instability comes from low-energy
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fermions, located near the Fermi surfaces.
We compare two types of orbital orders ∆(r) = ∑q ∆(q)eiqr: uniform FO order ∆(q) =
∆foδ(q) and staggered anti-FO order ∆(q) = ∆afoδ(q − (pi, pi)). In terms of low-energy
band fermions,
∆fo =
∑
k
[
< f †1,kf1,k − f †2,kf2,k >
]
(2.5)
+
∑
k
[(
< a†kak − b†kbk >
)
cos 2θk +
(
< a†kbk + b
†
kak >
)
sin 2θk
]
−
∑
k
[(
< a˜†ka˜k − b˜†k b˜k >
)
cos 2θk +
(
< a˜†k b˜k + b˜
†
ka˜k >
)
sin 2θk
]
and
∆afo =
∑
k
[(
< a†k b˜k + b˜
†
kak >
)
−
(
< b†ka˜k + a˜
†
kbk >
)]
, (2.6)
where the integration over k is confined to the FS and this reduces the integration over
position of k on the FS specified by θk. In both terms the summation is restricted to small
k. There is no contribution to ∆afo from electron pockets because out of two fermions from
the same orbital, one has high energy.
To understand when (and if) the system develops an instability towards any of these
orbital orders, we add to the Hamiltonian infinitesimally small order parameters ∆(0)fo and
∆(0)afo and compute the full susceptibilities. The divergence of a certain susceptibility would
signal an instability towards the corresponding spontaneous order.
2.3.1.1 Ferro-orbital order
We first do calculations in the ladder approximation and then include RG renormalizations
of U and U ′. In the ladder approximation (also often called random phase approximation)
one assumes that the dominant contribution to the renormalization of ∆(0)fo and ∆
(0)
afo comes
from series of ladder and bubble diagrams with repeated insertions of the interactions in the
same channel, in our case particle-hole channel with momentum transfer either zero or (pi, pi),
while coupling to other channels (e.h., particle-particle channel) are neglected. Within this
approximation, the fully renormalized order parameters ∆fo and ∆afo are expressed via the
bare ones as ∆fo = ∆(0)fo /(1− Ifo) and ∆afo = ∆(0)afo/(1− Iafo). The instability in a given
channel develops when the corresponding I = 1. To obtain when (and if) this condition is
satisfied, one can neglect the bare values, find eigenvalues of the self-consistent equations
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for ∆fo and ∆afo and check when the highest eigenvalue reaches one.
Figure 2.2: Diagrams for the renormalization of the components of ferro-orbital order pa-
rameter. Only diagrams for ∆aafo are shown; the diagrams for the renormalization of other
order parameters ∆bbfo, ∆abfo, ∆a˜a˜fo, ∆b˜b˜fo, ∆a˜b˜fo, ∆
f1f1
fo and ∆
f2f2
fo are obtained in a similar way.
Solid lines, dotted lines and dashed lines label a, a˜, f1 respectively; double solid lines, dotted
lines and dashed lines label b, b˜, f2 respectively.
The set of self-consistent equations for ∆fo is presented in Fig. 2.2. Because coherence
factors depends separately on cos θ and sin θ, one has to introduce a more generic q = 0
order parameter with components
∆aafo cos2 θ, ∆¯aafo sin2 θ, ∆a˜a˜fo cos2 θ, ∆¯a˜a˜fo sin2 θ,
∆abfo cos θ sin θ, ∆a˜b˜fo cos θ sin θ,
∆f1f1fo , ∆
f2f2
fo ,
(2.7)
where ∆aafo =
∑
k a
†
kak and so on. These 8 order parameters are all coupled in the ladder
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approximation, however the 8 × 8 secular equation decouples between s−wave and two
d−wave harmonics. Assume momentarily that t1 + t2 = 0, i.e., the pockets at (0, 0) and
pi, pi) are identical. Then in the dx2−y2 channel (the one we need)
∆aafo = −∆¯aafo = −∆a˜a˜fo = ∆¯|
a˜a˜
fo = ∆1
∆abfo = −∆a˜b˜fo = ∆2,
∆f1f1fo = −∆f2f2fo = ∆3 (2.8)
The three equations on ∆i, i = 1− 3 are identical up to a factor 2:
∆1 =
−U + 2U ′
2 [∆1Πaa + 2∆2Πab + 2∆3Πff ]
∆2 =
−U + 2U ′
2 [∆1Πaa + 2∆2Πab + 2∆3Πff ]
∆3 = 2
−U + 2U ′
2 [∆1Πaa + 2∆2Πab + 2∆3Πff ] (2.9)
where Πij are polarization operators defined such that Πij > 0. The solution of (2.9) is,
obviously, ∆1 = ∆2 = ∆3/2 = ∆. Substituting this into (2.5) we obtain ∆fo = 6∆. The
eigenvalue for this solution is λfo = (−U/2 + U ′) (Πaa + 2Πff + 2Πab). For a more generic
case when hole pockets are not equivalent, the calculations are a bit more involved, but the
result is the expected one:
λfo =
−U + 2U ′
4
[
(Πaa + Πa˜a˜) + 4Πff + 2
(
Πab + Πa˜b˜
)]
(2.10)
We recall that in our model U = −2g and U ′ = 2g, i.e. −U + 2U ′ = 6g > 0. Then, at some
critical g, the system becomes unstable against FO order.
2.3.1.2 Antiferro-orbital order
We now consider AFO order. The set of self-consistent equations for ∆afo is presented in
Fig. 2.3.
Like before, we have to introduce more general q = (pi, pi) order parameters
∆ab˜afo cos2 θ, ∆¯ab˜afo sin2 θ, ∆a˜bafo cos2 θ, ∆¯a˜bafo sin2 θ,
∆aa˜afo cos θ sin θ, ∆
f1f2
afo .
Again, s−wave and d−wave harmonics decouple. One can straightforwardly verify that only
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Figure 2.3: Diagrams for the renormalization of the components of antiferro-orbital order
parameter. Only diagrams for ∆a˜bafo are shown; the diagrams for the renormalization of
∆ab˜afo are obtained in a similar way. The notations are the same as in Fig. 2.2.
the first four parameters contribute to dx2−y2 harmonics, and, moreover, in this channel
∆ab˜afo = ∆¯ab˜afo = ∆1a,
∆a˜bafo = ∆¯a˜bafo = ∆2a.
The coupled equations on ∆1a and ∆2a are
∆1a =
[− (U − 2U ′)∆1a + (U − 2U ′)∆2a]Πab˜
∆2a = −
[− (U − 2U ′)∆1a + (U − 2U ′)∆2a]Πab˜
where we used that Πab˜ = Πa˜b. Like before, we defined polarization operator such that
Πab˜ > 0. For U < 0 and U ′ > 0 the only positive eigenvalue is
λafo = 2
(−U + 2U ′)Πab˜ (2.11)
The corresponding eigenfunction has ∆1a = −∆2a = ∆a. Substituting into (2.6) we obtain
∆afo = 8∆a. For U = −2g, U ′ = 2g, λafo = 12gΠab˜
We now compare λfo and λafo. The point for comparison is that for small hole pockets,
i.e., for small ratios Ea,b;0/W = 0/W and Ea˜,b˜;0/W = ˜/W , polarization operators Πab,
Πa˜b˜, and Πab˜ are logarithmically enhanced as logW/0 ∼ logW/˜0, because they are made
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out of fermions which over wide momentum range have opposite signs of dispersion, i.e., a
particle-hole bubble effectively behaves as a particle-particle bubble, up to an overall sign.
As a result, each of these bubbles behaves as logW/0. At the same time, Πaa and Πff are
ordinary zero-momentum polarization bubbles, and both are of order 1/W . Without Πab
and other cross-terms, λafo would vanish, while λfo would be positive, but of order g/W ,
i.e., there would be no instability at g  W , where weak coupling approach is justified.
Because of cross-terms, the situation is quite different in two aspects. First, the instability
occurs at g ∼ W/ log W0  W , where calculations are under control. Second, the prefactor
for the logarithm is by a factor of two larger in λafo than in λfo, hence the leading orbital
instability is actually towards the AFO order. That λafo > λfo is consistent with QMC
results [10]. QMC calculations show that susceptibility in both channels increases as g
increases and, at a critical gc, diverges in the AFO channel, while the susceptibility in the
FO channel remains finite at gc. The QMC study also found that AFO order develops
only at filling when hole pockets are small but finite, and disappears at higher and smaller
fillings. This is also consistent with our analysis because at larger electron filling electron
pockets grow, and the range where a and b˜ dispersions have opposite sign shrinks, hence
Πab˜ decreases. At large hole doping, 0 and ¯0 increase and Πab˜ again decreases, this time
because logarithmic enhancement gets weaker.
2.3.2 Superconductivity
The same interaction Hamiltonian, Eq. (2.4), also gives rise to the SC instability, and it
becomes an issue whether this instability develops before or after AFO order sets in.
The dominant contribution to SC at weak coupling, when Tc is small enough, comes from
states immediately close to the Fermi surface, i.e., from a, a˜, f1 and f2 fermions. However,
when Tc is higher, one needs to include the contributions to the pairing from b and b˜
fermions, i.e., particle-particle polarization bubbles Πbb, Πa,b and other terms of the same
type. In the analysis below we keep all contributions in the SC channel. The calculations
are performed in the same way as before(Fig. 2.4), by introducing order parameters
∆aaSC cos2 θ, ∆aaSC sin2 θ, ∆abSC cos θ sin θ (2.12)
and so on, where ∆aaSC =
∑
k ak,αakβ(iσ
y
αβ), etc. Like before, we derive self-consistent
equations on ∆ijSC in the ladder approximation and obtain eigenvalues. Only the U term
contributes to the renormalization of the pairing vertex, U ′ term doesn’t play a role. In
total, there are 16 gap components (if we count ∆ab and ∆ba as separate variables), i.e., there
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Figure 2.4: Diagrams for the renormalization of the components of pairing order parameter.
Only diagrams for ∆aaSC are shown; the diagrams for the renormalization of other order
parameters ∆bbSC , ∆
f1f1
SC , ∆
f2f2
SC , ∆a˜a˜SC , ∆b˜b˜SC , ∆a˜b˜SC and ∆abSC are obtained in a similar way.
The notations are the same as in Fig. 2.2.
are 16 coupled equations. By obvious reasons, the equations decouple between s−wave and
d−wave channels. With our choice of variables in Eq. (2.12), d−wave component necessary
has dx2−y2 symmetry. [To analyze the coupling in dxy channel one has to introduce different
set of variables like ∆aaSC sin θ cos θ, etc.]
The presence of large number of components normally implies that there exist non-zero
eigenvalues in different subsets of s−wave and dx2−y2 channels (e.g., s++ and s+−), and
one has to verify which sub-channel wins. However, we found that in in our case there is no
such competition as eigenvalues are non-zero only in the s++ and dx2−y2 channels. These
two non-zero eigenvalues are
λs++ = −2U
Πaapp + Πa˜a˜pp + 2Πffpp
4 +
Πbbpp + Πb˜b˜pp
4

λdx2−y2 = −U
Πaapp + Πa˜a˜pp + 4Πffpp
4 +
Πbbpp + Πb˜b˜pp
4 +
Πabpp + Πa˜b˜pp
2
 (2.13)
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where Πijpp are particle-particle susceptibilities made out of fermions from band i and j
with momenta k and −k, defined such that Πijpp > 0. Note that cross-terms ∆abSC cos θ sin θ
only contribute to d−wave channel, and for this channel ∆abSC = −∆a˜b˜SC . We recall that
U = −2g for the model of Eq. (2.4). Then λs++ and λdx2−y2 are both positive, i.e., both
channels are attractive. For small g, the pairing instability occurs at small Tc, and the
largest contributions to λ in both channels comes from Πaapp , Πa˜a˜pp , and Πffpp , which scale
as 1W log(
W
T ). Other Πijpp do not diverge at T = 0, however, because b and b˜ bands are
flat over a wide range of momenta, and the band energies in this flat region are of order
0  W , Πbbpp and Πb˜b˜pp both scale as 10 ∼ 1W W0  1W . The other two polarization bubbles
Πabpp and Πa˜b˜pp ∼ 1W , i.e., are much smaller. Keeping only 1W log(WT ) terms, we find that
λs++ > λdx2−y2 , i.e., the leading instability in the particle-particle channel is towards s
++
state. The dx2−y2 channel is attractive, but subleading to s++. This result holds when we
include Πbbpp and Πb˜b˜pp, because the prefactor for Πbbpp and Πb˜b˜pp is larger in the s++ channel.
Then, the attraction in the s++ channel is stronger than in dx2−y2 channel, no matter what
is Tc, as long as Tc W .
2.3.3 Interplay between AFO order and s-wave SC, the role of RG
Comparing λafo and λs++ we find that at the smallest g the system only develops an insta-
bility towards s++ SC at an exponentially small Tc. If the system is probed by varying g at
a given T ∼ 0, the selection is less obvious because the prefactor −2U + 4U ′ in the AFO
channel (Eq. (2.11)) is larger than −2U for λs++ in (2.13), while the combination of the po-
larization operators is obviously larger in the SC channel. This uncertainty goes away once
we include the renormalizations neglected in the ladder approximation. Specifically, if we
apply parquet RG technique for multi-band superconductors [20], we find that inter-orbital
repulsion U ′ > 0 gets renormalized in the particle-particle channel (but not in particle-hole
channel) and flows to zero under RG. This is similar to McMillan-Tolmachev renormaliza-
tion in conventional phonon superconductor [50]. As the consequence, the prefactor in λafo
becomes the same −2U as in λs++ . The polarization operators are larger in the SC channel,
hence in the ladder approximation, but with running U and U ′, s−wave pairing instability
has to develop first, i.e., at a smaller g than AFO order. This is consistent with the results of
QMC analysis. Another result of RG is that U , and, hence, the couplings in both s++ and
AFO channels get enhanced by the coupling to (pi, 0)/(0, pi) magnetic fluctuations [20, 48].
This enhancement is the strongest in the doping range when both hole and electron pockets
are small in size. Hence, the instability temperatures are maximized in this region. This
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again agrees with QMC results. We caution, however, that using Eqs. (2.11) and (2.13)
with the running couplings is an approximation not controlled by a small parameter. [11].
2.4 Summary
In this paper we analyzed instablities towards orbital order and superconductivity within
the two-orbital model for FeSCs, which has been recently studied in detail by QMC. We used
itinerant approach and argued that it is applicable because critical coupling g for orbital
and superconducting instabilities is parameterically smaller than the bandwidth. We found
that the leading instability in the orbital channel is towards AFO order with momentum
(pi, pi), while the one in the pairing channel is towards s++ SC, while dx2−y2 SC is close
second. We argued that, as g increases at a fixed T , the system first develops s++ SC order
and then, at a larger g, develops AFO order. The latter is confined to the range of fillings
when hole and electron pockets are small in size. The same two orders and the same phase
diagram has been recently detected in QMC studies. We view the agreement with unbiased
QMC as the indication that orbital and superconducting orders in FeSCs can be properly
accounted for within the itinerant scenario.
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3.1 Introduction
The interplay and competition between different types of electronic order is at the focus of
the research on iron based superconductors (FeSCs) [51, 53, 34, 52, 109]. In most FeSCs
superconductivity (SC) emerges out of a stripe spin-density-wave (SDW) state upon either
hole or electron doping, application of pressure, or by isovalent substitution of one pnictogen
atom by the other (e.g., As by P). The SDW phase is often preceded by the nematic phase,
in which the system breaks C4 rotational symmetry down to C2 but keeps spin-rotational
symmetry intact.
The nematic phase has been extensively studied both experimentally and theoreti-
cally [55, 27, 26, 31, 25, 43, 56, 132, 58, 59, 60, 40, 61, 10, 62, 63, 64]. The manifestations
of spontaneous C4 symmetry breaking include the anisotropy of resistivity [65, 66, 67], spin
susceptibility [68, 69, 70], and optical conductivity [71, 72], orthorhombic lattice distor-
tion [73, 74], and unequal occupation of Fe dxz and dyz orbitals [75, 76]. The majority of
researchers believe that nematicity is driven by electronic degrees of freedom rather than
by the lattice. There is no agreement, however, on the mechanism of the nematic order.
It can be a composite Ising-nematic magnetic order [129], preceding stripe SDW order, or
a quantum-disordered spin state, which breaks C4 symmetry [78] or a spontaneous orbital
order [55, 27, 26, 25, 43, 58, 10]. The Ising-nematic scenario likely applies to Fe-pnictides,
in which the nematic phase is located in a close proximity to a stripe SDW phase. However,
the application of this scenario to Fe-chalcogenide FeSe is questionable because in FeSe at
ambient pressure the nematic transition occurs at Ts = 85K, but there is no SDW transition
down to T = 0. The Ising-nematic scenario, particularly when combined with the idea of
a weak dispersion of spin excitations along one direction in momentum space [79], can still
be the explanation because Ts and TSDW do not have to be close to each other. However,
NMR [80, 81] and neutron scattering [82] experiments have found that the magnetic corre-
lation length does not show any notable enhancement around Ts, which would be generally
expected in the Ising-nematic scenario. Substantial SDW fluctuations have been detected
only at lower temperatures [83], or upon applying pressure [84], when the system eventually
develops an SDW order.
The fact that in FeSe at ambient pressure nematic order emerges without magnetism
fuelled speculations that in this system nematicity may be due to a spontaneous orbital
ordering. The most natural C4 symmetry-breaking orbital order is associated with unequal
occupation of dxz and dyz orbitals. In FeSe, these two orbitals are the building blocks for
the low-energy states near both hole and electron pockets. The electronic structure of FeSe
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consists of two Γ−centered hole pockets and two electron pockets centered at X = (pi, 0) and
Y = (0, pi) in the 1Fe Brillouin zone (BZ) (see Fig. 5.1). The Γ−centered hole pockets are
made out of dxz and dyz orbitals. The electron pockets are made out of these two orbitals
and the dxy orbital. More precisely, the pocket near X is made out of dyz and dxy orbitals,
and the one near Y is made out of dxz and dxy orbitals. Accordingly, one can introduce
three C4 breaking orbital order parameters. Two involve dxz and dyz orbitals: Γ1,h =∑
k d
†
xz(k)dxz(k)−d†yz(k)dyz(k) and Γ1,e =
∑
k d
†
xz(k+Y )dxz(k+Y )−d†yz(k+X)dyz(k+X),
and the third one, Γ2,e =
∑
k d
†
xy(k+Y )dxy(k+Y )−d†xy(k+X)dxy(k+X), describes unequal
occupation of the dxy orbital near X and Y electron pockets and induces an X/Y anisotropy
of the hopping integral for the dxy orbital [85]. Here and below the summation over k is
restricted to small k.
All three order parameters, Γ1,h, Γ1,e, and Γ2,e belong to the same B1g representation
of the point group D4h [45] and break the same C4 symmetry. The order parameter Γ1,h
gives rise to elliptical elongation of the two hole pockets and splits the two hole dispersions
at the Γ point. The order parameters Γ1,e and Γ2,e change the shape of electron pockets
and split the dispersions of dxz/dyz and dxy orbitals between X and Y pockets.
Recent ARPES experiments [12, 87, 88, 86] analyzed relative signs and magnitudes of
the three order parameters Γ1,h, Γ1,e, and Γ2,e, and the results of these experiments place
constraints on theoretical considerations. The ARPES data is taken in the 2-Iron Brillouin
Zone (2FeBZ), which is the physical BZ, because Se atoms in FeSe are located above and
below the Fe plane in a ches-type order. In the 2FeBZ, both electron pockets are located at
the M point (kx = ky = pi). Above Ts, dxz and dyz dispersions are degenerate at M , even in
the presence of spin-orbit coupling [45]. A non-zero Γ1,e splits the two dispersions by ±Γ1,e.
Similarly, the two dxy dispersions from X and Y pockets are degenerate at the M point
above Ts, but split in the nematic phase by ±Γ2,e. The authors of Refs. [[12]] reported
that they detected the splitting of both, dxz/dyz and dXxy/dYxy, bands at the M-point. Both
splittings are found to be around 15meV, what implies that the magnitudes of Γ1,e and
Γ2,e are nearly equal (|Γ1,e| ∼ |Γ2,e| ∼ 7.5 meV). These authors also reported that they
detected a 20 meV spin-orbit induced splitting of dxz and dyz bands at the Γ-point above
Ts, and that this splitting increases to 25 meV in the nematic phase. The full splitting at Γ
is ±
√
Γ2so + Γ21,h (Ref. [85]). Using this formula, one extracts from the data |Γso| = 10 meV
and |Γ1,h| = 7.5 meV. The outcome is that all three order parameters, Γ1,h, Γ1,e, and Γ2,e
have about the same magnitude of 7.5 meV. Other ARPES groups [87, 88, 86] interpreted
their data somewhat differently, and some reported larger Γ1,e, and Γ2,e. In a separate
development, the authors of Ref. [89] argued, based on their ARPES results, that Γ1,h and
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Γ1,e have opposite signs.
In this paper we analyze whether the near-equivalence of the magnitudes of Γ1,h, Γ1,e,
and Γ2,e and the sign difference between Γ1,h and Γ1,e can be understood theoretically. In
our theory, we obtain the ratios of the order parameters near Ts, when the magnitudes of
all condensates are small. We do find the near-equivalence of Γ1,e and Γ2,e and the sign
change between Γ1,h, and Γ1,e. The ratio of Γ1,h and Γ1,e comes out larger in our analysis
than in the ARPES data, but we caution that our calculations do not include spin-orbit
coupling, which by itself splits dxz and dyz orbitals at the Γ point.
Our analysis is build on recent parquet renormalization group (RG) studies of orbital
order in FeSCs. In Ref. [11], Chubukov, Khodas, and Fernandes (CKF) analyzed the
interplay between SDW, SC, and orbital order in two approximate 4-pocket models for
FeSe. In both models the hole pockets were treated without an approximation, but the
electron pockets were assumed to be made entirely out of dxz/dyz orbitals (model I), or
entirely out of dxy orbitals (model II). This was done to reduce the number of running RG
couplings to 14, down from 30 in the full model (see below). For both models, CKF found
that the leading instability upon lowering the temperature is towards an orbital order, the
subleading one is towards s+− superconductivity, and SDW order does not develop, despite
that the SDW susceptibility is the largest at the beginning of the RG flow. This hierarchy
of instabilities holds if the pockets are small enough and RG has a ”space” to run, i.e., there
is enough energy scales to integrate out.
CKF did find that the sign of Γ1,h is opposite to that of Γ1,e, in agreement with the
ARPES analysis in [89]. However, they could not explain the observed near-equivalence
between Γ1,e and Γ2,e at the M point because, by construction, in the two approximate
models studied by CKF, either Γ2,e = 0 (model I) or Γ1,e = 0 (model II).
In this paper we extend the analysis of CKF to the full 4-pocket, 3-orbital model of
FeSCs. The goal is two-fold: (1) verify whether the hierarchy of instabilities remains the
same as in the approximate models studied by CKF, and (2) see whether the relations
between Γ1,e,Γ1,h, and Γ2,e reproduce the ones extracted from the ARPES measurements.
The 4-pocket, 3-orbital low-energy model has been introduced by Cvetkovic and Vafek
in Ref. [45]. These authors have shown that the number of different symmetry-allowed
interactions between low-energy fermions is equal to 30. The initial values of all 30 couplings
are expressed via local Hubbard and Hund interactions U , U ′, J , J ′. But the couplings
evolve differently as one progressively integrates out fermions with higher energies, i.e., in
the process of the RG flow the system self-generates longer-range interactions. We derive
and analyze, both analytically and numerically, the set of 30 coupled parquet RG equations,
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which describe the flow of the couplings. We show that the flow is towards universal fixed
trajectories, along which the ratios between the couplings tend to fixed values. We then
derive another set of RG equations for the susceptibilities in different channels (SDW, SC,
orbital) and solve them using the running couplings as inputs [116, 120, 92, 118, 119]. We
identify the channel in which the system first develops an instability as the one where the
susceptibility diverges at the highest T , and, if critical T are the same in several channels,
as the one where the divergent susceptibility has the largest exponent.
We show that two of the universal fixed trajectories are stable, and that they are sepa-
rated by several unstable fixed trajectories. [The system approaches a stable fixed trajectory
from all directions within its basin of attraction, it approaches an unstable fixed trajectory
from some directions and moves away from it along other directions]. We argue that on
a stable fixed trajectory the system behavior effectively reduces to that of one of the two
models considered by CKF. Specifically, on one stable trajectory, interactions involving dxy
components of the electron pockets vanish compared to the interactions involving dxz (or
dyz) components (same as in model I of CKF), while along the other stable fixed trajectory
interactions involving dxz (or dyz) orbital components vanish compared to the interactions
involving dxy components (model II of CKF). Like we said, each of these two models yields
the same hierarchy of orderings (orbital order, then SC, but no SDW, if the pockets are small
enough). However, neither model I, nor model II, reproduces the observed near-equivalence
of Γ1,e and Γ2,e.
We next analyze the unstable fixed trajectories. In general, these trajectories are irrel-
evant for the RG analysis, because the RG flow moves the system away from these trajec-
tories towards the stable ones. In our case, however, the system behavior is more nuanced.
Namely, we show that there are several truly unstable fixed trajectories and one ”weakly
unstable” fixed trajectory with just one direction, along which the system eventually moves
away from it (i.e., the stability analysis yields one positive exponent). This weakly unstable
fixed trajectory is located in between the two stable fixed trajectories. We argue that under
RG the system first flows away from truly unstable trajectories towards the weakly unstable
trajectory, and then flows towards one of the two stable fixed trajectories. However, the
positive exponent, which characterizes how fast the system moves away from this trajectory,
is quite small. This implies that the weakly unstable fixed trajectory behaves as a stable one
nearly up to the very end of the RG flow, when the hierarchy of susceptibilities is already
established. We analyze the system behavior on this weakly unstable fixed trajectory and
obtain the same sequence of orderings as the two stable trajectories, i.e., the leading insta-
bility is towards C4-breaking orbital order, the subleading is towards s+− SC, and SDW
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order does not develop. In distinction to the stable fixed trajectories, however, now the
interactions involving dxz(dyz) and dxy orbital components on electron pockets are of the
same order. Therefore Γ1,h, Γ1,e, and Γ2,e all become non-zero once the orbital order sets in.
We solve the set of coupled equations for Γ1,h,Γ1,e, and Γ2,e on the weakly unstable fixed
trajectory and find that the magnitudes of Γ1,e, and Γ2,e are nearly equal, and the signs
of Γ1,h and Γ1,e are opposite. This is fully consistent with the ARPES data [12, 87, 89].
We view the agreement as an indication that the parquet RG analysis of the full 4-pocket,
3-orbital model is capable to reproduce not only the sequence of phase transitions in FeSe
upon lowering of temperature, but also the ARPES results for the magnitudes and signs of
the nematic orbital order parameters. At the same time, our analysis yields a larger ratio
of Γ1,h/Γ1,e than in the data. This may reveal a limited validity of the RG analysis. But
the discrepancy may also be due to the fact that, according to ARPES [12], the largest
splitting of dxz and dyz orbitals on hole pockets comes from spin-orbit coupling, which we
did not include into the analysis. We conjecture that the feedback from spin-orbit-induced
band splitting reduces the value of the orbital order parameter on hole pockets compared
to our result, which, we reiterate, is obtained neglecting spin-orbit interaction.
The paper is organized as follows. In Sec. 3.2 we discuss the generic 4-band, 3-orbital
model for FeSCs. We first present the kinetic energy and then introduce the 30 different
C4-symmetric interactions between low-energy fermions. We argue that the structure of the
interaction Hamiltonian remains invariant under RG, but the values of the couplings flow.
In Sec. 3.3 we derive and solve the set of 30 coupled differential RG equations for the flow
of the couplings. In Sec. 3.3.2 we analyze the fixed trajectories resulting from the solution
of the RG equations. Because the system behavior along the two stable fixed trajectories is
the same as in the two approximate models studied by CKF, we do not re-derive the results
here and instead focus on the system behavior along the weakly unstable fixed trajectory. In
Sec. 3.4 we discuss the RG flow of the susceptibilities in different channels and analyze the
hierarchy of the instabilities on the weakly unstable fixed trajectory. In Sec. 3.5 we discuss
the interplay between the three orbital order parameters Γ1,h,Γ1,e, and Γ2,e and compare
our results with the ARPES data. We present our conclusions in Sec. 3.6. Technical details
of the RG analysis are presented in the supplementary material.
In the complimentary work [15], we applied parquet RG to 5-band, 3-orbital model with
an additional dxy pocket at (pi, pi) in the 1Fe BZ (at Γ in the 2Fe BZ). We argued that in
some range of input parameters the fifth pocket does not affect the low-energy behavior,
and remains the same as in the 4-pocket, 3-orbital model.
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3.2 The Model
We consider a four-band model with two hole pockets at the center of the 1FeBZ and
two electron pockets at the zone edges, and keep the actual orbital content of low-energy
excitations near each pocket (See Fig. 5.1). Each of the two hole pockets have orbital
character alternating between dxz and dyz, with negligible contribution from dxy and other
orbitals. Of the two symmetry-related electron pockets, one is constructed from dxz and dxy
orbitals, the other from dyz and dxy orbitals, again with negligible contribution from other
orbitals. Below we first consider the effective model for the low-energy band structure and
then construct the interactions, consistent with the tetragonal crystal symmetry above the
nematic transition.
3.2.1 Effective model of the band structure
We follow the approach by Cvetkovic and Vafek, [45] who used Luttinger’s method of
invariants (also known as k·p theory) and symmetry constraints to construct the effective low
energy model of the band structure. We neglect spin-orbit coupling, assuming that is does
not affect the RG flow at energies above EF , and perform calculations in the unfolded 1FeBZ.
Because we are interested in the low-energy theory, fermions near different pockets are
treated as different species. Namely, we introduce a 6-component spinor ψ = (ψ1, . . . , ψ6)
(See Fig. 5.1). The components ψ1(k) and ψ2(k) are the Bloch states of pure dxz and dxy
orbital character, respectively, with momentum near Y (spin indices are omitted for clarity).
The components ψ3(k) and ψ4(k) are the Bloch states of pure dyz and dxy orbital character
near X, and ψ5(k) and ψ6(k) are the Bloch states of pure dyz and dxz orbital character
near Γ. We list pocket and orbital ”affiliations” of ψi in Table 5.1 (see also Fig.5.1). The
ψi Pocket Orbital
ψ1 Y dxz
ψ2 Y dxy
ψ3 X dyz
ψ4 X dxy
ψ5 Γ dyz
ψ6 Γ dxz
Table 3.1: Affiliation of ψi with a pocket and an orbital.
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ΓY
X
dxy(ψ2)
dxz(ψ1)
dyz(ψ3) dxy(ψ4)dyz(ψ5)
dxz(ψ6)
dxz
dyz
dxy
Figure 3.1: The Fermi surfaces in 1Fe BZ with the orbital content of the interactions. The
six ψ fields are introduced in the text.
non-interacting part of the effective Hamiltonian is expressed as
H0 =
∑
k,σ
ψ†σ(k)

hY (k)
hX(k)
hΓ(k)
ψσ(k) , (3.1)
In Eq. (3.1) and in what follows all momenta k are counted relative to the respective
high symmetry points Γ, X, or Y . The dxz dispersion at Y and the dyz dispersion at X
are doubly degenerate, and the dxy dispersions at X and Y are also degenerate (see left
panel in Fig. 3.16). These two degeneracies can be traced to the fact that chalcogen atoms
in Fe-chalcogenides (Se in FeSe) or pnictogen atoms in Fe-pnictides are located above or
below the Fe plane in chess-like order. In group theory language, this ”up-down” location
of chalcogen/pnictogen atoms implies that the symmetry group P4/nmm contains a glide
plain symmetry element. The corresponding symmetry operation is a mirror reflection
about the iron plane, followed by a translation by one lattice side along X or Y directions
in the 1FeBZ or, equivalently, along the half of the unit cell diagonal in the actual 2FeBZ
(see e.g., Ref. [45]). The symmetry group P4/nmm containing this glide plain symmetry
is a nonsymmorphic group and therefore all physical irreducible representations are two-
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dimensional at M point (X and Y point in 1FeBZ map to M point in 2FeBZ; see left panel
of Fig. 3.15), implying any states are doubly degenerate at M point. This is reflected in the
expressions for hX and hY in Eq. (3.1). We have
hY,X(k)=
(
1+ k
2
2m1±a1(k2y−k2x) −iv±(k)
iv±(k) 2+ k
2
2m2±a2(k2y−k2x)
)
(3.2)
where the upper sign is for the Y pocket and the lower one is for the X pocket, v+(k) =
v(2kx) +O(k3), v−(k) = v(−2ky) +O(k3), and v, 1,2, a1,2, and m1,2 are parameters, which
can be determined by fitting the band structure to ARPES data. The two pockets are
interchangeable under a 90◦ rotation, hX(kx, ky) = h∗Y (−ky, kx).
The hole pockets are described by the effective Hamiltonian
hΓ(k)=
(
3 − k22m3 + b(k2y − k2x) 2ckxky
2ckxky 3 − k22m3 − b(k2y − k2x)
)
. (3.3)
The parameters 3, m3, b and c are again determined by fitting the band structure to
ARPES data. Note that these parameters generally differ from the ones obtained by taking
tight-binding LDA dispersion and expanding it near Γ, X, and Y points, as Eqs. (5.5) and
(5.1) include regular self-energy corrections coming from high-energy fermions.
The band dispersions are obtained by diagonalizing the effective Hamiltonian Eq. (3.1).
The result is
H0 =
∑
k,σ
[c(k)c†kσckσ + d(k)d
†
kσdkσ
+f1(k)f
†
1,kσf1,kσ + f2(k)f
†
2,kσf2,kσ]
+g1(k)g
†
1,kσg1,kσ + g2(k)g
†
2,kσg2,kσ] (3.4)
The dispersions are
c(k) = 3 − k
2
2m3
+
√
b2
(
k2x − k2y
)2
+ 4c2k2xk2y
d(k) = 3 − k
2
2m3
−
√
b2
(
k2x − k2y
)2
+ 4c2k2xk2y
f1(k) =
1,Y + 2,Y
2 +
√(
1,Y − 2,Y
2
)2
+ 4v2k2x
g1(k) =
1,Y + 2,Y
2 −
√(
1,Y − 2,Y
2
)2
+ 4v2k2x
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f2(k) =
1,X + 2,X
2 +
√(
1,X − 2,X
2
)2
+ 4v2k2y
g2(k) =
1,X + 2,X
2 −
√(
1,X − 2,X
2
)2
+ 4v2k2y
(3.5)
where
1,Y (X) = 1 +
k2
2m1
± a1(k2y − k2x)
2,Y (X) = 2 +
k2
2m2
± a2(k2y − k2x)
(3.6)
(upper sign for Y , lower for X). The transformation from orbital basis to band basis is a
generalized rotation, (
ψ1(k)
ψ2(k)
)
=
(
cosφe,k −i sinφe,k
−i sinφe,k cosφe,k
)(
f1,k
g1,k
)
(3.7)
(
ψ3(k)
ψ4(k)
)
=
(
cosφ′e,k −i sinφ
′
e,k
−i sinφ′e,k cosφ
′
e,k
)(
f2,k
g2,k
)
(3.8)
(
ψ5(k)
ψ6(k)
)
=
(
cosφh,k sinφh,k
− sinφh,k cosφh,k
)(
ck
dk
)
(3.9)
The rotation angles φe,k, φ
′
e,k and φh,k depend on the parameters in hX , hY , and hΓ as
tan 2φe,k =
−4vkx
1,Y − 2,Y
tan 2φ′e,k =
4vky
1,X − 2,X
tan 2φh,k =
2ckxky
b(k2x − k2y)
(3.10)
Fermions labeled by f1 and f2 cross the Fermi level and form the electron pockets near
Y and X, respectively. Fermions labeled by c and d form the two hole pockets near Γ.
We call these fermions low-energy excitations. Fermions labeled by g1 and g2 are gapped
and do not cross the Fermi level. In principle, g1,2 fermions have to be included into the
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parquet RG analysis as the gap in their excitation spectrum is of order EF , which is the
lower edge of parquet RG analysis. To avoid dealing with too many couplings, we assume
that parameters are such that the gap in the spectra of g1 and g2 fermions is numerically
much larger than EF and treat these fermions as high-energy, in which case they are not
subjects of RG.
We make two additional assumptions to simplify the evaluation of the integrals below.
First, we assume that the hole pockets are circular rather than just C4-symmetric. This is
the case when c = b in Eq. (5.1). For circular hole pockets
c,d(k) = µh − k
2
2mc,d
, (3.11)
where µh = 3, mc = m3(1 − 2m3b),md = m3(1 + 2m3b), and the rotation angle φh,k
in (3.9) coincides with the angle θh between k and X axis along the hole Fermi surfaces.
Second, on electron pockets we set cosφe,k = A0 cos θe, sinφe,k =
√
1−A20 cos2 θe, and
cosφ′e,k = −A0 sin θe, sinφ
′
e,k =
√
1−A20 sin2 θe, where θe is the angle between k and X
direction on both electron Fermi surfaces and 1/
√
2 < A0 < 1. This parametrization is
indeed an approximation, but it is consistent with symmetry, and we verified numerically
(see Fig. 3.2) that it matches quite accurately the actual φe,k and φ
′
e,k from Eq. (3.10), at
least for the parameters of the tight-binding dispersion listed in Ref. [45]. The condition
A0 > 1/
√
2 follows from the fact that 1,Y (X) and 2,Y (X) must cross at some value of
θe to ensure that over some range along each of the electron pockets the largest spectral
weight comes from the dxz(dyz) orbital, while over the rest of the pockets the largest spectral
weight comes from dxy orbital. (A larger value of A0 would mean a larger total weight of the
dxz(dyz) orbital on an electron pocket). These two approximations simplify the evaluation
of angular integrals later in the paper, but they do not affect the structure of RG equations
and the interplay between susceptibilities in different channels. Expanding the dispersions
of f1 and f2 fermions in Eq. (3.5) in powers of momenta, we find that electron pockets are
elliptical, and the dispersions near these pockets are
f1,f2(k) =
k2x
2mx,y
+
k2y
2my,x
− µe. (3.12)
The parameters mx,y and µe are determined by Eqn. (3.5).
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Figure 3.2: Approximation for the transformation matrix between orbital and band basis.
Solid line – the actual cos2 φe,k from Eq. (3.10). Dashed line – (A0 cos θe)2, where θe is the
angle along an electron pocket.
3.2.2 The interactions
We now move to the interaction part of the Hamiltonian. We can either derive the 4-fermion
part of the Hamiltonian by using symmetry arguments, or just depart from the model with
local Hubbard-Hund interactions. In the notations of Ref. [19], we have
Hint =
U
2
∑
i,µ
ni,µni,µ +
U ′
2
∑
i,µ 6=µ′
niµniµ′
+ J2
∑
i,µ′ 6=µ
∑
σσ′
ψ†iµσψ
†
iµ′σ′ψiµσ′ψiµ′σ+
+ J
′
2
∑
i,µ′ 6=µ
ψ†iµσψ
†
iµσ′ψiµ′σ′ψiµ′σ . (3.13)
Here ψ†iµσ creates an electron on iron site Ri, in orbital state µ, and in spin state σ.
The operator ni,µ = ψ†i,µψi,µ is the density operator at an orbital µ at site i. U and U ′
are Hubbard intra-orbital and inter-orbital density interactions, J is the Hund’s exchange
coupling, and J ′ is the amplitude of the inter-orbital pair hopping. The Hamiltonian Hint
is invariant under SU(2) spin rotations.
The relation between the local operators, ψiµσ and orbital operators ψaσ(k) near Γ, X,
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and Y is
ψi,xz,σ =
1√
N
∑
k
eikRi
[
ψ1σ(k)eiQyRi + ψ6σ(k)
]
,
ψi,yz,σ =
1√
N
∑
k
eikRi
[
ψ3σ(k)eiQxRi + ψ5σ(k)
]
,
ψi,xy,σ =
1√
N
∑
k
eikRi
[
ψ2σ(k)eiQyRi + ψ4σ(k)eiQxRi
]
.
(3.14)
Substituting Eq. (3.14) in Eq. (3.13), we obtain the interaction Hamiltonian in the orbital
representation:
Hint
=U1
∑′ [
ψ†1σψ1σψ
†
6σ′ψ6σ′ + ψ
†
3σψ3σψ
†
5σ′ψ5σ′
]
+ U¯1
∑′ [
ψ†1σψ1σψ
†
5σ′ψ5σ′ + ψ
†
3σψ3σψ
†
6σ′ψ6σ′
]
+U˜1
∑′ [
ψ†2σψ2σψ
†
6σ′ψ6σ′ + ψ
†
4σψ4σψ
†
5σ′ψ5σ′
]
+ ˜˜U1
∑′ [
ψ†4σψ4σψ
†
6σ′ψ6σ′ + ψ
†
2σψ2σψ
†
5σ′ψ5σ′
]
+U2
∑′ [
ψ†1σψ6σψ
†
6σ′ψ1σ′ + ψ
†
3σψ5σψ
†
5σ′ψ3σ′
]
+ U¯2
∑′ [
ψ†1σψ5σψ
†
5σ′ψ1σ′ + ψ
†
3σψ6σψ
†
6σ′ψ3σ′
]
+U˜2
∑′ [
ψ†2σψ6σψ
†
6σ′ψ2σ′ + ψ
†
4σψ5σψ
†
5σ′ψ4σ′
]
+ ˜˜U2
∑′ [
ψ†2σψ5σψ
†
5σ′ψ2σ′ + ψ
†
4σψ6σψ
†
6σ′ψ4σ′
]
+U32
∑′ [
ψ†1σψ6σψ
†
1σ′ψ6σ′ + ψ
†
3σψ5σψ
†
3σ′ψ5σ′ + h.c.
]
+ U¯32
∑′ [
ψ†1σψ5σψ
†
1σ′ψ5σ′ + ψ
†
3σψ6σψ
†
3σ′ψ6σ′ + h.c.
]
+ U˜32
∑′ [
ψ†2σψ6σψ
†
2σ′ψ6σ′ + ψ
†
4σψ5σψ
†
4σ′ψ5σ′ + h.c.
]
+
˜˜U3
2
∑′ [
ψ†2σψ5σψ
†
2σ′ψ5σ′ + ψ
†
4σψ6σψ
†
4σ′ψ6σ′ + h.c.
]
+U42
∑′ [
ψ†5σψ5σψ
†
5σ′ψ5σ′ + ψ
†
6σψ6σψ
†
6σ′ψ6σ′
]
+ U¯42
∑′ [
ψ†5σψ6σψ
†
5σ′ψ6σ′ + ψ
†
6σψ5σψ
†
6σ′ψ5σ′
]
+U˜4
∑′
ψ†5σψ5σψ
†
6σ′ψ6σ′ +
˜˜U4
∑′
ψ†5σψ6σψ
†
6σ′ψ5σ′
+U52
∑′ [
ψ†1σψ1σψ
†
1σ′ψ1σ′ + ψ
†
3σψ3σψ
†
3σ′ψ3σ′
]
+ U¯52
∑′ [
ψ†1σψ3σψ
†
1σ′ψ3σ′ + h.c.
]
+ U˜5
∑′
ψ†1σψ1σψ
†
3σ′ψ3σ′ +
˜˜U5
∑′
ψ†1σψ3σψ
†
3σ′ψ1σ′
+U62
∑′ [
ψ†2σψ2σψ
†
2σ′ψ2σ′ + ψ
†
4σψ4σψ
†
4σ′ψ4σ′
]
+ U¯62
∑′ [
ψ†2σψ4σψ
†
2σ′ψ4σ′ + h.c.
]
+U˜6
∑′
ψ†2σψ2σψ
†
4σ′ψ4σ′ +
˜˜U6
∑′
ψ†2σψ4σψ
†
4σ′ψ2σ′
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+ U¯72
∑′ [
ψ†1σψ2σψ
†
1σ′ψ2σ′ + ψ
†
3σψ4σψ
†
3σ′ψ4σ′ + h.c.
]
+U˜7
∑′ [
ψ†1σψ1σψ
†
2σ′ψ2σ′ + ψ
†
3σψ3σψ
†
4σ′ψ4σ′
]
+ ˜˜U7
∑′ [
ψ†1σψ2σψ
†
2σ′ψ1σ′ + ψ
†
3σψ4σψ
†
4σ′ψ3σ′
]
+ U¯82
∑′ [
ψ†1σψ4σψ
†
1σ′ψ4σ′ + ψ
†
2σψ3σψ
†
2σ′ψ3σ′ + h.c.
]
+U˜8
∑′ [
ψ†1σψ1σψ
†
4σ′ψ4σ′ + ψ
†
2σψ2σψ
†
3σ′ψ3σ′
]
+ ˜˜U8
∑′ [
ψ†1σψ4σψ
†
4σ′ψ1σ′ + ψ
†
2σψ3σψ
†
3σ′ψ2σ′
]
, (3.15)
where
U1 = U2 = U3 = U4 = U5 = U6 = U¯6 = U˜6 = ˜˜U6 = U,
U¯1 = U˜1 = ˜˜U1 = U˜4 = U˜5 = U˜7 = U˜8 = U ′,
U¯2 = U˜2 = ˜˜U2 = ˜˜U4 = ˜˜U5 = ˜˜U7 = ˜˜U8 = J,
U¯3 = U˜3 = ˜˜U3 = U¯4 = U¯5 = U¯7 = U¯8 = J ′. (3.16)
In Eq. (3.15) the momentum arguments of the fermion operators ki, i = 1, 2, 3, 4 are omitted
and the summation is over spin indices σ, σ′ and momenta, subject to the momentum
conservation condition ∑4i=1 ki = 0.
The next step is to realize that Eq. (3.15) with arbitrary prefactors is the most gen-
eral form of the interaction for the 4-band, 3-orbital model, consistent with the C4 lattice
symmetry. The C4 symmetry implies that the four-fermion Hamiltonian must be invariant
under the transformation ψ1 ↔ ψ3, ψ2 ↔ ψ4, ψ5 ↔ ψ6. One can easily check that each
term in (3.15) is C4-symmetric on its own. Then the coupling constants do not have to be
bound by the relations (5.14).
This reasoning implies that Eq. (3.15) is the most generic form of fermion-fermion in-
teraction for a model with not necessarily local interactions. The total number of different
terms in Eq. (3.15) is 30, hence there are 30 independent coupling constants. This num-
ber was first reported in Ref. [45]. At a bare level, the couplings may be related, as in
Eq. (5.14). However, once we integrate out fermions with energies above a certain cutoff,
all 30 coupling constants renormalize differently. As a result the conditions set by Eq. (5.14)
do not hold for the running couplings. We also verified explicitly that no new interactions
are generated by the RG flow, i.e., the terms which we present in Eq. (3.15) exhaust all
possible symmetry allowed interactions between low-energy fermions. In RG language this
implies that the theory is renormalizable.
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3.3 Renormalization group (RG) analysis
Like we said, we will use the parquet RG technique to analyze the flow of the couplings. The
RG technique is generally applicable when interactions in some channels evolve logarithmi-
cally with the running energy. Ladder RG is applicable when there is only one channel with
logarithmic interactions (e.g, the Cooper channel). The parquet RG is applied when there
is more than one channel, in which the renormalization of the coupling is logarithmic.
Parquet RG was first introduced in field-theory [95]. In condensed matter it was success-
fully used to map the phase diagram of one-dimensional systems, where logarthmic renor-
malizations are present in both particle-particle and particle-hole channels [96], and was
also applied to several 2D systems, e.g., to the 2D σ-model [97], fermions near a van-Hove
singularity in the dispersion [98], and bilayer graphene [99]. The leading logarithmic con-
tributions at each order of perturbation are represented by the so-called parquet diagrams.
The RG technique allows one to express infinite series of logarithmic renormalizations by
differential equations for fully renormalized vertices.
The application of parquet RG to FeSCs has been discussed before [100]. Like we
said, the new key element of our analysis is the inclusion of the orbital content of the
excitations around the Fermi pockets. We refer to earlier literature for details and here
just state the two main reasons to use parquet RG for FeSCs. First, the very fact that
hole and electron dispersions have opposite signs implies that the renormalizations in the
particle-hole channel at momenta separating hole and electron pockets are logarithmic at
energies between the bandwidth and the Fermi energy. Nesting does not play a crucial role
here as the two dispersions have opposite sign with or without nesting. Nesting (the near
equivalence between hole and electronic dispersions, up to a sign) extends the logarithmic
renormalizations in the particle-hole channel to energies smaller than EF (down to energies
of order |µh − µe|), but at such low energies parquet RG is already not applicable as particle-
particle and particle-hole channels no longer ”talk” to each other. Second, the logarithm in
the particle-particle channel is not the Cooper logarithm (which comes from fermions in the
near vicinity of the Fermi surfaces), but the one associated with the renormalization of the
scattering amplitude in 2D (Ref. [101]). In this respect, the pairing instability within the
parquet RG is actually towards a bound state formation of two particles. In a one-band 2D
system, the actual superconducting Tc would be much smaller than this temperature [102]
However, in our case, when hole and electron bands are both present, the temperature, at
which bound pairs develop, and the actual superconducting Tc are of the same order [103].
By this reason we will not distinguish between a bound state formation (which develops
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within parquet RG) and a true superconductivity.
In the calculations below we assume that the bare values of the interactions are small
compared to the bandwidth and restrict the analysis to one loop parquet RG. We show
that some interactions grow in the process of the RG flow, i.e., the system flows towards
strong coupling. If we set the bare interactions to be larger, the system will more rapidly
flow towards strong coupling, and the temperature of the leading instability will increase.
In FeSe the leading instability is at Ts = 85K ∼ 8 meV. This temperature is two orders of
magnitude smaller than the bandwidth W ∼ 1 eV. We consider the smallness of Ts/W as at
least partial justification to apply the RG procedure. At the same time we caution that our
approximation of the dispersions of the bands which cross the Fermi level by parabolas is
not well justified, as other bands hybridize with dxz, dyz, and dxy bands already at energies
below W . These additional bands, however, affect only the value of the upper cutoff for
parquet RG, but not the outcome of the RG flow.
3.3.1 RG equations for the interactions
In this Section we derive and solve the set of parquet RG equations for the interactions.
The derivation of 30 coupled RG equations is a cumbersome but straightforward procedure.
As we said, solving one-loop parquet RG equations is equivalent to summing up all leading
logarithmic contributions originating from both particle-particle and particle-hole channels.
Like in BCS theory, logarithms come from internal energies larger, in logarithmic sense,
than the external ones. To logarithmic accuracy we set all external frequencies to be of
the same order E and set external momenta kext to be of order (2mE)1/2. We obtain
the interactions Ui(kext) by integrating first over internal frequency and then over internal
momentum between
√
2mW and (2mE)1/2.
As an example, we derive the RG equations for the interactions U˜4 and ˜˜U4. The renor-
malizations of these couplings are given by diagrams shown in Fig. 3.3. Evaluating the
diagrams, we obtain
U˜4(kext) = −
ˆ √2mW
kext
d2k
4pi2 (U˜
2
4 (k) + ˜˜U24 (k))
×
ˆ
d
2piGψ5;ψ5(i,k)Gψ6;ψ6(−i,−k)
−
ˆ √2mW
kext
d2k
4pi2 2U˜4(k)
˜˜U4(k)
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U˜4
ψ5 ψ5
ψ6 ψ6
= U˜4 U˜4
ψ5 ψ5
ψ6 ψ6
ψ5
ψ6
+ ˜˜U4
˜˜U4
ψ5 ψ5
ψ6 ψ6
ψ6
ψ5
+
ψ5
ψ6
U˜4
˜˜U4
ψ6
ψ5
ψ5 ψ5
ψ6 ψ6
+
ψ6
ψ5
˜˜U4 U˜4
ψ5
ψ6
ψ5 ψ5
ψ6 ψ6
˜˜U4
ψ5 ψ6
ψ5ψ6
= U˜4
˜˜U4
ψ5 ψ6
ψ5ψ6
ψ5
ψ6
+ ˜˜U4 U˜4
ψ5 ψ6
ψ5ψ6
ψ6
ψ5
+
ψ5
ψ6
U˜4 U˜4
ψ6
ψ5
ψ5 ψ6
ψ5ψ6
+
ψ6
ψ5
˜˜U4
˜˜U4
ψ5
ψ6
ψ5 ψ6
ψ5ψ6
Figure 3.3: The diagrams for the renormalizations of U˜4 and ˜˜U4. The propagators are
identified by their label. Note that there are contributions involving Green’s functions
which are non-diagonal in the orbital index.
×
ˆ
d
2piGψ5;ψ6(i,k)Gψ6;ψ5(−i,−k), (3.17)
˜˜U4(kext) = −
ˆ √2mW
kext
d2k
4pi2 2U˜4(k)
˜˜U4(k)
×
ˆ
d
2piGψ5;ψ5(i,k)Gψ6;ψ6(−i,−k)
−
ˆ √2mW
kext
d2k
4pi2 (U˜
2
4 (k) + ˜˜U24 (k))
×
ˆ
d
2piGψ5;ψ6(i,k)Gψ6;ψ5(−i,−k). (3.18)
where Gψi;ψj (i,k) = −i〈Tψi(,k)ψ†j(,k)〉. To select the logarithms, we use Eq. (3.9)
and re-express Gψi;ψj (i,k) in terms of Green’s functions of band operators (in this case
operators c and d), Gc,d(i,k) = 1/(i − c,d(k)). Integrating over frequency, introducing
the logarithmic variable
L = log W
k2ext/2m
= log W
E
(3.19)
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and combing the equations (3.17) and (3.18), we obtain
U˜4(L)± ˜˜U4(L) = −A±
ˆ L
0
dL′
(U˜4(L′)± ˜˜U4(L′))2
4pi (3.20)
where
A± =
[
1
8(mc +md) +
3
8
4mcmd
mc +md
± 18
(mc −md)2
mc +md
]
. (3.21)
Note that A± > 0. Differentiating in (3.20) over the upper limit, we obtain
4pid(U˜4 ±
˜˜U4)
dL
= −A±(U˜4 ± ˜˜U4)2 (3.22)
Solving the equations for U˜4 + ˜˜U4 and U˜4 − ˜˜U4, we find that both interactions flow to zero
under RG, provided that at the bare level U˜4 > ˜˜U4. Using Eq. (5.14) for the bare couplings,
we see that this holds if U ′ > J . We assume in this paper that this condition is satisfied. If
it is not satisfied, the conclusions will be different [104].
Because both U˜4 and ˜˜U4 vanish under RG for any A+ and A−, i.e., for any ratio of
mc/md, as long as both masses are non-zero, below we set mc = md = mh to reduce the
number of parameters in the RG equations. By the same reason we also set mx = my = me,
i.e., approximate electron pockets as circular. Keeping mc 6= md and mx 6= my only
complicates the formulas but does not lead to any novel system behavior. With these
approximations, Eq. (3.22) simplifies to
4pid(U˜4 ±
˜˜U4)
dL
=−Ah(U˜4 ± ˜˜U4)2 (3.23)
where Ah = mh.
Using the same reasoning, we obtain eight similar-looking RG equations
4pidU˜5
dL
=−A′e(U˜25 + ˜˜U25 )
4pid
˜˜U5
dL
= −2A′eU˜5 ˜˜U5
4pidU˜6
dL
=−A′′e (U˜26 + ˜˜U26 )
4pid
˜˜U6
dL
= −2A′′e U˜6 ˜˜U6
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4pidU˜7
dL
=4pid
˜˜U7
dL
= −A˜e(U˜7 + ˜˜U7)2,
4pidU˜8
dL
=−A′′′e (U˜28 + ˜˜U28 )
4pid
˜˜U8
dL
= −2A′′′e U˜8 ˜˜U8, (3.24)
where
A˜e = me
ˆ
dθe
2pi cos
2 φe,k sin2 φe,k
A
′
e = me
ˆ
dθe
2pi cos
2 φe,k cos2 φ
′
e,k
A
′′
e = me
ˆ
dθe
2pi sin
2 φe,k sin2 φ
′
e,k
A
′′′
e = me
ˆ
dθe
2pi cos
2 φe,k sin2 φ
′
e,k . (3.25)
and we remind that we set cosφe,k = A0 cos θe, sinφe,k =
√
1−A20 cos2 θe, and cosφ
′
e,k =
−A0 sin θe, sinφ′e,k =
√
1−A20 sin2 θe, where 1/
√
2 < A0 < 1. The different A’s in Eq. (3.25)
all scale as me and are functions of A0. One can easily see from Eq. (3.24) that the couplings
U˜j and ˜˜Uj with j = 5, 6, 8 flow to zero (upper panel in Fig. 3.4) if the bare values U˜j and
˜˜Uj are positive and bare U˜j ≥ ˜˜Uj , which is the case when U ′ > J . Like we said, we assume
that this holds.
The RG equations for U˜7 and ˜˜U7 are somewhat different compared to the other six
equations in Eq. (3.24). The reason is that the couplings U˜7 and ˜˜U7 are density-density
and exchange couplings for dxz and dxy (or dyz and dxy) orbital components on the same
pockets. Because only one combination of these orbitals forms the band which crosses the
Fermi level, the difference U˜7 − ˜˜U7 does not flow under RG. [The situation is similar to the
case of RG flow of U˜4 and ˜˜U4 when one of the masses vanishes and A− becomes equal to
zero]. Solving the RG equations for U˜7 and ˜˜U7, we find that these two couplings tend to
finite values under RG, U˜7 = − ˜˜U7 = const. We will see that the other couplings increase
under RG, and in comparison the couplings U˜7 and ˜˜U7 become negligible (compare the
lower panel in Fig. 3.4 and Fig. 3.5).
Performing an analogous diagrammatic analysis for the remaining 20 couplings, we ob-
tain 20 coupled RG equations. We write these equations below for dimensionless couplings,
which we introduce as follows:
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Figure 3.4: Representatrive RG flow of some of 10 decoupled interactions. The upper panel
shows the flow of U˜4 and ˜˜U4. Both flow to zero under RG. The flow of U˜5 and ˜˜U5, U˜6 and
˜˜U6, and U˜8 and ˜˜U8 are similar. The lower panel shows the flow of U˜7 and ˜˜U7. Both flow to
small but finite values under RG.
u1,2 =
A
4piU1,2 , u¯1,2 =
A¯
4pi U¯1,2 ,
u˜1,2 =
A˜
4pi U˜1,2 ,
˜˜u1,2 =
A˜
4pi
˜˜U1,2 ,
u3 =
AC
4pi U3 , u¯3 =
A¯C¯
4pi U¯3 , u˜3 =
A˜C˜
4pi U˜3 ,
˜˜u3 =
A˜C˜
4pi
˜˜U3 ,
u4 =
Ah
4pi U4 , u¯4 =
Ah
4pi U¯4 , u5 =
Ae
4piU5 , u¯5 =
Ae
4pi U¯5 ,
u6 =
A¯e
4piU6 , u¯6 =
A¯e
4pi U¯6 ,
50
u¯7 =
√
AeA¯e
4pi U¯7 , u¯8 =
√
AeA¯e
4pi U¯8 , (3.26)
where
A = A¯ = 2memh
me +mh
ˆ
dθ
2picos
2φe,k
A˜ = 2memh
me +mh
ˆ
dθ
2pisin
2φe,k
Ae = me
ˆ
dθ
2pi cos
4 φe,k
A¯e = me
ˆ
dθ
2pi sin
4 φe,k
(3.27)
and
C = C¯ =
√
AhAe
A
= me +mh2√memh
√´
dθ
2pi cos4 φe,k´
dθ
2pi cos2 φe,k
C˜ =
√
AhA¯e
A˜
= me +mh2√memh
√´
dθ
2pi sin4 φe,k´
dθ
2pi sin2 φe,k
(3.28)
We also introduce the ratio
E = A˜e√
AeA¯e
=
´
dθ
2pi cos2 φe,k sin2 φe,k√´
dθ
2pi cos4 φe,k
´
dθ
2pi sin4 φe,k
. (3.29)
With these notations the 20 coupled RG equations read
u˙1 = u21 + u23/C2
˙¯u1 = u¯21 + u¯23/C2
˙˜u1 = u˜21 + u˜23/C˜2
˙˜˜u1 = ˜˜u21 + ˜˜u23/C˜2
u˙2 = 2u1u2 − 2u22
˙¯u2 = 2u¯1u¯2 − 2u¯22
˙˜u2 = 2u˜1u˜2 − 2u˜22
˙˜˜u2 = 2˜˜u1 ˜˜u2 − 2˜˜u22
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u˙3 = −u¯3u¯5 − u3u5 − u˜3u¯7 − ˜˜u3u¯8
− E(u˜3u5 + ˜˜u3u¯5 + u3u¯7 + u¯3u¯8)
− u3u4 − u¯3u¯4 + 4u1u3 − 2u2u3
˙¯u3 = −u¯3u5 − u3u¯5 − ˜˜u3u¯7 − u˜3u¯8
− E(u˜3u¯5 + ˜˜u3u5 + u¯3u¯7 + u3u¯8)
− u3u¯4 − u¯3u4 + 4u¯1u¯3 − 2u¯2u¯3
˙˜u3 = −u3u¯7 − u¯3u¯8 − u˜3u6 − ˜˜u3u¯6
− E(u3u6 + u¯3u¯6 + u˜3u¯7 + ˜˜u3u¯8)
− u˜3u¯4 − ˜˜u3u4 + 4u˜1u˜3 − 2u˜2u˜3
˙˜˜u3 = −u¯3u¯7 − u3u¯8 − ˜˜u3u6 − u˜3u¯6
− E(u¯3u6 + u3u¯6 + ˜˜u3u¯7 + u˜3u¯8)
− u˜3u4 − ˜˜u3u¯4 + 4˜˜u1 ˜˜u3 − 2˜˜u2 ˜˜u3
u˙4 = −u23 − u¯23 − u˜23 − ˜˜u23 − E(2u3u˜3 + 2u¯3 ˜˜u3)− u24 − u¯24
˙¯u4 = −2u3u¯3 − 2u˜3 ˜˜u3 − E(2u3 ˜˜u3 + 2u¯3u˜3)− 2u4u¯4
u˙5 = −u25 − u¯25 − u¯27 − u¯28 − E(2u5u¯7 + 2u¯5u¯8)− u23 − u¯23
˙¯u5 = −2u5u¯5 − 2u¯7u¯8 − E(2u¯5u¯7 + 2u5u¯8)− 2u3u¯3
u˙6 = −u¯27 − u¯28 − u26 − u¯26 − E(2u6u¯7 + 2u¯6u¯8)− u˜23 − ˜˜u23
˙¯u6 = −2u¯7u¯8 − 2u6u¯6 − E(2u¯6u¯7 + 2u6u¯8)− 2u˜3 ˜˜u3
˙¯u7 = −u5u¯7 − u¯5u¯8 − u¯6u¯8 − u6u¯7
− E(u5u6 + u¯5u¯6 + u¯27 + u¯28)− u3u˜3 − u¯3 ˜˜u3
˙¯u8 = −u5u¯8 − u¯5u¯7 − u¯6u¯7 − u6u¯8
− E(u5u¯6 + u¯5u6 + 2u¯7u¯8)− u3 ˜˜u3 − u¯3u˜3. (3.30)
where u˙ = dudL . The three parameters in this RG set, C, C˜, and E depend on the ratio of
hole and electron masses mh/me and on A0. We remind that A0 determines over which
portion of the electron Fermi surface the dxy orbital component is stronger than the dxz
(dyz) component.
The analysis of the set shows that couplings grow under the RG and diverge at a finite
critical L = L0 (see Fig. 3.5). Physically this scale can be seen as a temperature of order
We−L0 . This signals an instability of the normal state. The symmetry that is actually
broken at L0 has to be determined by comparing the susceptibilities in different channels.
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We will do this after we analyze the flow of the couplings.
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Figure 3.5: Representative RG flows of some of the 20 coupled interactions. The flow of
eight couplings is shown. All couplings diverge at L = L0. In the particular case we show
here L0 = 16.47.
3.3.2 Fixed trajectories of the RG equations
A stable fixed trajectory is the solution for ui, to which the system flows from all directions
as L tends to the critical value L0. Each fixed trajectory has a basin of attraction in the
space of bare interactions. A fixed trajectory is universal in the sense that the system
behavior on this trajectory does not depend on the initial conditions. The latter only
determine how fast the system approaches a given fixed trajectory. We will show that in
our case there are two stable fixed trajectories.
An unstable fixed trajectory is approached from some directions, but along other di-
rections the system moves away from it (i.e., the stability analysis for deviations from an
unstable fixed trajectory yields at least one positive exponent). Unstable fixed trajectories
are located in between stable fixed trajectories and in general are irrelevant for the RG
analysis because the RG flow moves the system away from these trajectories towards the
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stable ones. In our case, however, we show that there is one weakly unstable fixed trajectory
with just one positive exponent, whose value is small. In this situation, a weakly unstable
fixed trajectory behaves, for practical purposes, as a stable one because deviations from it
become relevant only near the end of the RG flow, when the hierarchy of susceptibilities is
already established. By this reason, below we treat the two stable and one weakly unstable
fixed trajectories on equal footing.
As a first step, we verified, both analytically and numerically, that along stable and
weakly unstable trajectories
u1 = u¯1, u˜1 = ˜˜u1, u2 = u¯2, u˜2 = ˜˜u2,
u3 = u¯3, u˜3 = ˜˜u3, u4 = u¯4, u5 = u¯5,
u6 = u¯6, u¯7 = u¯8 ≡ u7. (3.31)
Specifically, we verified that if we set initially u1 6= u¯1, the difference between the two
running couplings will decrease in the process of the RG flow.
Eq. (3.31) allows one to reduce the 20 RG equations from Eq. (3.30) to 10 equations:
u˙1 = u21 + u23/C2 ˙˜u1 = u˜21 + u˜23/C˜2
u˙2 = 2u1u2 − 2u22 ˙˜u2 = 2u˜1u˜2 − 2u˜22
u˙3 = −2u3u5 − 2u˜3u7 − E(2u˜3u5 + 2u3u7)
− 2u3u4 + 4u1u3 − 2u2u3
˙˜u3 = −2u3u7 − 2u˜3u6 − E(2u3u6 + 2u˜3u7)
− 2u˜3u4 + 4u˜1u˜3 − 2u˜2u˜3
u˙4 = −2u23 − 2u˜23 − E(4u3u˜3)− 2u24
u˙5 = −2u25 − 2u27 − E(4u5u7)− 2u23
u˙6 = −2u27 − 2u26 − E(4u6u¯)− 2u˜23
u˙7 = −2u5u7 − 2u6u7 − E(2u5u6 + 2u27)− 2u3u˜3. (3.32)
Along the fixed trajectories, the couplings grow (and diverge at L = L0), but their
ratios tend to universal constant values. We introduce such ratios by selecting, say, u1, and
writing ui = γiu1, u˜i = γ˜iu1, etc. We then set γi to be constants and solve the algebraic
equations for γi. The solutions yield non-divergent γi if u1 is one of the most strongly
divergent couplings. If some γi come out infinite, we select another coupling as the primary
one and repeat the procedure until all γi are non-divergent. We then check the stability of
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the solution by expanding around it to linear order and solving for the deviations δuj . The
deviations behave as δγj =
∑
mAmj( 1L0−L)
βm (m = 1, 2, ..., 10). If all βm are negative, the
trajectory is fully stable. If one or more βm > 0, the trajectory is unstable. Like we said,
we call a trajectory weakly unstable if only one βm > 0 and its value is numerically small.
Carrying out this procedure, we obtain two stable fixed trajectories and one weakly
unstable trajectory. We present technical details of our analysis in the supplementary
material (see Sec. 3.7.1). For the two stable fixed trajectories, we find
u1(L) =
1
1 + γ23/C2
1
L0 − L,
γ˜1 = γ2 = γ˜2 = γ˜3 = γ6 = γ7 = 0,
γ3 = +C
√
−1 + 8C2 + 4
√
1− C2 + 4C4,
γ4 = γ5 = 1− 2C2 −
√
1− C2 + 4C4 (3.33)
for the one and
u˜1(L) =
1
1 + γ˜23/C˜2
1
L0 − L,
γ1 = γ2 = γ˜2 = γ3 = γ5 = γ7 = 0,
γ˜3 = +C˜
√
−1 + 8C˜2 + 4
√
1− C˜2 + 4C˜4,
γ4 = γ6 = 1− 2C˜2 −
√
1− C˜2 + 4C˜4.
(3.34)
for the other.
Along the first fixed trajectory, the interactions U˜1, U2, U˜2, U˜3, U6, and U7 become neg-
ligible compared to interactions U1, U3, U4, and U5. Going back to Eq. (3.15), we find that
this separation between the couplings implies that the interactions involving dxy compo-
nents on electron pockets vanish compared to interactions involving dxz or dyz components.
In other words, the electron pockets can be effectively approximated as pure dxz (the Y
pocket) and pure dyz (the X pocket). Along the second fixed trajectory, the situation is
opposite – the interactions involving dxz or dyz orbital components on electron pockets van-
ish compared to interactions involving dxy components. In this case, both electron pockets
can be effectively approximated as pure dxy. These two situations correspond to the two
approximate models, considered in Ref. [11] – model I and II, respectively.
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Additionally, we found a new fixed trajectory not present in the approximate models.
This new fixed trajectory is formally an unstable one, but it is weakly unstable, with only
one unstable direction. Furthermore the corresponding positive exponent is numerically
small, e.g., β1 = 0.10 for mh/me = 1 and A0 = 0.8. On this fixed trajectory the couplings
behave as
u˜1 = u1 =
1
1 + γ23/C2
1
L0 − L > 0,
γ2 = γ˜2 = 0
γ3/C = γ˜3/C˜,
γ4, γ5, γ6, γ7 < 0 (3.35)
The values of the couplings γ3, γ4, γ5, γ6 and γ7 depend on the three parameters C, C˜,
and E, defined in Eqs. (3.28) and (3.29), which in turn depend on the ratios of hole and
electron masses and on A0. The analytical formulas for γi are somewhat involved and we
present them in the supplementary material (see Sec. 3.7.1). For mh/me = 1 and A0 = 0.8,
the numbers are γ3 = 9.62, γ4 = −14.69, γ5 = −5.50, γ6 = −3.74, γ7 = −4.56.
The key feature of this fixed trajectory is that now interactions involving dxz/dyz and
dxy orbital components of the electron pockets remain of the same order and both grow
under RG. We will see below that, as a consequence, an instability towards orbital order
leads to simultaneous appearance of three order parameters, two involving dxz/dyz orbitals
on hole pockets and on electron pockets, and one involving dxy orbitals on the electron
pockets. We argue below that all three orbital order parameters are required to explain
recent ARPES data on FeSe [12].
3.4 Scaling of susceptibilities and the hierarchy of phase tran-
sitions
In this section we analyze the hierarchy of instabilities, which break different symmetries.
For this we introduce auxiliary order parameter fields in different channels. We obtain the
RG equations for the vertices, which couple the corresponding auxiliary fields to fermions,
and solve them using the running couplings as inputs. We then express the running suscep-
tibilities χi(L) in terms of running vertices and obtain the expressions for χi(L) in different
channels. Similar procedure was applied to other problems [99, 128]. The divergence of the
susceptibility in a particular channel signals an instability towards developing a long-range
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order in this channel. We will see that not all susceptibilities diverge as L approaches L0.
For divergent susceptibilities, we compare the exponents and select the channel, in which
the the exponent is the largest, as the one where the leading instability occurs.
Below we consider SDW, charge-density-wave (CDW), superconducting, and orbital
channels. The interplay between the susceptibilities in these channels on the the two stable
fixed trajectories is the same as in the two approximate models considered in Ref. [11].
We will not repeat the analysis here and focus on the system behavior along the weakly
unstable fixed trajectory.
3.4.1 SDW and CDW order parameters
The SDW order introduces a spatial modulation at wave-vectors X = (pi, 0) and/or Y =
(0, pi) and breaks spin SU(2) symmetry. If SDW order develops at a single wave-vector,
X or Y , it in addition breaks the C4 lattice rotational symmetry (the stripe order). If
the modulations at X and Y wave-vectors coexist, the resulting checkerboard SDW order
preserves the C4 lattice symmetry. In the RG approach we perform a linear stability analysis
of the paramagnetic state, i.e. we analyze the behavior of susceptibilities at temperatures
above the one for the leading instability. By symmetry, SDW susceptibilities at X and Y
are equivalent in the paramagnetic (non-nematic) phase. To distinguish between stripe and
checkerboard orders one has to include non-linear couplings between the X and Y SDW
order parameters [132]. This analysis is beyond the scope of our RG analysis.
In a multi-orbital system, the orbital content must be included in the classification of
different order parameters in terms of irreducible representations of the symmetry group of
the lattice. Specifically, for a tetragonal lattice, the SDW order parameters must come in
degenerate pairs because an SDW order parameter at the wave-vector X transforms into
an SDW order parameter at the wave-vector Y under a rotation by pi/2. In addition, SDW
order parameters split into two distinct groups, depending on whether the order parameter
is diagonal or off-diagonal in the orbital index [45]. The SDW order in the first group
gives rise to a finite magnetization on Fe ions, while for the order in the second group the
magnetization vanishes on Fe sites, but is finite on pnictogen or chalcogen ions (on Se ions in
FeSe). In our case the first group contains two elements (SDW involving dxz or dyz orbitals)
and the second group contains six elements (between dxz at Γ and dyz at X, or dxy at X
or dxy at Y , and between dyz at Γ and dxz at Y , or dxy at Y or dxy at X). Accordingly, we
introduce eight auxiliary fields s(0)i(i′), i = 1, . . . , 4, choose them to be along the z direction
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for definiteness, and couple them to fermions as
HSDW =∑
k
[s(0)1 · ψ†1,α(k)σα,βψ6,β(k) + s(0)1′ · ψ†1,α(k)σα,βψ5,β(k)
+ s(0)2 · ψ†2,α(k)σα,βψ5,β(k) + s(0)2′ · ψ†2,α(k)σα,βψ6,β(k)
+ s(0)3 · ψ†3,α(k)σα,βψ5,β(k) + s(0)3′ · ψ†3,α(kσα,βψ6,β(k)
+ s(0)4 · ψ†4,α(k)σα,βψ6,β(k) + s(0)4′ · ψ†4,α(k)σα,βψ5,β(k)
+ h.c.] (3.36)
We recall that in our notations ψ1(k) and ψ6(k) are Bloch states of pure dxz character at
Y and at Γ, ψ3(k) and ψ5(k) are the Bloch states of pure dyz character at X and at Γ, and
ψ2(k) and ψ4(k) are the Bloch states of pure dxy character at Y and at X, respectively. The
field s(0)1 (s
(0)
3 ) couples to intra-orbital SDW order parameters on dxz (dyz) Fe orbitals, The
intra-orbital SDW at Y and at X are related by C4 lattice rotation, and the susceptibilities
with respect to s(0)1 and s
(0)
3 must be equal by symmetry. The other four auxiliary fields
couple to inter-orbital SDW. By symmetry, the susceptibilities with respect to s(0)1′ and s
(0)
3′
and with respect to s(0)2(2′) and s
(0)
4(4′) must coincide.
The RG equations for the flow of the running auxiliary fields si(i′) away from the bare
values s(0)i(i′) from Eq. (3.36) are obtained in the same way as the flow of the couplings – by
analyzing diagrams with renormalizations of s(0)i(i′) due to the interactions. In general, s
(0)
i(i′)
are complex fields, whose real part Re si(i′) describes the actual SDW, and whose imaginary
part Im si(i′) describes spin currents. We analyzed RG flows for both Re si(i′) and Im si(i′)
and found that the RG equations for the two decouple, and in the process of the RG flow,
Re si(i′) becomes larger than Im si(i′), even if the bare values of the two are comparable.
For brevity, we then only consider the flow of Re si(i′) and skip “Re” in the formulas below.
The RG equations describing the renormalization of s1, s1′ , s2, and s2′ are (see Fig. 3.6)
ds1
dL
= s1
(
u1 +
u3
C
)
ds2
dL
= s2
(
u˜1 +
u˜3
C˜
)
ds1′
dL
= s1′
(
u¯1 +
u¯3
C
)
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s1
=
ψ1
ψ1
U1
ψ6
ψ6
s1
+
ψ1
ψ6
U3
ψ6
ψ1
s1
s
(0)
1 s
(0)
1
χSDW
=
ψ6
ψ1
s1 s1
Figure 3.6: The diagrams for the renormalization of the SDW vertex(upper panel) and the
susceptibility(lower panel).
ds2′
dL
= s2′
(
˜˜u1 +
˜˜u3
C˜
)
. (3.37)
On the fixed trajectories, the running couplings satisfy Eq. (3.31), and the RG equations
for si and si′ become identical. We emphasize that this equivalence is the property of the
fixed trajectories of the RG flow of the couplings rather than the consequence of tetragonal
symmetry. The latter only guarantees that the vertices s3(3′) and s4(4′) satisfy the same
parquet RG equations as s1(1′) and s2(2′), respectively.
On the weakly unstable fixed trajectory the couplings are related by Eq. (3.35). Ex-
pressing u3(L) in terms of u1(L) and using u1(L) = 11+γ23/C2
1
L0−L we obtain from the first
equation in (3.37)
s1(L) ∝ s(0)1 (
1
L0 − L)
1+γ3/C
1+γ23/C
2
. (3.38)
The running susceptibility χSDW,1(L) is represented within RG by the bubble diagram with
fully renormalized side vertices. We emphasize that both vertices should be treated as the
running ones (see Fig. 3.6). The RG equation for χSDW,1(L) is then
(s(0)1 )2
dχSDW,1
dL
= s21 . (3.39)
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Solving this equation we obtain
χSDW,1(L) = (
1
L0 − L)
αSDW,1 , (3.40)
where the scaling exponent αSDW,1 is given by
αSDW,1 = 2
1 + γ3/C
1 + γ23/C2
− 1. (3.41)
Performing the same calculations for χSDW,2(L) we obtain
χSDW,2(L) ∝ ( 1
L0 − L)
αSDW,2 (3.42)
with
αSDW,2 = 2
1 + γ˜3/C˜
1 + γ˜23/C˜2
− 1 (3.43)
Using the fact that on the weakly unstable fixed trajectory γ3/C = γ˜3/C˜ (see Eq. (3.35)),
we find
αSDW,2 = αSDW,1 ≡ αSDW . (3.44)
By C4 symmetry, the other susceptibilities χSDW,i(i′)(L) have the same exponent αSDW,1′ =
αSDW,3 = αSDW,3′ = αSDW,2′ = αSDW,4 = αSDW,4′ = αSDW . We plot αSDW along with the
exponents in other channels in Fig. 3.10.
We also analyzed the susceptibility in the CDW channel at the same momentum X
and Y . We found (see Sec. 3.7.3.1 in the supplementary material) that along the weakly
unstable fixed trajectory different CDW components are degenerate and the susceptibility
exponent in the CDW channel is the same as in the SDW channel, i.e.,
αCDW = αSDW . (3.45)
3.4.2 Superconducting order parameters
To study superconductivity we analyze the response to the auxiliary intra-orbital pairing
fields ∆(0)i , i = 1, . . . , 6 and inter-orbital pairing fields ∆
(0)
1,2, ∆
(0)
3,4, ∆
(0)
5,6. These 12 auxiliary
fields couple to 12 distinct singlet superconducting order parameters which one can construct
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out of dxz, dyz, and dxy orbitals:
H
(0)
SC =∑
kσ
[∆(0)1 ψ
†
1,σ(k)ψ
†
1,−σ(−k) + ∆(0)2 ψ†2,σ(k)ψ†2,−σ(−k)
+ ∆(0)3 ψ
†
3,σ(k)ψ
†
3,−σ(−k) + ∆(0)4 ψ†4,σ(k)ψ†4,−σ(−k)
+ ∆(0)5 ψ
†
5,σ(k)ψ
†
5,−σ(−k) + ∆(0)6 ψ†6,σ(k)ψ†6,−σ(−k)
+ ∆(0)1,2ψ
†
1,σ(k)ψ
†
2,−σ(−k) + ∆(0)3,4ψ†3,σ(k)ψ†4,−σ(−k)
+ ∆(0)5,6ψ
†
5,σ(k)ψ
†
6,−σ(−k) + h.c.] (3.46)
The parameters ∆(0)i and ∆
(0)
ij play the role of bare superconducting vertices with zero total
momenta in the particle-particle channel. We label the full vertices as ∆i and ∆i,j , without
the superscript.
Like we did in the SDW case, we first obtain and solve the RG equations for the vertices
and then use the results to obtain the exponents for superconducting susceptibilities. For
symmetry analyses it is useful to introduce the symmetrized combinations ∆1±∆3, ∆2±∆4,
and ∆5 ± ∆6. These combinations transform as A1g (B1g) representations of the D4h
point group of a tetragonal lattice. Similarly, the combinations ∆re(im)1,2 = ∆1,2 ± ∆∗1,2,
∆re(im)3,4 = ∆3,4 ±∆∗3,4 and ∆re(im)5,6 = ∆5,6 ±∆∗5,6 transform as A2g (B2g) representations of
the D4h group. Because the interaction is a D4h scalar, renormalizations do not mix vertices
from different representations. As a result, all symmetrized combinations, belonging to
different representations, decouple and flow separately under RG.
The derivation of RG equations proceeds in the same way as for SDW vertices. We show
the corresponding diagrams in Fig. 3.7. The RG equations for particle-particle vertices in
the A1g channel on the weakly unstable fixed trajectory are
d
dL

∆1 + ∆3
∆2 + ∆4
∆5 + ∆6
 = M

∆1 + ∆3
∆2 + ∆4
∆5 + ∆6
 , (3.47)
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where
M =

−2(u5 + Eu7) −2(
√
Ae
Ae
u7 +
√
Ae
Ae
Eu5) −2(
√
Ah
Ae
u3)
−2(
√
Ae
Ae
u7 +
√
Ae
Ae
Eu6) −2(u6 + Eu7) −2(
√
Ah
Ae
u˜3)
−2(
√
Ae
Ah
u3 +
√
Ae
Ah
Eu˜3) −2(
√
A¯e
Ah
u˜3 +
√
A¯e
Ah
Eu3) −2u4
 (3.48)
We solve the RG equations by taking the interactions ui to be on the weakly unstable
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=
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ψ6
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ψ6
ψ6
+
ψ6
U¯4
ψ6
∆6
ψ6
ψ6
ψ5
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+
ψ5
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∆5
ψ6
ψ6
U¯4 +
ψ5
ψ5∆5
ψ6
ψ6
U4
ψ6
ψ6
+
ψ4
ψ4
∆4
ψ6
ψ6
˜˜U3 +
ψ4
ψ4∆4
ψ6
ψ6
U¯3
ψ3
ψ3
+
ψ3
ψ3
∆3
ψ6
ψ6
U¯3 +
ψ3
ψ3∆3
ψ6
ψ6
˜˜U3
ψ4
ψ4
+
ψ2
ψ2
∆2
ψ6
ψ6
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ψ2∆2
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ψ1
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∆1
ψ6
ψ6
U3 +
ψ1
ψ1∆1
ψ6
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U˜3
ψ2
ψ2
Figure 3.7: The diagraamatic representation of the renormalizations of the vertices in SC
channel.
fixed trajectory, (3.35). The diagonalization of the 3 × 3 matrix yields three independent
combinations of A1g vertices, corresponding to three eigenvalues: eαu1, eβu1 and eγu1.
Solving the three independent RG equations we obtain
∆µ(L) ∝
( 1
L0 − L
) eµ
1+γ23/C
2
, (3.49)
where µ = α, β, γ. We choose the solution with the largest exponent, which corresponds to
the largest eigenvalue eSC = max{eα, eβ, eγ}. For the corresponding susceptibility we then
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obtain χSC(L) ∝ 1/(L0 − L)αSC , where
αSC = 2
eSC
1 + γ23/C2
− 1 . (3.50)
The values eα,β,γ depend on our three parameters C, C˜, and E, which, we recall, depend on
A0 and mh/me. We obtain the largest exponent αSC numerically and show it in Fig. 3.10
as a function of A0 along with the exponents in the other channels. The corresponding A1g
order parameter is plotted in Fig. 3.12 as a function of the angle along the Fermi surfaces.
The order parameter has opposite signs on electron and hole Fermi surfaces, i.e. the gap
structure is s+−.
We also analyzed the three other superconducting channels B1g, A2g and B2g, and
found that the vertices and susceptibilities in these channels do not diverge. In the B1g
channel, the analog of the 3 × 3 matrix for ∆1 − ∆3, ∆2 − ∆4, and ∆5 − ∆6 vanishes
on the weakly unstable fixed trajectory, because the corresponding couplings vanish (see
Eq. (3.31)). The vertices in A2g and B2g channels describe inter-orbital pairing. These
vertices are renormalized via the interactions U˜4, ˜˜U4, U˜7 and ˜˜U7. For our choice U ′ > J ,
these interactions renormalize to zero under RG, hence the corresponding vertices do not
increase.
3.4.3 Orbital order parameters
We consider orbital order parameters with zero transferred momentum. In the band basis,
an instability leading to condensation of any of such orbital order parameters is a Pomer-
anchuk instability. A non-s-wave Pomeranchuk order breaks the rotational symmetry of
the lattice but does not break the translational invariance. The reconstruction of the Fermi
surfaces for a d-wave (B1g) Pomeranchuk order is shown in Fig. 3.11.
To analyze the susceptibilities in the orbital channel we again introduce auxiliary fields,
this time real charge fields Γ(0)i and complex charge fields Γ
(0)
i,j . The coupling of auxiliary
fields to fermions is described by
HPom =
∑
kσ
[
Γ(0)1 ψ
†
1,σ(k)ψ1,σ(k) + Γ
(0)
2 ψ
†
2,σ(k)ψ2,σ(k)
+Γ(0)3 ψ
†
3,σ(k)ψ3,σ(k) + Γ
(0)
4 ψ
†
4,σ(k)ψ4,σ(k)
+Γ(0)5 ψ
†
5,σ(k)ψ
†
5,−σ(k) + Γ
(0)
6 ψ
†
6,σ(k)ψ6,σ(k)
+(Γ(0)1,2ψ
†
1,σ(k)ψ2,σ(k) + Γ
(0)
3,4ψ
†
3,σ(k)ψ4,σ(k)
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+Γ(0)5,6ψ
†
5,σ(k)ψ6,σ(k) + h.c.)
]
. (3.51)
The coefficients Γ(0)i and Γ
(0)
i,j are bare vertices with zero momentum in the particle-hole
charge channel. We label dressed vertices by the same Γi and Γi,j , but without the
superscript. We introduce symmetrized combinations Γ1 ± Γ3, Γ2 ± Γ4, and Γ5 ± Γ6,
which transform as A1g (B1g) representations of the D4h group, and the combinations
Γre(im)1,2 = Γ1,2 ± Γ∗1,2, Γre(im)3,4 = Γ3,4 ± Γ∗3,4 and Γre(im)5,6 = Γ5,6 ± Γ∗5,6, which transform as
A2g (B2g). Combinations belonging to different representations again decouple in the RG
equations.
The renormalization of the vertices in the orbital (Pomeranchuk) channels is different
from the ones in SDW and superconducting channels, because the particle-hole susceptibility
at zero momentum transfer is non-logarithmical. Still, the renormalization involves the
running couplings ui(L). One can demonstate (see Ref. [106]) for details), that the
renormalization of Γi(L) and Γij(L) comes from internal energies comparable to L. As
a consequence, the vertices at a scale L are expressed in terms of interactions ui at the same
scale L.
We now need to select diagrammatic series for Γi. In SDW and superconducting channels
the RG flow of the vertices is given by series of ladder diagrams. The selection of these
diagrams is rigorously justified within the one-loop RG. For the Pomeranchuk vertices, there
are no logarithms and hence no parameter to select a particular set of diagrams. We choose,
without proof, the same set of ladder diagrams as for SDW and superconducting channels
(see Fig. 3.8). Within this approximation, the equations for the dressed Pomeranchuk
vertices are 
Γ1 − Γ3
Γ2 − Γ4
Γ5 − Γ6
=MB1g

Γ1 − Γ3
Γ2 − Γ4
Γ5 − Γ6
+

Γ(0)1 − Γ(0)3
Γ(0)2 − Γ(0)4
Γ(0)5 − Γ(0)6
 (3.52)

Γ1 + Γ3
Γ2 + Γ4
Γ5 + Γ6
=MA1g

Γ1 + Γ3
Γ2 + Γ4
Γ5 + Γ6
+

Γ(0)1 + Γ
(0)
3
Γ(0)2 + Γ
(0)
4
Γ(0)5 + Γ
(0)
6
 (3.53)
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Figure 3.8: The diagramatic representation of the renormalization of the vertices in the
Pomeranchuk channel.
where
MB1g =

−2u5 −2 A˜eAeu5 −2
Ah
A 1
−2 A˜e
Ae
u6 −2u6 −2AhA˜ 2
−2AeA 1 − 2 A˜eA˜ 2−2 A˜eA 1 − 2 A¯eA˜ 2 −2u4
 (3.54)
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and
MA1g=

−2u5 −2 A˜eAeu5 −8
Ah
A u1
−2 A˜e
Ae
u6 −2u6 −8AhA˜ u˜1
−8(AeA u1 + A˜eA˜ u˜1)−8(AeA u1 + A¯eA˜ u˜1) −2u4
. (3.55)
In Eqs. (3.54) and (3.55) we introduced
1 = u2 − u¯2 − 2(u1 − u¯1)
2 = u˜2 − ˜˜u2 − 2(u˜1 − ˜˜u1) . (3.56)
The ratios Ae/A, etc. are functions of A0 and mh/me.
In what follows, we focus on the instability in the B1g channel, which gives rise to a true
C4 breaking orbital order. Solving the 3×3 matrix equation for the three order parameters
Γ1,e = Γ1 − Γ3, Γ2,e = Γ2 − Γ4, Γ1,h = −(Γ5 − Γ6), we obtain
Γ1,e,Γ2,e,Γ1,h ∝ 1/(1− λu1) ∝ (LB1g − L)−1 , (3.57)
where λu1 is the largest eigenvalue of MB1g and
LB1g = L0 −
λ
1 + γ23/C2
. (3.58)
We verified that the largest eigenvalue of MB1g is positive. Then LB1g < L0, i.e., the
instability in the orbital channel occurs at a larger T than the one in the superconducting
channel. This, however, may be the artefact of our approximation, because the correction
to L0 in (3.58) is non-logarithmical and, strictly speaking, the difference between L0 and
LB1g is outside of the applicability of the one-loop RG analysis. Put it differently – at
L = LB1g , the running couplings become of order of one, i.e., one-loop RG is at the border
of its applicability. In this respect, the ladder approximation is a bit biased towards a
Pomeranchuk order (for a similar discussion of RG analysis for the 2D Hubbard model,
see Refs. [107, 108] We note, however, that, even if we neglect the difference between L0
ad LB1g , we still find that the exponent for the B1g Pomeranchuk vertices is βPom = 1.
Evaluating then the susceptibility in the Pomeranchuk channel we obtain
χB1g ∝ (L0 − L)−1, (3.59)
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i.e. the susceptibility exponent αPom = 1.
For completeness, we also considered A1g, A2g and B2g Pomeranchuk channels. The
divergence of the Pomeranchuk susceptibility in the A1g channel gives rise to a shift of the
chemical potential, with different magnitudes on hole and electron pockets [11]. It does
not, however, give rise to a true symmetry breaking as A1g symmetry is the same as the
symmetry of the tetragonal phase. In practice it implies that the divergence of the A1g
Pomeranchuk susceptibility is very likely cut by terms beyond RG. The order parameters
Γij in A2g and B2g channels are inter-pocket ones and do not break symmetry between x
and y directions. We discuss these orders in Sec. 3.7.3.3 in the supplementary material.
3.4.4 Comparative analysis of susceptibilities
The explicit results for the RG flow of susceptibilities in SC, SDW, and d-wave (B1g)
Pomeranchuk channels are presented in Fig. 3.9. We obtained this flow by selecting a
particular set of initial conditions, for which the RG flow moves the system towards the
weakly unstable fixed trajectory, solving for ui(L), and using these running couplings to
obtain L dependencies first of the vertices and then of the susceptibilities. We see the same
behavior as we obtained by analyzing the fixed trajectories. Namely, the susceptibility in
the Pomeranchuk channel becomes the largest at L ≈ L0 (even if we neglect the difference
between L0 ad LB1g). The susceptibility in the SC channel increases, but not as fast as
the Pomeranchuk susceptibility, and the susceptibility in SDW channel does not diverge at
L = L0.
To see more accurately the scaling behavior of various susceptibilities we compared the
exponents α in χ(L) ∝ 1/(L0 − L)α in SDW, SC, and Pomeranchuk channels for ui on
the weakly unstable fixed trajectory. We plot αi in Fig. 3.10 as function of A0 at fixed
mh/me and as function of mh/me at fixed A0. The value of αPom = 1 is independent on the
mh/me mass ratio and the parameter A0. The values of αSDW = αCDW and αSC weakly
depend on on A0 (and on mh/me). We see that αSC is positive, but smaller than one, and
αSDW = αCDW is negative. This is fully consistent with Fig. 3.9. The conclusion from both
figures is then that, upon increasing L (i.e., lowering the temperature), the first instability
occurs in the B1g Pomeranchuk channel and leads to a spontaneous orbital order which
breaks C4 rotational symmetry. Superconducting order develops at a lower temperature
(which will be further reduced due to a negative feedback from the orbital order), and SDW
and CDW orders do not develop down to T = 0.
We caution that this result only applies to systems for which L0 ≤ LF = logW/EF .
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Figure 3.9: The RG flow of susceptibilities as functions of the RG parameter L. The sus-
ceptibilities in the superconducting and Pomeranchuk channels diverges, while the one in
the SDW channel initially increases but remains finite as L approaches L0, which is slightly
to the right from the right boundary of the figure.
When LF < L0, the one-loop parquet RG runs up to L = LF , and the system generally
develops an instability in the channel in which the susceptibility is the largest at L = LF
(see Refs. [52, 11, 106]).
3.5 The structure of superconducting and orbital order pa-
rameters and implications for the experiments
The susceptibility analysis reveals instabilities towards superconducting and orbital order.
In this section we determine the structure of the corresponding order parameters and discuss
the implications of the orbital order for the band structure.
The magnitudes of different order parameters at T → 0 can only be obtained by solving
the full set of non-linear gap equations, which include a non-linear coupling between orbital
and superconducting orders. This accounts for the fact that, once orbital order develops
first, it tends to suppress the onset of superconducting order. This analysis is beyond the
scope of our RG study, in which we approach the instabilities from the disordered state
at higher T . Nevertheless, the RG analysis allows one to detect the symmetry of super-
conducting and orbital orders, and also find the ratios between different components of
superconducting and orbital order parameters near their onsets, i.e. between superconduct-
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Figure 3.10: The exponents αi for susceptibilities χ0 ∝ 1/(L0 − L)αi in SDW, SC, and
d-wave Pomeranchuk channels for interactions on the weakly unstable fixed trajectory, Eq.
(3.35). Upper panel – αi as functions of A0 at fixed mh/me = 1. Lower panel – αi as
functions of mh/me at fixed A0 = 0.8. A larger exponent means a faster divergence of the
susceptibility. We recall that A20 determines a relative weight of dxz(dyz) and dxy orbitals
along the electron pockets.
ing gaps on hole and electron pockets and between various xy and xz/yz components of the
orbital order parameter. We assume that the vertices ∆i for superconductivity and Γi for
orbital order (i = 1−6) in the equations Eqs. (3.47), (3.52), and (3.53), are proportional to
the corresponding condensates in the ordered phases. Furthermore we assume that, with
one exception, which we discuss below, the ratios between the components of ∆i and Γi
do not change between the onset of the order and lower T , at which they are measured by
ARPES and other techniques.
We consider the superconducting channel first and then analyze the orbital channel.
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Figure 3.11: Electron structure in the nematic state above and below the onset of B1g
Pomeranchuk instability. The two originally circular hole pockets (dashed lines) are dis-
torted into ellipses with orthogonal directions of elongation (solid lines). The electron pock-
ets at X and Y , originally of the same size and form (dashed lines), become inequivalent in
the presence of a nematic order (solid lines).
3.5.1 Superconducting order parameter
The vertices ∆i represent fermionic bilinears in the particle-particle channel in the orbital
basis. To obtain the superconducting order parameters on different pockets, we need to
convert these ∆i into band basis using the orbital-to-band transformation from Eq. (3.9).
For the SC order parameter on hole pockets we obtain
〈ckc−k〉 = 〈cos2 θhψ5(k)ψ5(−k) + sin2 θhψ6(k)ψ6(−k)
+ 12 sin 2θh(ψ5(k)ψ6(−k) + ψ6(k)ψ5(−k))〉
= cos2 θh∆5 + sin2 θh∆6 +
1
2 sin 2θh (∆5,6 + ∆6,5)
= ∆5 ≡ ∆h (3.60)
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and
〈dkd−k〉 = 〈sin2 θhψ5(k)ψ5(−k) + cos2 θhψ6(k)ψ6(−k)
+ 12 sin 2θh(ψ5(k)ψ6(−k) + ψ6(k)ψ5(−k))〉
= sin2 θh∆5 + cos2 θh∆6 +
1
2 sin 2θh (∆5,6 + ∆6,5)
= ∆5 ≡ ∆h (3.61)
The A1g SC order parameter on the electron pocket near Y is
〈f1,kf1,−k〉 = 〈cos2 φe,kψ1(k)ψ1(−k) + sin2 φe,kψ2(k)ψ2(−k)
+ 12 sin 2φe,k(ψ1(k)ψ2(−k) + ψ2(k)ψ1(−k))〉
= cos2 φe,k∆1 + sin2 φe,k∆2
= A20 cos2 θe∆1 + (1−A20 cos2 θe)∆2
= (A
2
0
2 ∆1 + (1−
A20
2 )∆2) +A
2
0
∆1 −∆2
2 cos 2θe
= ∆a,e + ∆b,e cos 2θe, (3.62)
where ∆a,e = ∆1A20/2 + ∆2(1−A20/2) and ∆b,e = (∆1−∆2)A20/2. The order parameter on
the electron pocket near X is obtained from (3.62) by pi/2 rotation:
〈f2,kf2,−k〉 = ∆a,e −∆b,e cos 2θe, (3.63)
The ratios of ∆h, ∆a,e, and ∆b,e are determined by extracting the components ∆1 =
∆3,∆2 = ∆4, and ∆5 = ∆6 from the matrix equation (3.47), i.e. from the solution which
corresponds to the largest eigenvalue of this matrix. We show the results for SC gaps on
hole and electron pockets on the weakly unstable fixed trajectory in Fig. 3.12. We see that
all three components ∆h,∆a,e, and ∆b,e are non-zero and of the same order. The two angle-
independent components ∆h and ∆a,e have opposite signs, i.e., the A1g order parameter
has s+− structure, as expected. We also see that ∆a,e > ∆b,e, i.e., there are no accidental
nodes on the electron pockets. We note by passing that on the stable fixed trajectories the
angular dependence of the gaps on the electron pockets becomes more pronounced.
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Figure 3.12: Superconducting gaps along the Fermi surfaces for the interactions on the
weakly unstable fixed trajectory. The solid blue line is the gap ∆h on the two hole pockets,
the dashed lines are the gaps on the electron pockets – the green one is the gap on the
Y pocket and red one is on the X pocket. The angle is counted anti-clockwise from kx
direction. We set mh/me = 1, A0 = 0.8.
3.5.2 Orbital order parameter
Long-range orbital order in our RG analysis emerges as a d−wave Pomeranchuk order. Such
an order leads to unequal occupations of dxz and dyz orbital states near hole and electron
pockets, and also to unequal occupations of dxy orbital states near X and Y electron pockets.
The three B1g order parameters in the orbital basis are Γ1,e = nYxz − nXyz, Γ1,h = nΓxz − nΓyz,
and Γ2,e = nYxy − nXxy. In our notations, Γ1,e = Γ1 − Γ3 = 2Γ1,Γ2,e = Γ2 − Γ4 = 2Γ2, and
Γ1,h = Γ6 − Γ5 = 2Γ6. Transforming from orbital to band basis, we obtain for electron and
hole densities
〈f †1,kf1,k〉 ∝ (
A20
2 Γ1 + (1−
A20
2 )Γ2) +A
2
0
Γ1 − Γ2
2 cos 2θe
≡ Γa,e + Γb,e cos 2θe
〈fdag2,k f2,k〉 ∝ (
A20
2 Γ3 + (1−
A20
2 )Γ4) + (A
2
0
Γ3 − Γ4
2 )cos2θe
= −(A
2
0
2 Γ1 + (1−
A20
2 )Γ2) +A
2
0
Γ1 − Γ2
2 cos 2θe
= −Γa,e + Γb,e cos 2θe
〈c†kck〉 ∝ cos2 θhΓ5 + sin2 θhΓ6 = − cos 2θhΓ6
72
0 π4 π2 3π4 π
-1
0
1
Angle
Γ
X pocket Y pocket
hole pocket c hole pocket d
Figure 3.13: d−wave Pomeranchuk order parameters (Eq. 3.64) for interactions on the
weakly unstable fixed trajectory. The order parameters on the hole pockets are shown by
solid lines, and the ones on the electron pockets by dashed lines. The cos 2θ form of order
parameters on the hole pockets deform C4-symmetric hole pockets into ellipses, with long
axis along orthogonal directions on the two pockets. Almost constant order parameters of
opposite sign on the two electron pockets make one pocket larger and the other smaller in
the nematic phase (see Fig. 3.11). The angle θ is counted anti-clockwise from kx direction.
We use mh/me = 1, A0 = 0.8 to determine the order parameters on the electron pockets.
The overall magnitude of the order parameters on the hole pockets was adjusted to be
comparable to that on the electron pockets.
〈d†kdk〉 ∝ cos2 θhΓ6 + sin2 θhΓ5 = cos 2θhΓ6, (3.64)
where Γa,e = Γ1A20/2 + Γ2(1 − A20/2) and Γb,e = (Γ1 − Γ2)A20/2. We show the order
parameters on hole and electron pockets in Fig. 3.13. Like in the superconducting case, we
extract the relations between Γ1, Γ2, and Γ6 from the matrix equation (3.54), i.e. from the
solution which corresponds to the largest eigenvalue.
Exactly on the weakly unstable fixed trajectory the 3 × 3 matrix MB1g decouples into
the 2× 2 set for Γ1 and Γ2 and a single equation for Γ6, because 1 and 2 in (3.54) vanish.
From the 2 × 2 set one can obtain the ratio Γ1/Γ2 = Γ1,e/Γ2,e. The ratio does depend on
A0, but is generally close to one (see Fig. 3.14). This result implies that the d−wave order
parameters made out of dxz/dyz orbitals and dxy orbitals at X and at Y pockets are nearly
equal. This is very different from the behavior on the two stable fixed trajectories, where
either Γ1 or Γ2 vanishes.
To obtain the ratios of the order parameters on hole and on electron pockets, e.g.
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Figure 3.14: The orbital order parameters on the electron pockets Γ1,e = nYxz − nXyz = 2Γ1
and Γ2,e = nYxy − nXxy = 2Γ2 as functions of A0 at fixed mh/me = 1 for interactions on
the weakly unstable fixed trajectory. Each order parameter determines the splitting of the
corresponding bands at M point in the 2Fe BZ.
Γ6/Γ1 = Γ1,h/Γ1,e, one needs to include the fact that in reality the system approaches a
fixed trajectory in the process of the RG flow, but is never strictly on the fixed trajectory,
i.e., 1 and 2 are small but non-zero. Analyzing the RG flow towards the weakly unstable
fixed trajectory, we find that Γ1,h/Γ1,e is negative and its magnitude is large.
3.5.3 Implications for experiments
We now compare our theoretical results with the experiments on FeSe, where at ambient
pressure a nematic order has been observed below 85K, and superconductivity has been
observed below 8K. This sequence of transitions is consistent with the outcome of our RG
analysis. We identify the nematic order with a spontaneous d−wave orbital order.
The most generic feature of d−wave orbital order is the elongation of the pockets due
to breaking of C4 lattice rotational symmetry down to C2. This effect is particularly pro-
nounced for the two hole pockets, which in the absence of orbital order are C4-symmetric.
Below the nematic transition, the pockets become elongated. In the 2Fe Brillouin zone,
where ARPES experiments are performed, one pocket becomes elongated along one BZ di-
agonal and the other along the other zone diagonal (see Fig. 3.15). Such an elongation has
been observed in ARPES experiments on FeSe by several groups [12, 86, 87]. In addition,
there is an elongation of electron pockets as well. In the 2Fe BZ the X and the Y electron
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pockets are centered at the same M point (Fig. 3.15). The two form an inner and outer
pocket that touch each other in the absence of spin-orbit coupling, but split in the presence
of such a coupling. The inner pocket predominantly consists of dxz and dyz orbital states,
the outer pocket is predominantly made out out of dxy orbital states. Above the nematic
transition both inner and outer pockets are C4-symmetric, but in the presence of orbital
order each pocket is elongated along the diagonal directions (Fig. 3.15).
Γ
M
Γ
M
Figure 3.15: Left panel – Fermi surfaces in 2Fe Brillouin zone above the nematic transition.
Each of the two hole pockets is C4 symmetric. The two electron pockets are centered at
M = (pi, pi) and form an inner and outer pockets. The inner pocket predominantly consists
of dxz and dyz orbital states, the outer pocket is predominantly made out out of dxy orbital
states. These pockets touch each other along k˜x = pi and k˜y = pi directions (k˜ is the
momentum in 2Fe BZ). Within our model, the location of the pockets in 2Fe BZ and their
dispersion can be obtained by a simple folding, i.e, by changing momentum components kx
and ky in the 1Fe BZ to k˜x = kx + ky and k˜y = ky − kx. Spin-orbit interaction, however,
splits the inner and the outer pockets. Right panel – the structure of hole and electron
pockets in the nematic phase in the 2Fe BZ.
The orbital order also affects the states away from the Fermi surface, in particular the
hierarchy of electronic states at high-symmetry Γ and M points in the 2Fe BZ. In the
absence of orbital order, the states at M are doubly degenerate even in the presence of
spin-orbit interaction [85] (left panel in Fig. 3.16). One degeneracy is between dxz and dyz
states, another is between two dxy states. In the 1Fe Brillouin zone one of the states in
each subset comes from the pocket at X, another from the pocket at Y. In the presence of
orbital order, these degenerate states split. The splitting of dxz/dyz states is 2Γ1,e(= 4Γ1),
the splitting of dxy states is 2Γ2,e(= 4Γ2). Assuming that one can extend the results of the
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RG analysis to the high-symmetry points, one can compare the ratios of the two splittings
between theory and experiment. In the RG analysis, either Γ1,e or Γ2,e vanish on the stable
fixed trajectories, but the ratio of the two is close to one on the weakly unstable fixed
trajectory (see Fig. 3.14).
ARPES data for Γ1,e/Γ2,e from different groups [12, 87, 88, 86] are similar but not
identical. We will use recent ARPES data from Ref. [12] for comparison. These authors
have found that the magnitudes of the splittings within dxz/dyz and dxy subsets are close
to each other – each is about 15 meV. In our notations, this implies that Γ1,e ≈ Γ2,e ≈ 7.5
meV. Such near-equal splitting is not reproduced on the two stable fixed trajectories, but it
is well reproduced on the weakly unstable fixed trajectory. We illustrate this in Figs. 3.16
and 3.17. We argue, based on this comparison, that the RG analysis does agree with the
ARPES data on the electron pockets, if, indeed, the parameters for FeSe are such that the
system is in the basin of attraction of the weakly unstable fixed trajectory.
The comparison with orbital order on the hole pockets requires more care. On one
hand, Suzuki et al reported [89], based on their ARPES data, that the signs of the dxz/dyz
order parameters on hole and electron pockets are opposite. This is consistent with the RG
result that on the weakly unstable fixed trajectory, as we found that Γ1,h and Γ1,e have
different signs [the same sign difference between Γ1,h and Γ1,e holds on the two stable fixed
trajectories [11]]. On the other hand, our RG analysis yields a larger magnitude of Γ1,h
than that of Γ1,e, and, hence, a larger splitting at the Γ point than that at the M point.
The authors of Ref. [12], meanwhile, argued that the splitting at Γ is comparable to that at
M . However, when comparing our RG result for Γ1,h with the measured splitting at Γ, one
has to bear in mind that our Γ1,h was obtained without spin-orbit coupling. Meanwhile,
Ref. [12] found that the splitting at Γ largely survives above the nematic transition and
hence is predominantly due to spin-orbit coupling, which is known to split the bands at Γ
already in the absence of an orbital order [85]. The Γ1,h ∼ 15 meV was extracted from the
ARPES data in Ref. [12] by detecting an additional splitting in the nematic phase at low
T . Because of this, a meaningful comparison of the magnitude of Γ1,h between experiment
and theory is only possible after the inclusion of spin-orbit interaction into the theoretical
analysis.
3.6 Conclusion
In this communication we reported the results of the parquet RG study of competing insta-
bilities in the full 2D four pocket, three orbital low-energy model for FeSCs. Our four-pocket
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Figure 3.16: The splittings in the band dispersions near the M point in the 2Fe BZ for
interaction on the weakly unstable fixed trajectory. The M point is taken as the origin of
the coordinates and the cut is along M − Γ (kx = ky = k). Left panel – above the nematic
transition. Right panel – in the nematic phase. Solid and dashed lines describe excitations
with near-pure and mixed orbital content, respectively.
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Figure 3.17: The same as in Fig. 3.16 but for interactions on one of the two stable fixed
trajectories. In this situation either the splitting between dxz/dyz bands or the splitting
between the two dxy bands vanishes.
model consists of two Γ- centered hole pockets, made out of dxz and dyz orbitals, and two
symmetry-related electron pockets centered at X = (pi, 0) and Y = (0, pi) points in the 1Fe
BZ and made out of dyz/dxy and dxz/dxy orbitals, respectively. We derived and analyzed
the RG flow of 30 couplings, which describe all symmetry-allowed interactions between low-
77
energy fermions. Despite that the number of couplings is large, we argued that there are
only two stable fixed trajectories of the RG flow and one weakly unstable trajectory with a
single unstable direction. On one stable trajectory the interactions involving dxz/dyz orbital
components on electron pockets vanish relative to interactions involving dxy components,
on the other interactions involving dxy orbital components vanish relative to dxz/dyz com-
ponents. On the weakly unstable trajectory, interactions involving dxz/dyz and dxy orbital
states on electron pockets remain comparable. The behavior along the two stable fixed
trajectories has been analyzed in Ref. [11]. In this work we analyzed the system behavior
along the weakly unstable trajectory. We argued, based on the analysis of susceptibilities
along this trajectory, that the leading instability upon lowering the temperature is towards
a three-component d-wave orbital nematic order. Two orbital components are the differences
between fermionic densities on dxz and dyz orbitals on hole pockets and on electron pockets,
Γ1,h = nΓxz − nΓyz, Γ1,e = nYxz − nXyz, the third one is the difference between the densities of
dxy orbitals on X and Y pockets, Γ2,e = nYxy − nXxy. In our RG analysis, the magnitudes
of Γ1,e and Γ2,e turn out to be nearly equal, and the sign of Γ1,h is opposite to that of
Γ1,e. We applied the results to FeSe and found both qualitative and quantitative agreement
with ARPES data [12, 87, 86, 89], specifically on the ratio of Γ1,e/Γ2,e. We argue, based
on this agreement and the fact that Fermi surfaces in FeSe are all small, that the nematic-
ity, observed in FeSe below 85K is likely the result of a spontaneous orbital order, which
is captured by RG. The situation in other Fe-pnictides, where either hole or/and electron
pockets are larger, is different, and there the nematic order is likely due to softening of
composite spin fluctuations. This last scenario gives rise to a two-step magnetic transition
into the stripe SDW state, with an intermediate Ising-nematic phase, in which C4 symmetry
is broken, but O(3) spin-rotation symmetry remains intact.
3.7 Supplementary material
3.7.1 Details of RG analysis on fixed trajectories
As we wrote in Sec. 3.3.2, the solution of the parquet RG equations leads to a divergence of
various couplings, which occurs in a universal way in the sense that the coupling ratios tend
to constants. These constants characterize the different solutions - the fixed trajectories -
of the flow. In the following we present the detailed solution of the parquet RG equations
and the stability analysis of the resulting fixed trajectories.
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3.7.1.1 Stable fixed trajectories
For the first fixed trajectory we rewrite all couplings in terms of the ratios γi, γ˜i as ui = γiu1,
u˜i = γ˜iu1. This leads to flow equations for the ratios u1 dγidL =
d
dLui−γi ddLu1 and analogously
for γ˜i. A fixed trajectory is set by conditions dγidL = 0. In our case
u˙1 = u21 + u23/C2
γ˜1(1 + γ23/C2) = γ˜21 + γ˜23/C˜2
γ2(1 + γ23/C2) = 2γ2 − 2γ22
γ˜2(1 + γ23/C2) = 2γ˜1γ˜2 − 2γ˜22
γ3(1 + γ23/C2) = −2γ3γ5 − 2γ˜3γ7 − E(2γ˜3γ5
+ 2γ3γ7)− 2γ3γ4 + 4γ3 − 2γ2γ3
γ˜3(1 + γ23/C2) = −2γ3γ7 − 2γ˜3γ6 − E(2γ3γ6
+ 2γ˜3γ7)− 2γ˜3γ4 + 4γ˜1γ˜3 − 2γ˜2γ˜3
γ4(1 + γ23/C2) = −2γ23 − 2γ˜23 − E(4γ3γ˜3)− 2γ24
γ5(1 + γ23/C2) = −2γ25 − 2γ27 − E(4γ5γ7)− 2γ23
γ6(1 + γ23/C2) = −2γ27 − 2γ26 − E(4γ6γ7)− 2γ˜23
γ7(1 + γ23/C2) = −2γ5γ7 − 2γ6γ7 − E(2γ5γ6 + 2γ27)
− 2γ3γ˜3. (3.65)
The solutions for γi in Ref. [11] are reproduced by setting γ˜1 = γ2 = γ˜2 = γ˜3 = γ6 = γ7 = 0
to obtain
γ3(1 + γ23/C2) = −2γ3γ5 − 2γ3γ4 + 4γ3 − 2γ2γ3
γ4(1 + γ23/C2) = −2γ23 − 2γ24
γ5(1 + γ23/C2) = −2γ25 − 2γ23 (3.66)
This leads to the following five solutions
(1) γ3 = ±C
√
−1 + 8C2 + 4√1− C2 + 4C4
γ4 = γ5 = 1− 2C2 ±
√
1− C2 + 4C4
(2) γ3 = 0, γ4 = −12 , γ5 = −12
(3) γ3 = 0, γ4 = −12 , γ5 = 0
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(4) γ3 = 0, γ4 = 0, γ5 = −12
(5) γ3 = 0, γ4 = 0, γ5 = 0
Analyzing the stability as explained in the next section, we find that solutions (2)-(5) are
unstable with more than one unstable direction. Additionally the negative sign in the
expression for γ4 and γ5 in solution (1) also leads to several unstable directions. Regarding
the remaining solution in (1), we anticipate that it is stable and that γ3 retains a positive
sign, because its initial value is positive for repulsive interactions. Therefore we obtain as
a first stable fixed trajectory
u1(L) =
1
1 + γ23/C2
1
L0 − L,
γ3 = +C
√
−1 + 8C2 + 4
√
1− C2 + 4C4,
γ4 = γ5 = 1− 2C2 −
√
1− C2 + 4C4, (3.67)
which corresponds to Eq. (3.33) of the main text.
To obtain the second stable fixed trajectory, Eq. 3.34 in the main text, we write the
couplings as ui = γiu˜1, u˜i = γ˜iu˜1. One finds the same structure of equations as above
(Eq. (3.66)) with γ3 replaced by γ˜3, γ5 by γ6, and C by C˜. The stability analysis then is
analogous to the one for Eq. (3.66), and we obtain as second stable fixed trajectory
u˜1(L) =
1
1 + γ˜23/C˜2
1
L0 − L,
γ˜3 = +C˜
√
−1 + 8C˜2 + 4
√
1− C˜2 + 4C˜4,
γ4 = γ6 = 1− 2C˜2 −
√
1− C˜2 + 4C˜4. (3.68)
3.7.1.2 Weakly unstable fixed trajectory
Since in the case of the weakly unstable fixed trajectory the situation is more involved,
we first consider the simpler case when C = C˜ (implying A0 = 1). Then the parquet RG
equations simplify to
u1 = u˜1
u2 = u˜2
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u3 = u˜3
u5 = u6
u˙1 = u21 + u23/C2
u˙2 = 2u1u2 − 2u22
u˙3 = −2u3u5(1 + E)− 2u3u7(1 + E)
− 2u3u4 + 4u1u3 − 2u2u3
u˙4 = −4u23(1 + E)− 2u24
u˙5 = −2u25 − 2u27 − E(4u5u7)− 2u23
u˙7 = −4u5u7 − E(2u25 + 2u27)− 2u23. (3.69)
We again reformulate these equations in terms of ui = γiu1 and determine the ratios γi.
We solve the resulting algebraic set of equations numerically. We find that solutions with
γ3 = 0 are truly unstable and as above γ3 < 0 cannot be reached with repulsive initial
conditions. For γ3 > 0 and varying C and E, we find two solutions. One of them exhibits
only one unstable directions, while the second one is more unstable. For example, when
mh/me = 1 and A0 = 1, we get C =
√
3
2 and E =
1
3 , and the two solutions are γ2 = 0 and
γ3 = 9.66, γ4 = −14.81, γ5 = γ6 = −5.55, γ7 = −5.55;
γ3 = 9.66, γ4 = −14.81, γ5 = γ6 = −29.27, γ7 = 18.16 (3.70)
In this case the first fixed trajectory has one unstable direction and the second fixed tra-
jectory has three such directions.
Also in the general case, when C˜ 6= C, there are two solutions for γ3 > 0. Both are
unstable with one and three unstable directions. We call the solution with only one unstable
direction, the weakly unstable fixed trajectory. Explicitly the solutions for general C˜ 6= C
are determined by
γ˜1 = 1, γ2 = γ˜2 = 0, γ˜3 =
C˜
C
γ3
γ3 =
√√√√−C2 [(1 + E C˜
C
+ α
(
C˜
C
+ E
))
2γ5 + 2β
(
C˜
C
+ E
)
γ6 + 2γ4 − 3
]
γ4 = −12
(
c1 − 3 + c2
a1γ5 + b1γ6 + c3
)
γ7 = αγ5 + βγ6, (3.71)
81
where γ5 and γ6 are given by the solution of the following two equations of third order
(−a21 + a1x1)γ35 + (−2a1b1 + b1x1 + a1z1)γ25γ6 + (−a1 − a1c1 − a1c3 − 2a21C2 + c3x1)γ25
+ (−b21 + a1y1 + b1z1)γ5γ26 + (−b1 − b1c1 − b1c3 − 4a1b1C2 + c3z1)γ5γ6
+ (−c2 − c3 − c1c3 − 2a1c1C2 − 2a1c3C2)γ5 + b1y1γ36 + (−2b21C2 + c3y1)γ26
+ (−2b1c1C2 − 2b1c3C2)γ6 + (−2c2C2 − 2c1c3C2) = 0
a1x2γ
3
5 + (−a21 + b1x2 + a1z2)γ25γ6 + (−2a21C˜2 + c3x2)γ25 + (−2a1b1 + a1y2 + b1z2)γ5γ26
+ (−a1 − a1c1 − a1c3 − 4a1b1C˜2 + c3z2)γ5γ6 + (−2a1c1C˜2 − 2a1c3C˜2)γ5 + (−b21 + b1y2)γ36
+ (−b1 − b1c1 − b1c3 − 2b21C˜2 + c3y2)γ26 + (−c2 − c3 − c1c3 − 2b1c1C˜2 − 2b1c3C˜2)γ6
+ (−2c2C˜2 − 2c1c3C˜2) = 0
(3.72)
In these expressions, we introduced the parameters
α = −(1 + E C˜
C
)/( C˜
C
− C
C˜
)
β = (1 + EC
C˜
)/( C˜
C
− C
C˜
)
a1 = −2((1 + E C˜
C
) + α( C˜
C
+ E))
b1 = −2β( C˜
C
+ E)
c1 = 3 + 4C2(1 +
C˜2
C2
+ 2E C˜
C
)
c2 = 4C2(1 +
C˜2
C2
+ 2E C˜
C
)(4C2(1 + C˜
2
C2
+ 2E C˜
C
)− 1)
c3 = 4− 4C2(1 + C˜
2
C2
+ 2E C˜
C
)
x1 = −2(1 + α2 + 2αE)
y1 = −2β2;
z1 = −(4αβ + 4βE)
x2 = −2α2
y2 = −2(1 + β2 + 2βE)
z2 = −(4αβ + 4αE) (3.73)
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As we said, there are two solutions for γ5 and γ6, which we obtain numerically with A0 and
mh/me as parameters. One of them leads to the weakly unstable trajectory with a single
unstable direction and the other leads to the solution with three unstable directions.
3.7.2 Stability analysis
As we have explained in App. 3.7.1, the calculation of fixed trajectories can conveniently
be done by transforming the parquet RG equations for the couplings to equations for the
ratios γi, γ˜i. The ratios are determined by choosing one of the relevant couplings, e.g. u1,
and rewriting the other couplings as ui = γiu1 and u˜i = γ˜iu1. We can hence analyze
the stability of different fixed trajectories in terms of the flow equations for the ratios.
Therefore we consider small deviations of γi from their values on a fixed trajectory and
determine whether these deviations increase or decrease during the RG flow. We label the
flow equations for the ratios as βi = ddLγi, β˜i =
d
dL γ˜i, and the deviations from a fixed
trajectory as δ = γ − γfixpoint. Linearizing the flow equations for small deviations from a
fixed trajectory we obtain
˙˜δ1
δ˙2
˙˜δ2
δ˙3
˙˜δ3
δ˙4
δ˙5
δ˙6
δ˙7

=

∂β˜1
∂γ˜1
∂β˜1
∂γ2
. . . ∂β˜1∂γ7
∂β2
∂γ˜1
∂β2
∂γ2
. . . ∂β2∂γ7...
... . . .
...
∂β7
∂γ˜1
∂β7
∂γ2
. . . ∂β7∂γ7


δ˜1
δ2
δ˜2
δ3
δ˜3
δ4
δ5
δ6
δ7

(3.74)
The eigenvalues of the stability matrix ∂βi/∂γi at γi taken on the fixed trajectory determine
if deviations grow or flow back to a given fixed trajectory. A positive eigenvalue signals
growing deviations, and therefore an unstable direction corresponding to the eigenvector
of the positive eigenvalue. Attaining such an unstable fixed trajectory requires fine tuning
of initial conditions, and with more positive eigenvalues, more initial couplings must be
fined-tuned. Only if all eigenvalues are negative, deviations in every direction will decrease
during the flow. This is what happens for a stable fixed trajectory.
For example for the stable fixed trajectory of Eq. (3.33) (i.e. Eq. (3.67) in the supplemen-
tary material), the eigenvalues for the stability matrix are−4u1, −4(2C2+
√
1− C2 + 4C4)u1,
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−4(2C2+√1− C2 + 4C4)u1, −4(2C2+
√
1− C2 + 4C4)u1, −4(2C2−12+
√
1− C2 + 4C4)u1,
−2(1+2C2 +√1− C2 + 4C4±C
√
−1 + 8C2 + 4√1− C2 + 4C4)u1 and −(1+8C2 +
4
√
1− C2 + 4C4 ±
√
−15 + 32C2 + 16√1− C2 + 4C4)u1. Since u1 is positive, these eigen-
values are negative for any C, i.e. the fixed trajectory is stable. Analogously we determine
that the fixed trajectory of Eq. (3.34) (Eq. (3.68) in the supplementary material) is stable
and that the weakly unstable fixed trajectory Eq. (3.35) (Eq. (3.71) in the supplementary
material) has merely one unstable direction. Furthermore we find that this single unstable
direction is weak in the sense that the corresponding eigenvalue is small.
3.7.3 Subleading ordering tendencies
In the main text, we have discussed instabilities towards superconducting order, (pi, 0) and
(0, pi) SDWs, and Pomeranchuk order in the A1g and B1g channel. We also considered
further instabilities regarding CDW order, SDW order with momentum transfer (pi, pi) and
Pomeranchuk order in the A2g and B2g channel. However, we found them to be subleading.
We discuss the details in the following.
3.7.3.1 Charge density wave (CDW) channel at (0, pi) and (pi, 0)
A CDW instability breaks the translational symmetry of the lattice and is characterized by
particle-hole order parameters at finite momenta, (0, pi) and (pi, 0).
In this case, we define the auxiliary complex test fields as follows,
HCDW =∑
kσ
[
δ
(0)
1 ψ
†
1,σ(k)ψ5,σ(k) + δ
(0)
1′ ψ
†
1,σ(k)ψ6,σ(k)
+δ(0)2 ψ
†
2,σ(k)ψ5,σ(k) + δ
(0)
2′ ψ
†
2,σ(k)ψ6,σ(k)
+δ(0)3 ψ
†
3,σ(k)ψ6,σ(k) + δ
(0)
3′ ψ
†
3,σ(k)ψ5,σ(k)
+δ(0)4 ψ
†
4,σ(k)ψ6,σ(k) + δ
(0)
4′ ψ
†
4,σ(k)ψ5,σ(k) + h.c.
]
(3.75)
The parquet RG equations describing the renormalization of the real and imaginary
parts of these vertices are
d
dL
δre1(1′) = δre1(1′)(u1 − 2u2 −
u3
C
)
d
dL
δim1(1′) = δim1(1′)(u1 − 2u2 +
u3
C
)
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ddL
δre2(2′) = δre2(2′)(u˜1 − 2u˜2 −
u˜3
C˜
)
d
dL
δim2(2′) = δim2(2′)(u˜1 − 2u˜2 +
u˜3
C˜
) (3.76)
where we have already used the equivalences of Eq. (3.31) to simplify the expressions.
The vertices δ3(3′) and δ4(4′) satisfy the same parquet RG equations as δ1(1′) and δ2(2′),
respectively, due to the C4 symmetry explained below Eq. (5.14).
We perform the same procedure as in the main text, i.e. we take the fixed-trajectory
solutions for the couplings as input for the Eqs. (3.76), which allows to solve for the vertices.
The vertices, in turn, determine the susceptibilities and signal the appearance or the absence
of the corresponding order. For the stable fixed trajectory in Eq. (3.33), we then obtain
δre1 (L) = δ
re,(0)
1 (
L0
L0 − L)
βreCDW,1
βreCDW,1 =
1− γ3/C
1 + γ23/C2
. (3.77)
The parquet RG equation satisfied by the susceptibility reads
dχreCDW,1
dL
= [ δ
re
1
δ
re,(0)
1
]2 . (3.78)
With Eq. (3.77) on the stable fixed trajectory, this leads to
χreCDW,1(L) =
L
2βreCDW,1
0
1− 2βreCDW,1
(L0 − L)−α
re
CDW,1 , (3.79)
where the scaling exponent of the susceptibility is
αreCDW,1 = 2βreCDW,1 − 1 . (3.80)
Similarly, we determine αreCDW,2 = αimCDW,2 = 0 and αimCDW,1 = 2βimCDW,1−1, where βimCDW,1 =
1+γ3/C
1+γ23/C2
. Furthermore, as can be seen in (3.76), we find αre,imCDW,i = α
re,im
CDW,i′ .
We now perform the same analysis for the second stable fixed trajectory and the weakly
unstable fixed trajectory. For the first stable fixed trajectory in Eq. (3.33), we obtain the
susceptibility exponents
αreCDW,1 = 2
1− γ3/C
1 + γ23/C2
− 1
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αimCDW,1 = 2
1 + γ3/C
1 + γ23/C2
− 1
αreCDW,2 = 0
αimCDW,2 = 0 (3.81)
Furthermore we find that αre,imCDW,1 = α
re,im
CDW,1′ = α
re,im
CDW,3 = α
re,im
CDW,3′ , and α
re,im
CDW,2 =
αre,imCDW,2′ = α
re,im
CDW,4 = α
re,im
CDW,4′ . Among the different exponents in Eq. (3.81), the largest
one is αimCDW,1. As a result the leading CDW instability is characterized by the order
parameter 〈ψ†1ψ5 − ψ†5ψ1〉. Similarly the order parameters 〈ψ†1ψ6 − ψ†6ψ1〉, 〈ψ†3ψ5 − ψ†5ψ3〉,
and 〈ψ†3ψ6 − ψ†6ψ3〉 lead to the same exponent on our level of approximation and are thus
equivalent candidates for the instability.
The susceptibility exponents of the second stable fixed trajectory (3.34) are
αreCDW,1 = 0
αimCDW,1 = 0
αreCDW,2 = 2
1− γ˜3/C˜
1 + γ˜23/C˜2
− 1
αimCDW,2 = 2
1 + γ˜3/C˜
1 + γ˜23/C˜2
− 1. (3.82)
In this case the roles of the dxz/dyz and dxy orbitals on electron pockets are interchanged,
and the largest exponent is αimCDW,2. Correspondingly, the leading CDW instability is char-
acterized by the order parameter, 〈ψ†2ψ5−ψ†5ψ2〉, which is equivalent to the order parameters
〈ψ†2ψ6 − ψ†6ψ2〉, 〈ψ†4ψ5 − ψ†5ψ4〉, and 〈ψ†4ψ6 − ψ†6ψ4〉.
For the weakly unstable fixed trajectory, Eq. (3.35), we find
αreCDW,1 = 2
1− γ3/C
1 + γ23/C2
− 1
αimCDW,1 = 2
1 + γ3/C
1 + γ23/C2
− 1
αreCDW,2 = 2
1− γ˜3/C˜
1 + γ˜23/C˜2
− 1 = αreCDW,1
αimCDW,2 = 2
1 + γ˜3/C˜
1 + γ˜23/C˜2
− 1 = αimCDW,1, (3.83)
where we used that γ3/C = γ˜3/C˜ for this fixed trajectory. The largest exponent in the
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CDW channel is again αimCDW,1.
In summary we find that for all three fixed trajectories, the largest exponent occurs for
charge current operators. The corresponding exponent αCDW ≡ 2 1+γ3/C1+γ23/C2 − 1 is the same
as in the SDW channel, i.e. αCDW = αSDW . The reason is that γ2 = γ˜2 = 0 on the fixed
trajectories. However, if γ2 and γ˜2 are non-zero and small, we can see in Eq. (3.76) that
SDW wins over CDW.
3.7.3.2 Spin density wave and charge density wave at (pi, pi)
Additionally, we consider SDW and CDW channels with momentum transfer (pi, pi). The
corresponding coupling to fermion bilinears is given by
HSDW,(pi,pi) =
∑
k
[s(0)1,3 · ψ†1,α(k)σα,βψ3,β(k)
+ s(0)2,4 · ψ†2,α(k)σα,βψ4,β(k)
+ s(0)1,4 · ψ†1,α(k)σα,βψ4,β(k) + h.c.] (3.84)
and
HCDW,(pi,pi) =
∑
kσ
[δ(0)1,3ψ
†
1,σ(k)ψ3,σ(k)
+ δ(0)2,4ψ
†
2,σ(k)ψ4,σ(k)
+ δ(0)1,4ψ
†
1,σ(k)ψ4,σ(k) + h.c.] (3.85)
The RG equations for the vertices then are
dsre,im1,3
dL
= ±A
′
e
Ae
u5
dsre,im2,4
dL
= ±A
′′
e
A¯e
u6
dsre,im1,4
dL
= ±A
′′′
e
A˜e
Eu7 (3.86)
and
dδre,im1,3
dL
=
dsim,re1,3
dL
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dδre,im2,4
dL
=
dsim,re2,4
dL
dδre,im1,4
dL
=
dsim,re1,4
dL
(3.87)
We calculate the exponents of the susceptibilities for this SDW and CDW order similarly
as before. We find that all exponents are smaller than zero. The result for the largest
exponent is shown in Fig. 3.10 in the main text as αSDW ′(CDW ′).
3.7.3.3 Pomeranchuk instability in A2g and B2g channel
The order parameters in the A2g and B2g Pomeranchuk channel couple to the combination
of vertices Γre(im)1,2 = Γ1,2 ± Γ∗1,2, Γre(im)3,4 = Γ3,4 ± Γ∗3,4 and Γre(im)5,6 = Γ5,6 ± Γ∗5,6 as defined
in Eq. (3.51). Let us recall that the indices 1− 4 label states on electron and 5-6 states on
hole pockets. In the A2g channel the vertices are renormalized according to
Γre1,2 = −4Eu7Γre1,2 + Γre,(0)1,2
Γre3,4 = −4Eu7Γre3,4 + Γre,(0)3,4
Γre5,6 = −2u4Γre5,6 + Γre,(0)5,6 . (3.88)
On the weakly unstablefixed trajectory Eq. (3.35), the susceptibilities in the A2g channel
diverge as
χeA2g ∝ (LeA2g − L)−1,
χhA2g ∝ (LhA2g − L)−1, (3.89)
and the divergence occurs on electron and hole pockets at scales LeA2g and L
h
A2g , respectively,
LeA2g = L0 +
4Eγ7
1 + γ23/C2
LhA2g = L0 +
2γ4
1 + γ23/C2
. (3.90)
We see that LeA2g is larger than LB1g , i.e. it is subleading to the B1g channel. However, the
critical scale in the B1g and Ah2g Pomeranchuk channel are formally the same.
But if we consider that the flow will only be close to and not exactly on the weakly
unstable fixed trajectory, 1 and 2 will be small and non-zero. Then the B1g critical scale
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always appears before the Ah2g critical scale.
In the B2g channel, the vertices are renormalized by
Γim1,2 = Γ
im,(0)
1,2
Γim3,4 = Γ
im,(0)
3,4
Γim5,6 = 2u4Γim5,6 + Γ
im,(0)
5,6 . (3.91)
In this channel the vertices on electron pockets are not renormalized, while the vertex
involving the hole pockets is reduced since u4 < 0. As a result, there is no instability in the
B2g Pomeranchuk channel.
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Chapter 4
A 5-pocket model for iron-based
superconductors – a parquet
renormalization group study
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4.1 Introduction
The interplay between superconductivity, magnetism, and nematicity is the key physics
of Fe-based superconductors (FeSCs) [109, 59, 113, 110, 111, 112]. In some FeSCs, e.g.,
1111 and 122 systems, undoped materials display a stripe magnetic order below a certain
TN and a nematic order at slightly higher temperatures, while superconductivity emerges
upon doping, when magnetic order gets weaker. In other systems, like 111 LiFeAs and
11 FeSe, superconductivity emerges without long-ranged magnetism already in undoped
systems. Besides, FeSe displays an orbital order above the superconducting (SC) Tc [114].
The issue for the theory is to understand whether these seemingly different behaviors can
be understood within the same framework.
In this communication we report the results of our analysis, which connects different
classes of FeSCs. We study the competition between superconductivity, magnetism, and
nematicity in the most generic five-pocket (5p) model for FeSCs with full orbital content of
low-energy excitations. To do this, we use the machinery of analytical parquet renormal-
ization group (pRG) [115]. This approach, along with complementary numerical functional
RG [116, 117, 118, 119], has been argued [116, 120, 121, 117, 118, 119, 122, 123, 111, 24] to
be the most unbiased way to analyze competing orders in an itinerant electron system.
The 5p model consists of three hole pockets, of which two are centered at Γ = (0, 0) in
the 1Fe Brillouin zone and one is centered at M = (pi, pi), and two electron pockets centered
at Y = (0, pi) and X = (pi, 0) (see the right panel in Fig. 4.1). The two Γ-centered hole
pockets are made out of dxz and dyz orbitals, the hole pocket at M is made out of dxy
orbitals. The electron pockets are made out of dxz(dyz) and dxy orbitals [141, 125].
For such an electronic configuration, there are 40 different 4-fermion interaction terms,
allowed by C4 symmetry [126] (without the hole pocket at M , this number is 30 [45]). If one
departs from the model with only local interactions, the bare values of all 40 interactions
are linear combinations of inter- and intra-orbital Hubbard and Hund terms U , U ′, J and
J ′. However, the 40 interactions flow to different values under pRG, which implies that
the system self-generates non-local interactions. The flow of the interactions is obtained
by solving differential equations that encode series of coupled vertex renormalizations. The
running interactions are then used as input to determine susceptibilities in different chan-
nels. This way one can monitor a simultaneous build-up of different correlations taking into
account their mututal feedback, which turns out to be crucial in our study.
The main result of pRG analysis is the emergent universality. It means that 40 mi-
croscopic interactions flow towards a limited number of fixed trajectories (FT), where the
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ratios of different interactions become universal numbers. Each fixed trajectory has a basin
of attraction in the space of bare interaction parameters. This allows us to explain the rich
behaviors of the different FeSCs within a unifying description. In practical terms a simulta-
neous build-up of different correlations holds in the window of energies between a fraction
of W and a scale comparable to the Fermi energy, EF . At smaller energies, interactions in
different channels evolve independent on each other. The range between W and EF should
be wide enough, otherwise the pRG flow ends before the system reaches one of the FTs
[127].
4.2 Summary of our results
We found four stable FTs. For the first two stable FTs, the interactions within the subset
of the two Γ-centered hole pockets and the two electron pockets become dominant, i.e., the
5p model effectively reduces to the four-pocket model (4p). For the other two stable FTs,
the 5p model reduces to an effective 3-pocket model (3p) consisting of two electron pockets
and the M -hole pocket. On each of two stable 4p FTs or 3p FTs the system behavior is
described by an even simpler effective model because interactions involving fermions from
either dxz/dyz or dxy orbitals become dominant. We label these models as 4p1, 3p1, and 4p2,
3p2, respectively. We illustrate the four cases and present the phase diagram in Fig. 4.1.
We then computed susceptibilities in different channels [128]. We found that the interplay
between spin-density-wave (SDW) magnetism and superconductivity is the same in all four
effective models. Namely, the SDW susceptibility is the largest at intermediate energies
and pushes SC and orbital susceptibilities up. However, in the process of the pRG flow the
SC susceptibility overtakes the SDW one, and the feedback from SC fluctuations halts the
increase of the SDW susceptibility (see Fig. 4.3(b)). As a consequence, already the undoped
system develops superconductivity rather than SDW magnetism, if indeed the pRG flow
runs over a wide enough range of energies. This result could not be obtained within RPA
and is entirely due to the feedback from increasing SC fluctuations on the SDW channel.
In all cases superconductivity is of s+− type, with sign change between the gaps on hole
and electron pockets. In 4p models the susceptibility towards C4-breaking orbital order also
grows, and its exponent is larger than that for superconductivity [111], i.e., the system first
develops a spontaneous orbital order. In 3p models orbital fluctuations are much weaker,
and orbital order does not have enough ”space” to develop.
We found that SDW magnetism does develop before superconductivity and/or orbital
order if the FT is not reached within the range of pRG flow. The type of SDW order is
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Figure 4.1: Upper panel: Right – main orbital content of excitations near Fermi surfaces
(presented by different colors). Left – regions of different system behavior of the full 5-
pocket model, indicated by the type of the effective model. In the ranges marked 3p1,2,
the dominant interactions at low energies are within the subset of the two electron pockets
and the M = (pi, pi)-hole pocket. In the ranges marked 4p1,2, the dominant interactions
are between fermions near the Γ-centered hole pockets and electron pockets. The index
1, 2 distinguishes if interactions involving dxz/dyz or dxy orbital components on the electron
pockets are dominant. For illustrative purposes, the bare model is set to have local Hubbard
and Hund interactions – intraorbital U , interorbital U ′, J and J ′. We set J = 0.025/NF ,
J ′ = 0.03/NF , where NF is the density of states on the FSs (assumed to be equal on all FSs
for simplicity), and varied U and U ′ as two independent parameters. Lower panel: Graphic
representations of 3p1,2 and 4p1,2 models. Fermionic states, for which interactions become
the largest in the process of pRG flow, are shown by solid lines.
different for the 3p and the 4p models. In 3p models SDW order is a C4-breaking stripe
order [33, 129], while in 4p models it is C4 preserving double-Q order [130, 131] (a symmet-
ric combination of (pi, 0) and (0, pi) magnetic orders). This last result, in combination with
pRG, implies a clear separation between the magnetic and orbital scenario for nematicity
in FeSCs. Namely, in 4p models, the SDW scenario for Ising-nematic order does not work
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because double-Q SDW preseves the symmetry between X and Y directions, and, simulta-
neously, orbital fluctuations are strong. In 3p models, orbital fluctuations are weak, and,
simultaneously, SDW stripe fluctuations favor vestigial Ising-nematic spin order [132].
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Figure 4.2: Two different regions of system behavior indicated by fixed trajectories of
the pRG flow for the toy model with electron pockets made entirely of dxy, for different
values of U,U ′ (treated as two independent parameters) and J = J ′ = 0.03/NF . In the
region labeled as 3p the interactions within the subset of the two electron pockets and the
M = (pi, pi)-hole pocket become dominant at low energies. In the region labeled as 4p
interactions involving fermions from the two Γ-centered hole pockets and the two electron
pockets become dominant.
In the remainder of this Letter we present the details of our study. The full analysis
of the set of 40 pRG equations is quite involved, so to demonstrate the separation into 4p
or 3p behavior at low energies, we first analyze a toy model, in which we approximate the
orbital composition of the two electron pockets as pure dxy. We then extend the analysis
to the full 5-pocket model.
4.3 Toy model with dxy electron pockets
As we said, the kinetic term describes fermionic excitations around the five Fermi surfaces,
i.e. H = HΓ + HX + HY + HM . The symmetry-allowed interaction terms contain 14
interactions Ui within the subset of the two electron and the two Γ-centered hole pockets
and 7 interactions Uin involving fermions near the M -hole pocket, so the total number
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of the interactions is 21. We present the Hamiltonian and the full set of pRG equations
for a generic dispersion near hole and electron FSs in the Supplementary Material (SM).
The pRG analysis shows that six interactions flow to zero and five increase with smaller
exponents than the other ten. The pRG flow of the remaining ten interactions determines
the FTs. We show these ten interactions in the inset of Fig. 4.3(a). The pRG equations for
these interactions are (ui = UiNF )
u˙1 = u21 + u23, u˙1n = u21n + u23n (4.1)
u˙2 = 2u2(u1 − u2), u˙2n = 2u2n(u1n − u2n)
u˙3 = 2u3(2u1 − u2 − u5)− 2u3u4 − u3nu5n
u˙3n = 2u3n(2u1n − u2n − u5)− u3nu4n − 2u3u5n
u˙4 = −2u24 − 2u23 − 2u25n, u˙4n = −u24n − 2u23n − 2u25n
u˙5 = −2u25 − 2u23 − u23n,
u˙5n = −2u4u5n − u4nu5n − 2u3u3n
The derivatives are with respect to L = logW/E, where E is the running scale.
We searched for FTs of Eq. (4.20) by selecting one divergent interaction (specifically u1
or u1n), writing other interactions as ui = γiu1, uin = γinu1 (or ui = γiu1n, uin = γinu1n),
and solving the set of equations for L−independent γi, γin. We found two stable FTs: one
with
u1 =
1
1 + γ23
1
L0 − L, (4.2)
and γin = γ2 = 0, γ3 = ±
√
15, γ4 = γ5 = 3, and the other with
u1n =
1
1 + γ23n
1
L0 − L (4.3)
and γ1 = γ2 = γ3 = γ4 = γ2n = γ5n = 0, γ3n = ±(3 + 2
√
6), γ4n = 2γ5 = −
√
6. In
Eqs. (4.2), (4.3) L0 is the scale at which interactions diverge and the system develops a
long-range order, as we show below. For the first stable FT all γin involving the M pocket
vanish, so the 5-pocket model effectively reduces to the 4p model. For the second stable FT
the situation is the opposite – interactions involving the two Γ-centered hole pockets vanish
compared to other interactions, i.e., the 5p model effectively reduces to the 3p model. We
checked the stability of the 4p FT and the 3p FT by expanding around them and verified
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that all eigenvalues are negative. Whether the system flows to one FT or the other is
determined by the bare values of the interactions (see Fig.4.2).
We next use the running interactions as inputs and compute the susceptibilities in
different channels, χj . We describe the computational procedure in the SM and here list
the results. The potentially divergent parts of the susceptibilities in SC and SDW channels
are χi ∝ (L0 − L)2βi−1 (i = SDW, SC). Along 4p FT and 3p FT, the exponents are
β
(4p)
SDW = 0.30, β
(4p)
SC = 0.86, β
(3p)
SDW = 0.43, β
(3p)
SC = 0.72. We see that in both cases βSC > 1/2
while βSDW < 1/2, i.e. χSC diverges at L = L0, while χSDW remains finite, despite that it
was the largest at the beginning of the pRG flow. This implies that the system develops SC
order but not SDW order. We show the flow of the susceptibilities in Fig. 4.3(b). For both
4p and 3p models, we found that the largest βSC > 0 corresponds to the s+− gap structure,
with opposite sign of the gap on hole and electron pockets [133]
We also analyzed the susceptibility χP in the d-wave Pomeranchuk channel. An insta-
bility in this channel leads to spontaneous orbital order [113, 111], i.e., non-equal densities
of fermions on dxz and dyz orbitals. For the 4p model we found that β(4p)P = 1 is larger than
β
(4p)
SC , i.e., orbital order can precede the SC transition [111]. We found no dxz/dyz orbital
order for the 3p model because the electron and the M pockets have dxy character [134].
4.4 Full 5-pocket model
The analysis of the full 5-pocket model with dxz/dxy and dyz/dxy orbital content of the
electron pockets is more involved as one has to analyze the set of 40 coupled differential
equations for the interactions (see SM). We searched for FTs with the same procedure as
in the toy model. Amazingly enough, we found much the same behavior. Namely, the 5p
model effectively becomes either a 4p or a 3p model. The new feature, not present in the
toy model, is that in each case there are now two stable FTs, on which the system behav-
ior is described by even more restricted 3p1,2 and 4p1,2 models. For 3p1 and 4p1 models
interactions involving fermions from dxz (dyz) orbitals on the electron pockets become dom-
inant, for 3p2 and 4p2 models interactions of dxy orbitals on the electron pockets become
dominant. We verified that these four FTs are stable with respect to small deviations. We
show the phase diagram in Fig. 4.1.
The interplay between SDW and SC is the same in all four effective models and is
similar to that in the toy model. Namely, the SDW susceptibility is the largest at the
beginning, but in the process of the flow SC susceptibility diverges faster, and the feedback
from SC fluctuations halts the growth of SDW susceptibility. As a result, even at zero
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Figure 4.3: (a) Representative RG flow towards the 4p FT in the toy model for the inter-
actions u1 and u1n. The inset shows the 10 relevant interactions of the toy model, where
double lines represent electron pockets, wavy lines the M -centered hole pocket and solid
single lines the Γ-centered hole pockets. Bare values are U = 0.08/NF , U ′ = 0.12/NF ,
J = J ′ = 0.03/NF . The RG parameter L is logW/E, where W is the bandwidth and E
is running energy/temperature. The system undergoes an instability into an ordered state
(SDW, SC, or orbital order) at L = L0. (b) Corresponding flow of the SDW, SC s+− and
orbital susceptibilities. Near L = L0 the SC and the orbital susceptibilities keep increasing,
while the SDW susceptibility remains finite. The inset shows orbital and SC susceptibilities
at the end of the flow.
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doping the system develops s+− SC order but no SDW order. Orbital fluctuations are,
however, different in 4p and 3p models, again in similarity to the toy model. If the pRG
flow is towards 4p1 or 4p2 models, orbital fluctuations also get strong and χP diverges with
the largest exponent, i.e., the system develops a spontaneous orbital order prior to SC [136].
If the flow is towards 3p model, orbital fluctuations are much weaker and do not develop
for not too large W/EF . If EF is larger than E0 ∼ We−L0 , the pRG flow ends before χSC
and/or χP wins over χSDW . In this situation, the system develops SDW order at smaller
doping and SC order at larger dopings [127]. For the 4p model an SDW order is a double-Q
order, maintaining the symmetry between X and Y directions[130, 131], while for the 3p
model SDW order is a stripe, breaking this symmetry. [33, 129]. Combining this with pRG
results, we find that, if the pRG flow is towards one of the two 4p models, the nematicity
emerges as a spontaneous orbital order. If the flow is towards one of the 3p models, the
nematicity emerges due to stripe fluctuations as a composite Ising-nematic spin order.
4.5 Applications to FeSCs and conclusions
Our results have several implications for FeSCs. First, the pRG analysis shows that SC order
may develop instead of long-ranged magnetism already in undoped materials, not only when
SDW order is destroyed by doping. This is consistent with the behavior in LiFeAs and FeSe
[164]. In systems with smaller regions of the pRG flow (larger bare interactions or larger
EF ) SDW order develops first, and SC develops only upon doping. Second, pRG analysis
shows that in 4p models orbital order develops first, SC develops at a lower T , and SDW
order does not develop down to T = 0. This is consistent with the observed behavior in FeSe
at ambient pressure [114]. The third result is the separation between orbital and magnetic
scenarios for nematicity in 4p and 3p models. Whether the system flows towards 3p or 4p
effective model at low energies depends on the microscopic Hubbard and Hund parameters
(see Figs. 4.1, 4.2) as well as the parameters of fermionic dispersions (see SM).
In this Letter we analyzed the competition between SDW, SC, and orbital order in the
full 5-pocket model for FeSCs. We used pRG techniques and included into consideration
the orbital composition of hole and electron pockets in terms of dxz, dyz, and dxy orbitals.
The total number of symmetry-allowed interactions between low-energy fermions is 40, yet
we found the system behavior is amazingly simple – depending on initial values of the
interactions and quasiparticle masses the system flows to one of four stable FTs. For two of
these FTs, the system behavior at low energies is the same as if the the M-pocket was absent
(4p model), for the other two the system behavior is the same as if the two Γ-centered hole
98
pockets were absent (3p model). In all cases s+− SC wins over SDW if EF is small enough,
and SDW wins if EF is larger. In the parameter range where the pRG flow is towards the
effective 4p model, the system develops spontaneous orbital order, which then is the origin
of nematicity. When the pRG flow is towards the effective 3p model, a spontaneous orbital
order does not develop, and nematicity is associated with Ising-nematic spin order. The
phase diagram in Fig. 4.1 describes the behavior found in all four families of FeSCs – 1111,
122, 111 and 11 systems, and in this respect our findings provide a unified description of
the competition between SDW, SC, and orbital orders in all FeSCs.
4.6 Supplemental Material
4.6.1 3-orbital, 5-band model
4.6.1.1 Kinetic part of the Hamiltonian
We use as an input the fact that the low-energy excitations near all 5 Fermi surfaces are
composed out of three orbitals – dxz, dyz, and dxy. We perform calculations in the 1-Fe unit
cell and neglect the dispersion in the third direction and the processes with momentum
non-conservation by (pi, pi) (the ones which hybridize the pockets).
One way to obtain the dispersion of low-energy excitations is to use the tight-binding
model in the orbital basis, restrict with dxz, dyz, and dxy orbitals, and expand around the
high-symmetry points in the Brillouin zone, where different electron and hole pockets are
located (cf. Fig. 4.4). Another way to obtain low-energy dispersions is to identify the
symmetry properties around the Fermi level and construct the invariants to leading order
in the deviations from the symmetry points[45]. The two approaches are equivalent to
quadratic order in the deviations near the centra of the pockets (Γ = (0, 0) for two hole
pockets, M = (pi, pi) for the third hole pocket, and X = (pi, 0) and Y = (0, pi) for the two
electron pockets). The effective low-energy Hamiltonian reads
H0 =
∑
k,σ
[
ψ†Γ,k,σhΓ(k)ψΓ,k,σ + ψ
†
X,k,σhX(k)ψX,k,σ
+ψ†Y,k,σhY (k)ψY,k,σ + ψ
†
M,k,σhM (k)ψM,k,σ
]
,
(4.4)
where
hΓ(k)=
(
Γ + k
2
2mΓ + ak
2 cos 2θk ck sin 2θk
ck sin 2θk Γ + k
2
2mΓ + ak
2 cos 2θk
)
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hX/Y (k)=
(
1 + k
2
2m1 ± a1k2 cos 2θk −ivX/Y (k)
ivX/Y (k) 3 + k
2
2m3 ± a3k2 cos 2θk
)
hM (k)=M − k
2
2mM
(4.5)
where vX(k) = 2vk sin θ, vY (k) = 2vk cos θ and θk = arctan kykx . Here and below the term
A/B (in, e.g., hX/Y ) means ”either A or B”. The spinors in Eq. (4.4) are defined as ψΓ,k,σ =
(dyz,k,σ, dxz,k,σ)T , ψX,k,σ = (dyz,X+k,σ, dxy,X+k,σ)T ,ψY,k,σ = (dxz,Y+k,σ, dxy,Y+k,σ)T and
ψM,M+k,σ = dxy,k,σ. Below we shorten notations to dyz,k,σ = d1,k,σ, dxz,k,σ = d2,k,σ,
dyz,X+k,σ = f1,k,σ, dxz,Y+k,σ = f2,k,σ, dxy,X+k,σ = f31,k,σ, dxy,Y+k,σ = f32,k,σ, and
dxy,k,σ = d3,k,σ. In these notations, the spinors are ψΓ,k,σ = (d1,k,σ, d2,k,σ)T , ψX/Y,k,σ =
(f1/2,k,σ, f31/32,k,σ)T and ψM,M+k,σ = d3,k,σ.
To make RG analysis more tractable we made several simplifications in Eq. (4.5). For
Γ-centered hole pockets we set a = c. Then the transformation from the orbital to the band
basis is given by (
d1,k,σ
d2,k,σ
)
=
(
cos θk sin θk
− sin θk cos θk
)(
ck,σ
dk,σ
)
, (4.6)
and the dispersions of fermions ck,σ and dk,σ are isotropic in k:
c/d,k,σ = −
k2
2mc/d
(4.7)
where m−1c/d = m
−1
Γ ± 2a. The two hole Fermi surfaces are obviously circular. The fermionic
Green’s functions in the orbital representation are related to Gc/d(iω,k) = (iω−c/d,k−µ)−1
in the band representation as
Gd1,d1(iω,k) = Gc(iω,k) cos2 θ +Gd(iω,k) sin2 θ
Gd2,d2(iω,k) = Gc(iω,k) sin2 θ +Gd(iω,k) cos2 θ
Gd1,d2(iω,k) = Gd2,d1(iω,k)
= [Gd(iω,k)−Gc(iω,k)] sin θ cos θ
(4.8)
A third hole pocket arises around theM -point in the Brillouin zone. Here the transformation
from orbital to band basis is trivial, because the spectral weight comes entirely from the
dxy orbital. The dispersion is given in Eq. (4.5), and the corresponding Green’s function
is GM (iω,k) = (iω + k2/(2mM ) − M )−1. The presence of this hole pocket is material
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dependent and relatively small changes in the system parameters may sink this pocket
below the Fermi level (at least at kz = 0, when kz dispersion is included). However, such a
pocket is definitely present in, e.g., hole-doped KxBa1−xFe2As2 and LiFeAs, which motivates
to include it into our model.
For electron pockets, the diagonalization of hX (hY ) gives two bands, of which only one
crosses the Fermi level and forms the electron pocket around X (Y ). The electron pockets
at X and Y are related by C4 symmetry, i.e. they map onto each other under a rotation
by pi/2. Due to the non-diagonal hybridization vX/Y (k), the transformation from orbital to
band basis is not a simple rotation. Nevertheless, it can be expressed through(
e1/2
e¯1/2
)
= eiφ
(
eiφ1 cosϕ1/2,θ eiφ2 sinϕ1/2,θ
−e−iφ2 sinϕ1/2,θ e−iφ1 cosϕ1/2,θ
)(
f1/2
f31/32
)
, (4.9)
where e1/2 = e1,k,σ, e2,k,σ and e¯1/2 are operators for band fermions near the electron pockets,
and the functions ϕ1/2,θ and φ1/2 depend on the system parameters and determine the
relative spectral weight of xz/yz and xy orbitals. We set e1/2 to describe the electrons in
the band that crosses the Fermi level. The dispersion of these fermions is ξe1 = k2x/(2mex)+
k2y/(2mey)− µe, ξe2 = k2x/(2mey) + k2y/(2mex)− µe. For simplicity we assume mex = mey =
me, i.e., set ξe1 = ξe2 = ξe = k2/(2me)−µe. We checked that keeping mex and mey different
will not change the pRG equations, once we properly rescale the couplings.
The electron propagator in orbital representation is expressed in terms of low energy
fermions as
Gf1/2,f1/2(iω,k) = Ge1/e2(iω,k) cos
2 ϕ1/2,θ
Gf31/32,f31/32(iω,k) = Ge1/e2(iω,k) sin
2 ϕ1/2,θ
Gf1/2,f31/32(iω,k) = Gf31/32,f1/2(iω,k)
∗
= Ge1/e2(iω,k)ei(φ1−φ2) cosϕ1/2,θ sinϕ1/2,θ,
(4.10)
where Ge1/e2(iω,k) = (iω − ξe)−1 (k is counted from X in Ge1 and from Y in Ge2).
4.6.1.2 The toy model
In the toy model, which we analyze in the main text prior to the full one, we approximate the
orbital content of the two electron pockets as pure dxy. In this case, the electron dispersions
are already diagonal in the orbital basis, i.e. orbital and band representations are identical.
Our notation for the electron operators is, in this approximation, ψX/Y,k,σ = f1/2,k, where
1/2 just labels the pockets. This toy model allows us to study the impact of the fifth
pocket in a transparent way. Furthermore, we expect that the toy model already captures
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Figure 4.4: The two 5-pocket models that we consider. The toy and the full model differ
in the orbital content of electron pockets. For the full model, the electron pocket at X has
contributions from dyz and dxy orbitals and the one at Y has contributions from dxz and
dxy orbitals. For the toy model, we approximated these pockets as consisting exclusively of
dxy orbital.
a substantial portion of the physics of the full model because adiabatically changing the
tight-binding parameters of the underlying lattice model, one can move the spectral weight
from dxz(dyz) to dxy orbital everywhere on the electron pockets. There are, however, several
features of the full model, which are not captured by the toy model. These are caused by
the interactions which involve both xz/yz and xy-orbital states on the electron pockets.
4.6.1.3 Interactions
4.6.1.3.1 The toy model
As we said in the main text, the total number of different interactions between low-
energy fermions in the toy model is 21. Of them 14 interactions involve fermions near the
two Γ-centered hole pockets and the two electron pockets, and 7 involve fermions near the
third hole pocket. In terms of the spinor components defined above, the 14 interaction
terms are
H4psI = U1
∑′ [
f †1σf1σd
†
1σ′d1σ′ + f
†
2σf2σd
†
2σ′d2σ′
]
+ U¯1
∑′ [
f †2σf2σd
†
1σ′d1σ′ + f
†
1σf1σd
†
2σ′d2σ′
]
+ U2
∑′ [
f †1σd1σd
†
1σ′f1σ′ + f
†
2σd2σd
†
2σ′f2σ′
]
+ U¯2
∑′ [
f †1σd2σd
†
2σ′f1σ′ + f
†
2σd1σd
†
1σ′f2σ′
]
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+ U32
∑′ [
f †1σd1σf
†
1σ′d1σ′ + f
†
2σd2σf
†
2σ′d2σ′ + h.c.
]
+ U¯32
∑′ [
f †1σd2σf
†
1σ′d2σ′ + f
†
2σd1σf
†
2σ′d1σ′ + h.c.
]
+ U42
∑′ [
d†1σd1σd
†
1σ′d1σ′ + d
†
2σd2σd
†
2σ′d2σ′
]
+ U¯42
∑′ [
d†1σd2σd
†
1σ′d2σ′ + d
†
2σd1σd
†
2σ′d1σ′
]
+ U˜4
∑′
d†1σd1σd
†
2σ′d2σ′ +
˜˜U4
∑′
d†1σd2σd
†
2σ′d1σ′
+ U52
∑′ [
f †1σf1σf
†
1σ′f1σ′ + f
†
2σf2σf
†
2σ′f2σ′
]
+ U¯52
∑′ [
f †1σf2σf
†
1σ′f2σ′ + f
†
2σf1σf
†
2σ′f1σ′
]
+ U˜5
∑′
f †1σf1σf
†
2σ′f2σ′ +
˜˜U5
∑′
f †1σf2σf
†
2σ′f1σ′ , (4.11)
where the sum ∑′ denotes the summation over spin σ, σ′, momenta k1 + k2 − k3 − k4 = 0
and includes the normalization factor 1/N . The other 7 couplings are
H5pI = U1n
∑′ [
d†3σd3σf
†
1σ′f1σ′ + d
†
3σd3σf
†
2σ′f2σ′
]
+ U2n
∑′ [
d†3σf1σf
†
1σ′d3σ′ + d
†
3σf2σf
†
2σ′d3σ′
]
+ U3n2
∑′ [
d†3σf1σd
†
3σ′f1σ′ + d
†
3σf2σd
†
3σ′f2σ′ + h.c.
]
+ U4n2
∑′
d†3σd3σd
†
3σ′d3σ′
+ Ua
∑′ [
d†3σd3σd
†
1σ′d1σ′ + d
†
3σd3σd
†
2σ′d2σ′
]
+ Ub
∑′ [
d†3σd1σd
†
1σ′d3σ′ + d
†
3σd2σd
†
2σ′d3σ′
]
+ Uc2
∑′ [
d†3σd1σd
†
3σ′d1σ′ + d
†
3σd2σd
†
3σ′d2σ′ + h.c.
]
(4.12)
The interactions of the toy model are sketched in Fig. 4.5. Each single interaction term in
Eq. (4.11) and Eq. (4.12) obeys the C4 symmetry separately, which is why they do not need
to flow equally under RG.
The bare values of the 21 couplings are expressed in terms of the parameters of the
microscopic model for intra-orbital and inter-orbital interactions between fermions. The
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commonly used model approximates all interactions as local in real space:
HI = U
∑
i,µ
ni,µ,↑ni,µ,↓ +
U ′
2
∑
i,µ 6=µ′
ni,µni,µ′
+ J2
∑
i,µ 6=µ′
∑
σ,σ′
d†i,µ,σd
†
i,µ′,σ′di,µ′,σ′di,µ,σ
+ J
′
2
∑
i,µ 6=µ′
∑
σ,σ′
d†i,µ,σd
†
i,µ,σ′di,µ′,σ′di,µ′,σ.
(4.13)
Here the sums run over the sites i, the spin components σ, and the three orbitals µ =
xy, xz, yz. The density operator on site i in orbital µ is labeled by ni,µ =
∑
σ ni,µ,σ and
ni,µ,σ = d†i,µ,σdi,µ,σ. The interactions in Eq. (4.13) involve the Hubbard interaction U
between electrons on the same orbital, the onsite repulsion U ′ between electrons in different
orbitals, the Hund’s rule coupling J and the pair-hopping term J ′.
By comparing with Eq. (4.13), we obtain the bare values of the 21 couplings
U = U4 = U5 = U¯5 = U˜5 = ˜˜U5 = U1n = U2n = U3n = U4n
U ′ = U1 = U¯1 = U˜4 = Ua
J = U2 = U¯2 = ˜˜U4 = Ub
J ′ = U3 = U¯3 = U¯4 = Uc
(4.14)
Figure 4.5: Diagrammatic representation of the 21 interaction terms in the toy model. Each
interaction term is invariant under C4 rotation.
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Like we sad in the main text, the 21 interactions all flow to different values under pRG.
This implies that the system self-generates longer-ranged interactions as one progressively
integrates out fermions with higher energies.
4.6.1.3.2 The full model
In the full model with dxz/dxy and dyz/dxy orbital content of fermions near the electron
pockets, 23 more couplings are allowed by symmetry, what increases the total number of
the C4-symmetric interaction terms to 44. 40 interactions involve pairs of fermions, with
each pair near either Γ, X, Y , or M point. The 4 additional interactions involve fermions
one near each of these points. Of the 23 new couplings, 13 are obtained by substituting f1
and f2 by f31 and f32 in Eqs. (4.11) and (4.12):
H
(1)
I = V1
∑′ [
f †31σf31σd
†
1σ′d1σ′ + f
†
32σf32σd
†
2σ′d2σ′
]
+ V¯1
∑′ [
f †32σf32σd
†
1σ′d1σ′ + f
†
31σf31σd
†
2σ′d2σ′
]
+ V2
∑′ [
f †31σd1σd
†
1σ′f31σ′ + f
†
32σd2σd
†
2σ′f32σ′
]
+ V¯2
∑′ [
f †31σd2σd
†
2σ′f31σ′ + f
†
32σd1σd
†
1σ′f32σ′
]
+ V32
∑′ [
f †31σd1σf
†
31σ′d1σ′ + f
†
32σd2σf
†
32σ′d2σ′ + h.c.
]
+ V¯32
∑′ [
f †31σd2σf
†
31σ′d2σ′ + f
†
32σd1σf
†
32σ′d1σ′ + h.c.
]
+ V52
∑′ [
f †31σf31σf
†
31σ′f31σ′ + f
†
32σf32σf
†
32σ′f32σ′
]
+ V¯52
∑′ [
f †31σf32σf
†
31σ′f32σ′ + f
†
32σf31σf
†
32σ′f31σ′
]
+ V˜5
∑′
f †31σf31σf
†
32σ′f32σ′ +
˜˜V5
∑′
f †31σf32σf
†
32σ′f31σ′
+ V1n
∑′ [
d†3σd3σf
†
31σ′f31σ′ + d
†
3σd3σf
†
32σ′f32σ′
]
+ V2n
∑′ [
d†3σf31σf
†
31σ′d3σ′ + d
†
3σf32σf
†
32σ′d3σ′
]
+ V3n2
∑′ [
d†3σf31σd
†
3σ′f31σ′ + d
†
3σf32σd
†
3σ′f32σ′ + h.c.
]
(4.15)
Further six couplings come from interactions involving xy and xz/yz orbital states on the
electron pockets
H
(2)
I = Va
∑′ [
f †31σf31σf
†
1σ′f1σ′ + f
†
32σf32σf
†
2σ′f2σ′
]
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+ V¯a
∑′ [
f †32σf32σf
†
1σ′f1σ′ + f
†
31σf31σf
†
2σ′f2σ′
]
+ Vb
∑′ [
f †31σf1σf
†
1σ′f31σ′ + f
†
32σf2σf
†
2σ′f32σ′
]
+ V¯b
∑′ [
f †31σf2σf
†
2σ′f31σ′ + f
†
32σf1σf
†
1σ′f32σ′
]
+ Vc2
∑′ [
f †31σf1σf
†
31σ′f1σ′ + f
†
32σf2σf
†
32σ′f2σ′ + h.c.
]
+ V¯c2
∑′ [
f †31σf2σf
†
31σ′f2σ′ + f
†
32σf1σf
†
32σ′f1σ′ + h.c.
]
(4.16)
We show these interactions graphically in Fig. 4.6. Note that, in contrast to the simplified
model, f1/2 now labels fermions with yz/xz orbital content, whereas f31,32 labels fermions
with xy orbital content.
Finally there are four additional interactions that, in contrast to the previous 40 inter-
actions, involve fermions near each of the four high-symmetry points Γ, X, Y,M . In explicit
form, these interactions are
H
(3)
I = W1
∑′ [
f †1σd3σf
†
32σ′d1σ′ + f
†
2σd3σf
†
31σ′d2σ′ + h.c.
]
+W2
∑′ [
f †31σd3σf
†
2σ′d2σ′ + f
†
32σd3σf
†
1σ′d1σ′ + h.c.
]
+W3
∑′ [
f †1σd1σd
†
3σ′f32σ′ + f
†
2σd2σd
†
3σ′f31σ′ + h.c.
]
+W4
∑′ [
f †31σd2σd
†
3σ′f2σ′ + f
†
32σd1σd
†
3σ′f1σ′ + h.c.
]
(4.17)
We checked explicitly that these four additional interactions do not affect the behavior near
each of the four stable fixed trajectories, which we obtained by solving the pRG equations
for 40 couplings (see Sec. 4.6.2.2). This is what we presented in the main text. We also
verified that these additional interactions do not generate new fixed trajectories, if the bare
values of these interactions are within certain limits. Outside these limits, the 4 additional
interactions may, in principle, move the system towards a new stable fixed trajectory. We
did not explore this possibility here and in the following we neglect these four additional
interactions.
Like we did for the toy model, we express the bare values of the 40 couplings in terms
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of U , U ′, J , J ′. We have
U = U1 = U2 = U3 = U4 = U5 = U¯5 = U4n = V5 = V¯5
= V˜5 = ˜˜V5 = V1n = V2n = V3n
U ′ = U¯1 = U˜4 = U˜5 = U1n = Ua = Va = V¯a = V1 = V¯1
J = U¯2 = ˜˜U4 = ˜˜U5 = U2n = Ub = Vb = V¯b = V2 = V¯2
J ′ = U¯3 = U¯4 = U¯5 = U3n = Uc = Vc = V¯c = V3 = V¯3.
(4.18)
Figure 4.6: Additional interactions allowed by C4 symmetry in the full model.
4.6.2 Analytic parguet RG for 5-pocket model
We employ a pRG approach to study the hierarchy of the orders that the system develops
at low energies. The pRG procedure allows us to see how the susceptibilities in differ-
ent ordering channels evolve as the system flows to low energies, including their mutual
feedback. In the pRG procedure, one integrates out fermions with energies down to a pro-
gressively smaller running energy E and observes how the couplings vary as E gets smaller.
We describe this flow of interactions in terms of the RG scale L = log Λ/E, where Λ is
the UV-cutoff, generally of the order of the bandwidth. The logarithmic energy scale L
appears due to the fact that the polarization bubbles in the particle-particle channel at zero
total momentum and the particle-hole channel at momenta (pi, 0) and (0, pi) are logarith-
mical. As a result of the integration procedure, we obtain coupled differential equations
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-the flow equations- for all the interactions, describing their evolution with L. We solve for
the running couplings Ui(L) and use these solutions as inputs to calculate susceptibilities
in different ordering channels (SDW, CDW, superconducting and Pomeranchul channels).
An instability in a particular channel is signaled by the divergence of the corresponding
susceptibility at a scale Lcr. Below we show the details of pRG analysis for the toy model
and the full model. We recall that pRG analysis works when E is larger than the Fermi
energy, i.e., when L < LF = log Λ/EF (see, e.g., Ref. [127]). If Lcr < LF , the pRG anal-
ysis works all the way to the leading instability. If Lcr > LF , pRG analysis allows one to
determine the largest susceptibility at L = LF . It is likely (although not guaranteed) that
this susceptibility will diverge first at a lower energy.
4.6.2.1 PRG for the toy model
4.6.2.1.1 PRG equations and fixed trajectories
= +
= +
Figure 4.7: Diagrammatic representation of the 1-loop renormalizations of the interactions
Ua and Ub. They decouple from the remaining interactions and are representative for the
subgroup of interactions flowing to zero.
We derive the pRG equations by collecting all possible one-loop diagrams that contribute
to logarithmic renormalization of each of the interactions. The procedure has been described
Ref. [111] (for a simplified 4-pocket, two-orbital model) and in Ref. [127] for 3-pocket, one-
orbital model. We follow the same line of reasoning as in these works. We obtain the pRG
equations for our 5-pocket model by combining and modifying pRG equations from these
two models.
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Figure 4.8: Diagrammatic representation of the 1-loop renormalization of the interactions
U1n and U3n.
Like in Ref. [111] we find that pRG equations for 6 combinations of the couplings
(U˜4± ˜˜U4), (U˜5± ˜˜U5) and (U˜a± ˜˜Ub) decouple from other RG equations, and these combinations
all flow to zero if their bare values are positive, which is the case for U ′ ≥ J . We assume
that this inequality holds. If it does not hold, the system may develop a superconducting
instability in the spin-triplet A2g channel (Ref. [139]). Representative diagrams for the
renormalizations of the couplings from this group of 6 are shown in Fig. 4.7. The 6 pRG
equations are:
4pi d
dL
(
U˜4 ± ˜˜U4
)
= −c(1)pp
(
U˜4 ± ˜˜U4
)2
4pi d
dL
(
U˜5 ± ˜˜U5
)
= −c(2)pp
(
U˜5 ± ˜˜U5
)2
4pi d
dL
(Ua ± Ub) = −c(3)pp (Ua ± Ub)2 ,
(4.19)
where c(1)pp = 18(mc + md + 12
mcmd
mc+md ±
(mc−md)2
mc+md ), c
(2)
pp = me and c(3)pp = mMmcmM+mc +
mMmd
mM+md .
The pRG equations for the other remaining 15 couplings are
4pi d
dL
U1 = A(U21 + U23 )
4pi d
dL
U¯1 = A(U¯21 + U¯23 )
4pi d
dL
U1n = An(U21n + U23n)
4pi d
dL
U2 = 2AU2(U1 − U2)
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4pi d
dL
U¯2 = 2AU¯2(U¯1 − U¯2)
4pi d
dL
U2n = 2AnU2n(U1n − U2n)
4pi d
dL
U3 = 2AU3(2U1 − U2)−Ae(U3U5 + U¯3U¯5)
−Ah(U3U4 + U¯3U¯4)−A−h (U3U¯4 + U¯3U4)−AMU3nUc
4pi d
dL
U¯3 = 2AU¯3(2U¯1 − U¯2)−Ae(U¯3U5 + U3U¯5)
−Ah(U¯3U4 + U3U¯4)−A−h (U3U4 + U¯3U¯4)−AMU3nUc
4pi d
dL
U3n = 2AnU3n(2U1n − U2n)−AeU3n(U5 + U¯5)
−AMU3nU4n − (Ah +A−h )(U3 + U¯3)Uc
4pi d
dL
U4 = −Ah(U24 + U¯24 )− 2A−hU4U¯4 −Ae(U23 + U¯23 )
−AMU2c
4pi d
dL
U¯4 = −2AhU4U¯4 −A−h (U24 + U¯24 )− 2AeU3U¯3
−AMU2c
4pi d
dL
U4n = −AMU24n − 2AeU23n − 2(Ah +A−h )U2c
4pi d
dL
U5 = −Ae(U25 + U¯25 )−Ah(U23 + U¯23 )− 2A−hU3U¯3
−AMU23n
4pi d
dL
U¯5 = −2AeU5U¯5 − 2AhU3U¯3 −A−h (U23 + U¯23 )
−AMU23n
4pi d
dL
Uc = −(Ah +A−h )(U4 + U¯4)Uc −AMU4nUc
−A3(U3 + U¯3)U3n. (4.20)
As an example, the one-loop diagrams that renormalize U1n and U3n are presented in
Fig. 4.8. The numerical prefactors in the r.h.s. of pRG equations are A = memcme+mc +
memd
me+md ,
An = mMmemM+me , Ae = me, Ah =
3
8(mc + md) +
1
2
mcmd
mc+md , A
−
h = 18
(mc−md)2
mc+md and AM = mM .
Note that the contribution A−h = (mc − md)2/(8(mc + md)) comes from the Gd1,d2 the
propagator for fermions near the Γ−centered hole pockets (see Eq.(4.8)).
To proceed, we note that, if Ui = U¯i, then dLUi = dLU¯i. We have checked that
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the trajectory with this property is a stable one. We searched for other potential stable
fixed trajectories, but did not find one. Hence we set Ui = U¯i. We further introduce
the dimensionless couplings u1,2 = A/(4pi)U1,2, u3 = A/(4pi)aU3, u4 = Ah/(4pi)U4, u5 =
Ae/(4pi)U5, u1n,2n = An/(4pi)U1n,2n, u3n = An/(4pi)anU3n, u4n = AM/(4pi)U4n and u5n =√
AMAh/(4pi)Uc and define a =
√
AhAe/A and an =
√
AMAe/An and b = 1 + A−h /Ah.
Then we obtain the pRG equations
u˙1 = u21 +
u23
a2
(4.21)
u˙1n = u21n +
u23n
a2n
u˙2 = 2u2(u1 − u2)
u˙2n = 2u2n(u1n − u2n)
u˙3 = 2u3(2u1 − u2 − u5)− 2bu3u4 − u3nu5n
u˙3n = 2u3n(2u1n − u2n − u5)− u3nu4n − 2bu3u5n
u˙4 = −2bu24 − 2u23 − 2u25n
u˙4n = −u24n − 2u23n − 2bu25n
u˙5 = −2u25 − 2bu23 − u23n
u˙5n = −2bu4u5n − u4nu5n − 2u3u3n,
which we presented in the main text for a = an = b = 1.
4.6.2.1.2 The solution of PRG equations
To simplify the analysis we assume mc ≈ md and neglect the contribution from A−h ,
i.e. set A−h = 0. We searched for different fixed trajectories of Eq. (4.20) along which
the couplings diverge, but their ratios tend to fixed values. This can be seen in Fig. 4.9.
Accordingly, we single out one of the coupling, say u0, and write all other couplings as
ui = γiu0, (4.22)
Along the fixed trajectory, u0 flows to infinity, but γi tend to finite values. Solving for the
fixed trajectory of the set of coupled pRG equations, Eq. (4.20), then reduces to finding the
fixed point solution of
βi := ∂Lγi =
1
ui
(∂Lui − γi∂Lu0) = 0. (4.23)
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Figure 4.9: Ratios of couplings for the flow to the 3-pocket fixed trajectory (3p) in the toy
model for bare values U = U ′ = 0.1/NF , J = J ′ = 0.03/NF and a = an = 1, NF is the
density of states on the FSs. All ratios tend to zero (upper penal), except for those within
the triad of electron pockets and the M−centered hole pocket.
The fixed trajectory is stable if small perturbations around the fixed point do not grow,
i.e. the stability matrix ∂βi/∂γj |γ∗ , which describes the linearized flow around the fixed
point, should have only negative eigenvalues. For the toy model we find two stable fixed
trajectories, separated by a fixed point solution with a single unstable direction. In the
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main text we labeled the two stable fixed trajectories as effective 4-pocket model (4p) and
effective 3-pocket mode (3p). The behavior of the couplings along these two stable fixed
trajectories is
(1) 4p
ui = γiu1
u1 =
1
1 + γ23/a2
1
L0 − L
γ2 = γ1n = γ2n = γ3n = γ4n = γc = 0
γ3 = ±a
√
8a2 − 1 + 4
√
1− a2 + 4a4
γ4 = γ5 = 1− 2a2 −
√
1− a2 + 4a4 (4.24)
(2) 3p
ui = γiu1n
u1n =
1
1 + γ23n/a2n
1
L0 − L
γ2n = γc = γ1 = γ2 = γ3 = γ4 = 0
γ3n = ±an
√
4a2n − 1 + 2
√
4− 2a2n + 4a4n
γ4n = 2γ5 = 2− 2a2n −
√
4− 2a2n + 4a4n (4.25)
Because the bare values for γ3, γ3n are positive, the system reaches the stable FT with
positive γ3, γ3n. We see that along the stable fixed trajectories, either all γi for interactions
with the Γ−centered hole pockets vanish (3p), or all γi for the interactions with the third
hole pocket at M vanish (4p). This does not mean that the interactions themselves vanish,
it only means that these interactions do not grow as fast as other interactions. These
couplings actually still increase under pRG but with exponents smaller than one. This
means that, to leading order, the system flows to either 4-pocket model (4p) or 3-pocket
model (3p). However the subleading terms still have an impact on the emergent order, as
they determine how the order parameter behaves at the remaining hole pocket(s).
The third, weakly unstable fixed trajectory is symmetry-enhanced in the sense that
u1 = u1n, and u3/a = u3n/an. Along this trajectory all ratios (except for γ2, γ2n) attain
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finite values. Specifically, we obtain
ui = γiu1
u1 =
1
1 + γ23/a2
1
L0 − L
γ1n = γ1 = 1
γ3n
an
= ±γ3
a
γ2 = γ2n = 0
γ3 =
√
8a4 − a2 + 4a2a2n + a2
√
15 + (8a2 + 4a2n − 1)2
γ5 = 1− a2n − 2a2 −
√
1 + a4n − a2 + 4a4 + a2n(4a2 −
1
2)
γc = ±an
2a−
√
2γ23a2n + 4a2(1 + γ23)
a2n + 2a2
γ4 = ±an2aγc +
γ23
4a2 −
3
4
γ4n = ∓2a
an
γc + γ5 (4.26)
For a = an = 1 γi in (4.26) reduce to
γ3 = ±γ3n γ4 = γ4n = ±γc
γ3 =
√
11 + 2
√
34 γ4 = −13(4 +
√
34)
γ5 = −2−
√
17
2 (4.27)
Like we said, this fixed trajectory has one unstable direction when we consider deviations
from it. We verified that, depending on the sign of deviation along the unstable direction,
the system flows either to one or to the other stable fixed trajectory. We present the phase
diagram for different bare values in the main text and here present the result of our study
of the stability regimes of 4p and 3p at various an/a in Fig.4.10.
Figure 4.10: Fixed trajectory at the end of the flow for different values of an/a. 3pFT (4pFT)
denotes the effective 3p (4p) model. Bare values are U = U ′, J = J ′ and J/U = 0.3.
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4.6.2.1.3 Susceptibilities
To decide which order wins and develops at low energies, we introduce vertices Γi that
describe the coupling between fermions and order parameters. The vertices in turn deter-
mine the susceptibilities in the corresponding ordering channel, whose divergence would
signal a phase transition. Here we focus on SDW, CDW, and SC channels. The analysis of
the susceptibilities in the Pomeranchuk channels is discussed afterwards.
The vertices are renormalized by the corresponding polarization bubbles and diverge
with a certain exponent when the running couplings approach the fixed trajectory, as Γi ∝
(L0 − L)−β. The susceptibilities
χi − χ0 ∝
ˆ
L
dL′Γ2i (L′), (4.28)
then behave as χ ∝ (L0 − L)1−2β + const. In order to diverge the vertex exponent must
satisfy β ≥ 1/2. The one-loop renormalization of the vertices are shown in Fig. 4.11. In
analytic form, the pRG equations for the vertices in the SDW and CDW channels are
∂LΓΓSDW =
(
u1 +
u3
a
)
ΓΓSDW
∂LΓMSDW =
(
u1n +
u3n
an
)
ΓMSDW
∂LΓΓCDW =
(
u1 − 2u2 − u3
a
)
ΓΓCDW
∂LΓMCDW =
(
u1n − 2u2n − u3n
an
)
ΓMCDW .
(4.29)
By inserting the values for the fixed trajectories, we obtain the exponents βi:
β
(4p)
SDW =
1 + γ3/a
1 + γ23/a2
β
(4p)
CDW =
1− γ3/a
1 + γ23/a2
β
(3p)
SDW =
1 + γ3n/an
1 + γ23n/a2n
β
(3p)
CDW =
1− γ3n/an
1 + γ23n/a2n
.
(4.30)
Note that γ3, γ3n also depend on a, an in these expressions. The exponents attain their max-
imal values at a = 1, an = 1 with β(4p)SDW ≈ 0.30, β(4p)CDW ≈ −0.18 and β(3p)SDW ≈ 0.43, β(3p)CDW ≈
−0.20. These values do not lead to a divergent susceptibility, i.e. the corresponding order
does not develop if the normal state becomes unstable before the Fermi energy is reached.
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The pRG flow of the vertices in the particle-particle channel obeys
∂L

ΓeSC
ΓΓSC
ΓMSC
 =

−2u5 −2u3 −2u3n
−2u3 −2u4 −2uc
−u3n −uc −u4n


ΓeSC
ΓΓSC
ΓMSC
 , (4.31)
where we have absorbed different prefactors into ΓSC as
√
Ah/AeΓΓSC → ΓΓSC ,
√
AM/AeΓMSC →
ΓMSC . For 4pFT and 3pFT, this set reduces to a 2x2 matrix, and the diagonalization of
Eq. (4.31) yields in these two cases
β
(4p)
SC,+−/++ =
−γ4 − γ5 ±
√
(γ4 − γ5)2 + 4γ23/a2
1 + γ23/a2
β
(3p)
SC,+−/++ =
−γ4n − 2γ5 ±
√
(γ4n − 2γ5)2 + 8γ23n/a2n
1 + γ23n/a2n
.
(4.32)
The largest eigenvalues correspond to the s+− superconducting state and satisfy βSC,+− >
1/2. For a = an = 1 they are β(4p)SC,+− = 0.86, and β
(3p)
SC,+− = 0.72. Because these βSC are
larger than 1/2, we find that the system develops superconductivity at low energies rather
than SDW or CDW order. From the analysis of the fixed trajectory we can infer that the
gap changes sign either between the electron pockets and the two Γ−centered hole pockets
(for 4p), or between the electron pockets and the M−centered hole pocket (for 3p). In both
cases, this is conventional s+− gap structure.
To determine the sign of the superconducting gap on the remaining hole pocket(s), we
must include the residual interactions (the once which diverge with smaller exponents). To
do this and to verify our analytical reasoning, we solved the set of pRG equations for the
couplings and the set of the vertices in the SC channel, Eq. (4.31), numerically. We find
two positive (attractive) and one negative eigenvalue in the SC channel. The negative one
obviously corresponds to repulsive interaction in s++ channel. The positive eigenvalues
correspond to s+− gap structure. For the largest positive eigenvalue along the 3p FT or 4p
FT the gap(s) on the remaining hole pocket(s) align such that the sign of the gap on all three
hole pockets is the same (and opposite to the gap sign on the two electron pockets). This is
the ”conventional” s+− gap structure. However, the size of the vertex, which is related to
the gap size, on the residual pocket is smaller than on the dominant pockets. The smaller
positive eigenvalue along the 3p FT or the 4p FT actually starts negative at small L and
then changes the sign in the process of the RG flow. For the 4p FT, the gap structure that
corresponds to this eigenvalue has the same sign of the gap on the M−centered hole pocket
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as on the electron pockets, i.e., there is one sign of the gap on the two Γ−centered hole
pockets and another sign on the other three pockets. For the 3p FT and for this eigenvalue,
the sign of the gap on the Γ−centered hole pockets and on the electron pockets is the same,
and opposite to that on the M− hole pocket. The gap structure of this kind was proposed
in Ref. [133] and termed as ”orbital anti-phase”. Our RG analysis shows that along the
fixed trajectory such a state is subleadng to a conventional s+−. Finally, we computed
the gap structure along the weakly unstable FT of Eq. (4.26) and found that it is also a
conventional s+−. We do not find d-wave order.
= + + + + + +
= + = + + +
Figure 4.11: Diagrammatic representation of the 1-loop renormalization of representative
SDW, CDW, and SC vertices. In the RG equations of the superconducting vertices, only
the combinations ΓΓSC := Γ
Γ1
SC + Γ
Γ2
SC ,ΓeSC := Γ
e1
SC + Γ
e2
SC appear.
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Figure 4.12: Diagrammatic representation of the 1-loop renormalization of a representative
Pomeranchuk vertex corresponding to the orbital density nxz. The polarization bubbles are
not logarithmic as they involve two identical propagators.
To analyze orbital ordering, we calculate the vertices and susceptibilities in the Pomer-
anchuk channel with the orbital densities nµ = d†µdµ as order parameters. The analysis
is somewhat different than before because the polarization bubbles that renormalize the
Pomeranchuk vertices are not logarithmically divergent as can be seen in Fig. 4.12 . How-
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ever, the scale-dependence of the interaction provides a logarithmic renormalization. Sum-
ming only logarithmic terms then leads to pRG equations in the Pomeranchuk channel of
the form ∂LΓµ ∝ Γ0µ∂Lu, i.e. Γµ ∝ Γ0µ(1 + u). Since the couplings flow as u ∝ (L0 − L)−1,
the Pomeranchuk vertex grows with exponent βµ = 1 and overtakes the SC vertex at the
end of the flow. Note however that the renormalization of the Pomeranchuk vertex develops
when the couplings become of order one so that corrections to 1-loop RG may contribute.
Explicitly the pRG equation of the Pomeranchuk channel for the toy model reads
d
dL

ΓΓxz
ΓΓyz
ΓXxy
ΓYxy
ΓMxy

=−2 d
dL
M

ΓΓxz
ΓΓyz
ΓXxy
ΓYxy
ΓMxy

, (4.33)
where
M =

u4 0 AeA (2u1 − u2) AeA (2u1 − u2) 0
0 u4 AeA (2u1 − u2) AeA (2u1 − u2) 0
Ah
A (2u1 − u2) AhA (2u1 − u2) u5 0 AMAn (2u1n − u2n)
Ah
A (2u1 − u2) AhA (2u1 − u2) 0 u5 AMAn (2u1n − u2n)
0 0 AeAn (2u1n − u2n) AeAn (2u1n − u2n) u4n

(4.34)
where we have omitted the irrelevant couplings (Eq. (4.19)) and set mc = md. As has been
already obtained in Ref. [111], the leading instability in the Pomeranchuk channel along
the 4pFT is in the d-wave channel with non-equal densities nxz − nyz. Along the 3pFT an
instability with different densities on the electron pockets nxy(X) − nxy(Y ) 6= 0 develops,
which also breaks C4 symmetry. Such an order splits one of the band degeneracies of the
electron bands in the folded Brillouin zone.
Finally, we comment on the system behavior in a situation when the system does not
reach a fixed trajectory before the RG scale L becomes comparable to LF = log Λ/EF .
Because the susceptibility in the SDW channel is the largest over a wide range of L, it is
most likely that in this situation the system develops an SDW order. We compared the
behavior of SDW vertices involving fermions from one of the electron pockets and either
fermions from Γ−centered hole pockets (ΓΓSDW ) or from the M−pocket (ΓMSDW ). We found
that ΓMSDW > ΓΓSDW if the flow is towards the 3pFT, and ΓΓSDW > ΓMSDW if the flow is
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towards the 4pFT. This implies that in the first case SDW order predominantly involves
the triad of two electron pockets and the M hole pockets, while in the second case it involves
two electron pockets and two Γ-centered hole pockets.
4.6.2.2 PRG for full 5-pocket model
4.6.2.2.1 PRG equations and fixed trajectories
We now move to the full 5-band model with xz/yz orbital content on the electron pockets.
Like we said, in this case we have 19 more couplings (the total number of the couplings is
40). The couplings U˜4, ˜˜U4, U˜5, ˜˜U5, Ua, Ub do not couple to additional terms and continue to
flow to zero under pRG. We find six additional couplings V˜5, ˜˜V5, Va, Vb, V¯a, V¯b that flow to
zero. The corresponding pRG equations are
4pi d
dL
(
V˜5 ± ˜˜V5
)
= −c(4)pp
(
V˜5 ± ˜˜V5
)2
4pi d
dL
(Va ± Vb) = −c(5)±pp (Va ± Vb)2
4pi d
dL
(
V¯a ± V¯b
)
= −c(6)pp
(
V¯a ± V¯b
)2
, (4.35)
where
c(4)pp =
1
L
ˆ
dω
ˆ
d2kGf31,f31Gf32,f32
c(5)±pp =
1
L
ˆ
dω
ˆ
d2k(Gf31,f31Gf1,f1 ±Gf31,f1Gf1,f31)
c(6)pp =
1
L
ˆ
dω
ˆ
d2kGf31,f31Gf2,f2
(4.36)
For the other couplings we make the same conjecture as for the toy model, i.e., assume
that for stable and weakly unstable fixed trajectories Ui = U¯i, Vi = V¯i. The one-loop RG
equations for the remaining dimensionless couplings are
u˙1 = u21 +
u23
a2
u˙1n = u21n +
u23n
a2n
u˙2 = 2u2(u1 − u2)
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u˙2n = 2u2n(u1n − u2n)
u˙3 = 2u3(2u1 − u2 − u5)− 2bu3u4 − u3nuc
− 2v3vc − 2H(u3vc + v3u5)
u˙3n = 2u3n(2u1n − u2n − u5)− u3nu4n − 2bu3uc
− 2v3nvc − 2H(u3nvc + v3nu5)
u˙4 = −2bu24 − 2u23 − 2u2c − 2v23 − 4Hu3v3
u˙4n = −u24n − 2u23n − 2bu2c − 2v23n − 4Hu3nv3n
u˙5 = −2u25 − 2bu23 − u23n − 2v2c − 4Hu5vc
u˙c = −2bu4uc − u4nuc − 2u3u3n
− 2v3v3n − 2H(v3u3n + v3nu3)
v˙1 = v21 +
v23
c2
v˙1n = v21n +
v23n
c2n
v˙2 = 2v2(v1 − v2)
v˙2n = 2v2n(v1n − v2n)
v˙3 = 2v3(2v1 − v2 − v5)− 2bv3u4 − v3nuc
− 2u3vc − 2H(v3vc + u3v5)
v˙3n = 2v3n(2v1n − v2n − v5)− v3nu4n − 2bv3uc
− 2u3nvc − 2H(v3nvc + u3nv5)
v˙5 = −2v25 − 2bv23 − v23n − 2v2c − 4Hv5vc
v˙c = −2bv3u3 − 2v5vc − 2u5vc
− 2v3nu3n − 2H(v2c + v5u5), (4.37)
where the additional parameters are
c =
√
AhA′e
A′
cn =
√
AMA′e
A′n
H = A
a
e√
AeA′e
Ae =
1
L
1
(2pi)2
ˆ
dω
ˆ
d2kGf1,f1Gf1,f1 = me
ˆ
dθ
2pi cos
4 ϕ1
A′e =
1
L
1
(2pi)2
ˆ
dω
ˆ
d2kGf31,f31Gf31,f31
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= me
ˆ
dθ
2pi sin
4 ϕ1
A′ = 1
L
1
(2pi)2
ˆ
dω
ˆ
d2kGf31,f31Gd1,d1
= 2
ˆ
dθ
2pi sin
2 ϕ1
(
mcme
mc +me
cos2 θ + mdme
md +me
sin2 θ
)
A′n =
1
L
1
(2pi)2
ˆ
dω
ˆ
d2kGf31,f31GM
= 2 mMme
mM +me
ˆ
dθ
2pi sin
2 ϕ1
Aae =
1
L
1
(2pi)2
ˆ
dω
ˆ
d2kGf1,f31Gf1,f31
= me
ˆ
dθ
2pi sin
2 ϕ1 cos2 ϕ1. (4.38)
Interestingly, we find that the stable fixed trajectories of the full model lead to the same
decoupling at low-energies into effective three or four pocket models, as in the toy model.
In distinction to the toy model, however, now there are two 3p and two 4p effective models
(31, 3p2, 4p1, 4p2). These four stable fixed trajectories are specified by
(4p1)
ui = γiu1 vi = giu1
u1 =
1
1 + γ23/a2
1
L0 − L
γ3 = ±a
√
8a2 − 1 + 4
√
1− a2 + 4a4
γ4 = γ5 = 1− 2a2 −
√
1− a2 + 4a4 (4.39)
(4p2)
ui = γiv1 vi = giv1
v1 =
1
1 + g23/c2
1
L0 − L
g3 = ±c
√
8c2 − 1 + 4
√
1− c2 + 4c4
γ4 = g5 = 1− 2c2 −
√
1− c2 + 4c4 (4.40)
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(3p1)
ui = γiu1n vi = giu1n
u1n =
1
1 + γ23n/a2n
1
L0 − L
γ3n = ±an
√
4a2n − 1 + 2
√
4− 2a2n + 4a4n
γ4n = 2γ5 = 2− 2a2n −
√
4− 2a2n + 4a4n (4.41)
(3p2)
ui = γiv1n vi = giv1n
v1n =
1
1 + g23n/c2n
1
L0 − L
g3n = ±cn
√
4c2n − 1 + 2
√
4− 2c2n + 4c4n
g4n = 2g5 = 2− 2c2n −
√
4− 2c2n + 4c4n (4.42)
All couplings not presented in the above formulas evolve with smaller exponents. Note that
the ratios of the couplings in Eqs. (4.39-4.42) do not depend on the parameter H.
We see from Eqs. (4.39-4.40) that for 4p1 and 4p2 all interactions involving the M -
centered hole pocket become subleading, like in the toy model. For 4pFT1 the interactions
involving xz/yz orbital components on the electron pockets become leading compared to
the interactions involving xy orbital components, i.e., to first approximation the two elec-
tron pockets can be approximated as xz/yz-pockets. For 4p2 the situation is opposite – the
interactions involving xy orbital component on the electron pockets become dominant com-
pared to the interactions involving xz/yz orbital components, i.e., to first approximation
the two electron pockets can be approximated as xy pockets. These two fixed trajectories
have been analyzed in Ref. [111]. The situation is equivalent for the 3p1 and 3p2, see Eqs.
(4.41-4.42). In the first case, the interactions involving xz/yz orbital component on the
electron pockets become leading, and in the second the interactions involving xy orbital
component on the electron pockets become leading.
These different effective low-energy models are sketched in Fig. 1 in the main text. We
also note that the behavior of different couplings along 4p1 and 4p2 are quite similar, see
Eqs. (4.39, 4.40), and the same is true for the couplings along 3p1 and 3p2, Eqs. (4.41,4.42).
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Whether the system flows to 4p1 or 4p2 (or to 3p1 or 3p2) depends on the initial values of
the couplings.
The stable FTs are separated by several weakly unstable ones with only a single direction
along which perturbations grow. For general a, an, c, cn, and H we determined these FTs
and checked their stability numerically. For a = an = c = cn = 1 these weakly unstable FTs
can be analyzed analytically. The FTs with only one unstable direction are (the notations
are self-evident):
(4p1+4p2)
ui = γiu1 vi = giu1
u1 = v1 u3 = v3 u5 = v5 = vc
u1 =
1
1 + γ23/a2
1
L0 − L
γ3 = ±
√
15 + 16H + 4
√
15 + 30H + 16H2
γ4 = 2(H + 1)γ5 = −3− 4H
√
15 + 30H + 16H2
(4.43)
(3p1+3p2)
ui = γiu1n vi = giu1n
u1n = v1n u3n = v3n u5 = v5 = vc
u1n =
1
1 + γ23n/a2n
1
L0 − L
γ3n = ±
√
7 + 8H + 4
√
4 + 7H + 4H2
γ4n = 4(H + 1)γ5 = −2− 4H − 2
√
4 + 7H + 4H2
(4.44)
(3p1+4p1)
ui = γiu1 vi = giu1
u1 = u1n u3 = ±u3n u4 = u4n = ±uc
u1 =
1
1 + γ23/a2
1
L0 − L
γ3 =
√
11 + 2
√
34 γ4 = −13(4 +
√
34)
γ5 = −2−
√
17
2
(4.45)
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(3p2+4p2)
ui = γiv1 vi = giv1
v1 = v1n v3 = ±v3n u4 = u4n = ±uc
g3 =
√
11 + 2
√
34 γ4 = −13(4 +
√
34)
g5 = −2−
√
17
2 .
(4.46)
Again all couplings not listed in the formulas above have smaller exponents. A detailed
analysis of the structure of weakly unstable FTs in the full 4-pocket model is presented in
Ref. [136].
Finally there is a high-symmetry FT with two unstable directions. Along this FT all
couplings are non-zero:
ui = γiu1 vi = giu1
u1 = u1n = v1 = v1n u3 = u3n = v3 = v3n
u4 = h4n = uc u5 = v5 = vc
u1 =
1
1 + γ23/a2
1
L0 − L
γ3 = ±
√
23 + 24H + 4
√
34 + 69H + 36H2
γ4 =
4
3(H + 1)γ5 = −
10
3 − 4H −
2
3
√
34 + 69H + 36H2.
(4.47)
4.6.2.2.2 Susceptibilities
As in the toy model, we introduce vertices that couple to different order parameter fields
to determine which order develops first at low energies. In the SDW channel, we now have
four vertices
∂LΓΓ,1SDW =
(
u1 +
u3
a
)
ΓΓ,1SDW
∂LΓΓ,2SDW =
(
v1 +
v3
c
)
ΓΓ,2SDW
∂LΓM,1SDW =
(
u1n +
u3n
an
)
ΓM,1SDW
∂LΓM,2SDW =
(
v1n +
v3n
cn
)
ΓM,2SDW
(4.48)
where indices 1, 2 mean that the order parameters involve fermions on electron pockets
with either xz(yz) or xy orbital content, and indices Γ and M mean that the SDW order
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parameter involves fermions from either Γ−centered or M−centered hole pockets. Using
the values of the couplings along the FTs as inputs and solving these differential equations,
we obtain Γ(i)SDW ∼ 1/(L0 − L)β
(i)
SDW , with β(i)SDW = (1 + γ3i/ai)/(1 + γ23i/a2i ), where i =
(Γ, 1; Γ, 2;M, 1;M, 2) and γ3i ∈ {γ3, g3, γ3n, g3n}, ai ∈ {a, an, c, cn}. We verified that all
βiSDW are smaller than 1/2, so that SDW order does not develop (if L0 < LF ). The largest
values are for a = an = c = cn = 1: βΓ,1SDW = β
Γ,2
SDW = 0.3 and β
M,1
SDW = β
M,2
SDW = 0.43.
These are the same values as in the toy model.
There are also four superconducting vertices: Γe,xz/yzSC ,Γ
e,xy
SC ,ΓΓSC , and ΓMSC . The RG
equations for these vertices can be cast into the matrix equation
∂LΓSC = −2

u5 +Hvc vc +Hu5 u3 u3n
vc +Hv5 v5 +Hvc v3 v3n
u3 +Hv3 v3 +Hu3 u4 uc
u3n+Hv3n
2
v3n+Hu3n
2
uc
2
u4n
2
ΓSC , (4.49)
where we introduced ΓSC = (Γe,xz/yzSC ,Γ
e,xy
SC ,ΓΓSC ,ΓMSC)T Along each FT the solution of
Eq. (4.49) gives rise to s+− gap structure on the contributing pockets. The exponents are
β
(4p1)
SC =
−γ4 − γ5 +
√
(γ4 − γ5)2 + 4γ23
1 + γ23/a2
β
(4p2)
SC =
−γ4 − g5 +
√
(γ4 − g5)2 + 4g23
1 + g23/c2
β
(3p1)
SC =
−γ4n − 2γ5 +
√
(γ4n − 2γ5)2 + 8γ23n
1 + γ23n/a2n
β
(3p2)
SC =
−γ4n − 2g5 +
√
(γ4n − 2g5)2 + 8g23n
1 + g23n/c2n
. (4.50)
For a = an = c = cn we have β(4p1)SC = β
(4p2)
SC = 0.86 and β
(3p1)
SC = β
(3p2)
SC = 0.72, again as
in the toy model. We checked that β(i)SC ≥ 1/2 for all a, an, c, cn, i.e., the superconducting
susceptibility does diverge at L = L0.
To determine the SC gap structure on all pockets, we need to include the residual
interactions. We did this numerically. We found that, like in the toy model, the largest
eigenvalue in the SC channel corresponds to a ”conventional” s+− gap structure, although
the magnitude of the gap on the ”secondary” pockets is small. Specifically, this means
that for 4p1 the gap magnitude is relatively small on the M−centered hole pocket and the
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xy−part of the electron pockets, for 4p2 it is small (very small) on the M−centered hole
pocket and the xz/yz−parts of the electron pockets. In the 3p case, the gap almost vanishes
on both Γ−centered hole pockets, and the two 3p FTs differ in the gap magnitude on the
xz/yz and xy portions of the electron pockets.
For the second largest eigenvalue the gap structure for the FTs, where the dominant in-
teractions are within the same orbitals (i.e. 4pFT1 and 3pFT2), is the orbital-antiphase s+−
state, Ref. [133] ( sign(Γe,xz/yzSC ,Γ
e,xy
SC ,ΓΓSC ,ΓMSC) = (+,−,−,+)). For the FTs with dominant
couplings between different orbitals (4pFT2 and 3pFT1) the sign structure corresponds to
“orbital-antiphase s++” state ( sign(Γe,xz/yzSC ,Γ
e,xy
SC ,ΓΓSC ,ΓMSC) = (+,−,+,−)).
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Chapter 5
Orbital order in FeSe iron-based
superconductors – the case for
vertex renormalization
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5.1 Introduction
Orbital degrees of freedom turned out to play an important role for iron-based supercon-
ductors (FeSC). Studies of SDW magnetism and superconductivity in these materials found
that the orbital composition of the states near the Fermi surface (FS) affects the structure
of the fermionic spectrum in the spin-density-wave (SDW) phase [140] and the anisotropy
of the superconducting gap [141, 142, 11]. Another example where different orbitals come
into play is the tetragonal-to-orthorhombic phase transition observed in many FeSCs at
T = Ts. Below Ts, the system spontaneously breaks C4 lattice rotational symmetry down
to C2. This is similar to what happens in nematic liquid crystals, and, by analogy, the
state below Ts is called nematic. Below Ts the occupation of dxz and dyz orbitals becomes
unequal, i.e., the system develops an orbital order Γ(|k|) ∝ ´ dθk(nxz(k) − nyz(k)), where
ni is the density of orbital i and the integration is over the directions of k for a given |k|.
Above Ts, Γk vanishes by C4 symmetry, but once C4 symmetry is broken, by one reason or
the other [143], Γ(|k|) becomes finite.
Γ
Y
X
0 π
0
π
kx
k
y
dxz
dyz
dxy
Γ
Y
X
0 π
0
π
kx
k
y
dxz
dyz
dxy
Figure 5.1: The Fermi surfaces in the 1Fe BZ with the leading orbital content encoded in
color. The six ψ fields, marked in the figure, are introduced in Table 1. Left panel – the FSs
in the tetragonal phase, right panel – the FSs in the nematic phase. The smaller hole pocket
shrinks by orbital order and completely disappers once one include spin-orbit coupling. In
FeSe, the size of the larger hole pocket depends on kz and is the largest at kz = pi (Ref.
[154]). The parameters of the quadratic Hamiltonian used to obtain the Fermi surface are
from Ref.[155]. The pockets are homogeneously enlarged to provide a better view.
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In most FeSCs the range of nematic order is quite narrow as the system develops a
stripe magnetic order almost immediately after the nematic order sets in. However, in FeSe
(and in doped FeSe1−xSx) the regions of nematic and magnetic order are well separated in
x ([145, 144])
In pure FeSe, the nematic order sets in at Ts ≈ 85K, and magnetic order does not
develop down to T = 0. This opens up an opportunity to extract the information about
the structure of Γ from the analysis of the feedback effects on the electronic structure. The
magnitude of Γ, extracted from ARPES, is 10 − 20meV , much smaller than the fermionic
bandwidth (see Refs [144, 151, 152, 146, 147, 148, 149, 150, 153] and the discussion below).
In this case, the most relevant feedback from Γ on the electrons is for momentum components
in the XY plane near kx = ky = 0 and kx = ky = pi, where hole and electron pockets are
located in the 2Fe Brillouin zone (2FeBZ). The pockets in FeSe are quite small, and Γ(|k|)
near these pockets is well approximated by Γ(0) = Γh and Γ(|pi|) = Γe.
Manifestations of the orbital order in FeSe have been seen in Raman, STM, ARPES,
and other experiments (see Ref. [144] for recent review on FeSe). STM data analysis within
a single domain resolved one elliptical hole Fermi surface (FS) and one electron FS, whose
form becomes peanut-like below Ts (Ref. [146]). In the 1FeBZ, where electron pockets are
centered at (0, pi) and (pi, 0), the observed hole pocket is elongated towards (0, pi), and the
observed electron pocket is centered at (pi, 0), and its smaller axis is along the Y direction
(see Fig. 5.1b). ARPES data on single-domain samples [147, 148, 149, 150] show the same
shape of the FSs. In multi-domain samples, ARPES shows the combination of FSs from
different domains [154]. In the tetragonal phase above Ts, hole pockets are C4 symmetric
and electron pockets are elliptical (Fig. 5.1a). The changes from a C4-symmetric to an
elliptical shape for the hole pocket and from an elliptical to a peanut-like shape for the
(pi, 0) electron pocket are due to orbital order. Adding Γh and Γe terms to the hopping
Hamiltonian in orbital representation and transforming from orbital to band basis, one
obtains [146, 155] that the observed shapes of the pockets are reproduced if Γh > 0 and
Γe < 0, i.e., the orbital order changes sign between hole and electron pockets.
In this communication we address the issue how the sign change between Γe and Γh can
be understood theoretically. For this, we derive and analyze the self-consistent equation
for d-wave orbital order Γ. We argue that at mean-field level, the set of coupled equations
for Γh and Γe contains the single effective interaction U0 = 5J − U , where U and J are
Hubbard and Hund local interactions. The orbital order either does not develop, when
U0 > 0, or does develop, if U0 < 0 and its magnitude is strong enough, but the solution
necessarily yields equal sign of Γe and Γh (d++ channel). We next include into the analysis
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the fact that the couplings flow away from their bare values (used in mean-field analysis),
when we progressively integrate out contributions of fermions with higher energies. This
flow is captured within parquet renormalization group analysis (pRG) [156] or functional
RG [157]. The pRG flow splits U0 into two different interactions Ua and Ub. We show
that this splitting gives rise to a non-zero coupling in another channel for orbital ordering,
this time with Γe and Γh of opposite signs (d+− channel). This is similar to how the
coupling in the s+− pairing channel emerges due to small inter-pocket pairing interaction
on top of strong Hubbard repulsion. We show that the coupling in this new orbital channel
is attractive, regardless of the sign of the bare U0, and exceeds the coupling in the d++
channel. Our results are summarized in Figs. 5.3, 5.4.
Our approach is similar to earlier works [11, 24], which also found an attraction in the
d+− channel, but differs in detail. The authors of [11] analyzed self-consistent equations
for Γh and Γe in the C4 symmetric regime using the values of the interactions Ua and
Ub near the fixed trajectory, i.e., at the very end of the pRG flow. Here we consider the
evolution of Ua and Ub without assuming closeness to a fixed trajectory. This is a more
realistic approach, given that in practice pRG only runs over a finite window of energies.
We show that the d+− channel becomes attractive from the very beginning of the pRG
flow. The authors of [24] considered the case of large U/J and obtained sign-changing
d+− orbital order by selecting a particular combination of RPA and Aslamazov-Larkin type
diagrams for the renormalization of the Hubbard interaction. We consider arbitrary U/J
and treat vertex renormalizations within pRG, which accounts on equal footing for vertex
renormalizations in particle-hole and particle-particle channels. Another explanation for
the sign change between Γe and Γh has been put forward in Ref. [158]. It is based on
the earlier study[159], which showed that the self-energy due to spin fluctuation exchange
has opposite sign near Γ and near X/Y , and shrinks both hole and electron pockets. The
authors of [158] argued (on a semi-phenomenological level) that the X/Y anisotropy of spin
fluctuations below Ts leads to sgn(Γe) = −sgn(Γh). Our approach is complimentary to that
work: the authors of [158] included the X/Y anisotropy of the effective interaction but not
orbital order. We, on the contrary, include orbital order into fermionic propagators, but
neglect nematicity-induced changes of the interactions. We emphasize that both approaches
lead to the sign change of the nematic splitting.
We also consider how orbital order affects the energies of dxz and dyz orbitals Exz and
Eyz at (0, pi) and (pi, 0) points in the 1FeBZ (the M point in the 2FeBZ). In absence of orbital
order, the two energies are degenerate even in the presence of spin-orbit coupling[160]. A
non-zero Γe breaks the degeneracy. To first order in Γe, the energies split – Exz increases
130
by Γe/2 and Eyz decreases by Γe/2. Observation of this splitting has been reported by
Fedorov et al [151]. However, this group argued that the dxz/dyz splitting appears on top
of a larger effect – a simultaneous change of the temperature dependence of Exz and Eyz
below Ts. According to Refs. [151, 154], both energies become smaller in magnitude. This
observation is consistent with the later result by the same group [154] that they can resolve
both electron pockets within a single domain, and both pockets have peanut-like form. A
simultaneous change of the temperature dependence of Exz and Eyz below Ts has also been
reported in [152]. Later, however, Watson et al. argued [148] that they can only observe
dyz orbital at the M point (in addition to dxy). If this is the case, then the observed T
dependence below Ts can be due to the expected first-order correction in Γe. To address this
issue, we computed the corrections to Exz and Eyz to second order in Γe and Γh. The Γ2e
and Γ2h terms are the same for Exz and Eyz and, if these terms are large, they can overtake
the ±Γe/2 splitting already at small Γi. We found that the second order contribution
accounts only for a small correction to ±Γe/2 and, moreover, the correction is of the wrong
sign. If both Exz and Eyz indeed become smaller in magnitude below Ts, as the authors of
Refs [151, 154] argue, this is due to some other physics than the one we consider here.
ψi Pocket Orbital ψi Pocket Orbital ψi Pocket Orbital
ψ1 Y dxz ψ3 X dyz ψ5 Γ dyz
ψ2 Y dxy ψ4 X dxy ψ6 Γ dxz
Table 5.1: Affiliation of ψi with a pocket and an orbital.
5.2 Mean-field analysis
We consider a model with two hole pocket near (0, 0) in the tetragonal phase (H-pockets)
and two electron pockets near (0, pi) and (pi, 0) in the 1FeBZ (Y and X pockets). The hole
pockets are made out of dxz and dyz orbitals, the X pocket is made out of dyz and dxy
orbitals and the Y pocket is made out of dxz and dyz (Refs. [141, 45]). We introduce six
spices of fermions: ψ1, . . . , ψ6, see Tab 5.1 and two d−wave dxz/dyz orbital order parameters
Γh = 〈ψ†6ψ6−ψ†5ψ5〉 and Γe = 〈ψ†1ψ1−ψ†3ψ3〉. For simplicity, we neglect d-wave orbital order
on the dxy orbital (the ψ†2ψ2 − ψ†4ψ4 term, Refs. [160, 14, 15]). At the mean-field level,
the self-consistent equations for Γh and Γe are obtained by adding up Hartree and Fock
diagrams for different orbitals (Fig. 5.2a). To first order in the orbital order parameter, the
self-energies are ΣHxz = Σh,0+Γh/2, ΣHyz = Σh,0−Γh/2, ΣYxz = Σe,0+Γe/2, ΣXyz = Σe,0−Γe/2,
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where Σh,0 and Σe,0 are the self-energies in the absence of orbital order. Evaluating the
diagrams and taking the difference ΣHxz−ΣHyz = Γh, ΣYxz−ΣXyz = Γe, we obtain self-consistent
equations for Γh,Γe in the form [161]
Γh = Ua
(
nHxz − nHyz
)
+ Ub
(
nYxz − nXyz
)
Γe = Ua
(
nYxz − nXyz
)
+ Ub
(
nHxz − nHyz
)
(5.1)
Here each density ni is the momentum integral over the corresponding Fermi function. We
find, to leading order in Γi, nHxz−nHyz = AhΓh and nYxz−nXyz = AeΓe. To obtain the prefactors
Ah and Ae, we used the orbitally-resolved low-energy model from Ref. [45] for the kinetic
energy, converted from orbital to band basis, and computed the momentum integrals of the
Fermi functions for different bands, weighted by the ”coherent” factors associated with the
change of the basis. We present the details of the calculations in [162] and here state the
result: both Ah and Ae are negative, and their ratio γ = Ae/Ah depends on the parameters
in the kinetic energy and is, in general, of order one. Using the band structure parameters
that fit the ARPES and STM data, we obtained γ ∼ 0.2 (see [162]).
The interactions Ua and Ub are linear combinations of seven different interactions in-
volving dxz and dyz orbital states near momenta where FSs are located. We show these
seven interactions in Fig. 5.2b. In terms of these interactions, Ua = U5 − 2U˜5 + ˜˜U5[163]
and Ub = 2(U1 − U¯1)− (U2 − U¯2) (labels are as in Fig. 5.2b). The bare values of the seven
couplings are U (0)5 = U
(0)
1 = U
(0)
2 = U, U˜
(0)
5 = U¯
(0)
1 = U ′,
˜˜U (0)5 = U¯
(0)
2 = J . As a result, the
bare U (0)a and U (0)b are the same: U
(0)
a = U (0)b = U0 = U + J − 2U ′. If we take U ′ = U − 2J
(Ref. [141]), we obtain U0 = 5J −U . Substituting Ua = Ub = U0 into (5.1), we obtain that
the only possible solution of the self-consistent set is Γh = Γe (sign-preserving d++ orbital
order), and this order develops if the eigenvalue λ++ = U0(Ah+Ae) > 1. The solution with
the opposite sign of Γe and Γh does not emerge at the mean-field level.
5.3 Beyond mean-field
We now go beyond mean-field and include into consideration that the seven interactions,
which contribute to Ua and Ub, flow to different values as one progressively integrates out
fermions with higher energies. This flow can be captured within pRG and comes from
mutual vertex renormalizations of the total of 30 different interactions between low-energy
fermions on dxz, dyz, and dxy orbitals [45, 11, 14, 15]. The flow equations have been derived
in [14, 15], and we use the results of that work to obtain the flow of Ua and Ub. The results
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U¯1
ψ3 ψ3
ψ6 ψ6
U2
ψ1 ψ6
ψ1ψ6
U¯2
ψ3 ψ6
ψ3ψ6
(b)
Figure 5.2: a) Hartree and Fock self-energy diagrams; b) Examples of the interaction terms
which contribute to Hartree-Fock self-energies. The U5 terms in the first row also act on
hole pockets (ψ5, ψ6). Each diagram has symmetry-equivalents. (ψ1 ↔ ψ3, ψ5 ↔ ψ6).
The self-energy beyond mean-field has been computed using dressed interactions, which we
obtained using pRG scheme. In a direct perturbation theory, this amounts to summing up
infinite series of self-energy diagrams, including RPA and Aslamazov-Larkin diagrams.
are shown in Fig.5.3. We see that Ua and Ub become different from U0, and Ub > Ua,
irrespective of whether U0 > 0 or U0 < 0. Solving for the eigenfunctions and eigenvalues of
Eq. (5.1) when Ua and Ub are different, we obtain an eigenfunction Γ++ = Γh +α+Γe with
the eigenvalue λ++ and Γ+− = Γh + α−Γe with the eigenvalue λ+−, where
α± = −1− γ2
Ua
Ub
±
√(1− γ
2
)2 U2a
U2b
+ γ (5.2)
λ++,+− = −|Ah|
[
1 + γ
2 Ua ± Ub
√(1− γ
2
)2 U2a
U2b
+ γ
]
We see that α+ > 0 and α− < 0, i.e., the eigenfunction Γ++ describes sign-preserving
d++ orbital order and Γ+− describes sign-changing d+− order. We plot the corresponding
eigenvalues λ++ and λ+− in Fig. 5.4. We see that λ+− becomes positive (i.e., attractive)
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Figure 5.3: Panels (a) and (b) – the pRG flow of the couplings Ua and Ub for the case
when the bare U (0)a = U (0)b = U0 = 5J − U is positive in (a) and negative in (b) (we set
J/U = 0.3 and 0.1, respectively). Panels (c) and (d) – the flow of the couplings UM and
UΓ in Eq. (5.3). The parameter L = logWE , where W is of order bandwidth and E is the
running energy. The larger L is, the more high energy states are integrated out. We used
mhU/(4pi) = 0.35 where mh is the mass of the dispersion near the hole pocket.
for any sign of U0, once we include the pRG flow of the interactions. We emphasize that this
holds even if the flow runs only over a small range of energies. For an instability towards
a sign-changing orbital order, the flow needs to run over a finite range of energies to reach
λ+− > 1.
For U0 > 0, the coupling in the λ++ channel is repulsive, i.e., d+− orbital order is the
only solution of Eq. (5.1). For U0 < 0, the d++ channel is attractive at the bare level, but we
see from Fig. 5.4c,d that it becomes sub-leading once Ub changes sign under pRG (see Fig.
5.3b). The attraction in d+− orbital channel for U0 < 0 was earlier obtained in Ref. [24] who
used a combination of RPA spin and charge channels and Aslamazov-Larkin diagrams to
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Figure 5.4: The flow of the dimensionless couplings λ++ in sign-preserving d++ channel
(green) and λ+− in sign-changing d+− channel (red). Notations are as in Fig. 5.3. Panels
(a) and (b) - the flow for the case U0 = 5J − U > 0 for two values of the parameter
γ = Ae/Ah (see text). Panels (c) and (d) – the same for U0 < 0. The sign-changing d+−
channel becomes dominant once Ub changes sign near L = 2. . For γ 6= 1, the couplings
jump by finite values when Ub passes through zero.
separate Ua and Ub. In distinction with Ref. [24], here we account for the renormalization of
Ua and Ub systematically, in an order-by-order treatment (as pRG is), through all channels
including the pairing channel. Like we said, we found that λ+− becomes positive already at
the very beginning of the pRG flow, when the renormalization of Ua,b can be obtained within
a direct perturbative expansion. In particular, the condition U0 < 0 is not required [164].
We note in this regard that our computation of the self-energy, using the diagrams in Fig.
5.2a with the dressed interactions obtained within the pRG scheme, is diagrammatically
equivalent to summing up infinite series of contributions to the self-energy, including both
RPA and Aslamazov-Larkin diagrams.
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5.4 Temperature variations of Exz and Eyz.
We now analyze how the energies Exz at (0, pi) and Eyz at (pi, 0) vary with increasing orbital
order (in the 2FBZ these are energies of dxz/dyz orbitals at M). To first order in Γe, the
two energies just split: Exz = Ee,0 + Γe/2 and Eyz = Ee,0 − Γe/2, where Ee,0 < 0 is the
energy in the absence of the nematic order [45, 160]. Our goal is to go beyond the first order
in Γe and check if there is a large common term of order Γ2e,h. A large positive Γ2e,h term
would be consistent with Refs. [151, 154]. The authors of these papers argued, based on
interpretation of their ARPES data, that the magnitude of both Exz and Eyz are reduced
in the nematic phase.
To check this possibility, we computed the self-energies ΣYxz and ΣXyz to order Γ2. We
We did not do the full self-consistent calculation to this order, as it would require to include
the self-energy to order Γ2 into the densities nHxz, nHyz, nYxz, and nXyz. Rather, we evaluated
the ”source” term in the self-energy Σso(Γ), which comes from keeping O(Γh,e) terms in the
self-energy, but expanding the densities to order Γ2h,e. The the common self-energy for ΣYxz
and ΣXyz below the nematic transition is proportional to Σso(Γ)− Σso(0). We find
Σso(Γ) = UM (nYxz + nXyz) + UΓ(nHxz + nHyz) (5.3)
and UM = U5 + 2U˜5 − ˜˜U5 and UΓ = 2(U1 + U¯1) − (U2 + U¯2). The bare value of UM
and UΓ are again equal, each is U + 2U ′ − J (= 3U − 5J if U ′ = U − 2J), but under
pRG, UΓ becomes larger than UM , as we show in Fig. 5.3 c,d. The common densities are
(nHxz + nHyz) = nh,0 + BhΓ2h, (nYxz + nXyz) = ne,0 + BeΓ2e, where ni,0 labels the density for
Γi = 0. We find (see [162] for details) Bh < 0 and |Be| ≤ |Bh|. In this situation, the
common correction to EYxz and EXyz is negative. Given that Ee,0 is also negative, we see the
common self-energy makes the two energies more negative. Furthermore, the magnitude of
Bh is at most of order 1/Ts, hence near Ts, when Γh,e are small, the self-energy to second
order in Γi is a small correction to the first-order ±Γi/2 term. This is inconsistent with the
interpretation of the data in Refs. [151, 154].
5.5 Conclusions.
In this communication we presented the solution of self-consistent equations for d-wave
nematic order parameters on dxz/dyz orbitals. We argued that at a mean-field level the
only solution possible is sign-preserving d++ nematic order Γ (same sign of Γe and Γh)
when the bare coupling U0 < 0. We went beyond mean-field and included the flow of the
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couplings under pRG. Then we found an attraction in d+− channel for which Γe and Γh have
opposite sign, in agreement with STM and ARPES data. We argued that d+− orbital order
becomes the leading instability for either sign of bare U0. We also computed the common
self-energy for dxz and dyz orbitals at the center of electron pockets to second order in Γ to
check whether we can reproduce the results of Refs. [151, 154] that the energies EYxz and
EXyz simultaneously get smaller by magnitude in the nematic phase. We obtained a much
smaller self-energy and of opposite sign than the one which is needed. If the interpretation
of the data in[151, 154] is correct, it has to be due to a self-energy with vertices beyond our
RG analysis.
5.6 Supplemental Material
5.6.1 Orbitally-resolved low-energy model
We use an effective orbitally-resolved, low-energy model to describe excitations near the
Fermi pockets in FeSe. The model can be constructed by expanding the hopping integrals
near the centers of hole and electron pockets [45]. We will work in the ”theoretical” 1FeBZ,
where the hole pockets are centered at Γ = (0, 0), and the electron pockets are centered
at X = (pi, 0) and Y = (0, pi). The two Γ-centered pockets are made out of dxz and dyz
orbitals, the X pocket is made out of dyz and dxy orbitals and the Y pocket is made out of
dxz and dxy (Refs. [141, 45]), as shown in Fig. 5.1. The dispersion in the physical 2FeBZ
can be obtained by folding the 1FeBZ along its diagonal. Under the folding, the points Y
and X both become M = (pi, pi).
We introduce six spices of fermions: ψ1, . . . , ψ6. Fermions ψ1 and ψ2 describe dxz and
dxy excitations near the electron pocket at Y , ψ3 and ψ4 describe dyz and dxy excitations
near the X pocket, and ψ5 and ψ6 describe dxz and dyz excitations near the hole pockets
at Γ. The assignment is summarized in Tab 5.1 and sketched in Fig. 5.1.
The quadratic Hamiltonian for states close to the hole pocket is
HΓ =
∑
k,σ
(
ψ†5σ(k), ψ
†
6σ(k)
)
hΓ(k)
(
ψ5σ(k)
ψ6σ(k)
)
(5.4)
with
hΓ(k) =
h − k22mh + b2(k2x − k2y)− Γh ckxky
ckxky h − k22mh − b2(k2x − k2y) + Γh
 , (5.5)
In the tetragonal phase, Γh = 0. In the orthorhombic phase at T < Ts, Γh has a finite
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value.
To make the formulas more compact, we assume b = c. Then in the tetragonal phase
the hole pockets are circular, with energies tetc,d = h − (k2/(2mh))(1 ± bmh). The band
operators ck and dk of the inner and outer hole pocket are related to ψ5(k) and ψ6(k) by a
rotation
ck = − sin θΓ(k)ψ5(k) + cos θΓ(k)ψ6(k), dk = cos θΓ(k)ψ5(k) + sin θΓ(k)ψ6(k) (5.6)
where θΓ(k) corresponds to the polar angle along a hole pocket, counted from the kx-axis.
In the orthorhombic (nematic) phase, the dispersion of hole-like excitations is altered to
nemc,d = h − k2/(2mh)∓
√
b2k4 + 4Γ2h − 4bkΓh cos θ. (5.7)
The transformation to band basis can still be viewed as a rotation, like in Eq. (5.6), but
the rotation angle φΓ(k) no conger coincides with θΓ(k) and is expressed as [143, 155]
tanφΓ(k) =
sin 2θΓ(k)
cos 2θΓ(k)− 2Γh/(bk2) (5.8)
The excitations near the electron pockets are described by
HY,X =
∑
k,σ
(
ψ†1,3σ(k), ψ
†
2,4σ(k)
)
hY,X(k)
(
ψ1,3σ(k)
ψ2,4σ(k).
)
(5.9)
with
hY,X(k) =
(
1 + k
2
2m1 ± a12 (k2x − k2y)± Γe −
√
2ivkx/y√
2ivkx/y 2 + k
2
2m2 ± a22 (k2x − k2y)
)
(5.10)
where the upper sign is for the Y pocket and the lower for the X pocket. In the tetragonal
phase Γe = 0, in the orthorhombic phase it is finite. The parameters v, 1,2, a1,2, and m1,2
can be determined by fitting the band structure to ARPES data. For FeSe they are given
in the supplemental of Ref. [155]. In the band basis, this gives two branches around the X
point and two branches around the Y point. Only one dispersion from each pair crosses the
Fermi level and forms the electron pocket at X or Y .
In the tetragonal phase the energies of the bands that cross the Fermi level are given
by tetX,Y = 12(C
X,Y
1 + C
X,Y
2 ) + 12
√
(CX,Y1 − CX,Y2 )2 + 8v2k2y,x with CX,Yi = i + k2/(2mi) ∓
ai/2(k2x − k2y). The bands that do not cross the Fermi level have energies ˜tetX,Y = 12(CX,Y1 +
CX,Y2 ) − 12
√
(CX,Y1 − CX,Y2 )2 + 8v2k2y,x. The conversion from orbital to band basis can be
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again written as rotation
eX,Y = ∓i cosφX,Y ψ3,1 + sinφX,Y ψ4,2, e˜X,Y = ±i sinφX,Y ψ3,1 + cosφX,Y ψ4,2 (5.11)
where ei labels the band that forms the electron pocket and e˜i the one that does not
cross the Fermi level. However, the angle φX,Y does not coincide with the polar angle
along an electron pocket. To a good approximation, cosφX,Y = A sin θX,Y and sinφX,Y =√
1−A2 sin2 θX,Y , where θX(Y ) is the polar angle measured along Γ − X (Γ − Y ) and
1/
√
2 < A < 1 is a constant[155, 14, 15].
In the orthorhombic phase, the energies of the bands that cross the Fermi level become
nemX,Y =
1
2(C
X,Y
1 + C
X,Y
2 ∓ Γe) +
1
2
√
(CX,Y1 − CX,Y2 ∓ Γe)2 + 8v2k2y,x. (5.12)
The transformation from orbital to band space can still be written as in (5.11), but the
relations between φX,Y and θX,Y change to cosφX,Y = AX,Y sin θX,Y and sinφX,Y =√
1−A2X,Y sin2 θX,Y with AX,Y = A(1∓ Γe∆E (1− A2 sin2 θX,Y )) and ∆E = ˜tetX (kXF ), where
kXF is the Fermi wave vector of the electron pocket at X (Ref. [155]). In the following, we
approximate AX,Y by their average values along the electron FSs: AX,Y = A(1∓βΓe) with
β = (1 − A2/2)/∆E. The constant ∆E is given by ˜0X(kXF ), where kXF is the Fermi wave
vector of the electron pocket at X.
There are 30 symmetry-allowed interactions between six fermion species ψi [45, 14, 15].
We assume that interactions involving dxy fermions are small, by one reason or the other
(e.g., by applying full pRG to the full model with 30 couplings [14, 15]), and focus on the
interaction terms which involve fermions from dxz and dyz orbitals. These interactions are
Hint =U1
∑′ [
ψ†1σψ1σψ
†
6σ′ψ6σ′ + ψ
†
3σψ3σψ
†
5σ′ψ5σ′
]
+U¯1
∑′ [
ψ†1σψ1σψ
†
5σ′ψ5σ′ + ψ
†
3σψ3σψ
†
6σ′ψ6σ′
]
+U2
∑′ [
ψ†1σψ6σψ
†
6σ′ψ1σ′ + ψ
†
3σψ5σψ
†
5σ′ψ3σ′
]
+U¯2
∑′ [
ψ†1σψ5σψ
†
5σ′ψ1σ′ + ψ
†
3σψ6σψ
†
6σ′ψ3σ′
]
+U42
∑′ [
ψ†5σψ5σψ
†
5σ′ψ5σ′ + ψ
†
6σψ6σψ
†
6σ′ψ6σ′
]
+U˜4
∑′
ψ†5σψ5σψ
†
6σ′ψ6σ′ +
˜˜U4
∑′
ψ†5σψ6σψ
†
6σ′ψ5σ′
+U52
∑′ [
ψ†1σψ1σψ
†
1σ′ψ1σ′ + ψ
†
3σψ3σψ
†
3σ′ψ3σ′
]
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+U˜5
∑′
ψ†1σψ1σψ
†
3σ′ψ3σ′
+ ˜˜U5
∑′
ψ†1σψ3σψ
†
3σ′ψ1σ′
(5.13)
The summation is over spin components and over momenta, under the constraint of momen-
tum conservation. These interactions describe all symmetry-allowed scattering processes
between dxz and dyz fermions near electron and hole pockets. We omitted pair hopping
terms because they do not play a role in the following.
If we use the microscopic model with local Hubbard-Hund interactions, the interaction
parameters are [14, 15]
U1 = U2 = U4 = U5 = U,
U¯1 = U˜4 = U˜5 = U ′,
U¯2 = ˜˜U4 = ˜˜U5 = J,
(5.14)
5.6.2 Self-consistent equations for Γh and Γe
To obtain the self-consistent equations for the nematic order parameters Γh and Γe, we
evaluate the Hartree and Fock diagrams for the self-energies Σxz and Σyz near hole and
electron pockets. In orbital basis, these self-energies contribute to the diagonal terms in
Eqs. (5.5) and (5.10). Each self-energy contains a piece from the tetragonal phase and a
piece which depends on Γe and Γh. To first order in the orbital order, ΣΓxz = ΣΓtet+Γh/2 and
ΣΓyz = ΣΓtet − Γh/2, where ΣΓtet is the self-energy at the Γ point in the tetragonal phase. At
momenta close, but not equal to Γ, the self-energy acquires some k-dependence already in
the tetragonal phase, but this dependence is small and irrelevant for our purposes, and we
neglect it. Taking the difference between the two self-energies, we obtain ΣΓxz − ΣΓyz = Γh.
Similarly, ΣYxz − ΣXyz = Γe. Evaluating the diagrams for the self-energies then leads to
Γh = Ua4
(
nΓxz − nΓyz
)
+ Ub
(
nYxz − nXyz
)
Γe = Ua5
(
nYxz − nXyz
)
+ Ub
(
nΓxz − nΓyz
)
, (5.15)
The differences nΓxz−nΓyz and nYxz−nXyz vanish in the tetragonal phase and are proportional to
Γh and Γe, respectively. Eq. (5.15) then becomes a self-consistent set of linarized equations
for Γh and Γe. Solving the set, one obtains Ts and the ratio Γe/Γh near Ts. We assume
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that the sign of Γe/Γh will not change at a smaller T , when non-linear terms in the r.h.s.
of (5.15) become relevant.
The interaction terms in (5.15) are Ua5 = U5 − 2U˜5 + ˜˜U5, Ua4 = U4 − 2U˜4 + ˜˜U4 and
Ub = 2(U1 − U¯1) − (U2 − U¯2). If we use the local Hubbard-Hund model Eq. (5.14), we
obtain Ua5 = Ua4 = Ub = U + J − 2U ′. However, the couplings become different once
we include vertex corrections to Ua5, Ua4, and Ub. In the main text we present the results
for the dressed couplings assuming that the running Ua5 and Ua4 remain equal, i.e., the
running Ua5 = Ua4 = Ua. Here we present the results for a generic case when only bare
Ua5 = Ua4, but the running couplings are different. The running couplings Ua5 and Ua4
follow each other, and their ratio tends to constant r, whose value depends on system
parameters [14, 15]. Below we use Ua5 = Ua and Ua4 = rUa, when we will be using the
dressed couplings.
The fermionic densities are the integrals over momentum and sums over Matsubara fre-
quencies of the corresponding Green’s functions: (nΓxz−nΓyz) = T
∑
ωm
´
dk/(2pi)2(GΓxz(k, ωm)−
GΓyz(k, ωm)) and (nYxz − nXyz) = T
∑
ωm
´
dk/(2pi)2(GYxz(k, ωm) − GXyz(k, ωm)). To evaluate
the integrals, we transfer the Green’s functions to the band basis and express the result in
terms of the corresponding Fermi functions. One can check that in the tetragonal phase the
self-energies ΓΓtet and Γ
X,Y
tet come from states not confined to the FSs, however the additional
terms in the orthorhombic phase, proportional to Γh and Γe, come from the states near Γ,
X, or Y points. In explicit form, we obtain near hole pockets
(nΓxz − nΓyz)
=
ˆ
d2k
(2pi)2 cos 2φH
(
nF (nemc )− nF (nemd )
)
= AhΓh
Ah = −
ˆ
d2k
(2pi)2
[
2
bk2F
sin2 2θ
(
nF (tetc )− nF (tetd )
)
+ 1
T
cos2 2θ
 etetc /T(
1 + etetc /T
)2 + etetd /T(
1 + etetd /T
)2

+O(Γ2h) (5.16)
where nF is the Fermi distribution function and the expressions for tetc = tetc (k) and
tetd = tetd (k) are given above. We recall that c−operators describe the inner hole pocket
and d−operators describe the outer hole pocket. Accordingly, tetc ≤ tetd , so that nF (tetc ) ≥
nF (tetd ). As a result, both terms in the last line in (5.16) have the same sign, hence Ah < 0.
We used this in the main text.
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Similarly, fermionic densities in the vicinity of the electron pockets are given by
(nYxz − nXyz)
=
ˆ
d2k
(2pi)2
[
cos2 φY nF (Y )− cos2 φXnF (X)
]
=
ˆ
d2k
(2pi)2
[
A2(1 + βΓe)2 sin2 θY nF (nemY )−A2(1− βΓe)2 sin2 θXnF (nemX )
]
= AeΓe
Ae = A2
ˆ
d2k
(2pi)2 cos
2 θ
2βnF (tetY )− 1T fY (k) e
tetY /T(
1 + etetY /T
)2
+O(Γ2e). (5.17)
Here, the function fY (k) is obtained when expanding the band energies to linear order in
Γe, e.g., nemY = tetY + fY (k)Γe/2 with fY (k) = 1 + (CY1 − CY2 )/
√
(CY1 − CY2 )2 + 8v2k2x. To
check the sign of Ae we evaluate the momentum integral in the last line in (5.17) analytically
by setting a1,2 = v = 0 in (5.10). We obtain
Ae = A2
me
2pi
(
β|1|+ βT ln
(
1 + e−|1|/T
)
− 1
1 + e−|1|/T
)
(5.18)
For FeSe, β|1| ∼ 1/4. For such β, Ae is negative. We then determine Ae numerically, using
the full quadratic Hamltonian in (5.10) and the values of parameters for FeSe as given in
Ref. [155]. We again obtain that Ae is negative. We used that Ae < 0 in the main text.
The magnitudes of Ah and Ae are comparable, but Ah is larger: we found numerically
γ = Ae/Ah ≈ 0.2.
Using these results, we can write the self-consistent equations on Γh and Γe as
Γh = −|Ah| (rUaΓh + γUbΓe)
Γe = −|Ah| (γUaΓe + UbΓh) . (5.19)
In the main term we presented this equation and its solution (see below) for r = 1.
The two eigenmodes of the set (5.19) are
Γh + α±Γe = λ++,+−(Γh + α±Γe) (5.20)
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with
α± = −r − γ2
Ua
Ub
±
√(
r − γ
2
)2 U2a
U2b
+ γ (5.21)
λ++,+− = −|Ah|
[
r + γ
2 Ua ± Ub
√(
r − γ
2
)2 U2a
U2b
+ γ
]
,
5.6.3 Common part of the self-energies to order Γ2h,e
We now show the details of the evaluation of the common part of the self-energies ΣYxz
and ΣXyz to second order in Γh,e. We can isolate the quadratic terms by evaluating Σ2 =
ΣYxz + ΣXyz − 2Σtet. The common self-energy Σ2 is given by
Σ2 = UM (nYxz + nXyz) + UΓ(nΓxz + nΓyz) (5.22)
where UM = U5 + 2U˜5− ˜˜U5 and UΓ = 2(U1 + U¯1)− (U2 + U¯2). The sums of the densities in
the vicinity of the hole pockets are
(nΓxz + nΓyz)
=
ˆ
d2k
(2pi)2
(
nF (nemc ) + nF (nemd )
)
+ nΓtet
= Γ2h
ˆ
d2k
(2pi)2
∑
i=c,d
e
tet
i /T
σi 1
Tbk2F
1(
1 + eteti /T
)2 + 12T 2 cos2 θ e
teti /T − 1(
1 + eteti /T
)3
+ nΓtet
= −Γ2h
[
bm2h
1− b2m2h
1
2pibk2F
(
tanh
(
1 + h2T
))
+ 1
8T cosh2 h2T
]
+ nΓtet (5.23)
where σi = 1(−1) for i = c(d), h is defined after Eq. (5.5), and nΓtet is the density around
hole pockets in the tetragonal phase. We define (nHxz + nHyz) = nΓtet +BhΓ2h. Then
Bh = −
[
bm2h
1− b2m2h
1
2pibk2F
(
tanh
(
1 + h2T
))
+ 1
8T cosh2 h2T
]
(5.24)
We see that Bh < 0. We use this in the main text. The densities around electron pockets
are
(nYxz + nXyz)
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=
ˆ
d2k
(2pi)2
[
cos2 φY nF (Y ) + cos2 φXnF (X)
]
=
ˆ
d2k
(2pi)2
[
A2(1 + βΓe)2 sin2 θY nF (nemY ) +A2(1− βΓe)2 sin2 θXnF (nemX )
]
≈ A2Γ2e
ˆ
d2k
(2pi)2 sin
2 θ
[
2f (2)Y (k)n
′
F (tetY ) +
1
4f
2
Y (k)n′′F (tetY ) + βfY (k)n′F (tetY )
]
+ (1 + β2Γ2e)n
X,Y
tet (5.25)
In this formula, we used the symmetry between the expressions for the densities at X
and Y for Γe = 0 and expanded to second order in Γe. We defined fY and f (2)Y by
writing nemY = tetY + Γe/2fY (k) + Γ2ef
(2)
Y (k), where fY is given below Eq. (5.17), and
f
(2)
Y = 2v2k2x/
√
(CY1 − CY2 )2 + 8v2kx2. We then define (nYxz + nXyz) = nX,Ytet + BeΓ2e and
compute Be numerically using the parameters for FeSe from Ref. [155]). We find Be < 0
and |Be| < |Bh|. We use this in the main text.
As we said in the main text, this calculation is not fully self-consistent because we evalu-
ated the ”source” term by keeping the terms linear in Γh and Γe in the orbital Hamiltonian
and expanding the densities to order Γ2h,e. For a full self-consistent calculation, we should
have included also terms of order Γ2h,e into the orbital Hamiltonian, expanded to order Γ2e,h
and then solved self-consistently for the prefactor of the Γ2e term near the electron pock-
ets. However, the Γ2e term only appears because of the source term. The prefactor is then
proportional to the source term and has the same sign. This is what we used in the main
text.
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Chapter 6
Conclusion
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Nematic phase and magnetic phase are discovered near superconductivity in the phase
diagram of iron-based superconductors. Nematic phase can be thought as a phase where
electrons organize themselves to lie along a specific direction. The originally equivalent
directions in the material, a and b, become nonequivalent (C4 symmetry is broken macro-
scopically). Magnetism mostly appear in the form of stripe spin density waves in these
materials. A natural question to ask is how these phases are related to superconductivity.
To understand the mechanism of superconductivity and why the Tc is high in these ma-
terials, people need to study all these phases. Our works systematically investigated the
interplay between these phases and especially the occurrence and trails of nematic phase in
iron-based superconductors.
We first verify our starting point, the itinerant scenario approach, by comparing results
with quantum Monte Carlo simulations, one of the most unbiased numerical calculations.
The agreement of the predicted orders in both calculations give us confidence in the starting
point we use, and proceed to more complex models.
We then study 4-pockets and 5-pockets models with RG. From our RG calculation in
4-pockets model, with parameters most probably suited to FeSe family, we found that,
when the temperature is lowered, the first instability that occurs is orbital order (nonequal
occupation for originally degenerate orbitals), which we argued to be the origin of nematic
phase in this material, and that superconductivity develops at a lower temperature. These
results are consistent with experiments. We find effective models corresponding to three
kinds of orbital orders. This can be directly compared to experiments. Evidences from
spectroscopic experiments seem to point to one of the solutions. From results of 5-pockets
models, we find two effective models under RG flow at low temperatures(depending on
parameters). We argue that different kinds of iron-based superconductors and their phases
can be understood within our framework in a simple and unified way. The occurrence of
both orbital order and superconductivity is due to the ”push” from magnetic fluctuations.
One of the models implies that compounds with large Fermi energy, such as LaOFeAs,
develops stripe magnetic order first when lowering the temperature. The nematic phase
observed in this material is argued to be what people call Ising-nematic order, which is a
vestigial order of stripe magnetic order.
Finally we dig deeper into the nematic phase in FeSe systems. There is further discovery
about the nematic phase (orbital order) in FeSe recently from the scan tunneling microscopy
and Angle-resolved photoemission spectroscopy experiments. We study the structure of the
orbital order and be able to explain the observed sign difference in orbital order based
on the effect of renormalization of vertices in d-wave orbital channel. The effect cannot
146
be explained with commonly used mean-field analysis. Therefore, the renormalization of
interactions in the materials, captured in our model, turns out to be crucial to explain the
observed effect.
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