In this paper, we propose a neural network-based point cloud registration method named Iterative Matching Point (IMP). Our model iteratively matches features of points from two point clouds and solve the rigid body motion by minimizing the distance between the matching points. The idea is similar to Iterative Closest Point (ICP), but our model determines correspondences by comparing geometric features instead of just finding the closest point. Thus it does not suffer from the local minima problem and can handle point clouds with large rotation angles. Furthermore, the robustness of the feature extraction network allows IMP to register partial and noisy point clouds. Experiments on the ModelNet40 dataset show that our method outperforms existing point cloud registration method by a large margin, especially when the initial rotation angle is large. Also, its capability generalizes to real world 2.5D data without training on them.
Introduction
Point cloud registration is an important task in many 3D computer vision applications, such as robotics and selfdriving cars. It can also be used as a post-processing step in other tasks such as 6D pose estimation. This problem is challenging in the following ways. First, unlike RGB data, point clouds are not well-organized data, which can not be easily processed using convolutions. Secondly, real world point clouds are usually very noisy. Sometimes the noise is so overwhelming that some of the local geometric structures of the point cloud is lost. Thirdly, in many cases we need to register point clouds which are only partially overlapping with each other.
The basic paradigm for solving this problem is to first find the corresponding point pairs from the two point clouds, and then move one of them such that these pairs of points are close to each other. The most well-known traditional method is Iterative Closest Point (ICP) [2] . For a given point in one point cloud, ICP assigns the closest point in the other to be its corresponding points. This method fails miserably when the rotation angle between the two point clouds is large. Recently, some works utilize deep learning techniques to extract features from the point clouds, replacing the closest point matching with feature matching.
In this paper, we propose a novel neural network architecture named Iterative Matching Point (IMP) for point cloud registration. We identify that the two point clouds usually come from different data distributions (e.g. 3D models and 2.5D data), so we propose to use two different feature extraction modules for S and T . These feature extraction subnetworks are inherently translation invariant, so the features will not be affected by large translation. The geometric features are used for finding corresponding pairs be-tween the two point clouds. However, it is not gauranteed that all the pairs are of the same quality, especially when the features are affected by noise. Therefore, we propose to solve a weighted least squares problem, where the weights are the inverse of the entropy of the probability distribution for each point.
Although the feature extraction modules are translationinvariant, they are not rotation-invariant. In fact, the larger the possible rotation angles, the more difficult it is to extract high-quality features. As a result, we propose to iteratively extract new features from the point cloud in the current pose. The model first rotates the source point cloud to be closer to the target point cloud, and then iteratively refines its pose. Experiments show that iterative refinement is crucial, especially when the point clouds are noisy.
The main contributions of this paper is summarized as follows • We apply a loss on the network to explicitly supervise it to learn to find correct matching points. • We assign different weights to different corresponding point pairs according to the entropies of the probability distribution obtained from matching geometric features. • We propose to use an iterative refinement process to achieve better performance than "one-shot" registration.
Related Work
Iterative Closest Point Iterative Closest Point (ICP) [2] assumes that the two point clouds are already highly overlapping with each other. Under this assumption, it assigns the closest point as the corresponding point. It works well only when the initial rotation angle is not so large, and is usually used for post-processing. It inspires some variants that tried to address its drawbacks. [12] generalize ICP to match the local planar structure, which makes ICP more robust to incorrect correspondences. [3] prunes and reweights correspondences to reduce the sensitivity of ICP to outliers.
Glabal registration All the variants of ICP metioned above still have the intrinsic shortcoming that they can not handle cases where the rotation angle is large. GoICP [18] integrates ICP into a branch-and-bound (BnB) search scheme to achieve global registration. The main disadvantage of GoICP is that it is significantly slower than ICP. FGR [19] proposed a fast global registration method that solves an optimization problem which automatically eliminates most outliers. [7] proposed a randomized method that does not need correspondences using an efficient semidefinite relaxation.
Deep learning Recently, various neural network architectures [10, 11, 15, 13, 4] are proposed for learning on point clouds. Based on these feature extraction networks, some deep learning methods are proposed for point cloud registration. PointNetLK [1] integrates PointNet [10] into the traditional Lucas & Kanade (LK) [8] algorithm to be an end-to-end registration network. [14] combines both local and global features and trains the network by directly propogating gradients through the SVD layer.
Model
In this section, we introduce the network architecture of our proposed model (Figure 2 , 3).
Notations
Suppose we have two point clouds S (source) and T (target), with N S and N T points respectively. S represents the same shape as T , but is potentially noisy and incomplete. We want to find a 3D rigid body motion to transform S to S , such that S overlaps with T . The rigid body motion is represented as a rotation matrix R ∈ SO(3) and a translation vector t ∈ R 3 .
Feature Extraction
We choose a variant of Dynamic Graph CNN (DGCNN) as our feature extraction module. The features are extracted independently from the source and target point cloud respectively.
Suppose we have a point cloud P with N P points. For each point p in P, the network first find the K nearest neighbors of p in P. Denote the set of K nearest neighbors for p as N p .
The input to the first layer of the module is the coordinates of the points. In the nth layer, the features are computed as follows
where u n (p) is the feature vector output by the nth layer, g n is a multi-layer perceptron. Note that the input to g is not the feature vector itself, but the difference of the feature vector of a point to those of its neighbors. For the first layer, the features are the 3D coordinates, and only the vectors from the current point to its neighbors are input to g. This is reasonable since the absolute values of the coordinates provide little information. What matters is the relative positions of neighboring points. As a result, the feature extraction module is translation invariant, and it will work fine even when the translation is very large.
On the other hand, our network is not "dynamic" in the sense that the neighborhood N p is not recomputed in the feature space. A point always incorporates information from its neighbors in the Euclidean space. As we stack more layers, the receptive field for each point would be larger. As a result, not only is it able to learn local geometric features, it also has the capability to capture global information of the whole shape.
Matching Points
After feature extraction, we get a feature vector u(p) for each point p in the two point clouds S and T . These feature vectors are fed into a registration module ( Figure 3 ) to find correspondences between the two point clouds. A corresponding point in T to a point p in S is defined as a point q ∈ T that is closest to p after S is transformed with the ground truth rigid body motion. If we can find the correct correspondence relationship, the rigid body motion can be easily obtained by Singular Value Decomposition (SVD).
Denote the ith point in S as p (i) and the jth point in T as q (j) . We then form a similarity matrix using dot products of the features
M(i, j) is the unnormalized cosine similarity between the ith point in S and jth point in T . We apply a softmax function on each row of M to obtain a probability distribution over all the points in T for each point in S
P(i, j) represents the probability of q (j) being the corresponding point of p (i) . For each point p (i) in S, we choose the point p (j * ) in T that has the highest probability (largest similarity) to be the corresponding point of p (i) in T . Thus we have a correspondence set {(p k , q k )}, and we want to solve R and t by minimizing the mean squared distance
where N S is the number of points in the source point cloud.
However, not all the correspondences are of the same quality. Some of the points, those on a flat surface for example, may have features similar to many different points. We want to give these points less weights, and pay more attention to those distinctive points that have fewer possible correspondences (such as corners). Therefore, we use the inverse of the entropy of the probability distribution as the weight
where = 1 × 10 −8 is a small constant for numerical stability. Then (4) becomes
This optimization problem can be solved in closed form using Singular Value Decomposition (SVD). First we form the
where p and q are the means of p k and q k respectively. W is a diagonal matrix with W(i, i) = w i . Apply SVD on S
R * and t * can be obtained by
Iterative Refinement
Since the input to the feature extraction network is not rotation invariant, the precision of matching corresponding points is dependent on the relative poses of the input point clouds. As the initial rotation angle increases, the error of R * also increases. This motivates the network design of iterative refinement.
Denote the rotation and translation output by iteration m as R * m and t * m . In iteration (m+1), we transform the source point cloud using R * m and t * m to get a new point cloud S m . Typically, S m has a smaller angle gap to the target T . S m is then fed to a new feature extraction module with the same structure but different weights to extract new features in this new pose. Again, the similarity matrix M is formed, correspondences are found and new R * m+1 and t * m+1 are solved by SVD. Since S m is already close to T , the correspondences found by matching features extracted under this new pose would be more accurate. Figure 1 shows an examples of iterative refinement.
The final prediction is formed by compositing all the intermediate R * m and t * m .
Loss Function
Although the final output of the network is R * and t * , we do not directly impose a loss on them. The most critical part of the network is actually the probability matrix P, which determines the quality of correspondences. As a result, our loss is defined on the probability matrix to explicitly force the network to learn that features of corresponding points should have larger inner products.
Denote the probability matrix formed in the mth iteration as P m . We use the the negative log likelihood of the values of the correct correspondences as the loss
where j (i) is the ground truth index of the point in T that corresponds to the ith point in S. During training, this correspondence can be easily obtained by setting j (i) to the index of the nearest point in T to the ith point in S when S is transformed using the ground truth rotation and translation.
Experiments
In this section, we demonstrate the effectiveness of our proposed method by showing results of extensive experiments under different problem settings.
Setup

Hyperparameters
We implement our model using the PyTorch [9] deep learning framework. We use two-layer fully-connected networks for each layer in the feature extraction module. Batch normalization [5] and ReLU is applied after each linear transformation. The hidden feature vector size is 64, and the output size is 128. The model runs 3 iterations, each with a feature extraction module with 5 layers. Adam [6] is used for minimizing (10) and the initial learning rate is set to 0.001.
Training
We speed up training by feeding data in a progressive manner. Specifically, we control the maximal initial angle of the ground truth rotation matrix. We define the smallest angle increment as ∆θ. First, we train the network with maximal initial angle set to ∆θ for N ∆θ epochs. Then the limit is raised to 2∆θ, and the network is trained for 2N ∆θ epochs. Generally, the network is trained for kN ∆θ for maximal initial angle k∆θ. This training technique allows the network to "warm-up" with easy samples (small angles), before learning to deal with hard samples (large angles).
Data
We evaluate our model on the ModelNet40 [16] dataset. ModelNet40 consists of shapes from 40 different categories. There are 9843 shapes in the training set and 2468 shapes in the test set. We train the model on shapes of 20 categories in the training set, and evaluate the performance on the shapes of the other 20 categories in the test set. All the shapes are downsampled to 1024 points and rescaled to fit in the interval [−1, 1] along each dimension. The initial angles of the ground truth rotation are limited to [0 • , 60 • ], and the translation is within [−0.5, 0.5].
Comparison
We compare the proposed model to Iterative Closest Point (ICP) [2] , Fast Global Registration (FGR) [19] , PointNetLK (PNLK) [1] and Deep Closest Point (DCP) [14] . For ICP and FGR, we use the implementation in Open3D. For Point-NetLK and DCP, we use the code published by the authors. All the parameter settings are left default. DCP is trained on the same data as our model. We found that when feeding data with maximal initial angle 60 • to PointNetLK, it does not converge to a reasonable minimum. As a result, we follow the original paper and only train PointNetLK on data with angles less than 45 • . 
Metrics
We follow [14] and use four different metrics to compare the above methods. RMSE(R) is the square root of the mean squared error of the initial angles of R. MAE(R) is the mean absolute error of the initial angles of R. RMSE(t) is the square root of the mean squared error of t. MAE(t) is the mean absolute error of t.
Results
The results of registering two identical point clouds are shown in Table 1 . We can see that our model outperforms all the other methods under all the metrics by a large margin. ICP and PointNetLK intrinsically make the assumption that the two point clouds are already close enough to each other, so they do not perform well when the initial angles are large (60 • ). FGR and DCP are global registration methods and they have fairly good results on this task. Our method performs better than all the other methods on this task. Most of the metrics are nearly zeros, meaning the two registered point clouds overlap exactly with each other.
To demonstrate the robustness of our method, we add gaussian noise with standard deviation 0.02 to the source point cloud during training and testing. This way, the two point clouds cannot overlap exactly any more. The results are shown in Table 2 . It can be seen that ICP and DCP are quite robust to noise, but the performance of FGR and PointNetLK worsens significantly. Our model performs the best, and the average precision is still under 1 • .
The upper two graphs of Figure 7 show the MAE(R) of different models with different maximal initial angles. We can see that when there is no noise, our method has almost no degration in performance when the initial angle increases. When noise is added, our model is still the most robust. The performance starts to get worse only when the angle is very large (90 • ). Note that our model is trained on data with a maximal initial angle 60 • , but it turns out to have the ability to generalize to the case of even larger angles.
Partial Registration
We also conducted experiments in the settings where the source point cloud is part of the target. The data is generated 
RMSE(R) MAE(R) RMSE(t) MAE(t) ICP[2]
14.89 12.43 0.033 0.029 FGR [19] 2.77 2.24 0.0048 0.0042 PNLK [1] 18.19 15.62 0.026 0.023 DCP [14] 6.75 5.83 0.014 0.012 Ours 0.00049 0.00043 0.00 0.00 by truncating the source point cloud in half with a random plane. This partial data is fed to the network during both training and testing. The maximal initial angle is 60 • . Table  3 shows the results for noiseless partial point cloud registration. it is easier to get stuck in a local minimum. Both FGR and DCP are good at registering noiseless point clouds, but DCP is robust to noise and FGR is not. The results of our method are still the best among all these mdoels, and is only slightly worse than registering two whole point clouds.
Real World Data
Although the results shown above are obtained by evaluating on unseen categories of ModelNet40, it is still not RMSE(R) MAE(R) RMSE(t) MAE(t) ICP [2] 25.23 21.21 0.11 0.099 FGR [19] 5.73 5.06 0.028 0.023 PNLK [1] 27.06 23.38 0.11 0.093 DCP [14] 10.02 8.68 0.062 0.054 Ours 0.11 0.092 0.00072 0.00062 sufficient to demonstrate the generalization ability of our model, because the shapes in ModelNet40 are somewhat "ideal". Therefore, we qualitatively test our model on real world 2.5D data. The 2.5D shapes are extracted from the YCB dataset [17] . To obtain a source-target pair, we first crop an RGBD image by the bounding box of an object and turn it into a dense point cloud. Then we randomly sample 1024 points as the source and another 1024 points as the target. The source is randomly rotated in [0 • , 60 • ] and translated in [−0.5, 0.5]. We use the model trained on the first 20 categories in ModelNet40 with noise added to the source, that is, the one with results in Table 2 .
Some examples are shown in Figure 6 . Note that no real world 2.5D data is used for training, and the data distribution of 2.5D data is significantly different from that of Mod-elNet40. This demonstrates that the power of our model is not limited to the "ideal" data of ModelNet40, but is able to generalize to real world data. Figure 8 compares the speed of the above models. Among all the models, ICP is the fastest and PointNetLK is the slowest. Our method is several times slower than ICP and almost twice slower than DCP. This is mainly due to the iterative refinement process where we have to re-extract the features and form the probability matrices.
Speed
Ablation Study
In this section, we show the results of ablation experiments on our model to show the effectiveness of each component.
Correspondences
As described in Section 3.3, we assign the point in T with the largest probability to be the corresponding point for each point in S. Alternatively, we can form a "virtual" point on T , whose coordinates are the weighted average of the coordinates of all the points in T , where the weights are the probabilities.
On the other hand, when solving (6), we assign the weights to be the entropy of the probability distribution. Intuitively, it puts more weight on those points that are "certain" about their correspondences, which is better than (4). We do experiments to confirm this hypothesis.
There are four possible combinations: mean-no-weight, max-no-weight, mean-weight and max-weight, whose meanings are clear by their names. Figure 9 shows the performance of these different choices. These results are for the task of registration when the source point cloud is partial and noisy. We can see that using "max" is consistently better than "mean". Also, in either way, using a weighted objective as in (6) is better than using uniform weights (no weights). 
Iterative Refinement
In Section 3.4, we explain how the model iteratively refines the predicted R and t. Figure 1 shows a qualitative example of this refinement process. In this section, we further demonstrate its effectiveness by showing some quantitative results. Figure 10 shows the results of our model registering two whole point clouds with and without noise. We can see that when the point cloud is noiseless, the model performs perfectly even without iterative refinement, so the two curves overlap with each other. The advantage of iterative refinement reveals itself, however, when the source point cloud is noisy. The performance margin between the two models get even more prominent when the maximal initial angle is large. This is reasonable since matching features extracted from noisy point clouds is more difficult. The iterative refinement process allows the different feature extraction networks to learn to handle different situations (different angles), thus improves the overall performance.
Loss
As mentioned in Section 5.1, for a given point in S, we can use the weighted mean of the points in T as the corresponding point. In this way, the coordinates of these "virtual" points are differentiable functions of the probability matrix. Also, the SVD layer in Pytorch is differentiable. As a result, we can directly impose a loss on R and t, instead of on the probability matrix. We expect the network to learn the correspondence relationship by itself. This approach is adopted by [14] . In the following, we show that imposing a loss on the probability matrix is better than that on R and t.
We do two experiments with two ways of defining loss respectively, and denote them as MAT and RT. The loss on R and t is L(S, T ) = R R gt − I 2 + t − t gt 2 (11) where I is the identity matrix, R gt and t gt are the ground truth rotation and translation. For a fair comparison, we use mean-weight (Section 5.1) option for both of the experiments. Iterative refinement is disabled for simplicity. The task we evaluate on is the same as Table 1 .
The top graph of Figure 11 shows the variation of the mean entropy of the probability distribution in the probability matrix as training proceeds. While the entropy drops rapidly for MAT, it does not change much for RT. This means that the RT network does not learn to identify the correspondence relationship between the input point clouds. In the bottom of Figure 11 , we show the training and validation MAE(R) for both models. It is surprising that even though the RT model does not have the ability to find correspondences, it still has some level of ability to register point clouds. However, the performance of MAT outperforms RT by a large margin. This justifies our method of imposing loss on the probability matrix.
Conclusion
In this paper, we propose Iterative Matching Point (IMP), a novel neural network based method for point cloud registration. IMP directly learns to find correspondences between the two point clouds, and iteratively refines the prediction. Experiments show that our model is able to register point clouds with larget rotation angles. Its capability can also generalize to real world 2.5D data, using only half of the data in ModelNet40 for training.
