Epilepsy is a neurological disorder classified as the second most serious neurological disease known to humanity, after stroke. Magnetoencephalography (MEG) is performed to localize the epileptogenic zone in the brain. However, the detection of epileptic spikes requires the visual assessment of long MEG recordings. This task is time-consuming and might lead to wrong decisions. Therefore, the introduction of effective machine learning algorithms for the quick and accurate epileptic spikes detection from MEG recordings would improve the clinical diagnosis of the disease. The efficiency of machine learning based algorithms requires a good characterization of the signal by extracting pertinent features. In this paper, we propose new sets of features for MEG signals. These features are based on a Semi-Classical Signal Analysis (SCSA) method, which allows a good characterization of peak shaped signals. Moreover, this method improves the spike detection accuracy and reduces the feature vector size. We could achieve up to 93.68% and 95.08% in average sensitivity and specificity, respectively. We used the 5-folds cross-validation applied to a balanced dataset of 3104 frames, extracted from eight healthy and eight epileptic subjects with a frame size of 100 samples with a step size of 2 samples, using Random Forest (RF) classifier.
I. INTRODUCTION
The presence of peaks in biomedical signals often reflects different chemical and biological activities in the human body. An example of such signals is the Magnetoencephalography (MEG) signals. The MEG is a functional neuroimaging modality that measures the magnetic activity of the brain. It uses an array of highly sensitive sensors or magnetometers called superconducting quantum interference devices (SQUIDs). The MEG signal is less distorted by the intervening tissues, cerebrospinal fluid, skull, and skin between the neural source and the SQUIDs compared to electroencephalogram (EEG) signal for example [1] . MEG signals are very useful for the detection and the treatment of epileptogenic zone in the brain [2] . Epileptic patients often suffer from unpredictable unprovoked seizures that may affect their activity. For instance, epileptic patients stare blankly for a few seconds during a seizure, while others have uncontrollable jerking movements of the arms and legs. MEG signals help in localizing the region of the brain which produces the abnormal electrical activities that causes the neurological disorder. If the localized region is not responsible for a vital function in the brain such as speech, then this region is usually extracted surgically. In addition, the MEG is used for the assessment of the patient state after a surgery. Due to the recent introduction of the MEG modality in clinical practice, the interictal epileptic spike detection using MEG signals is an emerging research field. Different methods were proposed for epileptic spikes detection using EEG/MEG signals [3] . However, to the best of the authors knowledge, few methods exist for spike detection using the MEG signal [4] , [5] , [6] . For example, in [4] , an independent component analysis (ICA) method has been proposed with a multichannel MEG spikes localization method, which decomposes spike-like and background components into separate spatial topographies and associated time series. The detection is performed using a thresholding technique. Another method is the common spatial patterns (CSP) and linear discriminant analysis (LDA) method (CSP-LDA) [5] . The latter is similar to the method in [4] except in the classification stage where the LDA classifier is used for the detection. Moreover, an Amplitude Thresholding and Dynamic Time Warping (AT-DTW) approach has been proposed in [6] . This method uses amplitude thresholding to localize abnormal activities, to specify the region in the brain where the abnormalities happen and to select the affected channels. For the spike detection, the method employs dynamic time warping. The previously cited works reported a maximum sensitivity and specificity of 92.4% and 95.8%, respectively. Most of these methods study the MEG signal in its time domain, and some of them do not take advantage of recent advances in machine learning classifiers due to the complexity of the MEG signal. Therefore, pertinent characterization of MEG signals, which allows the definition of discriminative features, is important for an effective use of classifiers for spike detection. It is also important that the introduced feature vector is of reduced dimension to improve the effectiveness of the classification. In this paper, we propose a novel feature generation and dimensionality reduction method for multi-channel MEG signal, which improves patient-independent spike detection. This method is based on the discrete spectrum of the Schrödinger operator. This study shows a great potential in reducing the dimensionality of the feature vector and improving the accuracy of the epileptic spike detection. The paper is organized as follows: we first describe MEG dataset and the proposed features extraction method based on the Schrödinger operator spectrum in Section II. The obtained results using eight healthy and eight epileptic patients are presented and discussed in Section III. Finally, Section IV gives our concluding remarks about the proposed method and the future work.
II. METHODS & MATERIALS
A. MEG data acquisition and analysis MEG data were recorded in a shielded room at National Neural Institute (NNI) at King Fahad Medical City (KFMC) in Riyadh (Saudi Arabia) with an Elekta Neuromag system. Elekta Neuromag head system (helmet) contains 102 magnetometer and 204 gradiometer sensors. These sensors are further categorized according to the different brain regions. Each element of the Elekta Neuromag system is comprised of three sensors, one magnetometer, and two gradiometers. Magnetic brain activity was recorded at a sampling frequency of 1 kHz. MEG data were filtered by tSSS (Spatiotemporal signal space separation) method [7] . The data were then off-line band-pass filtered 1 − 50 Hz for visual inspection. A total of 18 MEG data segments, each of 15 minutes duration and 26 channels, were taken from eight epileptic patients and eight healthy patients. These segments are analyzed by expert neurologists from NNI. The neurologists marked the MEG spikes locations, in different brain regions, by visual inspection. The total number of spikes in these recordings is 166. Written informed consent was signed by each participant or responsible adult before participation. The study was conducted in accordance with the approval of the Institutional Review Board at KFMC (IRB log number: 15-086, 2015). 
B. MEG signal framing
The multi-channel MEG signals are segmented into frames using sliding frames, where a sliding segment of size 100 sample points with st ep = 2 samples as shown in Figures 1  and 2 . The frames are used to extract the signals corresponding to the different classes defined as follows:
1) Positive class: includes the MEG spike candidate extracted from the annotated spikes regions from the 24 electrodes of the 8 epileptic patients. 2) Negative class: includes the same number of frames as the positive class extracted from uniformly distributed locations from 24 electrodes of the 8 healthy patients.
C. Feature generation and dimensionality reduction 1) Semi-Classical Signal Analysis method: The Semi-Classical Signal Analysis (SCSA) method uses signaldependent functions given by the squared eigenfunctions of the Schrödinger operator to decompose the signal as introduced in [8] and [9] . The potential of the Schrödinger operator H (y), in this case, is given by the positive function y(t ) representing the signal.
with,
The Semi-Classical Signal Analysis shows that a real positive input signal y(t ) can be approximated by y h (t ) given in the following form:
where h ∈ R * + , λ nh and ψ nh (t ), for n = 1, · · · , N h , refer to the negative eigenvalues of the semi-classical Schrödinger operator H (y), with λ 1h < · · · < λ N hh < 0, and their associated L 2 -normalized eigenfunctions, respectively.
Equation (3) provides an exact reconstruction of the signal when h converges to zero. This was the reason for calling this method semi-classical signal analysis or SCSA where h is called semi-classical parameter. Moreover, when h decreases, the number of eigenvalues increases and the reconstruction improves, as explained in [8] .
The following algorithm presents the generation of the Schrödinger operator's discrete spectrum of a signal y(t ):
Algorithm 1 SCSA spectrum algorithm Input: input signal y(t ), h. Output: Schrödinger operator Spectrum: λ, ψ(t ) and N h
Step 1: Discretization of the Schrödinger operator (eq. 1).
Step 2: Solving eigenvalue problem: λ and ψ(t ) (eq. 2)
Step 3: Selection of the negative eigenvalues N h
Step 4: Normalize the eigenfunctions ψ(t ) using L 2 -norm.
2) SCSA for feature dimensionality reduction : The SCSA method has been used for reconstruction and denoising of some bio-medical signals such as the Magnetic Resonance Spectroscopy (MRS) spectra and the Arterial Blood Pressure (ABP) [10] , [11] . In general and thanks to the localized and shape-dependent structure of the squared eigenfunctions of the Schrödinger operator, the SCSA introduces an effective analysis tool for pulse shaped signals (signals with peaks) [11] . In this paper, we investigate the usefulness of the SCSA in defining new characteristics of MEG signals. In particular, we study the pertinence of reducing the order of the feature vector which can be extracted from the discrete spectrum of the Schrödinger operator after accurately reconstructing the signal ( see Figure 3 ). As discussed in the previous subsection, it is important to choose an appropriate value of the parameter h to ensure an accurate reconstruction of the signal and thus a reliable projection to the new spectral dataset given by the negative eigenvalues and the associated eigenfunctions. In particular, we will pay attention to the appropriate choice of the dimension of our negative spectrum, which has to be the same for all projected signals. Hence, we introduce N h as the lower feature size as follows:
where N hi , i = 1, · · · , M is the number of negative eigenvalues of the i t h decomposed frame using an appropriate value h. Therefore, the generated features are the first N h negative eigenvalues for each dataset's frame. Fig. 3 . Example of the discrete spectrum of the Schrödinger operator for positive frames and negative frames using h = 0.5 D. Epileptic Spike detection 1) Classification models: For each of the two datasets described in section II-A, the SCSA-based features were used to feed different classification models such as the Support Vector Machine (SVM), K-Nearest Neighbor (KNN) and Random Forest (RF) models I. These model evaluated in 5fold cross-validation (CV) with 1734 spiky frames and 1734 healthy frames from different MEG test sessions of eight healthy and eight epileptic patients.
2) Evaluation : The 5-fold performance of the classification model has been measured using the average of well known metrics: accuracy, sensitivity and, specificity. of h improves the accuracy of the reconstruction as shown in [8] . However, the value of h cannot be very small due to the limited number of points, which limits the number of negative eigenvalues that can be computed numerically.
IV. CONCLUSION
We developed a new feature generation and dimensionality reduction method for epileptic spikes detection using MEG signals. This method projects the input signal into the discrete spectrum of the Schrödinger operator. The proposed method obtains high Sensitivity up to 93.68% with a specificity of 95.08% for a dataset consisting of 8 healthy and 8 epileptic patients. As a future work, we aim to improve the detection performance by studying the effect of the selected number of eigenvalues and combining this number with other signal processing-based features.
