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Resumen
El alto impacto de las imágenes en el ámbito médico ha permitido: a los especialistas brindar
un mejor diagnóstico, la creación de nuevas aplicaciones para el aprendizaje y transmisión
de conocimientos y el soporte al diagnóstico en lugares apartados. El desarrollo de diferentes
métodos para la adquisición de este tipo de imágenes ha generado una enorme cantidad de
información médica disponible. Sin embargo, el manejo de este gran volumen de datos es
complejo y requiere el desarrollo de métodos de compresión que no solo optimicen el espa-
cio, sino que describan representaciones exibles que permitan acceder de forma eciente a
porciones particulares de interés. Estas características hacen parte fundamental del estándar
JPEG2000 (J2K), el cual ha demostrado ser una de las estrategias con mayor eciencia en la
reducción de tamaño de los datos generados por los sistemas de captura. Esta tesis presenta
una extensión óptima del estándar J2K para volúmenes de imágenes médicas, que mejora
las tasas de compresión hasta en un 14%, manteniendo los tiempos de codicación y de-
codicación similares a las implementaciones bidimensionales ya existentes. Esta extensión
fue realizada sobre una implementación convencional de estándar J2K en dos dimensiones
(JJ2000), y evaluada en dos data set de imágenes de Resonancia Magnética, el primero
con 8 estudios de corazón y el segundo con 40 volúmenes de cerebro.
Palabras clave: JPEG2000, Compresión con Pérdida, Compresión sin Pérdida, Imágenes Médicas.
Abstract
The high impact of images in the medical area has enabled: medical specialist to improve the diagno-
sis, the implementation of new applications for learning and knowledge transmission and diagnosis
support in remote locations. The development of dierent acquisition methods for medical images
have generated huge amounts of available medical information. Nevertheless, the management of
this great volume of data is complex and requires the development of compression methods which
not only optimize the storage space but also describe exible representations that enable ecient ac-
cess to particular regions of interest. These characteristics make fundamental part of the JPEG2000
(J2K) standard, which has been proved to be one of the most ecient strategies in reducing data size
generated by the capture systems. This thesis presents an optimal extention of the J2K standard for
medical image volumes, which improves the compression rates up to 14%, keeping the encoding and
decoding times similar to the existing two-dimensional implementations. This extension was ma-
de using a conventional implementation of two-dimensional J2K standard (JJ2000). The proposed
method was evaluated on two data sets, the rst one with 8 studies of Cardiac Magnetic Resonance
Images, the second one with 40 volumes of Cerebral Magnetic Resonance Images.
Keywords: JPEG2000, Lossy Compression, Lossless Compression, Medical Imaging.
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1 Introducción
Las técnicas de compresión se han convertido en un requisito fundamental para la transmisión y
almacenamiento eciente de datos. A la par con el rápido desarrollo de las tecnologías de información
se hacen indispensables nuevos y más rigurosos métodos de compresión que cumplan con las
exigencias de cualquier tipo de aplicación. En un área especíca como la medicina, en la cual
las imágenes capturadas en un hospital son eliminadas debido a la considerable cantidad de datos
que se generan y a la compleja visualización de los mismos, se pierde no solo la posibilidad de
brindar un soporte médico al diagnóstico, sino información clave para la formación y entrenamiento
de nuevos especialistas. Es en este tipo de escenarios en donde el objetivo de los métodos de
compresión se extiende no solo a buenas tasas de compresión y calidad de la imagen, sino a lograr una
representación tan granular de los datos, que permita un acceso rápido y con precisión a porciones
particulares de la imagen.
En este trabajo se pretende extender a tres dimensiones el estándar JPEG2000 (J2K) a través
de una estrategia sencilla, que no incremente la complejidad intrínseca del estándar. Adicional, el
interés de trabajar con J2K radica en que se ha constituido como uno de los estándares con más
acogida en la actualidad por permitir y cumplir con los requerimientos de las nuevas tecnologías de
información.
A manera de introducción y contextualización en el Capítulo 2 se realiza una revisión de las técnicas
de compresión más usadas en imágenes, mostrando un análisis que justica su importancia y
menciona algunas de las ventajas y desventajas más comunes que se pueden presentar a la hora
de trabajar con ellas. A continuación, en el Capítulo 3, se realiza una descripción detallada del
funcionamiento de las principales componentes del estándar JPEG2000. Una vez introducida la
motivación y el problema que se tiene, en el Capítulo 4 se presenta el método planteado para la
extensión del estándar JPEG2000 a tres dimensiones, con sus respectivos resultados. La extensión
realizada se basó en una implementación 2D del estándar JPEG2000, obteniendo como resultado
una implementación con baja complejidad computacional que logra superar las tasas de compresión
de la implementación convencional en dos dimensiones.
2 Técnicas de Compresión en
Imágenes Médicas
En este capítulo se muestra una revisión de algunas de las técnicas de compresión más utilizadas
en imágenes, así como un análisis que justica su importancia en el área medica. El desarrollo del
capítulo se muestra por medio del artículo de Journal Compresión en Imágenes Médicas: Una
revisión sometido a revisión en la revista Biomédica del Instituto Nacional de Salud.
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Compresión en Imágenes Médicas: Una revisión
Tatiana Noreña y Eduardo Romero
Grupo de Investigación Bioingenium, Universidad Nacional de Colombia, Bogotá, Colombia
Revista Biomédica Instituto Nacional de Salud
2.1. Resumen
La medicina moderna es una actividad cada vez más compleja, basada en la evidencia conformada
por la información proveniente de múltiples fuentes: texto de historias clínicas, sonido de dictáfonos
e imágenes y vídeos provenientes de una gran cantidad de dispositivos. Las imágenes médicas
constituyen una de las fuentes de mayor importancia por cuanto ofrecen un apoyo integral del
acto médico: diagnóstico y seguimiento. Sin embargo, la cantidad de información generada por los
dispositivos de captura de imágenes sobrepasa rápidamente la disponibilidad de almacenamiento
que tienen en los servicios de radiología, generando costos adicionales en equipos de cómputo con
mayor capacidad de almacenamiento. Además, la tendencia actual de desarrollo de aplicaciones en
la nube de cómputo, tiene limitaciones por cuanto aunque el almacenamiento es virtual y disponible
desde cualquier sitio, la conexión se hace a través de internet. En estos dos escenarios el uso óptimo
de la información requiere necesariamente de algoritmos de compresión potentes y adaptados a las
necesidades de la actividad médica. En éste artículo se presenta una completa revisión de las técnicas
de compresión más utilizadas para el almacenamiento de imágenes, así como un análisis crítico de
éstas desde el punto de vista de su uso en ambientes clínicos.
2.2. Introducción
Las imágenes médicas son hoy en día parte fundamental de la exploración diagnóstica de un paciente
en muchas situaciones clínicas. Diferentes modalidades de captura han permitido mejorar la calidad
del diagnóstico y por eso su uso se ha extendido prácticamente a todas las ramas de la actividad
médica. Con la integración de las técnicas digitales en la captura y el desarrollo de herramientas de
análisis y procesamiento de imágenes, el ujo de trabajo del acto médico también se ha modicado
y se ha estructurado sobre la base de evidencia visual, que se ha convertido en fuente fundamental
del conocimiento. El impacto de estas técnicas ha aumentado considerablemente las necesidades
computacionales y con ellas las capacidades de almacenamiento requeridas, por ejemplo el Hospital
General de Ginebra reportó para el año 2008 una producción de aproximadamente 70.000 imágenes
por día [1]. El tamaño de los archivos, generados por los dispositivos de captura, puede alcanzar
fácilmente el orden de los 1000 Gbytes [1], razón por la cual la mayoría de los servicios de radiología
almacenan la información por un máximo de 30 días en los discos duros locales. Esta información
se guarda después en algún tipo de dispositivo físico, circunstancia que por supuesto limita la
disponibilidad de estos datos. Los recursos computacionales y de comunicación para la gestión y
manejo de estas imágenes, deben diseñarse para facilitar su disponibilidad y la interacción con ellas.
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En este contexto, las técnicas de compresión se constituyen en herramientas fundamentales, no solo
para optimizar el espacio y el costo de transmisión [2], sino para lograr un acceso rápido y eciente
a los datos [3, 4, 5], bajo la restricción de que el tratamiento de los datos no tiene porque inuir
sobre la calidad del diagnóstico [6, 7, 8].
Por otra parte, el tratamiento de estas imágenes médicas debe hacerse bajo una legislación asociada
que regule tanto la forma de desplegar la imagen, como los tipos de datos manejados y los métodos de
compresión utilizados sobre ellas. Esta legislación debe apoyarse en estudios psicofísicos [9], dirigidos
a encontrar el compromiso entre el grado de tratamiento de estas imágenes y la conabilidad de los
datos luego de ser tratados.
Existe un gran número de dispositivos de captura, para cualquiera de las diferentes modalidades, por
ejemplo la radiografía convencional permite generar imágenes de diferentes órganos, con diferentes
parámetros físicos y diferentes especicaciones. Las imágenes obtenidas, dependientes de la técnica
y el órgano especíco, pueden ir desde simples imágenes estáticas, hasta imágenes bidimensionales
(Mamografías, radiografías de tórax), tridimensionales (CT) o tridimensionales en movimiento
(CMR), e incluso texto y grácos. El propósito evidente de una estrategia de compresión es el
de reducir el tamaño de los datos obtenidos para almacenamiento y transmisión, pero bajo la
restricción de mantener la integridad de la información crucial para el diagnóstico.
En el contexto actual, la información circula por la red global con el n de facilitar el intercambio e
impulsar la generación de conocimiento. Esta tendencia moderna afecta también el ejercicio médico,
con lo cual se requiere que además de compresión de los datos, las estrategias permitan la interacción
adecuada con ellos, en términos de los requerimientos de un usuario. El paradigma de la estrategia
está entonces dirigida por el tipo de ujo de trabajo impuesto desde los escenarios clínicos. El
impacto de la compresión en el ujo de trabajo médico se ilustra con el siguiente ejemplo: un
estudio de Resonancia Magnética Cardiaca (4D) usualmente cuenta con:
10 series de imágenes 4D.
Cada volumen con 10 cortes en promedio.
30 muestras en el tiempo.
SERIES CORTES TIEMPO RESOLUCIÓN
10 10 30 512 X 512 1;5Gb
Con tal cantidad de información para un único estudio, cuando estos estudios se requieran para
análisis a distancia, los tiempos de transmisión se pueden convertir en un cuello de botella en el
ujo de trabajo. Es claro que frente al tamaño de información generada, los avances tecnológicos para
transmisión y almacenamiento no solucionan las dicultades introducidas por el volumen de datos
requeridos para una interacción adecuada. Bajo esta perspectiva, la compresión de imágenes médicas
es factor fundamental del uso eciente de recursos: disminución de costos, espacio de almacenamiento
y utilización del canal de comunicación.
El grado de compresión aplicado sobre una imagen puede por supuesto variar el tamaño de los
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archivos, con lo cual es la aplicación médica particular la que dene el grado de compresión adecuado.
Los métodos con elevadas tasas de compresión destruyen cierta información contenida en la imagen,
generalmente altas frecuencias espaciales, que pueden resultar cruciales en términos diagnósticos.
De forma general, existen dos clases principales de algoritmos de compresión en función de la
degradación que sufre la imagen al ser procesada: los algoritmos sin pérdida (lossless), los cuales
pueden reconstruir exactamente la imagen original y los algoritmos con pérdida (lossy), con los
cuales se obtiene solo una representación aproximada de los datos después de la reconstrucción
[10, 11, 12]. La compresión de una imagen con algún método requiere de un conocimiento profundo
del dominio, que permita denir la información innecesaria, de tal manera que se logre un equilibrio
entre la cantidad de información perdida y la cantidad de información relevante conservada. Bajo
estas circunstancias podríamos decir que el tipo y el grado de compresión dependen principalmente
del contexto en el cual la imagen se va a usar, de la modalidad de la misma y de las características
de los objetos representados en ella.
En la actualidad existe discusión acerca del grado de compresión que puede ser utilizado en imágenes
médicas. Una opinión al respecto podría ser simplemente que este tipo de imágenes requieren de
métodos de compresión sin ningún tipo de pérdida, otra un poco más arriesgada y defendida por
algunos autores [13, 14, 15, 16, 17] es que la enorme cantidad de datos y el costo asociado, limitan
el benecio que se obtiene de las imágenes digitales, por lo cual una solución un poco idealista pero
muy pertinente, promueve unas apropiadas tasas de compresión con pérdidas.
2.3. Clasicación de los Algoritmos de Compresión
Desde el Punto de Vista de la Estrategia de
Compresión
Los métodos de compresión, además de clasicarse en técnicas de compresión con pérdida o sin
pérdida, pueden clasicarse en Métodos de Codicación, Métodos de Compresión del Dominio
Espacial y Métodos de Compresión por Transformación del Dominio [12]. Los Métodos de
Codicación se aplican directamente a los datos crudos de la imagen, tratándola como una secuencia
de números discretos. Entre los métodos más comunes podemos encontrar: Codicación Aritmética,
Codicación de Human y Codicación Run Length. Los Métodos de Compresión del Dominio
Espacial son una combinación de algoritmos del dominio espacial y de métodos de codicación,
que no solo operan sobre los valores de grises de una imagen, sino que tratan de eliminar la
redundancia espacial. Los Métodos de Compresión por Transformación del Dominio representan la
imagen usando un conjunto apropiado de bases; dentro de los métodos más destacados encontramos
La Transformada Discreta del Coseno y La Transformada Wavelet [18].
En la actualidad existen numerosas técnicas de compresión, destinadas a la optimización de
aplicaciones particulares ya sea de manera conjunta o separada.
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2.4. Percepción Visual: Medida de Calidad en una
Imagen
Las leyes fundamentales que regulan la percepción del Sistema Visual Humano (SVH ) se estudian
y caracterizan por medio de experimentos psicofísicos [9]. De forma genérica, el SVH puede
ser estudiado desde tres ángulos diferentes, pero complementarios [19]: el primero caracteriza la
sensibilidad relativa a los niveles de luminancia del fondo y la variación frecuencial espacio-temporal,
el segundo se concentra en la vía visual y el tercero describe la formación de una imagen dentro de
la corteza visual.
A pesar de su gran complejidad y eciencia, el SVH tiene ciertas limitaciones; un ejemplo de ello
es que el ojo humano puede percibir de forma simultánea apenas una docena de variaciones en la
intensidad [20]. Esta adaptación no es lineal, existe una pérdida de sensibilidad no lineal en los
extremos inferior y superior del rango de estímulos posibles, con lo cual el intervalo de intensidades
que se pueden percibir no es innito [20]. Esta armación resulta fundamental pues signica que
aún para un experto entrenado hay límites en la cantidad de intensidades que puede percibir y que
cierto nivel de pérdida es justicable. Por otra parte, el ojo humano también realiza un procesado en
frecuencia, de tal forma que lo que se percibe en un punto depende de lo percibido en puntos vecinos
[21]. Existe una frecuencia espacial máxima, por encima de la cual no se perciben las variaciones,
sino que se uniformiza lo observado [22]. Algunos estudios han reportado que el poder resolutivo
espacial de ojo humano es en promedio de 60 ciclos/grado, es decir que el SVH es capaz de apreciar
una variación senoidal en el brillo, a lo largo de una línea, viendo 60 ciclos en un ángulo de 1
grado [20, 22]. Si consideramos una imagen plana, sin variación espacial de brillo, cuya luminosidad
varía sinoidalmente con el tiempo, el ojo es capaz de apreciar esta variación de brillo (parpadeando)
hasta que su frecuencia alcanza unos 70 ciclos/segundo, lo cual puede interpretarse como Resolución
temporal del ojo [23]. Sin embargo, es importante resaltar que dentro del margen de frecuencias
espaciales perceptibles no podemos despreciar las altas frecuencias, puesto que el ojo humano es
muy sensible a los bordes.
Las técnicas de compresión por su parte han aprovechado las limitaciones del ojo humano, intentando
remover la información que no es perceptible para el SVH e incorporando estas estrategias a los
algoritmos de compresión. Estos modelos predictivos permiten al individuo observar e interpretar
una imagen muy similar a la original, sin supresión de detalles signicativos en el contenido de
la imagen. El desempeño de un algoritmo de compresión se mide usando métricas encargadas de
determinar las diferencias entre dos imágenes [24]. El resultado de estas métricas de calidad puede
ser un número que representa la probabilidad de que el ojo humano pueda detectar una diferencia
entre las dos imágenes o un número que cuantica la similitud en la percepción de éstas.
Las métricas para la evaluación de calidad en una imagen pueden dividirse en subjetivas y objetivas
[25]. Las técnicas subjetivas incluyen información que el SVH procesa de manera selectiva, por
ejemplo le dan más importancia a las bajas frecuencias. En general, estas métricas utilizan algún
tipo de análisis estadístico de la apreciación de diferentes observadores en un conjunto particular de
imágenes de prueba, con lo cual suelen ser métodos costosos en tiempo y recursos. En contraste, la
evaluación objetiva se apoya en la estructura misma de los datos y calcula algún tipo de distancia
entre ellos, determinando un valor numérico que representa la delidad a la imagen original. Entre
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las medidas objetivas más comunes encontramos el MSE (Mean Square Error), y alguna de sus
variantes, como el PSNR (Peak Signal to Noise Ratio), métodos utilizados en múltiples aplicaciones
[26]. Estas medidas, sin embargo, tienen la limitación de que no están diseñadas para encontrar
diferencias entre la información relevante de dos imágenes. En los últimos años se han desarrollado
técnicas que evalúan de forma estructural la diferencia entre objetos, como por ejemplo el SSIM
(Structural Similarity) [27, 28], y que se conocen como métricas de calidad, puesto que evalúan las
diferencias entre imágenes desde el punto de vista de la diferencia entre información relevante. En
particular, el SSIM se basa en que las estructuras de los objetos de las escenas son independientes
de la iluminación, de forma tal que la inuencia de esta debe ser aislada del cálculo de la calidad de
la imagen. En este método se calculan tres componentes de forma independiente: la luminancia, el
contraste y la estructura, describiendo cada una de estas características con un vector que contiene
la media, la desviación estándar y la covarianza. Esta métrica correlaciona mejor con el desempeño
del Sistema Visual Humano, es decir la medida es capaz de capturar la información relevante de
la imagen y establecer la similitud entre dos imágenes de manera muy parecida a como lo hace el
sistema visual. El principio es que los descriptores de bajo nivel; luminancia, contraste y estructura;
son calculados localmente sobre ventanas cuadradas de un tamaño determinado [28].
Estas métricas de calidad han permitido una mejor evaluación de las técnicas de compresión,
por ejemplo Krupinski [29, 30, 31] intenta optimizar la información visualizada en mamografías,
mediante modelos del Sistema Visual Humano, llegando incluso realizar predicciones acerca
del rendimiento del observador. Yani Zhang [32] usa un esquema de cuantización del Sistema
Visual Humano que permite mejorar el rendimiento del observador en tareas de detección
sobre Angiogramas Coronarios. Johnson por su parte [33] busca introducir nuevas métricas para
determinar la calidad de imágenes radiológicas.
Las métricas de calidad evalúan la eciencia y validez de una técnica de compresión. El desempeño
de los métodos de compresión depende del tipo de información en la imagen, con lo cual las técnicas
de medida de desempeño deben ser usadas dependiendo del contexto, del tipo de datos, de la
modalidad de captura de las imágenes, entre otros. Todos estos factores inuyen directamente en
la eciencia de compresión de un método y por ende en los resultados obtenidos por las métricas
de calidad.
2.5. Compresión de Imágenes
El objetivo principal de la compresión de imágenes digitales es reducir la cantidad de datos necesarios
para la representación de la misma. Este proceso está destinado a producir una representación
compacta de la imagen, que permite reducir no solo el espacio en memoria requerido para el
almacenamiento, sino la transmisión de los datos a través de redes de comunicación [34]. La
compresión se logra mediante la reducción o eliminación de uno de los tres tipos de redundancia:
Redundancia de Codicación, Redundancia entre Pixeles y Redundancia Psicovisual [35]. La
Redundancia de Codicación está presente cuando se usan símbolos con códigos muy largos para
representar una imagen. La Redundancia entre Pixeles resulta de la correlación entre los pixeles
de una imagen. La Redundancia Psicovisual se fundamenta en los datos que son ignorados por el
Sistema Visual Humano.
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Las técnicas de compresión buscan reducir el número de bits requeridos para representar una imagen,
aprovechando cualquiera de los tres tipos de redundancias, mientras se mantiene la resolución y la
calidad visual de la imagen reconstruida tan cercana a la imagen original como sea posible.
Un sistema de compresión para imágenes está compuesto por un codicador y un decodicador (Ver
gura 2-1).
Figura 2-1: Un sistema de compresión es un conjunto de operaciones que comienza por
la transformación de los datos para eliminar dependencias estadísticas, la
cuantización que reduce el rango dinámico de la representación (Solo en
compresión con pérdida) y una estrategia de cifrado compuesta por un modelo
de probabilidad que asigna un nivel de importancia a los datos y un codicador
que mapea los datos a un espacio de menor dimensión.
2.6. Compresión sin Pérdidas
Las técnicas de compresión sin pérdida tienen como objetivo fundamental buscar que la información
original de la imagen sea preservada después de la reconstrucción, manteniendo así la relación entre
alta compresión y calidad [36, 37, 38]. Todas las técnicas de codicación sin pérdidas y sus variantes
pueden ser aplicadas a la codicación de imágenes usando la redundancia estadística y la codicación
entrópica. El esquema de codicación entrópica tiene en cuenta la frecuencia de aparición de
los signos a la hora de asignarles un código binario de representación con longitud variable; la
codicación entrópica es típicamente usada en la Codicación de Human, Run Length, Codicación
Aritmética, entre otros. Algunas de las técnicas más destacadas en compresión reversible son las
mencionadas a continuación.
2.6.1. Codicación Aritmética
En este tipo de compresión un conjunto de símbolos se asocia a algún subintervalo del intervalo [0; 1)
[39], con la particularidad de que a este subintervalo se le asocia un identicador único, generalmente
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la media o el valor más pequeño del subintervalo. Como cualquier algoritmo de codicación, la
Codicación Aritmética se realiza en dos etapas, en la primera se cálcula la probabilidad de un
símbolo y en la segunda se le asocia alguna cantidad que represente esa cadena de símbolos, en este
caso un identicador del intervalo de codicación. La probabilidad de ocurrencia de los símbolos
determina la eciencia de compresión así como los rangos del intervalo de los símbolos.
Este concepto se ilustra con el siguiente ejemplo: vamos a codicar dos símbolos {a,b} con
probabilidad de ocurrencia 0;4 y 0; 6 respectivamente. El primer símbolo a codicar tiene
probabilidad de ocurrencia 0;4, con lo cual el intervalo [0; 1) se divide en dos subintervalos [0; 0; 4)
y [0; 4; 1), como se observa en la gura 2-2. Por convención, cuando el simbolo es a, se escoge
el subintervalo de la izquierda, con lo cual los subintervalos sucesivos asociados a los símbolos de
la cadena, se buscan en el primer subintervalo [0; 0; 4). Al nal la secuencia de símbolos quedará
asociada a algún subintervalo único entre [0; 1).
Figura 2-2: Esquema de codicación aritmética para la cadena baab en un subintervalo de
[0; 1).
En la gura 2-2 vemos un ejemplo de codicación aritmética para una cadena baab en un
subintervalo de [0; 1): iniciamos tomando el intervalo [0; 1), el primer símbolo a codicar es b y
la probabilidad asociada es 0;6, con lo cual se toma el intervalo [0;4; 1). El segundo símbolo es a,
con una probabilidad asociada de 0;4, y por lo tanto el nuevo subinteravalo es [0;4; 0;64). El tercer
símbolo de entrada es a y con la probabilidad de 0;4 el subintervalo es [0;4; 0;496). Finalmente, la
cadena queda asociada al subintervalo [0;4576; 0;496), subintervalo del último símbolo b. Por último
se selecciona algún valor dentro de este subintervalo, por ejemplo la media o el límite inferior, y este
valor representará la secuencia codicada.
Dentro de este tipo de codicación existe una familia de codicadores llamada Codicadores
Aritméticos Binarios [40]. Su principal característica es que los valores posibles son binarios. Aunque
esto los hace limitados son muy sencillos y potentes. El Q-coder [41, 42, 43] es uno de los integrantes
de la familia de Codicadores Aritméticos Binarios, que además constituye el núcleo del MQ-coder,
base de la codicación del Estándar JPEG2000. Estándar que en la actualidad se ha constituido en
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uno de los más ecaces en la compresión de imágenes, por permitir una representación granular y
un acceso eciente a los datos.
2.6.2. Codicación Human
La codicación de Human [44, 45] es una técnica general para la codicación de símbolos, basada
en la frecuencia de su ocurrencia estadística (Probabilidad). Los pixeles en la imagen son tratados
como símbolos, los símbolos que ocurren con mayor frecuencia son asignados a un número pequeño
de bits, mientras que los símbolos que ocurren con menor frecuencia son asignados a un número de
bits más grande [46, 47, 48].
El código de Human es un código prejo, lo cual signica que el código de algún símbolo no se
repite en algún otro símbolo. Una de las principales ventajas de esta técnica de codicación es que
permite tasas de compresión considerablemente altas. Recientemente Mohandass [49] desarrolló una
implementación del algoritmo de Human que permite mejorar la ecacia de método convencional.
El algoritmo propuesto fue evaluado en diversos tipos de imágenes médicas como: Tomografía,
Resonancia Magnética, Ultrasonido e Imágenes de Rayos-X. El modelo de sustitución propuesto
mejora el rendimiento en términos de compresión en un 5;4%, con lo cual aumenta la transferencia
de datos, de fundamental importancia en algunas aplicaciones en Telemedicina.
Figura 2-3: La gura ilustra el codicador de Human, en este ejemplo tenemos cuatro
símbolos diferentes {A1, A2, A3, A4} con sus respectivas probabilidades
{0.4, 0.35, 0.2, 0.05}. El árbol binario que representa la secuencia de
símbolos, se construye de izquierda a derecha, tomando los dos símbolos menos
probables, representandolos con alguna cadena de bits y generando un símbolo
equivalente que tiene una probabilidad igual a la suma de los dos símbolos. El
proceso es repetido hasta obtener una sola cadena de bits que representan la
cadena de símbolos.
2.6.3. Codicación Run length
Es un método de compresión muy simple, usado para datos secuenciales. Esta técnica sustituye las
secuencias de símbolos idénticos (Pixeles) llamados runs por símbolos cortos [50, 51]. La codicación
Run length para imágenes en escalas de grises es representada por una secuencia (Vi;Ri), en la
cual Vi es la intensidad del pixel y Vi hace referencia al número consecutivo del pixel con una
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Figura 2-4: Código de Human obtenido al nal del proceso.
intensidad Vi. Ambos Vi y Ri son representados por un byte. Dada la sencillez de su implementación
y eciencia en términos de velocidad, esta técnica ha logrado buenos resultados con imágenes de
CT [52], mostrando una mejora de 3dB a 4dB en su PSNR, en comparación con otras técnicas de
compresión sin pérdida.
Figura 2-5: Codicación run-length para una línea a blanco y negro.N son las zonas negras
y B las blancas.
2.6.4. Interpolación Jerárquica
La Interpolación Jerárquica es un método piramidal de una representación que se construye
utilizando la operación de submuestreo. La idea básica es que partiendo de una versión de baja
resolución de la imagen original, la cual ha sido obtenida submuestreando dicha imagen, se generan
versiones sucesivas de mayor resolución utilizando interpolación. De esta forma, lo que se transmite
o almacena después de codicar cada imagen es en primer lugar la imagen de menor resolución. De la
menor resolución de la imagen se obtiene la versión con el siguiente nivel de resolución, calculando los
nuevos pixeles entre los anteriores por medio de algún método de interpolación. La representación sin
pérdidas es obtenida por codicación y transmisión sucesiva de los residuos de la interpolación entre
los niveles subsecuentes de resolución [53]. Algunas investigaciones han mostrado buenos resultados
en cuanto a tasas de compresión para imágenes de 12 bits de Resonancia Magnética Cardiaca de
512 512 y para imágenes Angiográcas de 9 bits de 512 512 [54].
2.6.5. Pirámide Laplace
Desarrollada por Burt [55] y aplicada a la compresión de imágenes por Burt y Adelson [56]. Esta
técnica utiliza una representación de la imagen como una pirámide de imágenes, obtenidas ltrando
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la imagen original con una secuencia de pequeños ltros similares al gaussiano [57], cuyo radio es
variable. Cada una de las versiones ltradas corresponde a una componente con diferente información
frecuencial, que cuando se ensamblan como un solo objeto se conoce como la Pirámide de Laplace
[58, 59]. La reconstrucción es exacta e independiente de la elección de los ltros. La pirámide
completa se construye de manera iterativa, ltrando y submuestreando la subbanda de frecuencias
bajas.
Está técnica además de ser adecuada para la compresión de imágenes, es particularmente útil en
tareas de transmisión progresiva a través de un canal de baja capacidad. La trasmisión progresiva se
logra mediante el envío ordenado de los coecientes de las capas de menor a mayor resolución. Una
de las principales desventajas de esta técnica es que los errores en la cuanticación de las subbandas
de mayor frecuencia, no permanecen en estas, sino que aparecen en la imagen reconstruida como
ruido blanco, es decir como ruido compuesto de un número muy alto de diferentes frecuencias.
Este método de codicación ha sido utilizado en el desarrollo de algoritmos de contraste multiescala
para imágenes de mamografía [60]. Estos algoritmos buscan modicar los coecientes iterativamente,
nivel por nivel, hasta obtener en el nivel más bajo una imagen mejorada. Los resultados muestran
un mejor contraste en las imágenes de mamografía.
Figura 2-6: La gura representa un conjunto de sub-imágenes de una Pirámide de Laplace.
2.7. Compresión con Pérdidas
Las técnicas de compresión con pérdida son las más habituales en la codicación de señales de vídeo
y audio. Evidentemente, las pérdidas son tolerables siempre que la calidad de la señal decodicada
sea aceptable [61]. El principio general sobre el cual se sustenta la codicación con pérdidas, es que
no resulta necesario codicar aquellas componentes de la información que no son observables por
los sistemas de percepción humana. La principal ventaja de estas estrategias de compresión es que
consiguen factores de compresión muy superiores a los que se obtienen con los métodos sin pérdidas
[62, 63].
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2.7.1. Transformada Discreta de Coseno
Esta transformada fue desarrollada por Ahmed [64], y ha sido estudiada y utilizada ampliamente
desde entonces. La Transformada Discreta del Coseno (DCT ) expresa una señal cualquiera, en este
caso una imagen, como la suma de señales sinusoidales con distintas frecuencias y amplitudes. Es
una de las transformadas más ampliamente utilizadas en compresión de imágenes [65, 66], debido
a permite expresar la información de la imagen como una combinación de unas pocas frecuencias.
La DCT está bastante relacionada con la Transformada Discreta de Fourier (DFT ), de hecho es
equivalente a la parte real de esta transformada, razón por la cual se compone exclusivamente de
funciones coseno.
Recientemente esta transformada ha sido utilizada en la formulación de algoritmos de codicación
hibrida (DCT y DWT ) para imágenes y videos de endoscopia [67], con resultados que demuestran
un mejor desempeño en comparación con JPEG (Basado en la DCT) y la DWT 1 convencional, en
términos de calidad visual de la imagen, PSNR y tasas de compresión.
Figura 2-7: Esquema General de la Transformada Discreta de Coseno.
2.7.2. Codicación por Subbanda
En esta técnica lleva a cabo un conjunto de operaciones iterativas sobre una imagen para dividirla
en componentes espectrales o bandas [68, 69, 70]. El funcionamiento general de esta técnica parte
del hecho de que la señal debe atravesar un conjunto de ltros pasa-banda para ser descompuesta
en subbandas de frecuencia. El número de bits asignados a cada banda puede variar en función de la
importancia de dicha banda. La técnica de codicación en sub-bandas además de ser una de las más
sencillas, permite obtener tasas de compresión del orden de un bit por pixel. La idea fundamental
1Transformada Wavelet Discreta (DWT): Transformada que representa una señal en términos de versiones trasladadas y
dilatadas de una onda nita. La propiedad fundamental de la wavelet es su capacidad de localización en tiempo y frecuencia.
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en esta técnica es dividir la imagen en bandas de frecuencia, para submuestrear y codicar cada una
de forma separada, logrando con ello que el ruido de cuanticación que se produce en cada banda,
quede connado a la misma. La importancia de esta técnica es que cuando se reconstruye la señal,
uniendo la información de todas las subbandas, el ruído connado en cada subbanda se anula por
el efecto que tiene la suma de la información de todas las subbandas. Esta técnica de codicación
resulta muy útil en aplicaciones médicas en las cuales se pretende transmitir gran cantidad de
información a través de canales limitados [71].
Figura 2-8: Esquema general de Codicación por Subbanda.
2.7.3. Cuantización Vectorial
Es una generalización del método de cuantización escalar y se usa tanto para la compresión de
imágenes como en compresión de audio. En la práctica esta técnica es comúnmente usada para la
compresión de datos que han sido digitalizados a partir de una fuente análoga [72, 73]. Algunos
resultados muestran que el Vector de Cuantización (VC ) es una de las técnicas de compresión con
pérdidas, más ecaces para imágenes radiológicas [74, 75]. Su principal limitación se encuentra en la
alta complejidad computacional en tiempos de búsqueda [76]. El VC es extremadamente eciente en
compresión de regiones uniformes de una imagen [77]. Adicionalmente, está técnica es comúnmente
usada en la compresión de imágenes de mamografía, puesto que permite la detección y clasicación
de anormalidades presentes en este tipo de imágenes [78, 79].
2.7.4. Quadtress
La idea fundamental de esta técnica es que cualquier imagen puede ser dividida en cuatro cuadrantes,
un proceso que se repite de manera iterativa en cada uno de estos cuatro cuadrantes. En un
Quadtree la imagen es representada por un nodo padre, mientras que los cuatro cuadrantes están
representados por cuatro nodos hijos, en un orden predeterminado. Una imagen de un solo color
puede ser representada por un quadtree consistente de un solo nodo; en general un quadtree necesita
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Figura 2-9: El codicador toma un conjunto de datos como entrada y genera un conjunto de
índices como salida, estos índices corresponden a elementos dentro del VC. Los
índices son encontrados evaluando la distancia entre una entrada y cada uno de
los elementos dentro del VC, seleccionando el índice del elemento más cercano,
minimizando así la distorsión. El proceso de decodicación se realiza de forma
directa sobre el VC reemplazando los índices por su elemento correspondiente.
ser subdividido solo si los pixeles de la imagen son de diferentes colores.
El principio de compresión de este método consiste en aprovechar la dependencia estadística que
tienen los pixeles de una imagen, es decir que si seleccionamos un pixel de la imagen en forma
aleatoria, existe una buena probabilidad de que sus vecinos inmediatos tengan un color similar [80].
Esta técnica escanea el mapa de bits, región por región, buscando las que están compuestas de
pixeles idénticos. Los Quadtrees han sido utilizados recientemente para la compresión de imágenes
de CT y MRI, mostrando resultado muy prometedores en comparación con métodos de compresión
sin pérdida [81].
Figura 2-10: Agrupación de pixeles con color similar en la Codicación Quadtress.
2.7.5. Transformada Ortogonal Lapped
La Transformada Ortogonal de Lapped [82] (LOT ), Fue desarrollada con el objetivo de reducir los
efectos de bloqueo (Discontinuidades en la reconstrucción de la señal en los límites del bloque) en la
codicación de la imagen. Con el n de mantener la transformada directa e inversa (La transpuesta)
de las matrices, cada función base de la Transformada Ortogonal de Lapped debe ser ortogonal,
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no solo a las otras funciones del mismo bloque, sino a las funciones de los dos bloques adyacentes
[83]. La LOT tiene buen desempeño y posee un algoritmo de rápida implementación basado en la
Transformada Discreta del Coseno.
2.7.6. Codicación Fractal
La idea principal de este método de codicación es descomponer la imagen en segmentos, utilizando
las técnicas estándar de procesamiento de imágenes tales como separación de colores, detección de
bordes, y espectro de análisis de textura. Cada segmento es entonces buscado en un repositorio de
fractales. La librería contiene códigos llamados sistemas de funciones iterativas (IFS ), los cuales son
conjuntos compactos de números. Usando un procedimiento sistemático, un conjunto de códigos para
una imagen dada son determinados, tales que cuando los códigos de IFS se aplican a un conjunto
adecuado de bloques de la imagen se obtiene una aproximación muy cercana a la original [84]. Este
esquema es altamente eciente para la compresión de imágenes que tienen buena regularidad y
auto-similitud.
2.8. Visión General de las Técnicas de Compresión
para Imágenes
2.8.1. JPEG
El estándar JPEG [85], es el formato de compresión más usado actualmente. Este ofrece exibilidad
para seleccionar una imagen de alta calidad, con una tasa de compresión razonable o una tasa
de compresión muy alta con menor calidad en la imagen. Una imagen comprimida con JPEG no
muestra una diferencia visual con la imagen original sin comprimir. La compresión de imágenes
JPEG contiene una serie de técnicas avanzadas como lo son la Transformada Discreta del Coseno
(DCT ), seguida por una Cuanticación.
Motion JPEG
Una secuencia de video puede ser representada como una serie de imágenes JPEG. Las ventajas son
las mismas que con imágenes estáticas, tanto en términos de calidad como en tasas de compresión.
La principal desventaja del Motion JPEG es que sólo utiliza una serie de imágenes estáticas sin
hacer uso de técnicas de compresión de vídeo. El resultado es una tasa de compresión ligeramente
inferior para secuencias de vídeo en comparación con otras técnicas de compresión de vídeo.
2.8.2. JPEG2000
Desde hace ya algunos años, este estándar se ha convertido en el sucesor del estándar JPEG. La
base de este ha sido incorporada utilizando los nuevos avances en la investigación en el área de la
compresión de imágenes. El estándar JPEG2000 [86], en lugar de realizar la Transformada Discreta
del Coseno, utiliza una Transformación Wavelet, y un esquema de codicación diferente (EBCOT).
JPEG2000 se ha desarrollado con el propósito de ofrecer buenas tasas de compresión y un acceso
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progresivo a la información de la imagen, todo esto gracias a la alta granularidad y escalabilidad
en la compresión de los datos. Estas funcionalidades resultan muy útiles desde el punto de vista de
las necesidades de la compresión de imágenes médicas. Tales funcionalidades son: Progresividad por
calidad y resolución, compresión con y sin pérdidas, acceso aleatorio a diferentes regiones espaciales
y a cualquier otra información de la imagen.
Visión general del EBCOT
El Codicador Embebido con Truncamiento Optimizado más conocido como EBCOT, es el motor
central de codicación en el estándar de compresión de imágenes JPEG2000 [87]. En este
estándar, como primera medida la imagen es transformada con una Descomposición Wavelet;
esta transformada permite en un paso posterior dividir cada sub-banda en bloques relativamente
pequeños, con dimensiones típicas de 64 o 32 muestras cada uno. Cada uno de los planos de
bits de cada bloque es codicado en tres pasadas: Signicancia, Renamiento y Barrido. Después
de la codicación aritmética cada pasada produce una secuencia de símbolos llamada bitstream.
La codicación es realizada para determinar los estados de signicancia de los coecientes y la
conguración particular de los vecinos o contextos.
Figura 2-11: La gura ilustra el esquema general de JPEG2000.
2.9. Conclusiones
En este trabajo se realizó una revisión de las técnicas más relevantes para la compresión de imágenes,
analizando en profundidad aquellas que han tenido un mayor impacto en el área médica. Existen
básicamente dos categorías de técnicas de compresión: Compresión sin Pérdidas y Compresión con
Pérdidas. La comparación del desempeño entre técnicas de una u otra categoría se torna una labor
compleja, a menos que los conjuntos de datos utilizados para la experimentación y las medidas de
desempeño sean idénticas, así como el propósito de aplicación.
Trabajos como los presentados en [79, 80, 60] nos permiten concluir que las técnicas de compresión
Vector de Cuantización y Pirámide de Laplace permiten una detección y caracterización de
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anormalidades mucho más eciente en imágenes de mamografía. Ambas técnicas deben su eciencia
de compresión a la uniformidad presente en los datos médicos. Es de resaltar que el método Vector de
Cuantización, a pesar de ser una técnica de compresión con pérdida, permite resultados equivalentes
en mamografía a los obtenidos por el de Pirámide de Laplace, lo cual demuestra que la redundancia
intrínseca de los datos médicos puede ser eliminada sin que esto genere pérdida de información
relevante para el diagnóstico. Otros estudios muestran que la codicación de Human se mantiene
como un método sencillo que permite tasas de compresión ecientes en diferentes modalidades
de imagen [49]: Tomografía, Resonancia Magnética, Ultrasonido, Rayos X, entre otros; lo anterior
debido a la eciencia del método en la agrupación de un número arbitrario de símbolos durante la
codicación, que en general se adaptan a las estadísticas de entrada reales. Técnicas de compresión
con pérdida más recientemente aplicadas a imágenes médicas como los Quadtres han mostrado
resultados prometedores en la compresión de imágenes CT y Resonancia Magnética [82], debido
a que su representación por regiones (Agrupamiento de pixeles idénticos) permite aprovechar la
redundancia existente en los datos médicos. La Trasformada Discreta del Coseno por su parte se
ha constituido en el icono de la compresión, dada su capacidad de concentrar la mayor parte de
la información en pocos coecientes del dominio frecuencial, lo que permite tasas de compresión
considerablemente altas en cualquier tipo de imagen [68].
Los métodos clásicos para la evaluación de la calidad de las técnicas de compresión presentan poca
correlación con el Sistema Visual Humano, a pesar de esto siguen siendo ampliamente usadas dada
por cuanto registran una estimación objetiva sobre la similitud entre dos imágenes, en este caso
entre la imagen original y la imagen reconstruida luego de ser comprimida. Sin embargo, el nivel de
relevancia en una imagen médica no es homogéneo, es decir que toda la imagen no tiene el mismo
nivel de información. Es por esto que un experto se concentra en zonas especícas de la imagen, que le
permiten tomar decisiones óptimas en un tiempo mínimo [88]. En consecuencia, una métrica debería
medir no la simple distancia Euclidiana entre dos objetos, sino la distancia semántica entre las dos
imágenes. Métricas de calidad adaptadas con la funcionalidad del SVH permitirían una evaluación
no solo de la distancia de bajo nivel, sino del nivel de relevancia de la imagen reconstruida. Diferentes
enfoques han tratado de capturar esta información relevante, por ejemplo los modelos propuestos
que mayor atención han recibido en los últimos años, posicionándose como línea base para muchas de
las implementaciones actuales son el Predictor de Diferencia Visible (VDP) de Daly [89] y elModelo
de Discriminación Visual (VDM ) de Lubin [90]. Ambos representan un progreso signicativo en
la incorporación de modelos visuales para conseguir evaluaciones de calidad mucho más ecientes.
Estos modelos hacen uso de resultados psicofísicos para conseguir un modelo del SVH completo,
caracterizados por tener estímulos físicos como entrada y respuestas cognitivas como salida.
El paradigma actual es el uso restringido de la compresión con pérdidas, sin importar el gasto de
recurso y los benecios colaterales que existen. Como hemos analizado a lo largo del presente trabajo,
la elección de una técnica de compresión, depende enteramente del tipo de datos a utilizar y de la
nalidad de la aplicación, es decir de las características dentro de la imagen que se pretendan
conservar para una aplicación particular: Transmisión de la información por canales limitados
(Telemedicina), Clasicación de anormalidades, Visualización, Optimización de espacio, entre otras.
El uso racional de la compresión con pérdidas denitivamente optimiza el manejo de recursos en
escenarios clínicos que cada vez tienen una necesidad mayor de interacción con volúmenes gigantescos
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de datos. En conclusión, la enorme cantidad de datos que generan los sistemas de captura de
imágenes médicas [1], y la necesidad de almacenamiento y transmisión por redes de comunicación
de esta información, mantienen a las técnicas de compresión con representaciones exibles y manejo
eciente de los datos, como una de las líneas fundamentales de la investigación biomédica.
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3 Generalidades del estándar
JPEG2000
3.1. El Estándar JPEG2000
Uno de los métodos de almacenamiento de imágenes que permite tasas de compresión ecientes y un
acceso progresivo a la imagen es el estándar JPEG2000 [1], propuesto por Joint Photographic Expert
Group (JPEG). Este estándar es capaz de tratar con diferentes tipos de imágenes (Color, blanco
y negro, y escala de grises) con diferentes características (imágenes naturales, médicas y texto)
permitiendo diferentes modelos computacionales (cliente/servidor, transmisión en tiempo real), que
se hacen posibles en un sistema unicado. JPEG2000 ha sido desarrollado para responder a las
necesidades que se tienen en cuanto a eciencia, exibilidad y representación interactiva de imágenes.
Estas basado en la transformada wavelet y la codicación de bloques embebido con truncamiento
optimizado (EBCOT) [2]. JPEG2000 ha incorporado una serie de nuevas característica como lo son:
Progresividad por calidad y resolución.
Enfoque espacial en regiones particulares de interés.
Compresión con ó sin pérdidas.
Acceso aleatorio a los datos de la imagen.
Decodicación parcial
3.2. El codicador de JPEG2000
En JPEG2000 existe un algoritmo básico de compresión que parte del hecho de que la imagen
tiene que ser descomprimida de manera secuencial empezando por la esquina superior izquierda y
recorriendo la imagen de izquierda a derecha y de arriba abajo. Como variación este algoritmo
dispone de dos características adicionales: JPEG progressive que dispone de varios modos en
los que la imagen puede ser descomprimida mejorando sucesivamente la calidad o aumentando
progresivamente la resolución de la imagen reconstruida, JPEG lossy y lossless que permiten tener
una compresión con o sin pérdidas. A continuación se describen los pasos a seguir en este algoritmo.
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Figura 3-1: Componentes de JPEG2000.
3.2.1. Componentes de JPEG2000
Las principales componentes de este estándar son la transformada wavelet (DWT ), el codicador
entrópico, seguido por la generación del codestream (Ver imagen 3-1).
Las propiedades estadísticas de la DWT permiten obtener una representación multiresolución de
la imagen, que logra ser codicada con mayor eciencia que los datos originales. El codicador
entrópico de JPEG2000 (EBCOT)[2], permite una representación granular de la imagen a través
de la codicación de bloques de coecientes, facilitando un rápido acceso a regiones espaciales
particulares en la imagen y mejorando tanto la resistencia al error como la calidad de compresión.
El EBCOT es dividido en dos fases (Tiers), la primera es la fase de modelación de los coecientes
con un compresor aritmético y la segunda corresponde al cálculo de tasas de distorsión y abstracción
de capas de calidad [3].
3.2.2. Pre-procesamiento
Tile
El estándar JPEG2000 permite dividir una imagen en regiones rectangulares más pequeñas llamadas
tiles, cada tile es comprimido de forma independiente en relación con los demás, utilizando un
conjunto de parámetros que pueden ser diferentes para cada tile. Un tile puede ser tan grande como
la imagen original o tan pequeño como un pixel. La gura 3-2 muestra la división de la imagen en
tiles de acuerdo a una grilla de referencia predenida.
Corrimiento DC
Si los datos de una imagen son todos positivos es preciso realizar un desplazamiento, para situarlos
en un rango en donde todos los valores estén distribuidos simétricamente con respecto a cero. Esta
operación se realiza de manera independiente en cada una de las componentes que lo necesiten. Si
los datos de una imagen ya están en el rango requerido no se realiza esta operación.
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Figura 3-2: Partición de la imagen en regiones rectangulares (Tiles).
Transformación de Color
La transformación de color intenta explotar la redundancia que se produce en imágenes con tres
componentes de color. La transformada de color permite realizar una conversión del espacio de color
(R; G; B) a las componentes (Y ; Cb; Cr). Existen dos posibilidades dependiendo del modo de
compresión: La transformada de color reversible (RCT ) denida como:
Y =
R+ 2G+B
4
(3-1)
U = R G (3-2)
V = B  G (3-3)
Y la transformada de color irreversible (ICT ) denida como:
Y = 0;299(R G) +G+ 0;114(B  G) (3-4)
Cb = 0;564(B   Y ) (3-5)
Cr = 0;713(R  Y ) (3-6)
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3.2.3. Transformada Wavelet
La transformada wavelet es uno de los módulos más importantes de JPEG2000, dada la
representación multiresolución que introduce a la imagen [4]. La transformada wavelet discreta
(DWT ) pude aplicarse de manera independiente a cada tile y a cada componente de la imagen. La
DWT consiste en la aplicación recursiva de ltros pasa altos y ltros pasa bajos de manera alternada,
sobre las columnas y las de la imagen, respectivamente. Cada subbanda resultante corresponde
a una representación de la señal en diferentes bandas de frecuencia y en diferentes resoluciones
espaciales. Esta descomposición se realiza de manera iterativa hasta un número predeterminado de
niveles de resolución. Si el número de resolución es R se tendrá 3R - 1 subbandas; en la gura 3-4
se muestra un ejemplo para un R = 2.
Figura 3-3: Descomposición Wavelet.
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Análisis Multiresolución
El análisis multiresolución se compone básicamente de dos fases: una de Análisis y otra de Síntesis, en
la primera la señal es descompuesta y en la segunda la señal debe ser perfectamente reconstruida.
La reconstrucción perfecta es expresada como S(z) = cz n0S(z) donde S(z) y S(z) son la señal
reconstruida y la señal original respectivamente, c es el factor de escala y n0 es un entero. La idea
básica tras una descomposición multiresolución es escribir la señal original con ancho de banda 

como la suma deM señales, cada una con una ancho de banda 
M . Para el casoM = 2, los dos ltros
H y G son ltros pasa bajos y pasa altas, y cada uno de los dos ltros toma la mitad de la banda
de frecuencia de la banda original. Para extender la mitad de la banda al ancho de banda completo
simplemente se submuestrea la señal. En la etapa de síntesis una operación de subremuestreo debe
ser realizada introduciendo un cero entre dos muestras [5].
3.2.4. Wavelet Daubechies
Para este tipo de transformación han sido denidos dos ltros: Daubechies 9-7, adaptada para
realizar compresión sin pérdidas y Daubechies 5-3 reversible, adaptada para compresión con pérdida
y baja complejidad de implementación (Ver tabla 3-1). Ambas han sido desarrolladas usando lifting
basado en ltros con operación de redondeo [6, 7]. La implementación de este método reduce la
complejidad del proceso.
Coecientes Filtro Daubechies (5,3)
Coecientes Filtro Análisis Coecientes Filtro Síntesis
n Filtro Paso Baja h0(n) Filtro Paso Alto h1(n) Filtro Paso Baja g0(n) Filtro Paso Alto g1(n)
0 6
8
1 1 6
8
1 2
8
  1
2
1
2
  2
8
2   1
8
1
8
Coecientes Filtro Daubechies (9,7)
Coecientes Filtro Análisis Coecientes Filtro Síntesis
n Filtro Paso Baja h0(n) Filtro Paso Alto h1(n) Filtro Paso Baja g0(n) Filtro Paso Alto g1(n)
0 0;6029490182363579 1;115087052456994 1;115087052456994 0;6029490182363579
1 0;2668641184428723  0;5912717631142470 0;5912717631142470  0;2668641184428723
2  0;07822326652898785  0;05754352622849957  0;05754352622849957  0;07822326652898785
3  0;01686411844287495 0;09127176311424948  0;09127176311424948 0;01686411844287495
4 0;02674875741080976 0;02674875741080976
Tabla 3-1: Coecientes de los ltros Daubechies (5,3) y (9,7).
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3.2.5. Cuantización
La cuantización es una etapa irreversible, debido a que se producen pérdidas de información. Esta
etapa permite que los valores que se reciben de la transformación wavelet estén dentro de un rango
de interés, para luego ser utilizados en el codicador. El rango de valores posibles se divide en partes
iguales, exceptuando alrededor del cero cuyo rango tiene el doble de tamaño que el resto. Con esto
se consigue que los valores cercanos a cero se redondeen y no se transmitan. La cuantización permite
la reducción independiente de cada subbanda, de un conjunto de valores de muestra a un conjunto
de valores más pequeños. Si una subbanda está dada por s y cs(u; v) representa un coeciente en
s, el resultado de la cuantización es de la forma:
qb(u; v) = sign(yb(u; v))
 jyb(u; v)j
s

(3-7)
Donde s es el tamaño del paso de cuantización entre dos muestras cuantizadas.
3.2.6. Codicador Entrópico
El Codicador Entrópico es una técnica de reducción de redundancia cuando se codican los datos.
Esta reducción se obtiene por la estimación de probabilidad de los eventos y la asignación de palabras
claves a los mismos. Se asignan palabras claves cortas a los eventos más probables y palabras claves
largas a los eventos menos probables [8]. Este tipo de códigos estadísticos necesitan un modelo
para estimar la probabilidad de cada evento en cada punto del codicador. Las probabilidades en el
Codicador Aritmético son calculadas de forma dinámica, en donde dependiendo el estado del bit
a codicar y de los vecinos, se decide con que contexto se codicara y por ende que probabilidad
le será asignada. Para el cálculo de la probabilidad el estándar JPEG2000 adopto el algoritmo de
Taubman: el EBCOT y el codicador-MQ [6].
Las subbandas son divididas en bloques del mismo tamaño, exceptuando los bordes del tile,
posteriormente cada bloque es dividido en planos de bits para ser codicados de manera
independiente. Los bloques pueden ser de tamaño variable, usualmente de 32  32 o 64;
decientemente grande como para explotar la redundancia y sucientemente para permitir un
codestream embebido (Ver gura 3-1). Cada uno de los planos de bits de cada bloque es codicado
en tres pasadas: Signicancia, Renamiento y Barrido. Después de la codicación aritmética cada
pasada produce una secuencia de símbolos llamada bitstream [9]. La codicación es realizada para
determinar los estados de signicancia de los coecientes y la conguración particular de los vecinos
o contexto 3-4. Al inicio de la codicación todos los coecientes son insignicantes, sus estados
cambian cuando el primer bit de un bit plane es conocido, pasando de más a menos signicativo.
De las 256 posibles conguraciones de vecinos, JPEG2000 las agrupa en 18 contextos de acuerdo a
ciertas reglas denidas en cada uno de los pasos de codicación.
Paso de Signicancia
En esta etapa se considera que un coeciente es signicante cuando su bit más signicativo está en
el plano que se está procesando actualmente o en planos superiores. Los coecientes insignicantes
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Figura 3-4: Codicación de un bloque.
que tienen una alta probabilidad de comenzar a ser signicantes se codican acorde al estado de
signicancia de sus contextos o al estado de signicancia de los ocho vecinos inmediatos. Cuando
el codicador encuentra un valor de bit diferente de cero (Su primer no cero), el coeciente al cual
pertenece este bit comienza a ser signicante y el signo se codica para distinguir si el coeciente
es positivo o negativo. Los coecientes insignicantes son reconstruidos en el decodicador con un
valor de cero, esperando que la distorsión por bit disminuya cuando la probabilidad de signicancia
incrementa.
Paso de Renamiento
Durante esta etapa, los bits de los coecientes que han tenido un bit signicante en planos
superiores son codicados, exceptuando aquellos que han sido encontrados signicantes en el paso
inmediatamente anterior. Para los coecientes que están comenzando a ser renados, la distorsión
es más pequeña que la de un coeciente insignicante.
Paso de Barrido
Todos los bits de un plano que no hayan sido procesados durante las etapas anteriores son procesados
en esta etapa. Hay que destacar que durante este paso y con el propósito de optimizar la codicación
(ahorrando bits transmitidos) se pasa a un modo de funcionamiento especial, denominado Run
Mode. El modo run es utilizado cuando al recorrer 4 coecientes en una misma columna de un
stripe, ninguno de ellos tiene un vecino signicante; al pasar a este modo cada columna del stripe
es codicada con un solo cero (0), siempre y cuando no haya ningún coeciente signicante en la
columna, en caso de existir algún coeciente signicante se termina con el modo run y se continua
con el modo de codicación convencional [6].
Para cada bit codicado en una pasada de codicación, el codicador MQ obtiene el valor del bit
y el contexto asignado. A partir del contexto el codicador MQ estima la probabilidad del bit. El
codicador MQ es basado en el codicador Q [9, 10, 11], el cual está basado en un codicador
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Elias que se caracteriza por subdivisiones sucesivas del intervalo de probabilidad de cada símbolo.
El MPS (Intervalo más probable) es ordenado sobre el LPS (Intervalo menos probable), así cuando
se codica un MPS, el code string señala la base de el intervalo actual y mantiene este valor hasta
que el valor un LPS sea codicado [6].
3.2.7. PCRD-Optimización
En la fase nal de codicación para cada code-block Bi hay un conjunto de bitstream. Cada
bitstream puede ser truncado al nal de una pasada de codicación (p; k), donde p es el plano
de bit y k 2 f0; 1; 2g es la pasada correspondiente. El número de puntos de truncatura por cada
code-block es Ti = 3(ki   2), donde ki representa el numero de planos de bit usados por el code-
block. Cada punto de truncatura es indexado por un plano de bits y representado por una pasada de
codicación, donde p, k y t son relacionados a través de t = 3(ki  p)+ k  4. Adicionalmente, como
los code-blocks son codicados independientemente es posible asignar cualquier conjunto de puntos
de truncatura a una tasa de distorsión de la imagen. Para asegurar una asignación apropiada de
la tasa de distorsión es necesario organizar los bit streams obtenidos en una óptima representación
embebida. Si la longitud total se ve limitada por Lmax, el problema de la tasa distorsión consiste en
encontrar el conjunto de puntos de truncatura ti 2 f0; 1::;Ti   1g, tal que la longitud total de los
bitstreams incluidos Ltii es:
X
i
Ltii  Lmax (3-8)
La distorsión se minimiza
D =
X
i
Dtii (3-9)
Un análisis envolvente convexo [2] permite obtener un conjunto de Ni puntos óptimos de truncatura
para cada bloque Bi. El procedimiento para encontrar esos puntos de truncatura t

i es basado en
una aproximación lagrangiana, la cual minimiza:
D() + L() =
X
i
(Dt

i
i + L
ti
i ) (3-10)
Ni es el conjunto más grande de puntos de truncatura, a los cuales les corresponden las pendientes
de tasa de distorsión,
D
(t)
i
L
(t)
i
, son estrictamente decrecientes 3-5.
Esta operación es desarrollada después de la codicación de los code-blocks. Calcular la distorsión
asocia a cada punto de truncatura es posible porque cada bitstream tiene un reducción asociada
en distorsión. La distorsión aquí es proporcional a la acumulación del error cuadrático medio
(MSE), calculado de los coecientes wavelet originales obtenidos de la decodicación en un punto
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Figura 3-5: Curva Tasa-Distorsión.
de truncatura particular. Para P(p,k), donde la pasada de codicación es k y el plano de bit p para el
code-block Bi; la reducción de la distorsión en cada paso de codicación puede ser obtenida como:
D(p,k)i = Gbi
X
y(u,b)
(3-11)
Donde Gbi es la energía de los vectores base en la síntesis de una subbanda bi a la que pertenece el
code-block Bi.
3.2.8. Abstracción de las capas de calidad
La organización monótonamente decreciente de los de puntos de truncatura dene una óptima
partición del bitstream para las tasas de umbral o incremento de la calidad (Capas de Calidad).
Cada una de las capas de calidad q es formada por contribuciones crecientes de bytes provenientes
de diferentes code-blocks y por la longitud de las pendientes de distorsión Tq. En otras palabras
cada capa de calidad se forma por la contribución crecientes de los bitstream de cada code-block
L
tqi
i   L
tqi 1
i .
tqi = maxft j
D(t)i
L(t)i
 Tqg (3-12)
La estrategia de capas tiene la propiedad de truncar el codestream en cualquier punto, dando como
resultado una representación comprimida, lo cual es óptimo para la tasa de distorsión 3-6.
3.2.9. Generación del Codestream
Al nalizar este proceso existen varios bitstream, los cuales se encuentran limitados por un conjunto
de puntos de truncaturas de cada code-block en una subbanda. Gracias a la abstracción por capas
es posible conocer la distribución óptima de los code-blocks dentro de las capas denidas. En este
punto es introducida la denición de precinto: agrupación de blocks de diferentes subbandas que
son mapeadas dentro de una región espacial en la imagen 3-7.
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Figura 3-6: Abstracción de las capas de calidad de los diferentes paquetes de la imagen.
Figura 3-7: Ejemplo de denición de precinto.
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El último paso dentro del proceso de codicación es para crear los paquetes de la imagen en cada
tile y poner toda esa información junta entre: marcadores y marcadores de segmentos, encabezados
que delimitan y marcan las características de la imagen y el codestream [6]. Cada paquete J2K k, es
la mínima unidad de codicación y se encuentra asociada a un precinto p, a una capa de calidad q,
a un nivel de resolución r, y a una componente c. Es así como cada paquete puede ser indexado en
el codestream tras la conguración tras la conguración de estas cuatro variables k = k(p; q; r; c). El
orden en el cual los paquetes aparecen en el codestream es llamado orden de progresividad. Según
la parte 1 del estándar JPEG2000 existen 5 posible progresiones:
Progresión LRCP (Layer-Resolution-Component-Position): Como la progresión
puede cambiar de tile a tile, la variable t identica el tile, al cual pertenece la secuencia
de paquetes. Esta progresión es una progresión en calidad, de manera que hasta que no son
leídos todos los paquetes del tile, para una cierta capa de calidad, no se pasa a la siguiente
capa.
Progresión RLCP (Resolution-Layer-Component-Position): Es una progresión en
resolución, en la que se van procesando todos Los paquetes de una resolución a otra, desde la
menor hasta la mayor, incluyendo todas las capas de calidad.
Progresión RPCL (Resolution-Position-Component-Layer): Al igual que la anterior,
ésta es una progresión en resolución. La diferencia radica en que en cada resolución la lectura
es de precinto a precinto, mientras que en la anterior es por capas de calidad.
Progresión PCRL (Position-Component-Resolution-Layer): Esta es una progresión
por posición, de forma tal que se procesa precinto a precinto, empezando por el situado en la
esquina superior izquierda hasta el situado en la esquina inferior derecha.
Progresión CPRL (Component-Position-Resolution-Layer): Es la última progresión
que admite el estándar, permite una progresión por componente de manera que hasta no
haber leído y procesado todos los paquetes de una componente, no se pasa a la siguiente.
3.3. Codestream J2K
El codestream de JPEG2000 es una representación binaria de las componentes de la imagen,
que sigue una sintaxis y permite la organización de los datos de imagen. Un codestream esta
principalmente compuesto por tres partes: La Cabecera Principal, La Cabecera del Tile-Part y Los
Datos de la Imagen, (Ver imagen 3-9). Estas tres componentes están delimitados por marcadores.
Los marcadores son de 2 bytes y sus rangos de valores están denidos entre 0xFF30 y 0xFF3F . En
general estos marcadores están incluidos en marcadores de segmentos, los cuales son usados para
señalar las características de la imagen y el codestream 3-8.
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Figura 3-8: Tipos de marcadores.
Figura 3-9: Organización del Codestream.
Encabezado Principal:
El encabezado principal contiene toda la información acerca de la compresión y descompresión de la
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imagen tal como: el largo y ancho, el largo y ancho usados en cada tile, el número de componentes,
el bit depth de cada componente, el estilo de codicación, el número de niveles de descomposición,
el orden de progresión, el número de capas de calidad, el tamaño del code-block, la transformación
wavelet usada, el tamaño del precinto y la cuantización usada para la compresión de todas las com-
ponente.
Tile Part:
Los paquetes correspondientes a tile pueden ser divididos en uno o más tile-part. El encabezado del
tiel-part contiene información del tile y el tile-part indexado, y la longitud en bytes de los datos
incluidos en el tile-part.
Datos de la Imagen:
El encabezado del tile-part es seguido por los datos de la imagen o paquetes correspondientes al
tile-part. Los paquetes pueden estar precedidos por la cabecera del paquete que es útil para evitar
múltiples lecturas durante la decodicación. Las cabeceras del paquete contienen información acerca
del code-block incluido, el número de pasadas de codicación, la longitud del code-block comprimido,
información del plano de bits cero y la longitud del paquete cero. Una parte de esta información es
codicada usando tag trees que son una forma de representar un arreglo bidimensional de enteros
no negativos en una estructura jerárquica.
3.4. JPEG2000 3D
La parte 10 del estándar JPEG2000 (JP3D) [12] considera la compresión de datos volumétricos.
Su principal objetivo es proporcionar la misma funcionalidad y eciencia a datos tridimensionales,
de manera análoga a lo que hace su homólogo en 2D. La parte 10 está diseñada como una extensión
de la Parte 1 y Parte 2, es decir, JP3D adopta todas las características existentes en la Parte 1,
extendido a tres dimensiones. Adicionalmente, respeta la sintaxis y las capacidades de la Parte
2. Características relevantes en la codicación de datos volumétricos, tales como los kernels de
la transformada arbitraria (ATK) y la codicación de regiones de interés (ROI), son extendidas,
mientras que las características poco relevantes no son tenidas en cuenta.
Uno de los objetivos de JP3D es proporcionar especicaciones del máximo isotrópico, para
poder soportar capacidades de proceso idénticas en todas las direcciones, lo cual implica que las
características típicas, tales como calidad, escalabilidad en resolución y codicación de ROI, pueden
ser soportadas en JP3D de una manera isotrópica. Por otra parte, la sintaxis del paquete JP3D
es compatible con el protocolo denido en JPIP4 (Parte 9) para la interacción cliente-servidor.
Este protocolo permite a las aplicaciones un acceso aleatorio al code-stream, con lo cual se explota
completamente la escalabilidad de JPEG2000.
Con el propósito de reducir los costos de implementación y mantener el diseño del codicador
relativamente simple, la Parte 10 (JP3D) no introduce nuevos conceptos de codicación, pero
reutiliza los denidos en la Parte 1 y Parte 2, es decir el Codicador Embebido con Truncamiento
Optimizado (EBCOT), el cual se basa en los principios de codicación de Capa Cero (LZC) [13] y
conforma el núcleo central de el estándar de compresión JPEG2000.
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3.4.1. El Codicador de JP3D
JP3D, de manera similar a JPEG2000, codica el primer tile de un conjunto de datos volumétricos.
Para un volumen de datos un tile hace referencia a un subvolumen en escala de grises. Además,
cada componente es codicado de manera independiente. Este proceso se complementa con una
Transformada Wavelet Discreta (DWT) que ltra todas las muestras de cada uno de los tiles,
usando un patrón de descomposición de Mallat. El número de niveles de descomposición en cada
una de las tres dimensiones puede ser libremente escogido. A partir de entonces, las sub-bandas
resultantes de la DWT, se dividen en pequeños code-block o bloques de código, los cuales son
codicados de manera independiente con el EBCOT. El Code-block 3D es codicado plano de bits
por plano de bits y corte por corte, respectivamente. El patrón de escaneo de un plano de bits de
un corte, es idéntico al de JPEG2000 Parte 1. En este los bits son escaneados en grupos de cuatro
bits alineados verticalmente (Escanear siguiendo una banda o Stripe). Una vez el bit-plane de un
corte es procesado, el algoritmo continua con el siguiente corte en el code-block [14].
3.4.2. Optimización de JP3D
El codicador aritmético de la Parte 10, el EBCOT 3D aún trabaja con el modelo de contextos
2D (Parte 1). Esto puede explicarse por la denición de un modelo genérico de contextos 3D que
resulta inesperadamente complicado, puesto que la mayoría de datos volumétricos presentan un
comportamiento anisotrópico, adicionalmente, resulta altamente complejo el proceso de modelado
asociado a ello [14].
Como se mostrará en el capítulo 4 el proceso de codicación planteado en la Parte 10, no resulta
sencillo de implementar, ni tan eciente en comparación con la codicación 2D de corte por corte en
un volumen. En este se plantea una nueva estrategia para la codicación de datos volumétricos, la
cual logra por medio de una implementación sencilla optimizar las tasas de compresión, utilizando
el modelo de contextos 2D de la Parte 1 del estándar JPEG2000.
3.5. Conclusiones
En este capítulo se realizó una descripción detallada de las componentes principales del estándar
J2K, enfocando la antención en los módulos más relevantes que constituyen la base de una
representación granular de una imagen. Para detalles especícos sobre: denición de Regiones de
Interés, implementación de lifting en wavelets y especicaciones del codestream que no han sido
discutidas es este capítulo, puede encontrarlos en referencias como [3, 4, 5, 6], las cuales contiene
una buena revisión acerca de la teoría de codicación de la imagen y el estándar JPEG2000.
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4 Estrategia para la Compresión de
Imágenes Médicas: JPEG2000 3D
En este capítulo se presenta una extensión del estándar JPEG2000 a tres dimensiones. La estrategia
planteada para la extensión y los resultados obtenidos han sido publicados en el artículo Ecient
access to compressed 3D and 4D MRI using JPEG2000 Anexo B. Artículo presentado en
Medical Imaging 2011: Advanced PACS-based Imaging Informatics and Therapeutic Applications y
publicado en Proceedings of SPIE Vol. 7967, 79670O (2011).
4.1. Resumen
El diagnóstico médico se constituye sobre la interacción con diferentes tipos de datos. Las imágenes
médicas constituyen la base del diagnóstico y requieren de altos grados de interacción, un requisito
que la gran mayoría de los estándares de compresión no cumple. JPEG2000 (J2K) ha surgido como
un estándar de compresión que aborda estos desafíos, permitiendo tasas de compresión adecuadas
y un acceso eciente a los datos, es decir, acceso espacial aleatorio a cualquier resolución y con
cualquier calidad deseada. Utilizando el estándar J2K, se presenta una extensión 3D, la cual adapta
la simplicidad de manejo de datos 2D para la manipulación de información 3D. El método propuesto
fue comparado con una implementación convencional del estándar J2K en 2D [9]. Usando datos 3D
y 4D, nuestra estrategia muestra un ahorro de espacio en disco de alrededor del 12% en comparación
con la implementación 2D convencional.
4.2. Introducción
Las técnicas modernas para captura de imágenes médicas producen grandes cantidades de datos.
Estos tipos de datos requieren grandes espacios de almacenamiento, grandes anchos de banda para
su transmisión y herramientas especializadas para la interacción con usuarios. La interacción en un
contexto tan dinámico, requiere que la representación de los datos sea lo más granular posible, es
decir, la representación debe satisfacer las exigencias de un usuario particular. Además, el gran vo-
lumen de datos debe ser comprimido de forma que se logre el uso de un mínimo espacio en disco. Las
representaciones exibles de una imagen son necesarias para lograr un acceso eciente a los datos,
lo cual es equivalente a tener diversas dimensiones de la imagen: Diferentes niveles de resolución y
capas de calidad y un acceso aleatorio a porciones particulares la imagen.
La mayoría de los esfuerzo en compresión de imágenes médicas han utilizado JPEG2000 [2], debido
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a las tasas de compresión sin pérdidas que se obtienen y al acceso espacial aleatorio [1] que permite.
Trabajos previos han desarrollado métodos de compresión con técnicas ecientes para volúmenes
de imágenes médicas como el CT, MRI y el SPECT [6, 4, 7]. Otros, por su parte, han buscado
explotar los benecios de la compresión con perdidas de JPEG2000 en aplicaciones médicas, tales
como la Microscopia Virtual [11]. Por otro lado, la compresión de datos 3D y 4D no ha sido un foco
particular puesto que no hay explotación de las dimensiones adicionales, por ejemplo Hariharan [5]
propone un esquema simple para la compresión de datos 3D y 4D, el cual consiste en aplicar una
wavelet unidimensional en cada una de las direcciones x; y; z y en el dominio del tiempo t, antes de
que los datos sean codicados con JPEG2000 2D.
En este contexto es claro que la redundancia intrínseca existente en los volúmenes de datos médicos
no ha sido bien expotada. Por otro lado los métodos propuestos para la compresión en tres dimen-
siones son complicados de implementar y no muestras resultados muy signicativos en comparación
con la implementación 2D. Además, no existen implementaciones de uso libre, que sirvan de punto
de partida para nuevas investigaciones.
Este trabajo presenta un esquema de codicación tridimensional, con nuestra propia implementa-
ción wavelet, la cual es usada en un contexto multidimensional. Dada la anisótropica intrínseca de
las imágenes médicas y siempre que se pueda aceptar que el modelo de probabilidad es valido [8]
(contextos 2D), una buena explotación de la redundancia puede ser lograda cuando se reorgani-
za la información del cubo wavelet 3D, se garantiza que la codicación se realice plano por plano
isotrópico. Este esquema de codicación permite no solo maximizar el desempeño del codicador
entrópico de JPEG2000, sino un acceso granular a la información y una fácil implementación sobre
una versión 2D ya existente. Este trabajo está organizado de la siguiente manera, primero una bre-
ve introducción del estándar JPEG20000, seguido por la estrategia propuesta para la compresión
3D. Finalmente el esquema de codicación 3D propuesto es comparado con una versión 2D y los
resultados obtenidos son presentados.
4.3. Métodos
4.3.1. JPEG2000
Recientemente, el estándar de compresión JPEG2000 ha sido introducido permitiendo tasas de
compresión muy ecientes y un acceso progresivo a la información de la imagen [10], todo gracias a las
diferentes representaciones que permiten y a la escalabilidad de los datos comprimidos. Este estándar
es capaz de tratar con diferentes modelos de interacción usuario-imagen, modelos cliente/servidor
o modelos de trasmisión en tiempo real. JPEG2000 ha sido desarrollado, para construir una
representación granular de los datos en cualquiera de las dimensiones básicas: Progresividad por
calidad y resolución, Compresión con y sin pérdidas, Enfoque espacial en regiones de interés y
Acceso aleatorio a la información de la imagen. Estas funcionalidades pueden ser explotadas desde
el punto de vista de las exigencias modernas del procesamiento de imágenes médicas.
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4.3.2. Método de Compresión 3D
El principal propósito de esta investigación es determinar la inuencia de la anisotropía en al archivo
nal comprimido, un tema clave en la mayoría de las modalidades de imágenes médicas. Típicamente
las imágenes médicas presentan grandes diferencias en cualquiera de sus direcciones de adquisición,
un efecto que puede ser compensado mediante la realización de grupos particulares de sub-bandas
de frecuencia en el paso de codicación.
Figura 4-1: Esquema de codicación tridimensional. (a) Descomposición wavelet tridimen-
sional, (b) División de las sub-bandas en bloques 3D, los cuales son poste-
riormente divididos en code-blocks 2D de coecientes wavelet,(c) Esquema de
codicación para code-blocks 2D.
El esquema de codicación es mostrado en la gura 4-1: después de la descomposición wavelet
tridimensional, las sub-bandas 3D son divididas en code-blocks 3D, cuyos planos de coecientes
son codicados usando el método de codicación 2D convencional. El propósito del esquema de
codicación es tomar ventaja de la anisotropía intrínseca de los datos, agrupando las sub-bandas de
coecientes en un árbol, el cual respeta el orden unidimensional de los datos después de la transfor-
mada wavelet. Como se ilustra en la gura 4-2, las sub-bandas de frecuencia se asocian siguiendo
un orden unidimensional particular, es decir, se realiza una reorganización de la información del cu-
bo wavelet 3D para conseguir un alineamiento especíco entre las sub-bandas, logrando conformar
planos isotrópicos, que serán posteriormente codicados de manera secuencial con un mismo grupo
de contextos.
La escogencia de la dirección de mayor anisotropía fue realizada de forma experimental, buscando
agrupar en pares las bandas resultantes de la transformada wavelet tridimensional que comparten
igual información frecuencia en sus dos primeras direcciones, el orden de la jerarquía impuesta,
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tiene como objetivo permitir el uso de un mismo grupo de contextos sobre los bit-plane de dos
sub-bandas.
El método de compresión tridimensional fue diseñado a partir de una implementación en java del
estándar JPEG2000 denominada JJ2000 [9], el método desarrollado contiene todos los módulos
principales de JPEG2000 y fue realizada pensando en continuar con la simplicidad de los conceptos
bidimensionales pero buscando manipular datos volumétricos. Cabe destacar que la implementación
realizada es relativamente sencilla, lo que permite acceder a los datos de una manera rápida, fácil y
organizada.
Figura 4-2: Agrupación de las diferentes sub-bandas de coecientes: La transformada
wavelet tridimensional es organizada en un árbol de coecientes.
4.4. Resultados y Discusión
Para el proceso de experimentación se utilizó un conjunto de imágenes de Resonancia Magnética Ce-
rebral y Cardiaca. Las imágenes de cerebro estaban compuestas por 40 volúmenes de 256256160
muestras, con una periodicidad de muestreo de 1  1  1 mm. Las imágenes de corazón estaban
compuestas de 8 casos de 256 256 30, con un muestreo de periodo espacial de 1;5 1;5 8mm.
Estos dos casos de uso fueron elegidos por sus grandes diferencias con respecto a la anisotropía. Las
estrategias evaluadas fueron el método convencional 2D [9], usado para la compresión individual
de cada uno de los cortes que conforman un volumen y el método 3D propuesto, usado para la
compresión de volúmenes completos.
4.4 Resultados y Discusión 47
 18
 20
 22
 24
 26
 0  5  10  15  20  25  30  35  40
R
at
e 
Co
m
pr
es
sio
n
Volume
RATE COMPRESSION 2D Vs 3D
2D
3D
Figura 4-3: Tasa de compresión 2D Vs 3D de las Imágenes de Resonancia Magnética
Cerebral.
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Figura 4-4: Tasa de compresión 2D Vs 3D de las Imágenes de Resonancia Magnética
Cardiaca.
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Las guras 4-3 y 4-4muestra resultados como el porcentaje de tasa de compresión para cada unos de
los métodos aplicados. En general, la tasa de compresión para el método 3D es en promedio mejor en
un 8.67% para las imágenes de cerebro. Del igual forma, el método 3D propuesto muestra una mejora
promedio del 16.15%, 4-4 para las Imágenes de Resonancia Magnética Cardiaca. Adicionalmente,
los tiempos de codicación para ambos métodos son muy parecidos, 13453;9 ms y 13385;13 ms para
2D y 3D respectivamente, sin embargo el tiempo de decodicación es muy diferente, 3025;85 ms y
1709;26 ms para el método 2D y 3D respectivamente.
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Figura 4-5: Tiempo de decodicación 2D Vs 3D.
Las diferencias entre los porcentajes de compresión son debidos a las características isopotropicas
de las imágenes de cerebro, lo que implica la no existencia de una orientación preferencial para
la compresión. En la graca 4-3 y 4-4 se puede observar un comportamiento similar para
ambos métodos, la implementación 3D muestra muchas menos variaciones, asegurando así que la
representación de los datos es más granulara con el enfoque 3D.
La gura 4-5 muestra los tiempos de codicación para imágenes de Resonancia Magnética cardiaca,
nuevamente la operación de codicación 3D es mucho mas rápida alrededor de 43.5%.
4.5. Conclusiones y Trabajo Futuro
La estrategia de compresión tridimensional planteada mostró un mejor desempeño, tanto en tasas
de compresión como en tiempos de acceso a los datos. Los resultados probablemente indican que
el método propuesto explota la redundancia de los datos en cada una de sus dimensiones, y realiza
muchas menos operaciones de input/output, con la ventaja adicional que el costo de implementación
es bajo, gracias a que pequeñas modicaciones fueron introducidas en una implementación existente
de JPEG2000 2D [9].
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Como trabajo futuro se pretende mejorar el acceso 3D a través de la adaptación del algoritmo de
RD para tres dimensiones.
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ABSTRACT
Modern Medical diagnoses are more and more based upon interactivity with different kinds of data. Images
are at the very base of these diagnosis policies and require high degrees of interaction, a requirement that most
compression standards do not meet since for achieving this, high granularity levels are needed. JPEG2000 (J2K)
has lately arisen as a compression standard that tackles with these challenges, allowing appropriate compression
rates and efficient access to data, i.e. random spatial access at any resolution and with any desired quality.
Based on the J2K standard method, this article presents a 3D compression method which adapts the J2K sim-
plicity handling of 2D data and includes the 3D information with no modification of the structures used in 2D
implementations. The proposed method was compared with a conventional J2K implementation in 2D,9 using
3D and 4D data, showing that the 3D strategy saves around a 12 % of hard disk space when compared to the
conventional 2D implementation.
Keywords: JPEG2000, Compression 3D,Compression 2D, Efficient access, MRI.
1. INTRODUCTION
Modern Medical Imaging techniques produce huge quantities of data, with which specialists perform diagnoses
during different clinical routines. These data require huge storage spaces, they need large communication band-
widths and specialized interaction tools. Interactivity, in such a dynamic context, needs that data representation
should be as granular as possible, that is to say the data representation should meet any particular user im-
age requirement. In addition, the large volume of data should be compressed so that a minimal disk space is
used when accessing data. Therefore, flexible image representations are needed for efficient data access, which
amounts to the image is decomposed into the several dimensions a user might want to access, namely, different
magnifications, random space locations and quality levels.
Most endeavors of compression in Medical Images have been based on JPEG2000,2 because of the Loss-
less compression rates and random spatial access.1 Previous works have explored the use of lossy compression
approaches in medical images such as CT, MRI and SPECT,4, 6, 7 while others have take advantage of lossless
JPEG2000 compression in medical applications such as Virtual Microscopy.11 It should be strengthen out that
lossy compression is not yet very acceptable in the Medical community, among others because of the underlying
medical responsability. On the other hand, compression of both, 3D and 4D data, has not been a particular
focus because there is no exploitation of the additional dimensions, for instance Hariharan5 proposes a simple
but efficient compression method for 3D and 4D data, for which the unidimensional wavelet is applied to the
data in the z direction and in the time domain before being coded with the conventional 2D JPEG2000.
This article presents a fully n-dimensional coding scheme, with our own wavelet implementation which is
used in a multidimensional context. Given the instrinc anisotropy of Medical Images and provided that it can be
accepted that the coding probability model can be conserved as such,8 meaning 2D contexts, a better exploitation
of redundancy is achieved when the 3D wavelet cube is rotated so that it is guaranteed that coding is performed
isotropic plane per isotropic plane. This coding scheme allows not only a maximal performance of the entropic
JPEG2000 codec but also a granular 3D access to information and easy implementation upon existent 2D codec
versions of JPEG2000. This article is organized as follows, Firstly JPEG2000 is briefly introduced, followed by
a further presentation of the proposed strategy. Then, the coding scheme is compared with 2D and 3D isotropic
versions and results presented thereafter. Finally, some future work is discussed.
2. METHODS
2.1 JPEG2000
Recently, the JPEG2000 compression standard has been introduced, allowing efficient compression rates, pro-
gressive access to the image10 and flexsible access to the compressed data. This standard is capable of dealing
with different types of user-image interaction models, for instance client/server or real-time transmission models.
This standard has been developed, aiming at constructing a granular data representation at any of the basic
dimensions: scalability, different and independent levels of quality and random acces to any image location.
These functionalities may then be very exploitable from the point of view of the modern requirements of Medical
Imaging processing. Such functionalities are:
• Progressivity per quality and resolution.
• Compression with and without losses.
• Random access to different spatial regions.
• Random access to any other image information.
2.2 3D Compression Method
The main purpose of this investigation was to determine the influence of the anisotropy on the final compressed
file, a key issue in most Medical Imaging Modalities. Typical Medical Images present large differences at any
of the acquisition directions, an effect that should be compensated by performing particular groupings of the
wavelet sub-band frequencies at the coding step.
Figure 1. Three-dimensional coding scheme. (a) Three-dimensional wavelet decomposition, (b) Sub-band division into 3D
blocks which are then also sub-divided into 2D blocks of wavelet coefficients ,(c) The coding scheme for 2D codeblocks.
The whole coding scheme is shown in figure 1: after a 3D wavelet decomposition, the 3D sub-bands are split
into 3D codeblocks, whose coefficient planes are coded using the conventional 2D coding method. The proposed
coding scheme takes advantages of the intrinsec data anisotropy by grouping up the coefficients sub-bands within
a tree which respects the unidimensional data ordering after the wavelet transform. As illustrated in figure 2,
the frequency sub-bands are associated following a particular unidimensional order i.e. the whole 3D wavelet
cube is rotated so that isometric planes are sequentially coded.
The choice of the larger anisotropical direction was carried out experimentally, searching to preserve the
importance of the lower frequencies so that the permutation operation of the various bands resulted in tridi-
mensional wavelet transform by pairs, always preserving the hierarchy imposed by the lower frecuencies choice,
aiming at coherently using the set of possible context plane by plane.
Figure 2. Grouping of the different sub-band coefficients: the three-dimensional wavelet transform becomes a tree of
coefficients
.
3. RESULTS AND DISCUSSION
Evaluation was performed on a set of MRI images from brain and heart. Brain images were composed of 40
volumes of 256× 256× 160 samples with a sampling period of 1× 1× 1mm. Cardiac resonance was composed of
eight cases of 256×256×30 with a sampling spatial period of 1.5×1.5×8mm. These two cases of use were chosen
by their large differences regarding anisotropy. The assessed strategies were a conventional 2D compression slice
per slice9 and the proposed 3D method.
The graphic 3 and 4 shows the results as the percentage of the compression rate, when applying the two
methods. Overall, the compression rate percentage for the 3D approach is better in average in a 8.67 % for the
brain MRI. Likewise, the 3D proposed method showed an improvement of 16.15 %, average, 4 for the cardiac
MRI. In addition, the coding times are very alike, 13453.9 ms for 2D and 13385.13 ms for 3D method, however
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Figure 3. Compression rate 2D Vs 3D method of Cerebral Magnetic Resonance Image
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Figure 4. Compression rate 3D Vs 3D method of Cardiac Magnetic Resonance Image
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the decoding time was quite different, 3025.85 ms for 2D and 1709.26 ms for 3D.
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Figure 5. Decoding times 2D Vs 3D method
.
The difference between the compression percentages is due to the isotropic characteristic of the brain images,
that causes the nonexistence of a preferencial orientation for compression. In the graphs 3 and 4, it is shown a
similar trend but the 3D shows much less variation, thereby assuring that the data representation is much more
granular with the 3D approach.
The plot 5 shows the decoding times for cardiac images and again the 3D decoding operation is much faster
in about a 43.5 %.
4. CONCLUSIONS AND FUTURE WORK
The proposed 3D compression strategy shows a better performance for both compression rates and time to access
data. These results probably indicate that the proposed method exploits the data anisotropy at every dimension
and perform much less input/output operations, with the additional plus of the low implementation cost since
little modification was introduced to an existent 2D JPEG2000 software.9 Future work includes improving the
3D access through adaptation of the RD algorithm to larger dimensions.
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