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STABILITY OF GAPPED GROUND STATE PHASES
OF SPINS AND FERMIONS IN ONE DIMENSION
ALVIN MOON AND BRUNO NACHTERGAELE
Abstract. We investigate the persistence of spectral gaps of one-dimensional frustration free quan-
tum lattice systems under weak perturbations and with open boundary conditions. Assuming the
interactions of the system satisfy a form of local topological quantum order, we prove explicit lower
bounds on the ground state spectral gap and higher gaps for spin and fermion chains. By adapting
previous methods using the spectral flow, we analyze the bulk and edge dependence of lower bounds
on spectral gaps.
Dedicated to the memory of Ludwig Faddeev
1. Introduction
An important result in the study of gapped ground state phases of quantum lattice systems (with
or without topological order) is the stability of the spectral gap(s) under uniformly small extensive
perturbations. The stability property implies that the gapped phases are full-dimensional regions in
the space of Hamiltonians free of phase transitions [1]. In recent years, such results were obtained in
increasing generality [2,3,5,7,8,16–18]. Our goal here is to extend the existing results applicable in
one dimension to Hamiltonians with so-called ‘open’ boundary conditions, meaning that we consider
systems defined on intervals [a, b] ⊂ Z and not on a cycle Z/(nZ). Specifically, this implies that
the neighborhoods of the boundary points a and b may be treated differently than the bulk. There
are physical and mathematical situations where one is naturally led to considering open boundary
conditions. For example, in the series of recent works by Ogata [13–15], clarifying the crucial role
of boundary states in the classification of quantum spin chains with matrix product ground states
required the study of systems with open boundary conditions. Another situation of interest to
us is the application of results for quantum spin chains to fermion models in one dimension by
making use of the Jordan-Wigner transformation, which in the finite system set-up only works well
with open boundary conditions. In this way, we obtain explicit bounds on the spectral gaps in
the spectrum of perturbed spin and even fermion chains with one or more frustration free ground
states that satisfy a local topological order condition. This complements previous results that prove
stability of gapped fermion systems by other approaches [4, 5, 12].
2. Setting and Main Result
2.1. Notations. Denote by (Z, | · |) the metric graph of integers. Let Pf (X) denote the finite
subsets of X ⊂ Z. We will use Λ to refer exclusively to nonempty, finite intervals of the form
[a, b] = {n ∈ N : a ≤ n ≤ b}. Let bΛ(x, n) = {m ∈ Λ : |x−m| ≤ n} denote the restriction of a
metric ball to the interval. For each x ∈ Λ, denote by rx and Rx the following distances to the
boundary:
(2.1) rx = min {x− a, b− x} , Rx = max {x− a, b− x}
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2 A. MOON AND B. NACHTERGAELE
Although rx and Rx depends on the interval [a, b], we omit this dependence from the notation since
we will always fix a finite volume [a, b] throughout our arguments.
In the following, we will consider both spin systems and fermion systems on the one-dimensional
lattice. Without difficulty, we could also treat systems that include both types of degrees of freedom,
but for simplicity of the notations, we will not consider such systems in this paper. It is also possible
to consider inhomogeneous systems for which the number of spin or fermion states depends on the
site. In order to present the main ideas without overly burdensome notation, we will only consider
homogeneous systems in the note.
The algebra of observables of the finite system in Λ, of either spins or fermions, will be denoted
by AΛ. If we want to specify that we are specifically considering spins or fermions, we will use
the notation AsΛ or A
f
Λ, respectively. These algebras, and the associated Hilbert space they are
represented on, are defined as follows.
For spin systems, we have
AsΛ = Md(C)⊗|Λ|, hΛ = (Cd)⊗|Λ|,
where d is the dimension of the Hilbert space of a single spin, i.e., d = 2S + 1.
For fermions, AfΛ denotes the C
∗-algebra generated by {a(x), a∗(x) : x ∈ Λ}, the annihilation and
creation operators defining a representation of the Canonical Anticommutation Relations (CAR) on
the antisymmetric Fock space FΛ = F(`
2(Λ)). The dimension of FΛ is 2
|Λ| and AfΛ is ∗-isomorphic
to the matrix algebra M2|Λ|(C).
Given an exhaustive net of CAR or spin algebras {AΛ : Λ ∈ Pf (Z)}, the inductive limit AZ, the
d∞ UHF algebra, is obtained by norm completion:
AZ =
⋃
Λ∈Pf (Z)
AΛ.
This algebra is often referred to as the quasi-local algebra, and Aloc =
⋃
AΛ as the local algebra.
Define by NX =
∑
x∈X a
∗(x)a(x) the number operator for X ∈ Pf (Z), and define the parity
automorphism by:
ρΛ(A) = exp(ipiNΛ)A exp(ipiNΛ)(2.2)
Say that A ∈ AfΛ is even if ρΛ(A) = A and odd if ρΛ(A) = −A. The observable A is even if and
only if it commutes with the local symmetry operator exp(ipiNΛ), which is if and only if A is the
sum of even monomials in the generating set {a(x), a∗(x) : x ∈ Λ}. Unlike the odd observables, the
even observables form a ∗-subalgebra of AfΛ, which we denote by A+Λ .
2.2. Assumptions. Let I be a subinterval of Z, not necessarily finite. An interaction on I is a
function Φ : Pf (I) → Aloc such that Φ(X) = Φ(X)∗ ∈ AX for all X ∈ Pf (I). The corresponding
local Hamiltonian of the finite system on Λ ⊂ I is HΛ =
∑
X⊂Λ Φ(X). Say Φ is non-negative if
Φ(X) ≥ 0 for all X ∈ Pf (I). Say Φ is an even interaction of the CAR algebra if Φ(X) ∈ A+X .
The interactions in our perturbative set-up will satisfy the following assumptions. First, let
η : Pf (Z)→ Aloc be a non-negative interaction with distinguished local Hamiltonians HΛ. We will
refer to η as the unperturbed interaction. We assume η has the following properties:
i. Finite range: there exists R > 0 such that diam(X) > R implies η(X) = 0.
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ii. Uniformly bounded: there exists M > 0 such that for all X ∈ Pf (Z), ‖η(X)‖ < M .
iii. Frustration free: for all intervals Λ ∈ Pf (Z), ker(HΛ) ) {0}.
iv. Uniformly locally gapped: There exists γ0 > 0 such that for all intervals [a, b] ∈ Pf (Z),
with b− a ≥ R, γ0 is lower bound a for non-zero eigenvalues of H[a,b].
v. Local topological quantum order (LTQO) of the ground state projectors.
The concept of LTQO was introduced in [2]. We will need to adapt the definition to take into
account parity and boundary conditions, which we do in the next section.
Next, we consider the perturbations. To allow edge effects, we will consider perturbations given
in terms of a family of interactions on intervals. For each Λ, let ΦΛ : Pf (Λ)→ Aloc be an interaction
on the interval, and denote by [Φ] the collection of these perturbative interactions:
[Φ] =
{
ΦΛ : Λ ∈ Pf (Z)
}
(2.3)
The perturbed Hamiltonians have the form:
HΛ(ε) =
∑
X⊂Λ
η(X) + εΦΛ(X), ε ∈ [0, 1](2.4)
and while the Hamiltonians depend on the interval Λ, lower bounds on gaps in the spectrum will
be uniform in the volume.
Our main assumption on the interactions ΦΛ in [Φ] is that ΦΛ(X) decays rapidly with the
diameter of X. To make this precise, we use F-functions and provide explicit bounds in terms
of the F-norm. The definition and properties of F-functions and F-norm can be found in the
Appendix. In our argument, we will use functions of the form:
F (x) = e−h(x)F b(x)
F b(x) =
L
(1 + cx)κ
(2.5)
where κ > 2 and L, c > 0. The function h : [0,∞)→ [0,∞) is a monotone increasing, subadditive
weight function. At times, it will be necessary to precompose F with a transformation τ : [0,∞)→
R, and so we will take as convention F ◦ τ(x) = F (0) for τ(x) < 0. We will denote by ‖ · ‖F the
extended norm (6.1) induced by F .
Using F-function terminology, we assume for the perturbations:
i. Fast decay: there exists an F-function F (r) = e−hΦ(r) L(1+cx)κ , for L, c > 0 and κ > 2, such
that supΛ ‖ΦΛ‖F <∞.
ii. Metric ball support: for all Λ, ΦΛ(X) 6= 0 implies X = bΛ(z, n) for some z ∈ Λ and
n ∈ N.
The assumption that ΦΛ is supported on metric balls is not restrictive, since a finite-volume Hamil-
tonian of any fast-decaying interaction can be rewritten as the finite-volume Hamiltonian of a balled
interaction with comparable decay (c.f. the appendix of [18]).
2.3. Local topological quantum order. Consider the unperturbed interaction η and its local
Hamiltonians. Denote by PX the orthogonal projection onto ker (HX), and define the state:
ωΛ(A) =
1
tr(PΛ)
tr(PΛA), A ∈ AΛ
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Definition. The unperturbed interaction η satisfies local topological quantum order if there exists
a monotone function Ω : [0,∞) → [0,∞), decreasing to 0, such that for all x ∈ Λ and n, k ∈ N
satisfying 0 ≤ k ≤ rx and k ≤ n ≤ Rx, the following bound holds:
∀A ∈ AbΛ(x,k) : ‖PbΛ(x,n)(A− ωΛ(A))PbΛ(x,n)‖ ≤ Ω(zx(n)− k)‖A‖(2.6)
where zx : N→ N is the cut-off function defined in terms of distance to the boundary of Λ (2.1):
zx(m) =
{
m if m ≤ rx
rx else
(2.7)
If η : Pf (Z) → Afloc is an even interaction and (2.6) holds for the restricted class of observables
A ∈ A+bΛ(x,k), then we will say η has Z2-LTQO.
For example, the AKLT interaction with either periodic or open boundary conditions has LTQO
with Ω(r) = (1/3)r. The interaction defined in (5.1) has Z2-LTQO with Ω(r) = 0 for r greater
than a cut-off D > 0 defined by the interaction parameters, and Ω(x) = 2 otherwise (Proposition
5.4).
2.4. The main result. For any finite interval Λ, we consider the local Hamiltonian HΛ(ε) given
in (2.4). There exist continuous functions λ1, . . . , λN : [0, 1] → R such that for all ε ∈ [0, 1],
{λ1(ε), . . . , λN (ε)} are the eigenvalues of HΛ(ε). We partition sp(HΛ(ε)) into two disjoint regions,
an upper and a lower part of the spectrum, and call the minimum distance between these two sets
the spectral gap above the ground state or the spectral gap:
(2.8) sp0,Λ(ε) = {λi(ε) : λi(0) = 0} sp1,Λ(ε) = {λj(ε) : λj(0) > 0} .
(2.9) γ(HΛ(ε)) = min
{
λ− µ : λ ∈ sp1,Λ(ε), µ ∈ sp0,Λ(ε)
}
For a class of sufficiently small perturbations, the main result of this paper establishes a lower
bound for the size of the spectral gap which does not depend on Λ, under the assumptions that η
has LTQO, the interactions in [Φ], from (2.3), decay sufficiently fast and, in the case of fermions,
that the interactions are even. The spectrum may have other gaps which can be defined similarly in
terms of eigenvalue splitting, and we also prove an estimate showing how these gaps persist under
weak perturbations. To state these results, we define several constants that characterize the effect
of the perturbation and the presence of edge effects.
The effect of perturbations near the boundary of Λ is, in general, different and stronger than far
away from the boundary. As a consequence, our stability result for open chains features a distance
parameter D ≥ 0, in terms of which we distinguish sites near and far away from the boundary.
In Section 3, we write each ΦΛ as the sum of an interaction ΦD(Λ), with local Hamiltonian ΦDΛ
supported at the D-boundary, and a bulk interaction ΦInt(Λ). Define the following two finite
constants quantifying the strength of the bulk and edge perturbations, respectively:
MInt = sup
Λ
{‖ΦInt(Λ)‖F : diam(Λ) > max {2D,R}}
MD = sup
Λ
{‖ΦDΛ ‖ : diam(Λ) > max {2D,R}}
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Then, for constant:
m =
( ∑
|n|≥3
20C(3|n|+ 2)
[
Ω
( |n| − 1
2
)1/2
+ F0
( |n| − 3
2
)]
+ C
(∑
n∈Z
Ω
( |n|
2
)
+ 2F0
(
b |n|
2
c
)
+ 8
))
(‖η‖F +MInt)
where F0(x) = F
b(x/18−R− 3/2), we are able to prove the following theorem.
Theorem 3.11(Ground state gap stability for spin chains). Suppose η : Pf (Z)→ Asloc has LTQO
with Ω(n) ≤ n−ν , for ν > 4, and there exist K > 0, s ∈ (0, 1] such that hΦ satisfies hΦ(r) ≥ Krs.
Then there exists ε(γ0) > 0 such that 0 ≤ ε < ε(γ0) and diam(Λ) > max {2D,R} imply:
γ(HΛ(ε)) ≥ γ0 − (m+ 2MD)ε > 0
The constant ε(γ0) can be taken as:
ε(γ0) = min
{
1,
γ0
m+ 2MD
}
As a consequence, if we assume η : Pf (Z) → A+loc has Z2-LTQO, and Ω and ΦΛ : Pf (Λ) → A+Λ
have the same decay assumptions as in Theorem 3.11, we are also able to prove:
Theorem 4.4. There exist ε′(γ0) > 0 and constant m′D such that 0 ≤ ε < ε′(γ0) and diam(Λ) >
max {2D,R} implies:
γ(HΛ(ε)) ≥ γ0 −m′Dε > 0
The constants m′D and ε
′(γ0) can be explicitly determined by the constants m,MD and ε(γ0)
The proofs of Theorems 3.11 and 4.4 rely on a relative form bound argument. We remark that
the proof will depend strongly on the fact that the size of the boundary of Λ can be bounded
independently of the size of Λ itself. This is special about one-dimensional systems. The stability
of the gap in higher dimensions requires a careful analysis of the locality of perturbations [11] and
more complicated assumptions.
Additionally, due to the relative form bound, the hypotheses for a stable ground state spectral
gap also imply general stability of the spectrum. Precisely, we prove the following statement about
the persistence of higher spectral gaps. In the statement, J1, J2, J3 refer to equations (3.12) and
(3.15).
Proposition 3.12. Let T, γ > 0, and denote res(HΛ) = C \ sp(HΛ). Suppose η, [Φ] satisfy
the hypotheses of Theorem 3.11. There exists ε(γ, T ) > 0 such that for sufficiently large Λ and
0 ≤ ε < ε(γ, T ), if ν, µ ∈ sp(HΛ) with (ν, µ) ⊂ res(HΛ)∩ [0, T ] and µ− ν > γ, then the gap between
ν and µ is stable. Precisely, if we denote:
γ(ν, µ, ε) = min {λ(ε) ∈ sp(HΛ(ε)) : λ(0) ≥ µ} −max {λ(ε) ∈ sp(HΛ(ε)) : λ(0) ≤ ν}
then:
γ(ν, µ, ε) ≥ (1− pε)γ − 2(q + pT +MD)ε > 0
for 0 ≤ ε < ε(γ, T ) and p, q defined:
p =
3
γ0
J1(‖η‖F +MInt) q = [C(J3 + 4) + J2](‖η‖F +MInt)
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3. Stability of spectral gap in spin chains
3.1. Perturbations at the boundary. Here, we make the distinction between a perturbation
near the boundary and in the bulk. In this section, unless otherwise noted, we fix an interval
Λ = [a, b] and let Φ denote the interaction ΦΛ, with local Hamiltonian ΦΛ =
∑
X⊂Λ Φ(X).
Let D ∈ N define a uniform distance parameter, and denote by IntD(Λ) the relative interior
[a + D, b −D]. The piece of the perturbation associated to x ∈ Λ is Φx =
∑Rx
n=1 Φ(bΛ(x, n)), and
the whole perturbation is split by the relative interior: ΦΛ = Φ
D
Λ + Φ
Int
Λ , where
ΦDΛ =
∑
x∈Λ\IntD(Λ)
Φx Φ
Int
Λ =
∑
x∈IntD(Λ)
Φx
are the edge and bulk perturbations, respectively. Let ΦD(Λ),ΦInt(Λ) : Pf (Λ) → AsΛ denote the
corresponding local interactions.
If x ∈ IntD(Λ), then n ≥ rx implies ‖Φ(bΛ(x, n)‖ ≤ ‖Φ‖FF (D), and so even though the bulk
perturbative interaction contains terms which extend to the boundary, their contribution to the
total perturbation is relatively small as a function of D.
Since the Hamiltonian HΛ + εΦΛ is close in operator norm to the bulk-perturbed Hamiltonian,
it will suffice to prove ground state spectral gap stability for HΛ + εΦ
Int
Λ . To do this, we will
use a unitary decomposition method depending on spectral flow. First proved in [8], our present
formulation of the following theorem using F-functions comes from [18].
3.2. Spectral flow decomposition. Let Ψ : Pf (I) → Asloc be an arbitrary interaction, Λ ⊂ I,
and suppose γ ∈ (0, γ0). Let εΛ > 0 be such that 0 ≤ ε ≤ εΛ implies γ(HΛ(ε)) ≥ γ, where
HΛ(ε) = HΛ + εΨΛ. We may take εΛ to be maximal. Because γ(HΛ(ε)) is bounded below by
γ and εΨΛ is uniformly bounded on [0, εΛ], we may construct the spectral flow (also known as
quasi-adiabatic evolution) α : [0, εΛ] → AsΛ, whose quasi-local properties are extensively discussed
in [1,6]. Briefly summarizing, there exists a norm-continuous family U(ε) of unitaries such that, if
P (ε) denotes the orthogonal projection onto the kernel of HΛ(ε):
αε(A) = U(ε)
∗AU(ε) and P (ε) = U(ε)P (0)U(ε)∗.(3.1)
The unitaries are the solution to −i ddεU(ε) = D(ε)U(ε) with U(0) = 1, where the generator D(ε)
is given by:
D(ε) =
∫ ∞
−∞
wγ(t)
∫ t
0
eisHΛ(ε)ΨΛe
−isHΛ(ε)ds dt(3.2)
for a weight function wγ ∈ L1 with compactly supported Fourier transform (see Lemma 2.3 in [1]).
Since the quasi-local properties of its generator are made clear by the expression (3.2), the spectral
flow automorphism transforms the perturbed Hamiltonian HΛ(ε) into a unitarily equivalent finite-
volume Hamiltonian of a well-behaved, local interaction. Identifying this local interaction is the
content of the unitary decomposition theorem:
Theorem 3.1. Suppose Ψ : Pf (I) → Asloc, satisfies a finite F-norm for F and hΨ(r) ≥ Krt for
some K > 0 and t ∈ (0, 1]. Then for all 0 ≤ ε ≤ εΛ:
i. There exists an interaction Φ1(ε) : Pf (Λ)→ AsΛ such that αε(HΛ(ε)) = HΛ + Φ1(ε), and
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ii. Φ1(ε) is supported on the metric balls of Λ, that is,
Φ1Λ(ε) =
∑
x∈Λ
Φ1x(ε)
where Φ1x(ε) =
∑Rx
n=1 Φ
1(bΛ(x, n), ε) and each Φ
1(bΛ(x, n), ε) ∈ AsbΛ(x,n). Furthermore, for
all x ∈ Λ, [P (0),Φ1x(ε)] = 0.
There exists a constant C > 0, depending on the uniform bound M , range R, uniform gap γ0 and
decay parameters K and t, such that:
‖Φ1(ε)‖Fϕ ≤ Cε(‖η‖FΨ + ‖Ψ‖FΨ)
where Fϕ is an F-function depending on K, t, γ such that Fϕ(r) decays faster than any polynomial
in r.
Proof. This reformulated statement of the original decomposition theorem found in [8] is proved in
Theorem 6.3.4 in [18], and so we record here only the precise form of Fϕ. Define:
µ(r) =
{
(e/κ)κ if r ≤ eκ
r/(log r)κ else r > eκ
(3.3)
Define K0 = min {K, 2/7}, and denote by νΨ the Lieb-Robinson velocity for the Heisenberg dynam-
ics generated by the interaction Ψ. Denote µ˜(r) = µ(Kγr2νΨ ) and:
GΦ(r) = e
−K0K µ˜◦hΦ(r)F b(r)
Then the F-function in the statement of the theorem is given by:
Fϕ(r) =
{
GΨ(0) if r ≤ 18R+ 27
GΨ(r/18−R− 3/2) else r > 18R+ 27(3.4)

For the remainder of this section, let U(ε), αε and Φ
1(ε) be from an application of Theorem 3.1
when Ψ is the bulk perturbative interaction ΦInt(Λ) with local Hamiltonian ΦIntΛ .
Lemma 3.2. The local operator Φ1(ε) can be rewritten:
(3.5) Φ1(ε) = Φ2(ε) + Φ3(ε) + ωΛ(Φ˜1(ε)) +R(ε)
for terms defined:
Φ˜1(ε) =
∑
x∈Int2(Λ)
Φ1x(ε)
Φ2(ε) = (1− P )(Φ˜1(ε)− ωΛ(Φ˜1(ε))1)(1− P )
Φ3(ε) = P (Φ˜1(ε)− ωΛ(Φ˜1(ε))1)P
R(ε) = Φ1a(ε) + Φ1a+1(ε) + Φ1b(ε) + Φ1b+1(ε)
Proof. This follows from a direct calculation using the fact that [Φ1x(ε), P ] = 0. 
The reason for separating the boundary termsR(ε) from the rest of the transformed perturbation
is for notational convenience, since the following argument will use the fact that brx/2c > 0 for
x ∈ Int2(Λ).
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3.3. Relative form boundedness of perturbations. The argument for relative form bounded-
ness of the transformed perturbation Φ1(ε) will depend on the following two elementary lemmas.
Lemma 3.3. Suppose x ∈ Λ. For any 1 ≤ m ≤ rx,
‖P (Φ1x(ε)− ωΛ(Φ1x(ε)))P‖ ≤ ‖Φ1(ε)‖
(
Ω(rx −m) + 2Fϕ(m)
)
Proof. Denote A − ωΛ(A) = A0 and bΛ(x, n) = bx(n), for brevity. For 0 ≤ m ≤ rx, by linearity of
ωΛ:
P
(
Φ1x(ε)
)
0
P =
Rx∑
k=1
PΦ1(bx(k), ε)0P =
m∑
k=1
PΦ1(bx(k), ε)0P +
Rx∑
k=m+1
PΦ1(bx(k), ε)0P
We bound the two summands separately. The right summand is bounded by Proposition 6.1:
Rx∑
k=m+1
‖PΦ1(bx(k), ε)0P‖ ≤ 2‖Φ1(ε)‖FϕFϕ(m)
The left summand is bounded by local topological quantum order and the F-norm:
m∑
k=1
‖PΦ1(bx(k), ε)0P‖ ≤
m∑
k=1
Ω(rx − k)‖Φ1(bx(k), ε)‖
≤ Ω(rx −m)‖Φ1(ε)‖Fϕ
Combining these bounds proves the lemma. 
The next lemma uses the cut-off function zx defined in (2.1).
Lemma 3.4. Suppose x ∈ Int2(Λ). If 1 ≤ m ≤ rx and m ≤ n ≤ Rx, then:∥∥∥∥ m∑
k=1
(
Φ1(bx(k), ε)
)
0
Pbx(n)
∥∥∥∥ ≤ ‖Φ1(ε)‖Fϕ[5Ω(zx(n)−m)1/2 + 4Fϕ(m)]
Proof. Suppose A ∈ Asbx(k). The C∗-identity and LTQO imply:∣∣∣∣‖APbx(n)‖ − ‖AP‖∣∣∣∣2 ≤ ∣∣∣∣‖APbx(n)‖2 − ‖AP‖2∣∣∣∣ ≤ 2‖A‖2Ω(zx(n)−m)
In the case A =
∑m
k=1 Φ
1(bx(k), ε)0, the above bound and Proposition 6.1 imply:
‖APbx(n)‖ ≤ 4‖Φ1(ε)‖FϕΩ(zx(n)−m)1/2 + ‖AP‖
By Theorem 3.1, Φ1x(ε) commutes with P . So, using Lemma 3.3, we get:
‖AP‖ ≤ ‖PΦ1x(ε)0P‖+ 2
Rx∑
k=m+1
‖Φ1(bx(k), ε)‖
≤ ‖Φ1(ε)‖Fϕ
[
Ω(rx −m) + 4Fϕ(m)
]

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Proposition 3.6 uses a finite resolution of identity {Exn} defined at each site x ∈ Int2(Λ) by:
Exn =
{ 1− Pbx(1) if n = 1
Pbx(n−1) − Pbx(n) if 1 < n ≤ rx
Pbx(rx) − P if n = rx + 1
P else n = rx + 2
Lemma 3.5. The family {Exn} has the properties:
1.
rx+2∑
k=1
Exk = 1 and
m∑
k=1
Exk =
{
1− Pbx(m) if 1 ≤ m ≤ rx
1− P if m = rx + 1
2. Pbx(k)E
x
k = 0 for k ≤ rx
Proof. We only comment that the second property follows from the frustration free assumption on
η. 
Proposition 3.6. Let x ∈ Int2(Λ) and 0 ≤ ε ≤ εΛ. There exist local operators Θxβ(n, ε), for
3 ≤ n ≤ rx, and operator Θxα(ε) such that:
Φ1x(ε)0 =
rx∑
n=3
Θxβ(n, ε) + Θ
x
α(ε)
Furthermore, Pbx(n)Θ
x
β(n, ε) = 0, and Θ
x
β(n, ε) and Θ
x
α(ε) decay rapidly:
‖Θxβ(n, ε)‖ ≤ 20‖Φ1(ε)‖Fϕ
[
Ω
(
n− 1
2
) 1
2
+ Fϕ
(
n− 3
2
)]
‖Θxα(ε)‖ ≤ 20‖Φ1(ε)‖Fϕ
[
Ω
(
rx − 1
2
) 1
2
+ Fϕ
(
rx − 3
2
)]
Proof. Fix x ∈ (a, b) and ε ∈ [0, εΛ]. Abbreviate Q = 1− P and Φ1k = Φ1(bx(k), ε)0, i.e.
Φ1x(ε)0 =
Rx∑
k=1
QΦ1kQ
Define a “cut-off” parameter nx = b rx2 c and split Φ1x(ε)0 into two sums:
Φ1x(ε)0 =
nx∑
k=1
QΦ1kQ+
Rx∑
k=nx+1
QΦ1xQ(3.6)
The tail µxα =
∑Rx
k=nx+1
QΦ1kQ can be bounded above in operator norm by using LTQO, so we turn
our attention to the other summand. Denote by Qbx(l) the complement projection 1−Pbx(l). Using
the resolution {En} at x, we rewrite QΦ1kQ for all 1 ≤ k ≤ nx as:
QΦ1kQ = Qbx(2k)Φ
1
kQbx(2k) +
rx+1∑
n=2k+1
[
EnΦ
1
k
( n−1∑
m=1
Em
)
+
( n∑
m=1
Em
)
Φ1kEn
]
(3.7)
Define the following terms to organize the summands in (3.7):
νxα(k) = Erx+1Φ
1
kQbx(rx) +QΦ
1
kErx+1 θ
x
β(n, k) = EnΦ
1
kQbx(n−1) +Qbx(n)Φ
1
kEn
τxβ (2k) = Qbx(2k)Φ
1
kQbx(2k)
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so that:
QΦ1kQ = ν
x
α(k) + τ
x
β (2k) +
rx∑
n=2k+1
θxβ(n, k).
For convenience, extend τxβ (m) to previously undefined m by declaring τ
x
β (m) = 0. The derivation
of the Θxβ(ε, n),Θ
x
α(ε) operators will result from an interchange of order for the summation of terms
in (3.3) over n and k. The following definition for Θxβ(n, ε) accounts for the parity of rx:
∀3 ≤ n < rx : Θxβ(n, ε) =
[ bn−12 c∑
k=1
θxβ(n, k)
]
+ τxβ (n)
Θxβ(rx, ε) =
b rx
2
c∑
k=1
θxβ(rx, k) + τ
x
β (rx)
Then:
QΦ1x(ε)0Q =
Rx∑
k=1
QΦ1kQ =
rx∑
n=3
Θxβ(n, ε) + Θ
x
α(ε)
where Θxα(ε) = µ
x
α+
∑nx
k=1 ν
x
α(k). Next, the frustration free property ofHΛ implies that ker(Hbx(n)) ⊂
ker(Hbx(n−1)), and so:
(3.8) ∀3 ≤ n ≤ rx : Pbx(n)Θxβ(n, ε) = Θxβ(n, ε)Pbx(n) = 0
Furthermore, we have the following bounds on operator norm, for all x ∈ Int2(Λ) and 3 ≤ n < rx,
by Lemma 3.4 and Proposition 6.1:
‖Θxβ(n, ε)‖ ≤ ‖(
bn−1
2
c∑
k=1
Φ1k)
∗En‖+ ‖
bn−1
2
c∑
k=1
Φ1kEn‖+ ‖τxβ (n)‖
≤ 20‖Φ1(ε)‖Fϕ
[
Ω
(
n− 1
2
) 1
2
+ Fϕ
(
n− 3
2
)]
max
{‖Θxβ(rx, ε)‖, ‖Θxα(ε)‖} ≤ 20‖Φ1(ε)‖Fϕ[Ω(rx − 12
) 1
2
+ Fϕ
(
rx − 3
2
)]
(3.9)

Now, we define several quantities which will appear in the derivation of the form bound. Note
the weight function e−hϕ(x) of Fϕ is bounded above by 1 on its domain. So any expression in Fϕ is
bounded above by the corresponding sum using the shifted base F-function
F0(r) = F
b(r/18−R− 3/2)(3.10)
from (2.5) and (3.4). Define:
κ(n, ε) = 20Cε(‖η‖F + ‖ΦInt(Λ)‖F )
[
Ω
(
n− 1
2
) 1
2
+ F0
(
n− 3
2
)]
(3.11)
κ(n, ε) does not depend on either Λ or the lower bound γ on the instantaneous gap, and the
inequalities from (3.9) are rewritten:
‖Θxβ(n, ε)‖ ≤ κ(n, ε) ‖Θxα(ε)‖ ≤ κ(rx, ε)
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Lastly, we see by the assumed decay of Ω that the following sums are finite:
J1 =
∑
n∈Z
20C|n|[Ω((|n| − 1)/2)1/2 + F0((|n| − 3)/2)]
J2 =
∑
n∈Z
20C[Ω((|n| − 1)/2)1/2 + F0((|n| − 3)/2)]
(3.12)
The following argument for concluding form boundedness is essentially due to [8], modified to work
with the boundary terms introduced by Proposition 3.6. We divide a large part of the Hamiltonian
with respect to a convenient partition of Int2(Λ). For n ∈ N, define the relation x ∼n y if and only if
x−y ∈ (2n+1)Z. Index each of the parts Λin of Int2(Λ)/ ∼n by a representative i ∈ I(n) ⊂ Int2(Λ).
Note that the cardinality of I(n) is roughly bounded above by 3n. The corresponding parts of the
Hamiltonian are defined:
H in =
∑
x∈Λin
Hbx(n) Φ
i
n =
∑
x∈Λin
Θxβ(n, ε)
By definition of the Θxβ(n, ε) operators, Φ
2(ε) =
∑
n,i Φ
i
n. In order to compare H
i
n to Φ
i
n, we use a
resolution of identity from [8], whose properties we record here:
Lemma 3.7. For a configuration σ : Λin → {0, 1}, define the projection Sin(σ) =
∏
x∈Λin σxQbx(n) +
(1− σx)Pbx(n). Then:
1.
∑
σ:Λin→{0,1}
Sin(σ) = 1
2. Sin(σ)S
i
n(σ
′) = δσ,σ′Sin(σ)
3. For all x ∈ Λin, [Θxβ(n, ε), Sin(σ)] = 0
Proof. These properties follow immediately from the fact that Pbx(n)Θ
x
β(n, ε) = 0 and that x ∼n y
implies bx(n) ∩ by(n) = ∅. 
Proposition 3.8. Suppose diam(Λ) > max {4, R}. There exist constants δ, β > 0, dependent on
‖ΦInt(Λ)‖F , such that 0 ≤ ε ≤ εΛ implies, for all v ∈ HΛ:
|〈v,Φ2(ε)v〉| ≤ δε‖v‖2 + βε〈v,HΛv〉(3.13)
Precisely, we may choose:
δ = J2(‖η‖F + ‖ΦInt(Λ)‖F ) and β = 3
γ0
J1(‖η‖F + ‖ΦInt(Λ)‖F ).
Proof. Denote dΛ = diam(Λ). For any x ∈ Int2(Λ), if n > rx, say that Θxβ(n, ε) = 0. Suppose
u ∈ HΛ. Then by Proposition 3.6:
|〈u,Φ2(ε)u〉| ≤ |〈u,
dΛ∑
n=3
∑
i∈I(n)
Φinu〉|+
∑
x∈Int2(Λ)
κ(rx, ε)‖u‖2
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The second term
∑
x∈Int2(Λ) κ(rx, ε) is bounded above by the constants in (3.12), so we focus on
the first summand. Since [Φin, S
i
n(σ)] = 0:
|〈u,
dΛ∑
n=3
∑
i∈I(n)
Φinu〉| ≤
dΛ∑
n=3
|〈u,
∑
i∈I(n)
Φin
[∑
σ
Sin(σ)
]
u〉|
≤
dΛ∑
n=3
∑
i∈I(n)
∑
σ:Λin→{0,1}
∑
x∈Λin
‖Sin(σ)Θxβ(n, ε)‖〈u, Sin(σ)u〉
≤
dΛ∑
n=3
∑
i∈I(n)
κ(n, ε)
γ0
∑
x∈Λin
∑
σ:Λin→{0,1}
σx=1
γ0〈u, Sin(σ)u〉
=
dΛ∑
n=3
∑
i∈I(n)
κ(n, ε)
γ0
∑
x∈Λin
〈u, γ0Qbx(n)u〉
≤
dΛ∑
n=3
3nκ(n, ε)
γ0
〈u,HΛu〉
(3.14)
Hence:
|〈u,Φ2(ε)u〉| ≤
[ ∑
x∈Int2(Λ)
κ(rx, ε)
]
‖u‖2 +
[ dΛ∑
n=3
3nκ(n, ε)
γ0
]
〈u,HΛu〉
≤ J2(‖η‖F + ‖ΦInt(Λ)‖F )‖u‖2 + 3
γ0
J1(‖η‖F + ‖ΦInt(Λ)‖F )ε〈u,HΛu〉

Corollary 3.9. There exists a constant α, dependent on ‖ΦInt(Λ)‖F , such that 0 ≤ ε ≤ εΛ and
diam(Λ) > max {4, R} imply:
∀u ∈ HΛ : |〈u, (Φ2(ε) + Φ3(ε) +R(ε))u〉| ≤ αε‖u‖2 + βε〈u,HΛu〉
Precisely, we may take α = C(‖η‖F + ‖ΦInt(Λ)‖F )[J3 + 4] + δ.
Proof. Suppose x ∈ Int2(Λ). Set m = b rx2 c in an application of Lemma 3.3 to show:
‖P (Φ1x(ε))0P‖ ≤ ‖Φ1(ε)‖Fϕ [Ω(rx/2) + 2Fϕ(brx/2c)]
But by the decay of Ω and F0, we have that the following sum is finite:
J3 =
∑
z∈Z
Ω(|z|/2) + 2F0(b|z|/2c)(3.15)
And, summing over x ∈ Int2(Λ):
‖Φ3(ε)‖ ≤
∑
x∈Int2(Λ)
‖P (Φ1x(ε))0P‖ ≤ ‖Φ1(ε)‖FϕJ3
Next, it is straightforward to apply Proposition 6.1 to R(ε) to get an upper bound on the norm:
‖R(ε)‖ ≤ 4‖Φ1(ε)‖Fϕ

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Until now, all estimates have been expressed using a local bound ‖ΦInt(Λ)‖F on the strength
of the bulk perturbation for fixed Λ. In order to obtain volume independent lower bounds on the
spectral gap, we use the following uniform quantity:
MInt = sup
Λ
{‖ΦInt(Λ)‖F : diam(Λ) > max {2D,R}}
Proposition 3.10. There exist εInt > 0 and constant m > 0 such that 0 ≤ ε < εInt and diam(Λ) >
{4, R} imply:
γ(HΛ + εΦ
Int
Λ ) ≥ γ0 −mε > 0
The constants εInt and m can be taken as the following expressions:
m =
(
3J1 + 2J2 + C(J3 + 8)
)
(‖η‖F +MInt)
εInt = min
{
1,
γ0
m
}
Proof. Let γ ∈ (0, γ0). For fixed Λ with diam(Λ) > max {4, R}, there exists εΛ > 0 such that for
all 0 ≤ ε ≤ εΛ, γ(HΛ + εΦIntΛ ) ≥ γ. By continuity of the eigenvalue functions, we may assume εΛ is
maximal, i.e. either εΛ = 1 or there exists c > 0 such that for all µ ∈ (εΛ, εΛ+c), γ(HΛ+µΦIntΛ ) < γ.
Since the gap does not close on [0, εΛ], we use the spectral flow decomposition (3.5) to transform
HΛ + εΦ
Int
Λ by unitaries and a shift in the spectrum:
αε(HΛ + εΦ
Int
Λ )− ωΛ(Φ˜1(ε)) = HΛ + Φ2(ε) + Φ3(ε) +R(ε)
But by Corollary 3.9, if ε ≤ εΛ, then Φ(ε) = Φ2(ε) + Φ3(ε) +R(ε) is HΛ-bounded. Now, by the
relation P (ε) = U(ε)P (0)U(ε)∗ in (3.1), the span of the eigenvectors to the 0-group of HΛ + Φ(ε)
is exactly ker(HΛ). So, if λ is in the 0-group, which we will denote by sp(0, ε), then there exists a
unit norm u ∈ ker(HΛ) such that:
|λ| = |〈u, (HΛ + Φ(ε))u〉| ≤ αε(3.16)
Next, define ε1 > 0 as the solution to h(ε) = γ, where h is defined:
h(ε) = (1− βε)γ0 − δε− 4Cε(‖η‖F +MInt)− αε
Set εγ = min {ε1, 1}. Combining (3.16) and (3.9), we see that if 0 ≤ ε < min {εγ , εΛ}, then:
γ(HΛ(ε)) = min
v∈ker(HΛ)⊥:‖v‖=1
〈v, [HΛ + Φ2(ε) +R(ε)]v〉 −max sp(0, ε)
≥ h(ε)
> γ
By maximality, either εΛ = 1 or γ(HΛ+εΛΦ
Int
Λ ) = γ. Hence εγ ≤ εΛ necessarily and γ(HΛ+εΦIntΛ ) ≥
h(ε) > γ for all ε < εγ . But now, γ was arbitrarily smaller than γ0. Set:
εInt = sup {εγ : γ ∈ (0, γ0)} .
Evidently εInt does not depend on Λ, and if 0 ≤ ε < εInt, then:
γ(HΛ + εΦ
Int
Λ ) ≥ h(ε) = γ0 −mε > 0
where the constant:
m =
(
3J1 + 2J2 + C(J3 + 8)
)
(‖η‖F +MInt)
comes from rewriting the lower bound h(ε) as a linear equation of ε. 
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Denote by MD the following finite uniform bound on the strength of the edge perturbations:
MD = sup
Λ
{‖ΦDΛ ‖ : diam(Λ) > max {2D,R}}
We remark that MInt and m are defined in terms of F-function decay, while MD is defined in terms
of the operator norm.
Theorem 3.11 (Ground state gap stability for spin chains). Suppose η : Pf (Z)→ Asloc has LTQO
with Ω(n) ≤ n−ν , for ν > 4, and there exist K > 0, s ∈ (0, 1] such that hΦ satisfies hΦ(r) ≥ Krs.
Then there exists ε(γ0) > 0 such that 0 ≤ ε < ε(γ0) and diam(Λ) > max {2D,R} imply:
γ(HΛ(ε)) ≥ γ0 − (m+ 2MD)ε > 0
The constant ε(γ0) can be taken as:
ε(γ0) = min
{
1,
γ0
m+ 2MD
}
(3.17)
Proof. Considering εΦDΛ as a perturbation of H + εΦ
Int
Λ , the spectrum of H + εΦ
D
Λ + εΦ
Int
Λ must be
contained in the compact neighborhood:
OΛ(ε) =
{
r ∈ R : d(r, sp(H + εΦIntΛ )) ≤ ‖εΦDΛ ‖
}
That is,
γ(HΛ(ε)) ≥ γ(HΛ + εΦIntΛ )− 2‖εΦDΛ ‖ ≥ γ0 − (m+ 2MD)ε

Since the stability theorem guarantees a Λ-independent neighborhood of 0 where a relative form
bound of the perturbation will hold, we can also conclude stability of spectral gaps which are
located higher in the spectrum.
Proposition 3.12. Let T, γ > 0, and denote res(HΛ) = C \ sp(HΛ). Suppose η, [Φ] satisfy the
hypotheses of Theorem 3.11. There exists ε(γ, T ) > 0 such that for sufficiently large Λ and 0 ≤ ε <
ε(γ, T ), if ν, µ ∈ sp(HΛ) with (ν, µ) ⊂ res(HΛ) ∩ [0, T ] and µ− ν > γ, then the gap between ν and
µ is stable. Precisely, if we denote:
γ(ν, µ, ε) = min {λ(ε) ∈ sp(HΛ(ε)) : λ(0) ≥ µ} −max {λ(ε) ∈ sp(HΛ(ε)) : λ(0) ≤ ν}
then:
γ(ν, µ, ε) ≥ (1− pε)γ − 2(q + pT +MD)ε > 0
for p, q defined:
p =
3
γ0
J1(‖η‖F +MInt) q = (‖η‖F +MInt)[C(J3 + 4) + J2](3.18)
Proof. Let Φ(ε) be defined as in Proposition 3.10, for 0 ≤ ε < εInt. By Proposition 3.9, for all
u ∈ HΛ:
|〈u,Φ(ε)u〉| ≤ pε〈u,HΛu〉+ qε‖u‖2
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Let z = ν+µ2 and denote Rζ(ε
′) = (ζ −HΛ − Φ(ε′))−1, with Rζ = Rζ(0). Let U denote the polar
unitary such that Rz = U |Rz|. Since Rz is self-adjoint, |Rz|U∗ = U |Rz|, and so for unit norm u:
sup
‖w‖=1
|〈w, |Rz|1/2U∗Φ(ε)|Rz|1/2u〉| ≤ ‖|Rz|1/2Φ(ε)|Rz|1/2‖
≤ sup
‖v‖=1
[
qε‖|Rz|1/2v‖2 + pε〈v,HΛ|Rz|v〉
](3.19)
That is, for sufficiently small ε:
‖|Rz|1/2U∗Φ(ε)|Rz|1/2‖ ≤ qε‖Rz‖+ pε(1 + |z|‖Rz‖) < 1
and by the expansion:
Rz(ε) = U |z −H|1/2(1− |Rz|1/2U∗Φ(ε)|Rz|1/2)|z −H|1/2
we derive the lower bound:
d(z, sp(HΛ + Φ(ε))) ≥ (1− pε)γ − 2(q + pT )ε.
Hence for sufficiently small ε, independently of sufficiently large Λ,
γ(ν, µ, ε) ≥ (1− pε)γ − 2(q + pT +MD)ε > 0

3.4. The thermodynamic limit. So far, we have studied finite spin chains and shown that, under
a set of general assumptions, the group of eigenvalues continuously connected to the ground state
energy of a finite frustration-free Hamiltonian remains separated by a gap from the rest of the
spectrum, uniformly in the length of the chain and as long as the perturbations are not too large.
We now want to show that the states associated with this group of eigenvalues all converge to a
ground state of the model in the thermodynamic limit. The lower bound for the gap of finite chains
is then also a lower bound for the gap above those ground states of the infinite chain.
For concreteness, we consider Hamiltonians of the form (2.4), where η satisfies the assumption
set out in Section 2.2, and [Φ] = {ΦΛ | Λ ∈ Pf (Z)} is a family of perturbations given in terms of
interactions Φ,Φb ∈ BF and a few parameters that define the boundary conditions. Specifically,
consider intervals Λ ⊂ Z of the form [−a, b], a, b ≥ 0, and for any D ≥ 0, let IntD(Λ) = [−a+D, b−
D]. Let ∂ denote the triple of parameters (D1, D2, s), D1, D2 ≥ 0, s ∈ [0, 1] and consider
(3.20) H∂Λ() =
∑
X⊂Λ
η(X) + 
 ∑
X⊂ΛD1
Φ(X) + s
∑
X⊂(Λ\ΛD2 )
Φb(X)
 .
This form of the Hamiltonian covers a broad range of perturbations and boundary conditions. The
dynamics generated by H∂Λ() is the one-parameter group of automorphism τ
H∂Λ()
t .
As explained in Section 6.2, if we take, for example, Λn = [−an, bn], sn ∈ [0, 1] arbitrary, and
D1,n, D2,n such that min(an, bn)−max(D1,n, D2,n)→∞, then there is a strongly continuous group
of automorphisms τ t , t ∈ R on AZ such that
(3.21) lim
n→∞ ‖τ
H∂nΛn ()
t (A)− τ t (A)‖ = 0, for all A ∈ AlocZ .
If we take  ∈ [0, (γ0)), with (γ0) as in Theorem 3.11, we have a uniform gap separating the
lower portion of the spectrum of H∂nΛn(), denoted by sp0,Λn(ε) in (2.8), and the rest of the spectrum.
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The following results provides an estimate of diam(sp0,Λn(ε)). For simplicity, let Λn = [−n, n] for
the remainder of the section.
Lemma 3.13. In the assumptions of above, choose sn = 0 and put D1,n = Dn. Then, there exists
a function G : [0,∞)→ [0,∞) which decreases to 0 as n tends to infinity and, for large enough n:
diam(sp0,Λn(ε)) ≤ εG(Dn)
Precisely, we may take:
G(r) =
∞∑
k=brc
F˜ (bk/4c) + 16C(MInt + ‖η‖F )[Ω(k/4) + F0(bk/4c)]
where F˜ is an F-function depending on ‖η‖F and MInt.
Proof. Suppose n is sufficiently large so that Dn/2 > R, the range of the interaction η. By the
spectral flow decomposition in (3.5),
diam(sp0,Λn(ε)) ≤ 2‖PΦ1(ε)0P‖
= 2‖
∑{
PΦ1x(ε)0P : x ∈ Λn
} ‖
≤ 2(A+B)
for A,B defined by complementary regions of the interval Λn = [−n, n]:
A =
∑{‖PΦ1x(ε)0P‖ | ∀x ∈ Λn : b(−n+Dn)/2c ≤ x ≤ b(n−Dn)/2c}
B =
∑{‖PΦ1x(ε)0P‖ | ∀x ∈ Λn : −n ≤ x < b(−n+Dn)/2c or b(n−Dn)/2c < x ≤ n}
By applying LTQO and F-norm bounds,
‖A‖ ≤ 8C(MInt + ‖η‖F )ε
∞∑
k=bDnc
[Ω(k/4) + F0(bk/4c)]
where F0 is the shifted base F-function from (3.10). For the norm bound on B, let ∆X(n) denote the
partial trace difference operators from the proof of Theorem 3.1 (c.f. Theorem 6.3.4 in [18]), defined
with respect to an enlargement of X ⊂ Λn. Suppose −n ≤ x < b(−n+Dn)/2c or b(n−Dn)/2c <
x ≤ n. Denote dx(n) = d(x, IntDn(Λn)). By the locality assumption on ΦΛn and the fact that
dx(n)/2 > R, if k < dx(n)/2, then, in the notation of the proof of Theorem 3.1:
Φ1(bx(k), ε) = ∆bx(k)((αε − id) ◦ Fwγ0,ε(hx))
and so:
‖PΦ1x(ε)0P‖ ≤ ‖
bdx(n)/2c∑
k=1
PΦ1(bx(k), ε)P‖+
Rx∑
k=bdx(n)/2c+1
‖PΦ1(bx(k), ε)0P‖
≤ ‖(αε − id) ◦ Fwγ0,ε(hx)‖+ 8C(MInt + ‖η‖F )εF0(bdx(n)/2c)
Using the quasi-locality of the generator iD(ε) of the spectral flow unitaries:
(αΛnε − id) ◦ Fwγ0 ,ε(hx) =
∫ ε
0
iαΛns
(
[D(s),
Rx∑
k=1
∆bx(k)(Fwγ0,ε(hx)]
)
ds
and there exists a F-function F˜ , independent of Λn, such that:
‖(α− id) ◦ Fwγ0,ε(hx)‖ ≤ εF˜ (bdx(n)/2c)
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Hence:
‖B‖ ≤
∞∑
k=bDnc
εF˜ (bk/4c) + 8C(MInt + ‖η‖F )εF0(bk/4c)
Let G(r) = ∑∞k=brc F˜ (bk/4c) + 16C(MInt + ‖η‖FΦ′ )[Ω(k/4) + F0(bk/4c)]. Then:
diam(sp0,Λn(ε)) ≤ εG(Dn)

Let Pn(ε) denote the spectral projection of H
∂n
Λn
() associated with the isolated portion of the
spectrum sp0,Λn(ε) and define the set of states of A
s
Λn
, Sn(ε), with support in the range of Pn(ε):
Sn(ε) = {ω | ω is a state on AsΛn with ω(Pn(ε)) = 1}.
We now consider the thermodynamic limits of these states:
S(ε) = {ω state on AsZ | ∃(nk) increasing and ωk ∈ Snk(ε) s.t. lim
k
ωk(A) = ω(A),∀A ∈ AlocZ }.
Lemma 3.14. Let cn(ε) = diam(sp0,Λn(ε)). Then
(i) for all ω ∈ Sn(ε) and A ∈ AsΛn, we have
Reω(A∗[H∂nΛn(), A]) ≥ −cn(ε)‖A‖2, and
∣∣∣Imω(A∗[H∂nΛn(), A])∣∣∣ ≤ cn(ε)‖A‖2.
(ii) If sn = 0 and D1,n is such that limn[n − D1,n] = limnD1,n = ∞, then, for all ω ∈ S(ε) and
A ∈ AlocZ , we have
lim
n→∞ω(A
∗[H∂nΛn(), A]) ≥ 0.
Proof. The proof of (i) is elementary and the proof of (ii) follows by noting that the additional
assumptions imply that the sequence [H∂nΛn(), A] converges in norm and that lim cn(ε) = 0 by
Lemma 3.13. 
In other words, the conditions of part (ii) of the lemma imply that the states in Sn() converge
to ground states of the infinite system. In Section 6.2 it is explained that the spectral flow au-
tomorphisms, like the time evolution of the system, converge to the same limit regardless of the
choice of boundary condition ∂n. Since we have the relation Pn(0) = α
Λn,∂n
ε (Pn(ε)) we also have
Sn(ε) = Sn(0) ◦ αΛn,∂nε ,
and as an easy consequence of the convergence (see [1][Lemma 5.6]) we then also have
S(ε) = S(0) ◦ αε.
Since the same α relates limiting states regardless of the boundary conditions, for example with
constant sequence ∂n = ∂, for any n, these limiting states must be the same and, hence, also ground
states of the infinite systems defined by the dynamics τt. The same conclusion then holds for the
lower bound on the spectral gap above these ground states (see [10] for the details).
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4. Stability of spectral gap in fermion chains
4.1. Quasi-local maps. Suppose AΛ is a local algebra of observables which is ∗-isomorphic to
AsΛ. Let φ : AΛ → AsΛ denote a possible ∗-isomorphism. Given a local Hamiltonian HΛ in AΛ, φ
unitarily transforms HΛ into a Hamiltonian H
s
Λ = φ(HΛ) of the spin algebra. Using an exhaustive
family of conditional expectations {θXi : Xi ⊂ Xi+1}, HsΛ can again be realized as the sum of local
operators through a telescoping sum:
∀B ∈ AΛ : φ(B) = θX1(φ(B)) +
N−1∑
j=1
θXj+1(φ(B))− θXj (φ(B))
The proof of Theorem 3.1 uses this method of decomposition in the setting where φ is a quasi-local
∗-automorphism, and the θXj are normalized partial trace over increasing metric balls Xj = bx(j).
The quasi-locality property, defined below, guarantees the transformed local interaction will have
decay comparable to that of the original interaction.
In this section, we prove stability of the spectral gap for even Hamiltonians in the CAR algebra of
fermions satisfying Z2-LTQO. To do this, we will use the Jordan-Wigner isomorphism to transform
even fermion interactions into spin interactions in a way that respects the parity symmetry.
Definition. Let Λ ∈ Pf (Z) be a nonempty interval. A linear map α : AsΛ → AsΛ is quasi-local if
there exist constants C > 0, p ∈ N, and decay function g : [0,∞) → [0,∞) such that if X,Y ⊂ Λ
are disjoint subsets, then for all A ∈ AsX and B ∈ AsY , the following bounds hold:
‖α(A)‖ ≤ C|X|p‖A‖ ‖[α(A), B]‖ ≤ C‖A‖‖B‖|X|pg(d(X,Y ))(4.1)
Example. The local Heisenberg dynamics τΛ : U ⊆ R→ Aut(AsΛ) generated by an interaction Ψ
with a finite F-norm is a collection of quasi-local maps parametrized by t. Let F be an F-function
such that ‖Ψ‖F <∞, and denote by νΨ the Lieb-Robinson velocity. There exists a constant CΨ > 0
such that for X,Y ∈ Pf (Λ) disjoint sets and A ∈ AsX , B ∈ AsY , the following Lieb-Robinson bound
holds:
‖[τΛt (A), B]‖ ≤ CΨ(eνΨ|t| − 1)‖A‖‖B‖
∑
x∈X,y∈Y
F (|x− y|)
But by properties of the F-function:
∑
x∈X,y∈Y
F (|x− y|) ≤ |X| sup

∑
y∈Z
|x−y|≥d(X,Y )
F (|x− y|) : x ∈ Z
 <∞
So take Ct = CΨ(e
νΨ|t| − 1), pt = 1 and:
gt(n) = sup

∑
y∈Z
|x−y|≥n
F (|x− y|) : x ∈ Z
 .
In particular, the spectral flow automorphism αΛ : [0, εΛ]→ Aut(AsΛ) is quasi-local [1].
Lastly, we specify the normalized partial trace maps. Let:
X(n) = {z ∈ Λ : ∃x ∈ X, |z − x| ≤ n}
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. . . denote an enlargement of X ∈ Pf (Λ). Denote the normalized partial trace of the state space
over Λ \X(n) by:
θX(n) =
1
dimHΛ\X(n)
trHΛ\X(n) .
For convention, we will take the trace over H∅ as the identity map. Then define, for all A ∈ AsΛ:
∆X(0)(A) = θX(0)(A), ∆X(n)(A) = θX(n)(A)− θX(n−1)(A).
4.2. Transformation of even fermion interactions. Recall, we denote by A+Λ ⊂ AfΛ the even
operators of the CAR algebra over Λ. We say β ∈ Aut(AΛ) is even if it preserves the parity. Even
interactions are defined similarly. We also denote S± = 12(σ
1 ± iσ2). The following definition is
the well-known Jordan-Wigner transformation, which gives a C∗-isomorphism of CAR and spin
algebras.
Definition. Consider the case As{x} = M2(C). Let ϑΛ : A
f
Λ → AsΛ denote the Jordan-Wigner map
defined by:
a(x) 7→ exp
(
− ipi
∑
j<x
S+j S
−
j
)
S−x a
∗(x) 7→ exp
(
ipi
∑
j<x
S+j S
−
j
)
S+x
The Jordan-Wigner transformation extends the notion of parity to the spin 1/2 algebra. We say
A ∈ AsΛ is even if ϑ−1Λ (A) ∈ A+Λ .
Proposition 4.1. Let X ⊂ Λ be any subinterval.
1. If A ∈ A+X , then ϑΛ(A) ∈ AsX
2. If α : AsΛ → AsΛ is an even quasi-local map, then ∆X(n) ◦ α is also even.
Proof. Suppose A is a monomial ca#(x1) · · · a#(x2n). By the CAR, we may assume xj ≤ xj+1. A
direct computation shows the first part of the lemma holds for the even monomials which generate
A+X :
ϑΛ(A) = c
2n∏
k=2
S[xkS
[
xk−1 exp
(
± ipi
xk−1∑
j=xk−1
S+j S
−
j
)
∈ AsX .
Next, we show that the partial trace is an even map. For any x ∈ Λ, define the following four
unitary operators:
u(0)x = 1, u
(1)
x = σ
1
x, u
(2)
x = iσ
2
x, u
(3)
x = σ
3
x
Now, let Z ⊂ Λ and B ⊗ C ∈ AsZ ⊗ AsΛ\Z . Denote by IΛ\Z the set of finite sequences ι : Λ \ Z →
{0, 1, 2, 3}. Define:
u(ι) =
∏
z∈Z
u(ιz)z .
Using elementary properties of trace and locality in the spin algebra:
1
dim(HΛ\Z)
B ⊗ tr(C)1 = 1
4|Λ\Z|
∑
ι∈IΛ\Z
u(ι)∗[B ⊗ C]u(ι) ∈ AsZ(4.2)
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The relation in (4.2) uniquely defines the partial trace, hence:
θZ(·) = 1
4|Λ\Z|
∑
ι∈IΛ\Z
u(ι)∗[·]u(ι).
The second part of the lemma follows from this formula. 
In the following, we will assume the interactions are supported on intervals:
Definition. An interaction Φ is supported on intervals if Φ(X) 6= 0 only if X = [a, b] for some
a, b ∈ Z.
Any interaction can be “regrouped” into one with interval support, and while the methods to
do this are neither new nor canonical, we record here a simple way without changing the local
Hamiltonians, at the expense of rate of decay.
Proposition 4.2. Suppose I ⊂ Z is an interval and Ψ : Pf (I) → Aloc is an interaction. Then
there exists an interaction Φ : Pf (I)→ Aloc, supported on intervals, such that for all finite intervals
Λ ⊂ I, the local Hamiltonians are equal:
ΦΛ =
∑
X⊂Λ
Φ(X) = ΨΛ
If Ψ is an unperturbed interaction with uniform bound M , range R, and local gap γ0, then so is Φ,
with uniform bound 2RM and the same range and local gap.
Furthermore, if ‖Ψ‖F <∞, where F is the F-function in (6.2), and h(r) ≥ Krs for some K > 0
and s ∈ (0, 1], then ‖Φ‖G ≤ ‖Ψ‖F for the F-function defined:
G(r) = e−
1
2
h(r) CΦ
(1 + cr)κ
,
CΦ = L
∞∑
n=1
ne−
1
2
h(n)
Proof. If I ( Z, then we may extend Ψ to Z by Ψ(Z) = 0 for Z 6⊂ I, and by construction, Φ defined
in terms of the extension will restrict to an interaction on I. So we may assume I = Z. We will
define Φ by induction on the diameter n of intervals [k, k + n]. When n = 0, 1 define:
Φ({x}) = Ψ({x}) and Φ({x, x+ 1}) = Ψ({x, x+ 1})
For larger n, define:
Φ([k, k + n]) =
∑
{Ψ(X) : X ⊂ [k, k + n],diam(X) = n}
By construction, ΦΛ = ΨΛ. Now, suppose Φ is an unperturbed interaction with constants M,R, γ0.
Since ΦbΛ(x,n) = ΨbΛ(x,n) for all x and n, Φ and Ψ have the same local gap. Similarly, it is clear
that Φ and Ψ have the same range R, and if diam([a, b]) ≤ R:
‖Φ([a, b])‖ ≤ 2RM
Now, suppose Φ is some interaction, not necessarily finite range, with ‖Φ‖F . For fixed k ∈ Z and
n ≥ 0, by Proposition 6.1:
‖Φ([k, k + n])‖ ≤
∑
X∈Pf (Z)
k,k+n∈X
‖Ψ(X)‖ ≤ ‖Ψ‖FF (n)
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So for x, y ∈ Z:∑
k,n
x,y∈[k,k+n]
‖Φ([k, k + n])‖ =
∑
n≥|x−y|
∑
k
x,y∈[k,k+n]
‖Φ([k, k + n])‖
≤
∑
n≥|x−y|
∑
k
x,y∈[k,k+n]
‖Ψ‖FF (n)
≤ ‖Ψ‖F
∑
n≥|x−y|
(n+ 1− |x− y|)e−h(n) L
(1 + cn)κ
≤ ‖Ψ‖F
( ∞∑
n=1
ne−
1
2
h(n)
)
e−
1
2
h(|x−y|) L
(1 + c|x− y|)κ
That is,
‖Φ‖G = sup
x,y∈Z

∑
X∈Pf (Z)
x,y∈X
‖Φ(X)‖
G(|x− y|)
 ≤ ‖Ψ‖F

Proposition 4.3. Suppose Ψ : Pf (I) → Afloc is an even interaction supported on intervals. Then
there exists an even interaction Φ : Pf (I)→ Asloc such that for any Λ ⊂ I:
ϑΛ(ΨΛ) = ΦΛ
If Ψ satisfies a finite F-norm for some F of the form (6.2), then so does Φ. If Ψ is an unperturbed
interaction, then so is Φ for the same constants.
Proof. For Λ0 ⊂ Λ, let ιΛ0,Λ denote the inclusion AfΛ0 ↪→ A
f
Λ. If A ∈ A+Λ0 , then by expanding in an
even generating set of monomials we see:
ιΛ0,Λ ◦ ϑΛ0(A) = ϑΛ ◦ ιΛ0,Λ(A)
So there exists an injective ∗-morphism ϑ : ⋃A+Λ → Asloc which extends every ϑΛ, from which
we define Φ(X) = ϑ(Ψ(X)). By Proposition 4.1, this is a well-defined interaction which is also
supported on intervals. Evidently Φ is an even interaction, i.e. ϑ−1(Φ(X)) is even for any X.
ϑ is isometric, and for the F-function F :
‖Ψ‖F = sup
x,y
∑
X∈Pf (Z)
x,y∈X
‖ϑ(Ψ(X))‖
F (|x− y|) = ‖Φ‖F
Now suppose Ψ is an unperturbed interaction. Then evidently Φ is uniformly bounded. Φ is
frustration free and uniformly locally gapped since, for any Λ, there exists a unitary QΛ : HΛ → FΛ
such that for A ∈ AfΛ:
ϑ(A) = ϑΛ(A) = Q
∗
ΛAQΛ
Since ϑ is an isometry which preserves support for even observables, and QΛ is unitary, Φ has the
same uniform bound, range, and local gap as Ψ. 
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Theorem 4.4 (Ground state gap stability for fermion chains). There exist ε′γ0 > 0 and constant
m′D such that 0 ≤ ε < ε′γ0 and diam(Λ) > max {2D,R} implies:
γ(HΛ(ε)) ≥ γ0 −m′Dε > 0
The constants m′D and ε
′
γ0 can be explicitly determined by the expressions in (3.17).
Proof. By Proposition 4.2, we assume η and ΦΛ = Φ are supported on intervals. Proposition 4.3
implies the existence of spin interactions ηS and ΦS with the same uniform bound, range, local gap
γ0 and decay.
Let γ ∈ (0, γ0) and D ∈ N be a chosen distance from the boundary, uniform in the volume, and
consider fixed Λ with sufficiently large diameter. By Theorem 3.1, the spectral flow decomposes
the local Hamiltonian HΛ(ε) of η
S + εΦS :
αΛε (HΛ + εΦΛ) = HΛ +
∑
x∈Λ
Φ1x(ε) = HΛ + Φ
2(ε) + Φ3(ε) +R(ε) + ωΛ(Φ˜1(ε))
Since ϑΛ is implemented by some unitary, η
S has Z2-LTQO for the same decay function Ω. So
to apply the norm boundedness argument in Section 3, it suffices to argue that Φ1(bΛ(x, n), ε) is
even.
But the proof of Theorem 3.1 in [18] guarantees the existence of even interactions Ψi : Pf (Λ)→
AsΛ, i = 1, 2, 3, and quasi-local maps K(ε)i : AsΛ → AsΛ such that:
Φ1(bΛ(x, n), ε) = ∆bΛ(x,n) ◦ K(ε)1 (Ψ1({x})) +
n∑
k=1
ε∆bΛ(x,n) ◦ K(ε)2 (Ψ2(bΛ(x, k)))
+ ∆bΛ(x,n) ◦ K(ε)3 (Ψ3(bΛ(x, k)))
The K
(ε)
i are defined in terms of the spectral flow automorphism and are also even maps. Hence,
by Lemma 4.1, Φ1(bΛ(x, n), ε) must also be even, since the even observables form a subalgebra. 
5. Example of even Hamiltonian satisfying stability hypotheses
Here we describe an example of an interaction of the CAR algebra which satisfies the stability
hypotheses of Theorem 3.11. Let X = {fi : i ∈ B} and Y = {gj : j ∈ B} be two collections of
vectors in `2(Z) such that:
(i) X ∪ Y is an orthonormal basis for `2(Z).
(ii) There exist R ≥ 0 and collections {xi : i ∈ B}, {yj : j ∈ B} such that for all i, j:
supp(fi) ⊂ b(xi, R) supp(gj) ⊂ b(yj , R)
i 6= j implies b(xi, R) ∩ b(xj , R) = ∅ = b(yi, R) ∩ b(yj , R)
Furthermore, denote: XW = {fi : supp(fi) ⊂W} and YW = {gj : supp(gj) ⊂W}. We will also
assume:
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(iii) There exists a diameter N0 such that for all intervals Λ, diam(Λ) > N0 implies XΛ 6= ∅ and
YΛ 6= ∅.
Definition. Let η : Pf (Z)→ Afloc be the finite-range interaction defined by:
η(b(xi, R)) = 1− a∗(fi)a(fi) η(b(yj , R)) = a∗(gj)a(gj)(5.1)
Lemma 5.1. Suppose Λ is an interval such that diam(Λ) > N0. Then HΛ is non-negative, uni-
formly gapped and frustration free.
Proof. Let (fn1 , . . . , fnΛ) and (gm1 , . . . , gmΛ) be the collections of vectors whose support is contained
in Λ. If necessary, complete the list to an orthonormal basis of `2(Λ) with (h1, . . . , hp), p =
|Λ| − nΛ −mΛ. Evidently HΛ is uniformly gapped and non-negative. So we prove that:
ker(HΛ) = span(ψX : X ⊂ [1, p])
where we define:
φΛ = fn1 ∧ · · · fnΛ , ζX =
∧
{hik : ik ∈ X ⊂ [1, p]} , ψX = φΛ ∧ ζX
By calculation, ψX ∈ ker(HΛ) for any X ⊂ [1, p]. But each term of the interaction HΛ is a projec-
tion, the complement projection of some a∗(fq)a(fq). So HΛψ = 0 implies ψ ∈ ran(a∗(fi)a(fi)) for
each i = n1, . . . , nΛ. 
Next, we show that the number of auxiliary orthonormal basis vectors hi needed to complete
XΛ and YΛ to a basis of `2(Λ) is uniformly bounded in Λ, and that each hi has support contained
towards the edge of Λ.
Lemma 5.2. Suppose diam(Λ) > N0. Let Z(Λ) =
{
h
(Λ)
1 , . . . , h
(Λ)
n
}
, n = n(Λ), be a basis for the
complement of span(XΛ ∪ YΛ) in `2(Λ). Then:
i. For each i ∈ [1, n], supp(h(Λ)i ) ⊂ Λ \ Int3R(Λ)
ii. |Z(Λ)| ≤ 6R
Proof. Let (ξk) denote the orthonormal basis from X ∪ Y. Suppose supp(f) ⊂ Int3R(Λ). Then
xi 6∈ Λ implies supp(fi) ∩ supp(f) = ∅, that is, 〈fi, f〉 = 0 (resp. yj and 〈gj , f〉 = 0). Hence:
f =
∑
〈ξk, f〉ξk =
∑
ξ∈XΛ∪YΛ
〈ξ, f〉ξ
Hence f ∈ span(XΛ ∪ YΛ). Now, a basis of the orthogonal complement of `2(Int3R(Λ)) in `2(Λ) is
necessarily supported on Λ \ Int3R(Λ), proving (1). Additionally, the dimension of `2(Λ \ Int3R(Λ))
is an upper bound for |Z(Λ)|, which proves (2). 
This lemma has an immediate corollary:
Corollary 5.3. Let A(W) denote the C∗-subalgebra of AfZ generated by the operators a∗(f), a(f)
such that f ∈ W ⊂ `2(W ). Then for all intervals Λ with diameter larger than 6R:
AInt3R(Λ) ⊂ A(XΛ ∪ YΛ)
24 A. MOON AND B. NACHTERGAELE
To conclude this section, we prove that the interaction defined in (5.1) satisfies Z2-LTQO. Denote
D = max {N0, 3R}. Recall that if n ≥ D then HbΛ(x,n) is non-negative and frustration free with
kernel indexed by Z(bΛ(x, n)).
Define the step-function Ω : [0,∞)→ [0,∞) by:
Ω(x) =
{
0 if x ≥ D
2 otherwise
Proposition 5.4. Suppose diam(Λ) > 2D, and let x ∈ Λ, and (n, k) ∈ N2 be such that 0 ≤ k ≤ rx,
k ≤ n ≤ Rx. Let Pn denote the projection onto HbΛ(x,n). Then for all A ∈ A+bΛ(x,k):
‖Pn(A− ωΛ(A))Pn‖ ≤ Ω(zx(n)− k)‖A‖
Proof. We handle the two cases of n when diam(bΛ(x, n)) ≥ N0 or diam(bΛ(x, n)) < N0. Suppose
the former. Now, there are two subcases for k: either bΛ(x, k) 6⊂ IntD(bΛ(x, n)) or bΛ(x, k) is
contained in that interior.
Suppose bΛ(x, k) ⊂ IntD(bΛ(x, n)). Then zx(n)− k ≥ D, necessarily. Denote:
XbΛ(x,n) = Xn = {fi1 . . . , fiM } Z(bΛ(x, n)) = Z(n) = {h1, . . . , hp}
Let ψnX = fi1 ∧ · · · fiM ∧ hn1 ∧ · · ·hn|X| be a generic unit norm basis vector of the kernel, indexed
by X ⊂ Z(n). A calculation shows:
‖Pn(A− ωΛ(A))Pn‖ ≤ 6R sup
X⊂Z(n)
|〈ψnX , AψnX〉 − ωΛ(A)|+ 26R sup
X 6=Y
|〈ψnX , AψnY 〉|
But by the theory of quasi-free states and Corollary 5.3:
sup
X⊂Z(n)
|〈ψnX , AψnX〉 − ωΛ(A)| = sup
X 6=Y
|〈ψnX , AψnY 〉| = 0
Now suppose bΛ(x, k) is not contained in the D-interior of bΛ(x, n). This implies zx(n) − k < D.
And by the trivial commutator bound:
‖Pn(A− ωΛ(A))Pn‖ ≤ 2‖A‖ = Ω(zx(n)− k)‖A‖
Lastly, suppose diam(bΛ(x, n)) < N0. Then n − k ≤ n < N0 ≤ D. Hence zx(n) − k < D as well,
and the trivial bound agrees with Ω. Conclude that HΛ satisfies LTQO for Ω. 
6. Appendix
6.1. F-functions and decay of interactions. In addition to LTQO, a critical assumption for our
spectral gap stability argument is rapid decay of the perturbations in [Φ]. We choose to describe
this decay through F-functions, which have several useful properties, one of which is defining an
extended norm on the real vector space of interactions.
Definition. A function F : [0,∞)→ (0,∞) is an F-function for (Z, | · |) if:
i. ‖F‖ = ∑x∈Z F (x) <∞ ;
ii. there exists CF > 0 such that for all x, y ∈ Z:∑
z∈Z
F (|x− z|)F (|z − y|) ≤ CFF (|x− y|).
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Furthermore, if Φ is an interaction, then the F-norm of Φ (with respect to F ) is defined:
‖Φ‖F = sup

∑
Z∈Pf (Z)
x,y∈Z
‖Φ(Z)‖
F (|x− y|)
 ∈ [0,∞].(6.1)
Example. Suppose h : [0,∞)→ [0,∞) is a monotone increasing, subadditive function and κ > 2.
The following function F defines an F-function:
F (r) = e−h(r)
L
(1 + cr)κ
, L, c > 0(6.2)
The F-function in (6.2) and following properties will be used extensively in the proof of spectral
gap stability.
Proposition 6.1. Suppose Φ is an interaction with finite F-norm for some F . Then:
1. For any collection Z1 ⊂ Z2 ⊂ · · · ⊂ ZN ,
N∑
k=1
‖Φ(Zk)‖ ≤ ‖Φ‖FF (diam(Z1))
2. If η is a uniformly bounded, finite range interaction, then ‖η‖F <∞
and ‖η + Φ‖F <∞.
Proof. Let diam(Z1) = n, and choose x, y ∈ Z1 such that |x− y| = n. Then:
N∑
k=1
‖Φ(Zk)‖ ≤
∑
X∈Pf (Z)
x,y∈X
‖Φ(X)‖ ≤ ‖Φ‖FF (n)
Now, denote the range of η by R and uniform bound by M . Suppose x, y ∈ Z. If Z ∈ Pf (Z)
contains x, y and Φ(Z) 6= 0, then Z ⊂ b(x,R) ∩ b(y,R). Hence:∑
X∈Pf (Z)
x,y∈X
‖η(X)‖ ≤ 23RM
Then ‖η + Φ‖F <∞ by the triangle inequality. 
6.2. Thermodynamic limit of the spectral flow. There are standard results giving conditions
on an interaction Φ under which the finite-volume dynamics defined by
τΦ,Λs,t (A) = U(s, t)
∗AU(s, t), A ∈ AΛ,
with
HΛ(s) =
∑
X⊂Λ
Φ(X, s),
and
d
ds
U(s, t) = iHΛ(s)U(s, t), U(t, t) = 1, s, t ∈ I ⊂ R,
converges to a strongly continuous co-cycle of automorphism, τΦs,t, of the algebra of quasi-local
observables AΓ, which is defined as the norm completion of the (strictly) local observables given by
AlocΓ =
⋃
Λ∈Pf (Γ)
AΛ.
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One sufficient condition is that Φ(·, t) is a continuous curve taking values in the space BF , where F
defines an F -norm, ‖ · ‖F on interactions as in the previous section of this Appendix [?]. For any
compact interval I, we can define the space BF (I) as the set of all such continuous curves and for
Φ ∈ BF (I) the function
(6.3) ‖Φ‖F (t) = sup
x,y∈Γ
1
F (d(x, y))
∑
X∈P0(Γ):
x,y∈X
‖Φ(X, ·)‖(t)
is continuous and bounded. Strong convergence of the automorphisms here means that
lim
Λ↑Γ
‖τΦ,Λs,t (A)− τΦs,t(A)‖ = 0, for all A ∈ AlocΓ .
The limit is taken over any sequence of Λn ∈ P(Γ) increasing to Γ and the limiting dynamics is
independent of the choice of sequence.
One can also show that the dynamics depends continuously on the interaction Φ in the following
sense [9]:
(6.4) ‖τΦt,s(A)− τΨt,s(A)‖ ≤
2‖A‖
CF
‖F‖|X|e2 min(It,s(Φ),It,s(Ψ))It,s(Φ−Ψ).
holds for all A ∈ AX and s, t ∈ I, and where where, for Φ ∈ BF (I), and s, t ∈ I, the quantity
It,s(Φ) defined by
(6.5) It,s(Φ) = CF
∫ max(t,s)
min(t,s)
‖Φ‖F (r) dr,
It is often important to include in the definition of the finite-volume Hamiltonians HΛ terms that
correspond to a particular boundary condition. Such terms affect the ground states and equilibrium
states of the system, including in the thermodynamic limit but, in general, do not affect the infinite-
volume dynamics. In order to express this freedom in the interactions defining the finite-volume
dynamics that lead to the same thermodynamic limit, we use another, weaker, notion of convergence
of interactions interaction Φ introduced in [9], where it is called local convergence in F -norm.
Definition. Let (Γ, d, AΓ) be a quantum lattice system, F an F -function for (Γ, d), and I ⊂ R an
interval. We say that a sequence of interactions {Φn}n≥1 converges locally in F -norm to Φ such
that:
(i) Φn ∈ BF (I) for all n ≥ 1,
(ii) Φ ∈ BF (I),
(iii) For any Λ ∈ P0(Γ) and each [a, b] ⊂ I, one has that
(6.6) lim
n→∞
∫ b
a
‖(Φn − Φ) Λ ‖F (t) dt = 0 .
In this appendix, we want to apply this notion to the spectral flow generated by perturbations
of the form (2.4) and its thermodynamic limit.
The spectral flow αΛ,∂ for the curve of Hamiltonians H∂Λ(),  ∈ [0, 0), defined in (3.20), also
depends on a parameter γ > 0. This parameter is assumed to be a lower bound for the gap of
interest in the spectrum of H∂Λ() in the stability argument, but this assumption is not needed
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for the construction of αΛ,∂ . The automorphisms α
Λ,∂
 are generated by the self-adjoint operators
D∂Λ(), defined by
(6.7) D∂Λ() = KΛ,∂
 ∑
X⊂ΛD1
Φ(X) + s
∑
X⊂(Λ\ΛD2 )
Φ(X)
 ,
where the map KΛ,∂ : AΛ → AΛ, is given by
(6.8) KΛ,∂ (A) =
∫ ∞
−∞
τH
∂
Λ()(A)Wγ(t)dt.
Note that KΛ,∂ is defined as a linear map but it depends itself on H∂Λ() and therefore D∂Λ()
depends non-linearly on the perturbation. In [9][Section 5.4] a detailed study of transformations
of the form KΛ,∂ is performed. The following proposition follows directly from applying the more
general results in that work to the situation here.
Proposition 6.2 ( [9]). There exists an F -function F˜ of the form (6.2) and interactions ΨΛ,∂ ∈
BF˜ ([0, 0]) such that
D∂Λ() =
∑
X⊂Λ
ΨΛ,∂(X, ).
Furthermore, there exists an interaction Ψ ∈ BF˜ ([0, 0]) such that for any sequences Λn = [an, bn] ⊂
Z, ∂n = (D1,n, D2,n, sn) , the interactions ΨΛn,∂n have uniformly bounded F˜ -norm and converge
locally in F˜ -norm to Ψ.
As a consequence, we can apply the following theorem from [9] to the sequences of interactions
ΨΛn,∂n .
Theorem 6.3 ( [9][Theorem 3.8). Let (Φn)n≥1 be a sequence of time-dependent interactions on Γ
with Φn converging locally in the F -norm to Φ with respect to F . Suppose that for every [a, b] ⊂ I,
(6.9) sup
n≥1
∫ b
a
‖Φn‖F (t) dt <∞ .
Then for any X ∈ P0(Γ),
(6.10) lim
n→∞ ‖τ
Φn
t,s (A)− τΦt,s(A)‖ = 0
for all A ∈ AX and each s, t ∈ I. Moreover, the convergence is uniform for s, t in compact intervals.
Now, consider a sequence Λn = [an, bn] ⊂ Z, ∂n = (D1,n, D2,n, sn). As the result of applying
Proposition 6.2 and Theorem 6.3, we obtain the strong convergence of the finite-volume spectral
flow automorphism generated by ΨΛn,∂n to one and the same spectral flow for the infinite chain:
for  ∈ [0, 1],
(6.11) lim
n→∞α
Λn,∂n
 (A) = α(A), for all A ∈ AlocΓ .
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