Moving mesh methods based on the equidistribution principle are studied from the viewpoint of stability of the moving mesh system of di erential equations. For ne spatial grids, the moving mesh system inherits the stability of the original discretized PDE. Unfortunately, for some PDEs the moving mesh methods require so many spatial grid points that they no longer appear to be practical. Failures and successes of the moving mesh method applied to three reaction-di usion problems are explained via an analysis of the stability and accuracy of the moving mesh PDE.
Summary
Many methods have been proposed for adapting the mesh to achieve good spatial resolution in the solution of partial di erential equations. Some of these methods are moving mesh methods in which the meshpoint locations are solved for simultaneously with the solution via an augmented system of di erential equations. In principle, these methods have the advantage that they are able to move the mesh to follow a rapidly changing solution. However, obtaining a robust implementation of moving mesh methods has proven to be very di cult. This is true especially in problems with more than one spatial dimension.
In this paper we study the moving mesh methods from the viewpoint of stability of the moving mesh system of di erential equations. Following spatial discretization via method of lines, a moving mesh PDE which attempts to equidistribute a given mesh function yields a system of di erential-algebraic equations (DAEs), where equidistribution is the constraint in the DAE system. In recent years much work has gone into understanding the structure and the stability of DAEs. Some of these results can apply almost immediately in the study of moving mesh methods. For example, several popular moving mesh schemes can be seen to be regularizations of an index-two DAE system. Theory developed for the convergence of these regularizations yields conditions under which the solutions via the moving mesh schemes converge to the equidistributing mesh. In section 2, we give an introduction to moving mesh schemes based on equidistribution. In section 3, the discretized moving mesh system is written as a DAE. Moving mesh methods which have been proposed in the literature are shown to be regularizations of this DAE. In many cases, theory for DAE's can be applied directly to yield convergence of the discretized regularized system to the equidistributing mesh, as the regularization parameter ?! 1.
In section 4, we investigate the stability of the DAE which results from the discretized moving mesh PDE. We see that for ne spatial grids, the discretized moving mesh PDE inherits the stability properties of the original discretized PDE. Unfortunately, for some PDEs, the moving mesh methods require so many spatial grid points to maintain stability and accuracy that they no longer appear to be practical. In section 5, we present some numerical experiments for three reaction-di usion problems. For two of the problems, a large number of mesh points must be used to achieve a reasonable solution with the moving mesh, whereas the results on the xed mesh are much better. The moving mesh method performs quite well on the third problem. In section 6, these results are explained via an analysis of the stability and accuracy of the moving mesh PDE.
Background
To begin, we will consider a one-dimensional time-dependent PDE u t = f(x; u; t); x 2 ; 0 < t < T; (2.1) with the initial and boundary conditions u(x; t = 0) = u 0 (x); b(u; x; t) = 0; x 2 @ :
The subscripts indicate partial derivative operators, is an interval in < with boundary @ , the vector u(x; t) lies in some function space, and f and b are nonlinear spatial di erential operators.
In the Lagrangian frame, meshes move continuously with time, and equation (2.1) can be rewritten in the form _ u ? u x _ x = f(x; u; t) (2.2) where _ u = u t + u x _ x is a total derivative. Moving mesh methods determine the solutions u and the meshes x(t) simultaneously.
Moving mesh methods are applied for time-dependent PDEs with large gradients. They allow automatic selection of meshes for both spatial x and temporal t according to the behavior of the solution. The idea of moving meshes is easy to understand, while the determination of e ective moving mesh strategies has proven to be surprisingly di cult, in part because of problems with instability. Here we will be concerned mainly with nite-di erence discretizations of moving mesh methods based on the equidistribution principle. Another class of moving-grid methods is based on the moving nite element (MFE) method, which was proposed in 35, 36, 21] and analyzed in 45, 30, 46] . Although much interesting research on the MFE method continues, that method now rests on a rmer theoretical foundation than the class of moving mesh methods we will consider. Here, we seek to develop a deeper understanding of moving mesh systems of PDEs based on equidistribution, particularly with respect to the e ect of the moving mesh on stability of the spatially discretized system, and to the causes for breakdown of this method.
The equidistribution principle has been one of the most important concepts in the development of moving mesh methods. Mathematically, the goal of nding mesh functions fx i (t)g N?1 i=1 , or moving meshes : fa = x 0 < x 1 (t) < < x N?1 (t) < x N = bg (2. M(x; t)dx = Z x i+1 (t)
M(x; t)dx; i = 1; 2; ; N (2.5) where M(x; t) is a positive monitor function. The arclength monitor and the curvature monitor are widely chosen to determine the positions of the meshes.
In 14], the stability of the equidistribution process has been studied for some moving mesh methods. Di erentiating the equidistribution equation (2.5) yields Integrating from t = 0 to t,
If the monitor function is chosen such that M(x i (0);0)
M(x i (t);t) > 1, the mesh moving is unstable.
In part, the instabilities in the above scheme arise because the equidistribution constraint has been di erentiated. Thus the solution can`drift o ' the original constraints, a phenomenon which has often been observed in the solution of DAEs when using the di erentiated constraint. In this case, the drift can cause the mesh points even to leave the problem domain. This problem is easily corrected, as proposed in 14], by reintroducing the original constraints, either directly to obtain (following spatial discretization) a DAE, or indirectly via a regularization of the DAE. However, the resulting DAE has often been observed to have problems with stability and/or spatial accuracy. Methods based on regularizations of the DAE appear to be more robust, but depend on selecting an appropriate value for the regularization parameter which is problem-dependent and apparently di cult to determine.
3 Stabilization techniques in DAEs
In this section, we consider the equidistribution (2.5) as a constraint in moving mesh methods for solving time-dependent PDEs. Following spatial discretization, and expanding the system by introducing the new variable y = _ x results in a semi-explicit DAE system _ x = y (3.1a) _ u = f(x; u) + h(x; u)y (3.1b) 0 = g(x; u); (3.1c) where x = (x 1 ; x 2 ; : : : ; x N?1 ) T , u = (u 1 ; u 2 ; : : : ; u N?1 ) T , and g = (g 1 ; g 2 ; : : : ; g N?1 ) T where
M(x; u)dx for i = 1; 2; ; N ? 1: (3.2)
M(x; u) is a monitor function which controls the movement of the mesh, and h(x; u) is a diagonal matrix whose i th diagonal element is the di erence approximation to u x at x i . The DAE system (3.1) is index-2 Hessenberg 10] if g x +g u h(x; u) is nonsingular in a neighborhood of the solution.
In moving mesh methods, the PDE and the mesh equation are solved simultaneously as in (3.1) . Although the stability of the equidistribution equation has been well studied, the stability of the system (3.1) has not to our knowledge been investigated. Moreover, most of the stability results which have appeared apply only to the continuous moving mesh PDE rather than to its discretization.
Our experience with moving mesh schemes based on equidistribution has been that when there is a problem with stability, the solution as well as the mesh is often a ected. Any such problems can usually be corrected by allowing enough grid points. However, the number of grid points needed may be much larger than what is desirable for e ciency or necessary for spatial resolution. We have observed that the spatial discretization used in h(x; u) (the discretization of u x ) can dramatically a ect stability. For example, noting that the term u x _ x in a sense convects the solution at a speed which is locally equal to the mesh velocity, it is not surprising that by upwinding this term, rather than using the centered di erence as in most of the moving mesh literature, the equidistributing mesh system (3.1) can often be stabilized. High order upwinding schemes for moving mesh systems are considered in 33] and o er a substantial improvement for convection-dominated problems, but they cannot stabilize the moving mesh for the reaction-dominated problems considered later in this paper.
Thus we believe that a complete understanding of the stability of moving mesh systems of partial di erential equations based on equidistribution can only be obtained by studying the stability of the coupled, discretized system (3.1) and its regularizations. It is important to understand the stability of the equidistributing DAE (3.1) directly, rather than only that of its regularizations. Even if the regularized solutions are shown to converge to the solutions to (3.1) and to possess other good properties, they will not be robust with respect to the choice of the regularization parameter for all problems unless the limiting equation (3.1) is stable.
We will now examine several moving mesh methods which correspond to regularizations of the DAE. Usually, di erentiating the constraint equation (3.1) 25, 26] . If the initial meshes satisfy the equidistribution constraint, then the solution of (3.3) also satis es the equidistribution constraint. Even if the initial meshes are random, asymptotically we have equidistributing meshes for large enough and t.
Some initial results on convergence of the regularizations are immediately available for the discretized system via theory which has recently been developed for DAE systems. For example, consider the regularized DAE arising from Baumgarte's stabilization, _
We can apply the results of 5] to show that the manifoldM de ned by g(x; u) = 0 is an asymptotically stable invariant manifold of the ODE (2.2) combined with (2.6) for all > 0
and that the ow of (3.4c) onM reduces to the ow of (2.2) and (2.6) restricted toM. Let us now consider another moving mesh method, which can be written following spatial discretization as _ x = y 
and is closely related to the method of Hyman and Naughton 29]. This system can be considered to be a regularization of the Hessenberg index-2 DAE (3.1).
Applying the theory in 32], we see that the regularization (3.5) converges as ! 1 to the solution of (3.1) if A ?1 (g x + g u h(x; u)) is negative de nite in a neighborhood of the solution.
It is interesting to observe that the moving mesh PDE(MMPDEs) de ned in 25, 26] can be seen as regularizations of the DAE (3.1).
MMPDE(1): d
dt g(x; u) = 0, which is a reduction from index 2 to index 1.
which is Baumgarte regularization (3.4c) where g(x; u) = @ @ M @x @ .
MMPDE ( Techniques motivated by temporal and spatial smoothing can also be seen as regularizations to the system (3.1). The temporal smoothing is determined by the time scale 1= . The 
where = ( +1) is a spatial smoothing parameter. After introducing the spatial smoothing operator A, the system becomes extremely nonlinear. Di erent and A yield di erent condition numbers, which result in di erent convergence speeds when the system is solved by a sti ODE or DAE solver. We must be careful when we choose and A. In our experience, A can be chosen independent of the problem, while is often a problem-dependent parameter and determines how fast the mesh tends to the equidistributed mesh. Generally, if strong reactions occur in a very short time interval, a larger should be chosen. This often happens in reaction di usion problems. However, for hyperbolic equations, a small often yields faster convergence than a large one. Note also that some regularizations are less sensitive to di erent parameters . The Dor and Drury method is relatively insensitive to the di erent time scales, compared to the MMPDE(1-6).
It should be noted that the solution to the DAE (3.1) may not be well-de ned if g x + g u h(x; u) becomes singular. At such a point, the DAE is singular and the solution may not exist or be unique. We are also interested in these points because they are places where the moving mesh method can fail.
To illustrate some of the implications of the condition that A ?1 (g x + g u h(x; u)) is negative de nite, consider for simplicity moving the mesh using the arc-length monitor, with u x in the monitor function computed via rst-order di erence. Equidistribution requires
M(x; t)dx = 0 has a minimum near x i , the o -diagonals may be much larger than the diagonal in row i, creating such a situation. We note that this happens when u xx = 0 at x i , which is an in ection point of u.
We have seen how spatial discretizations of moving mesh PDE systems based on equidistribution can be considered as a DAE or as a regularization of a DAE, how results on the convergence of DAE regularizations can be used to give conditions for convergence of the discretized solution to the equidistributing PDE (3.1), and to a limited extent explored some of the implications of these conditions. The next step is to examine the accuracy and stability of the discretized equidistributing PDE itself.
Stability of the moving mesh DAE
Moving mesh methods o er a great potential for the adaptive solution of partial di erential equations. At their best, the methods can adapt the mesh to resolve steep moving gradients, and in some situations can alter the PDE so that the solution at each point changes less rapidly in time, allowing larger time steps 27]. Codes based strictly on moving mesh methods do not need to maintain complicated data structures which can create di culties for linear algebra and parallel implementation. They can potentially make use of well-developed ODE and DAE software. Unfortunately, the problem of instability for moving mesh equations has prevented the development of moving mesh methods, especially in more than one spatial dimension, which are robust enough for general use.
Moving mesh PDEs which relax the solution to the equidistributing mesh have been studied recently 15, 18, 29, 25, 26, 42] . Solutions of these moving mesh equations have been shown to converge asymptotically to solutions of the equidistributing moving mesh equations. However, we know from experience that the same spatial discretizations when applied directly to the equidistributing mesh PDE (3.1) can result in instability, particularly for moderate numbers of mesh points. Thus it is important to understand how the stability of the spatially discretized PDE system is altered by coupling with the discretized equidistribution constraint.
We have already explained how the discretized PDE with equidistributing mesh (3.1) can be considered as an index-2 Hessenberg DAE. Fortunately, a theoretical framework has developed over the past few years to understand the stability properties of these types of problems 4, 5, 32] .
A simple example is given by considering a linear model of the DAE which results following spatial discretization of the moving mesh PDEs with equidistribution constraint. Suppose we are given a linear ODE system _ u = A(t)u We can investigate the stability of a linear DAE system (4.2) by making use of the essential underlying ODE de ned in 4]. Roughly speaking, by using the constraints to eliminate some of the degrees of freedom of the system, we can write a smaller ODE which shows how the DAE propagates information from one time to the next. For (4.2), suppose x; u] 2 < n , y 2 < m . De ne v 2 < n?m by v = ?Bx + u: Thus for this example the essential underlying ODE (hence the moving mesh DAE) has the same stability properties as the original ODE system (4.1).
Of course, this is a very simple example with arclength monitor function. For more complicated problems or other kinds of mesh functions (see 14]), particularly with a moderate number of mesh points, the moving mesh equations might not inherit the stability properties of the original system.
We have discussed how the stability of the original system is retained by the moving mesh method. This is valid only for systems which are originally dynamically stable and for a su ciently large number of spatial grid points. For many problems, in particular some strong reaction problems, the moving mesh system is no longer stable. In these cases, the moving mesh methods can bring about large errors and produce unacceptable solutions except on very ne grids. In the following, we investigate several such problems. time t = 3. The boundary and initial conditions are derived by the given exact solution. We tested it with 20 nodes and central di erence in the spatial discretization. The moving mesh method we chose is MMPDE(6). We chose di erent time scales = 1 to test this problem. The time scale determines how fast the mesh tends to the equidistributing mesh. The smaller , the faster the mesh tends to the equidistributing mesh. The reference solution(solid line in the plots) is computed using the exact solution. UM represents the uniform mesh method. We see that the uniform mesh method is surprising accurate. However, for the moving mesh method, the wave front moves too fast. Moreover, there is a strong oscillation in the solution after time t = 1:0, which causes much di culty for the Newton iteration of the DAE solver. We only plot the solution at time t = 1. The results are shown in Figure 5 this problem, the di usion coe cient is independent of the exact solution, this allows us to choose di erent values for the same solution. For example, we can choose = 1 in Eq. (5.3) . The results for the moving mesh are better than the xed mesh now as shown in Fig.(5.4) . It should be pointed out that the wave front for this problem is not very steep. We can choose a big r 1 to steepen the wave front. We also have changed to other values with the new r 1 and r 2 and nd that if We also have experienced other problems in related numerical experiments as follows.
1. The smaller the time scale , the bigger the errors ,i.e. the front moves faster.
2. There is a constant time shift t for each time interval, i.e y i+1 y(x( e t i+1 + t); e t i+1 + t), where e t i+1 is the expected time with true value at t i . t changes very little between two adjacent intervals. The shift causes the computed solution to be farther and farther from the true solution.
3. When using a more stable scheme for the discretized PDEs, such as rst-order upwinding, the results show some improvement. However, the above problems remain.
4. If the initial mesh is chosen to be the equidistributing mesh, the results are improved a bit, but the wave front still goes faster than expected after some time.
5. We experimented with higher order spatial discretizations; however, the results did not improve a lot. In this section, we examine the stability and accuracy of moving mesh methods applied to reaction-di usion equations and explain the results of the previous section. We explain the reasons why the moving mesh methods fail for some problems and point out the kind of problems which may not be practical to solve by moving mesh methods. Because the spatial discretization error in the moving mesh equation does not a ect the accuracy of the solution variable, we can assume that there is no spatial truncation error for the moving mesh equations and consider only the spatial discretization error introduced in the original augmented equation. There are two important factors which determine the size of the errors. One is the perturbation term e f 1 (x; y). The other is the stability of the equation, which we will discuss in the next subsection. From the error term equation (6.4), we nd that if the di usion term y xx is much smaller than the convection term y x _ x, the truncation error will be dominated by the discretization error of the convection term. This term is introduced by the moving mesh and does not exist when using the uniform mesh. From Eqs. (5.2) and (5.3), we note that when implementing the moving mesh, the mesh nodes at the wave front will move at the speed of the wave velocity c, i.e. _ x = c = a b . It is easily seen that the truncation error 19 introduced by discretization of the convection term in these two cases is much larger than that of the di usion term. For Fisher's equation, the node velocity _ x is very large. For the heat conduction problem, the di usion parameter is very small. This explains in part why the results of the moving mesh methods are so much worse than that of the uniform mesh for both of these problems. The second order derivative in problem 2 has little to do with the solution in the parameter testing. If we drop it, the problem becomes a system of uncoupled ODEs, where no spatial truncation error is introduced.
One of the objectives of moving mesh methods is to gain accuracy. Hence, for our two problems, we should control the truncation error introduced in the convection term y x _ x. This can be done by redistributing mesh nodes according to the rule that where the leading terms of the truncation error are large, the spatial grid size should be small, whereas where the leading terms of the truncation error are small, the grid size can be larger. However, for some equidistributing moving mesh methods this objective is only partially realized. For example, the leading error term of the above problems is y 00 (x) where the grid size varies rapidly, and y 000 (x) where the grid size is constant. However, it is easy to observe for the equidistributing method with arc-length monitor that where y 00 (x) is large, i.e. the value of derivative y 0 varies rapidly, the grid size changes rapidly. Therefore, we can not expect that the term (h 1 ? h 2 )y 00 (x) is small. We can illustrate this from another point of view. It is well-known that the equidistribution principle is equivalent to the transformation from the uniform computational mesh to the physical mesh, i.e., there exists a mapping ?! condition (6.5) implies that the stretching is quasi-uniform, i.e., the mesh should be smooth enough that it will not change greatly between two adjacent intervals. This can be acheived for example by the Dor and Drury method 15]. However, although this method achieves better results, the results for the rst two problems are still unsatisfactory and much inferior to the equally spaced mesh. We must examine another important property, stability of the physical equation, to explain the poor results of the moving mesh methods for these problems.
Stability
We have seen that the truncation error is sometimes much larger when the moving mesh is introduced. If the resulting ODE is dynamically stable, we can get reasonable results by controlling this error term. In this section, we will see that stability is very signi cant to our problems. From the form of the truncation error, we know that the error introduced by discretization of the convection term is much greater than that of the di usion term. Since the di usion term is much smaller than the reaction and convection terms, for simplicity we drop this term and the truncation error introduced by it and consider only the truncation error introduced by the convection terms in Eq.(6.1). The reduced system is given by ( _ y = g(y) + y b x _ x; _ x = f 2 (x; y) (6.6) and the perturbed system is ( _ y = g(y) + y b x _ x + e f 1 (x; y); _ x = f 2 (x; y):
The following theorem will be used to give the di erence caused by the perturbation term e f 1 (x; y). From this theorem, we know that the global error is determined by the Jacobian @f @y and the perturbation term g(t; z). Applying this theorem to our problem (6.7), the perturbation term is the truncation error e f 1 (x; y). It will be very large if we use the nonuniform mesh at the initial time step. That is why the initial equidistributed mesh works better than the initial uniform mesh. When the mesh has been equidistributed, the truncation error term e f 1 (x; y) will be a function independent of time t for the wave propagation problems. So we can think of it as a constant vector approximately. The Jacobian will be
Theorem(Alekseev
where (C 1 ; C 2 ) are the Jacobian of y b x _ x with respect to (y; x) and (f 2 ) y ; (f 2 ) x are the Jacobian of f 2 with respect to (y; x). The global truncation error is not simply the sum of local truncation errors. To see this, we must realize that at each step, the numerical solution must use as its initial value the approximate ordinate computed at the preceding step. Thus, using the above theorem and ignoring the time truncation error, we have y x and (6.8), we know once g y is positive and very large, the error will grow very rapidly. Because the mesh points are globally equidistributed by the moving mesh, the error in one node in the turning point or wave front can cause a similar error for its neighbor and then the truncation error will propagate quickly to all nodes. The truncation error, which is large at the turning points (for our two problems, this happens at the bottom corner of the wave front) will cause the nodes in that area to advance faster than expected.
We now analyze our problems. For The di usion term also plays an important role in stabilizing the problem. The importance of stability can also be seen by our second example. If we change the parameter in Eq. (5.3) (because it is not related to the true solution of the equation), we nd that as soon as is large enough so that g y is negative or very small, i.e. the equation is stable or mildly unstable, the moving mesh will work very well no matter how steep the wave front is. This has been seen in Figure 5 .4.
We have considered two strategies for improving the performance of moving mesh methods based on stability and accuracy. Because stability is more important, we would like to improve the stability rst. One strategy to improve the stability of the discretized system is to use a more stable scheme. This can be done by adopting an upwinding scheme for the y x _ x term. From equation (6.8), we know that if g y + C 1 is negative or very small, the error can be controlled. When using the rst order upwinding scheme (without loss of generality, we assume _ x > 0), C 1 
If the region of instability is very small, the stability will be improved. However, this is at a cost of accuracy in that area. High order upwinding schemes are considered in 33]. These o er a substantial improvement for the moving mesh applied to convection-dominated problems, but can not stabilize the moving mesh for problems like the Fisher equation so that it is competitive with a xed grid method. Another approach is to use more nodes in the unstable area so that the spacing is small enough for stability of the stable di erence schemes to dominant the instability due to the reaction terms. When the spacing is very small, the di usion term contributes more to the stability (because the eigenvalues for it are proportional to 1 ( x) 2 ). We can use the monitor to distribute the nodes to the area where we want. One kind of monitor for our problem to distribute more nodes to the unstable region is to incorporate the reaction term into the monitor function, i.e., to choose the monitor as M(x; y) = (1 + 1 2 (g y (y) + jg y (y)j)) q 1 + y 2 x : (6.9) This has a down side that the top corner is not resolved very well. The next step is to reduce the truncation error. There are also two ways. One is to use higher order schemes. However, the high order accuracy schemes often decrease the stability of the systems. This is in contradiction to our objective of the rst step, so we do not recommend it. Another is to place many nodes at the location where the spatial truncation error is large. This can reduce the truncation error sharply. This can be achieved by choosing a monitor function which includes some measurement of truncation error. Numerical experiments show that if we choose the curvature monitor instead of the arclength monitor, we can get a better result. We would like to use truncation error expressions in our monitor to distribute the nodes and get better accuracy. However, it is well known that numerical evaluation of higher order derivatives can be subject to considerable computational noise. Therefore, it is usually not practical to use formal truncation error expressions in the monitor function in dynamic mesh moving. Hence lower order derivative expressions are often adopted, such as the arclength monitor or curvature monitor. Some problems may arise even with solution curvature, i.e., with second derivatives, in rough transit. Numerical experiments 9] also show that implementations of the moving mesh methods with the curvature monitor are much less e cient than those with the arclength monitor. We have tested the Fisher equation using the strategies we have given. To reduce the truncation error due to using a uniform initial mesh, we use an equidistributed initial mesh which is computed by our initial mesh generator. We use the interval ?1 x 1 as our computing domain. We rst use the rst order upwinding scheme with the arclength monitor. The result is very bad. So we change to our new monitor Eq.(6.9). The result is still not very good as shown in Figure 6 .1. Even for a small parameter, = 100, the front moves too rapidly.
Although all the strategies can be used for our problems, the result does not improve a lot if we do not use many nodes. However, the moving mesh methods are no longer advantageous for too many nodes. Therefore for problems with strongly unstable regions, if the di usion is much smaller than the reaction term, the xed mesh method is recommended. Because there is no convection term appearing in the equation and the truncation error is relatively smaller and fast convergence can be obtained, the xed mesh in this case can gain a better result than the moving mesh even if the wave front is very steep. When we use the moving mesh to solve a physical problem, we must be careful to observe whether the moving mesh term could introduce large truncation errors (compared with the original truncation error) and if the resulting system is strongly unstable. If either is true, the moving mesh methods can not be recommended.
