Applications of digital agricultural services often require either farmers or their advisers to provide digital records of their field boundaries. Automatic extraction of field boundaries from satellite imagery would reduce the reliance on manual input of these records which is time consuming and error-prone, and would underpin the provision of remote products and services. The lack of current field boundary data sets seems to indicate low uptake of existing methods, presumably because of expensive image preprocessing requirements and local, often arbitrary, tuning. In this paper, we address the problem of field boundary extraction from satellite images as a multi-task semantic segmentation problem. We used ResUNet-a, a deep convolutional neural network with a fully connected UNet backbone that features dilated convolutions and conditioned inference, to assign three labels to each pixel: 1) the probability of belonging to a field; 2) the probability of being part of a boundary; and 3) the distance to the closest boundary. These labels can then be combined to obtain closed field boundaries. Using a single composite image from Sentinel-2, the model was highly accurate in mapping field extent, field boundaries, and, consequently, individual fields. Replacing the monthly composite with a single-date image close to the compositing period only marginally decreased accuracy. We then showed in a series of experiments that our model generalised well across resolutions, sensors, space and time without recalibration. Building consensus by averaging model predictions from at least four images acquired across the season is the key to coping with the temporal variations of accuracy. By minimising image preprocessing requirements and replacing local arbitrary decisions by datadriven ones, our approach is expected to facilitate the extraction of individual crop fields at scale.
Introduction
Many of the promises of digital agriculture centre on assisting farmers to monitor their fields throughout the growing season. Having precise field boundaries has become a prerequisite for field-level assessment and often when farmers are being signed up by service providers they are asked for precise digital records of their boundaries. Unfortunately, this process remains largely manual, time-consuming and prone to errors which creates disincentives. There are also increasing applications whereby remote monitoring of crops using earth observation is used for estimating areas of crop planted and yield forecasts (De Wit and Clevers, 2004; Blaes et al., 2005; Matton et al., 2015) . These estimates and their interpretation is greatly enhanced by the identification of field boundaries. Automating the extraction of field boundaries not only facilitates bringing farmers on board, and hence fostering wider adoption of these services, but also allows improved products and services to be provided using remote sensing.
A number of approaches have been devised to extract field boundaries from satellite imagery, which provides regular and global coverage of cropping areas at high resolution, but these methods also tend to over-segment fields with a high internal variability and under-segment small adjacent fields (Belgiu and Csillik, 2018) . Some of these adverse effects might be mitigated by purposefully over-segmenting images and deciding whether adjacent objects should be merged with machine learning (see Garcia-Pedrero et al., 2017, for instance) . Despite the availability of edge-based and region-based methods, there seems to have been a low uptake of these methods by the user community, suggesting a lack of fitness for purpose. For instance, the only global map of field size was obtained from crowdsourced, manually-digitised polygons (Lesiv et al., 2019) .
This low uptake can presumably be explain by the expense of image preprocessing, local, often arbitrary, tuning which does not generalise to other locations, and presumed availability of ancillary data, such as cropland or crop type maps (e.g., Yan and Roy, 2014; Graesser and Ramankutty, 2017) . In particular, deriving multitemporal image features seems particularly unnecessary because humans are able to draw field boundaries from well-targeted single-date images. We believe that new methods with lower preprocessing requirements and data-driven parameter tuning are needed to facilitate large-scale field boundary extraction and improve their uptake.
Convolutional neural networks have become increasingly popular in image analysis due to their ability to automatically learn relevant contextual features. Initially devised for natural images, these networks have been revisited and adapted to tackle remote-sensing problems, such as road extraction (Cheng et al., 2017) , cloud detection (Chai et al., 2019) , crop identification (Ji et al., 2018) , river and water body extraction (Chen et al., 2018b; Isikdogan et al., 2018) , and urban mapping (Diakogiannis et al., 2019) . As such, they seem particularly wellsuited to extract field boundaries but this has yet to be empirically proven.
Our overarching aim is to develop and evaluate a method to routinely extract field boundaries at scale by both replacing context-specific arbitrary decisions and minimising the image preprocessing workload. We formulated this task as a multitask semantic segmentation problem for a fully convolutional neural network where each pixel is annotated with three labels: 1) the probability of belonging to a field; 2) the probability of belonging to a boundary; and 3) the distance to the closest boundary. We used network ResUNet-a (a deep convolutional neural network with a fully connected UNet architecture which features dilated convolution and conditioned inference; Diakogiannis et al., 2019) 1 to extract closed boundaries from a monthly composite image from Sentinel-2. As this paper will show, this approach extracted field boundaries with high thematic and geometric accuracy. This paper will also show in a series of experiments that, without any recalibration, the model generalised well 1) to a single-date image close to the compositing period, 2) to a 30-m Landsat image, and 3) to other locations and acquisition dates. We think that, by learning spectral and contextual information, the neural network is able to discard edges that are not part of field boundaries and emphasise those that are, providing a clear advantage over conventional edgebased methods. This paper intends to test the performance and limitations of the proposed approach and to lay the blueprint for national to global field boundary extraction using deep learning.
Data

Study areas
Our experiments covered one main study and five secondary sites, all part of the Joint Experiment for Crop Assessment and Monitoring (JECAM 2 ) network. The main study area encompasses 120,000 square kilometres of South Africa's "Maize quadrangle", which spans across the major maize production area (28°S, 27°E). The field size averages 17 ha and ranges from 1 ha to 830 ha (Fig. 1 ). The five secondary study sites were located in areas of broad-acre cropping in Argentina (34°32'S, 59°06'W), Australia (36°12'S, 143°33'E), Canada (50°54'N, 97°45'W), Russia (45°98'N, 42°99'E), and Ukraine (50°51'N, 29°96'E).
Satellite data and preprocessing
Twelve Sentinel-2 tiles cover the main study site and each secondary site was defined by the extent of a single Sentinel-2 tile (Table 1) . We chose Sentinel-2 imagery for its 5-day global revisit frequency, which increases the likelihood of cloud-free image acquisition and provides consistent composites, and for its 10-m resolution, which is sufficient to resolve most fields in South Africa (Waldner et al., 2018) .
Sentinel-2 images were obtained from the European Space Agency's Scientific Hub and were converted to surface reflectance using the Multisensor Atmospheric Correction and Cloud-Screening (MACCS; Hagolle et al., 2010) algorithm provided in the Sen2-Agri toolbox (Defourny et al., 2019) . In the main site, the Sen2-Agri was used to generate a monthly cloud-free composite of March 2017, which corresponds to the middle of the growing season. Across the images available for compositing, 93% of the pixels were cloud-free. Five or six cloud-free Sentinel-2 images were processed in every secondary site (Table 1) . We also sourced from USGS the cloud-free surface reflectance image from Landsat-8 that was closest to the compositing window (Table 1) .
There were only two preprocessing steps: subsetting the blue green, red, and near infrared bands from the satellite images; and standardising pixel values so that each band had a mean of zero and a standard deviation equal to one. Images in secondary sites were standardised based on the values obtained in South Africa for the monthly composite. 
Reference and ancillary data
Main site
We obtained boundaries for every field in the area of interest from the South African Department of Agriculture, Forestry and Fisheries (Crop Estimates Consortium, 2017) . These were created by manually digitising all fields throughout the country based on 2.5 m resolution, pan-merged SPOT imagery acquired between 2015 and 2017. Field polygons were rasterised at 10 m to match Sentinel-2's grid, providing a wall-to-wall validation data set rich of >2 billions reference pixels. We created three reference layers: a binary layer of the extent of the fields, a binary layer of the field boundaries (a 10-m buffer was applied), and a continuous layer representing, for every withinfield pixel, the distance to the closest boundary. Distances were normalised per field so that the largest distance was always one. Non-field pixels were set to zero.
We randomly split the twelve Sentinel-2 tiles into a training (10 tiles), a validation (1 tile, 35JLK) and a test (1 tile, 35JNK) set. Each Sentinel-2 tile was partitioned into a set of smaller images (hereafter referred to as input images) of a size of 256×256 pixels. Input images on the border of tiles, i.e., those with missing values, were discarded in further analyses. This yielded an average of 6150 input images per tile. Input images in the training set were used to train the deep neural network, those in the validation set were used for parameter tuning, and those in the test set were utilised only for final accuracy assessment. Discrepancies between field boundaries and the Sentinel-2 images were not necessarily concomitantly acquired. While these discrepancies might be handled during the training phase, their impact is far greater for accuracy assessment. Therefore, we fol-lowed a random sampling procedure to visually confirm 1000 field boundaries.
Secondary sites
We first created the cropland extent for each site by intersecting two global 30-m cropland maps: Globeland 30 (Chen et al., 2015b) and Global Food Security-support Analysis Data (GFSAD) Cropland Extent (Phalke et al., 2017; Massey et al., 2017; Zhong et al., 2017) . We resampled the intersection map to 10 m and used information about water bodies, roads, and railways from OpenStreetMap to further mask out pixels wrongly labelled as cropland. Two hundred randomly-selected fields were then manually digitised based on Sentinel-2 images and Google Earth images.
Methods
Conceptually, extracting field boundaries consists of labelling each pixel of an multi-spectral image with one of two classes: "boundary" or "not boundary". In this paper, we formulated this as a semantic segmentation problem where the goal is to predict class labels by using both spectral and contextual information. While predicting only the classes of interest can achieve acceptable performance, it ignores training signals of related learning tasks which might help improve accuracy of initial task (Ruder, 2017) . By sharing representations between related tasks i.e., multi-task learning, a model can learn to generalise better on the initial task. Thus, we trained a convolutional neural network to perform the four correlated tasks: map cropped areas, identify field boundary pixels, estimate the distance to the nearest boundary and reconstruct input images. These outputs can then be jointly post-processed to extract individual fields.
3.1. Semantic segmentation with a deep convolutional neural network 3.1.1. Model architecture Our model is a deep convolutional neural network for semantic segmentation, termed ResUNet-a that features the following components ( Fig. 2a Diakogiannis et al., 2019) : 1) a UNet backbone architecture (Ronneberger et al., 2015) ; 2) residual blocks (He et al., 2016a) , which helps alleviate the problem of vanishing and exploding gradients; 3) atrous convolutions (with a range of dilation rates) that increase the receptive field (Chen et al., 2017 (Chen et al., , 2018a ; 4) pyramid scene parsing pooling (Zhao et al., 2017a) to include contextual information; and 5) conditioned multitasking. ResUNet-a produces four output layers: the segmentation mask, the boundaries, the distance transform of the segmentation mask (Borgefors, 1986) and a full image reconstruction of the input image in the Hue-Saturation-Value colour space.
Next, we briefly describe the network and refer to Brodrick et al. (2019) for a thorough introduction to convolutional neural networks and to Diakogiannis et al. (2019) for more details about the ResUNet-a framework. The UNet backbone architecture, also known as encoder-decoder, consists of two parts: the contraction part or encoder, and the symmetric expanding path or decoder. The encoder compresses the information content of an arbitrarily high-dimensional image. The decoder gradually upscales the encoded features back to the original resolution and precisely localises the classes of interest. The building blocks of the encoder and decoder in the ResUNet-a architecture consist of residual units with multiple parallel branches of atrous convolutions, each with a different dilation rate. We implemented two basic architectures that differ in depth (number of layers in the encoder-decoder). ResUNet-a D6 has six residual building blocks in the encoder followed by a PSPPooling layer, ResUNet-a D7 has seven building blocks in the encoder.
The different types of layers of ResUNet-a have the following functions:
Input layer stores the input image, a 256×256 raster stack of four spectral bands.
Conv2D layer A Standard 2D convolution layer (kernel = 3, padding=1).
Conv2DN layer This is a 2D convolution layer of kernel size 3 and padding = 1 followed by a batch normalisation layer. By normalising the output of a previous activation layer by subtracting the batch mean and dividing by the batch standard deviation, batch normalisation is an efficient technique to combat the internal covariate shift problem and thus improves the speed, performance, and stability of artificial neural networks (Ioffe and Szegedy, 2015) .
ResBlock-a layer This layer follows the philosophy of the residual units (He et al., 2016b) , i.e., units that skip connections between layers which improves the flow of information between the first and the last layers. Instead of having a single residual branch that consists of two successive convolution layers, there are up to four parallel branches with increasingly larger dilation rates so that the input is simultaneously processed at multiple fields of view. The dilation rates are dictated by the size of the input feature map.
PSPPooling layer The pyramid scene parsing pooling layer (Zhao et al., 2017b) emphasises contextual information by applying maximum pooling at four different scales. The first scale is a global max pooling. At the second scale, Figure 2 : Field boundary extraction formulated as multiple semantic segmentation tasks. (a) Architecture of ResUNet-a D6; (b) multitasked inference. The distance mask (D) is first generated from the feature map, then is combined to the feature map to predict the boundary mask (B). Both masks are used to predict the extent mask (E). An independent branch reconstructs the input image; (c) the cutoff method generates individual fields (F) by thresholding (T) and combining the boundary mask and the extent mask; (d) the watershed method extracts fields by all segmentation masks in a watershed algorithm (W). Seeds for the watershed algorithm are extracted from the distance mask.
the feature map is divided in four equal areas and max pooling is performed in each of these areas, and so on for the next two scales. As a result, this layer encapsulates information about the dominant contextual features across scales.
Upsample layer This layer consists of an initial upsampling of the feature map (interpolation) that is then followed by a Conv2DN layer. The size of the feature map is doubled and the number of filters in the feature map is halved.
Combine layer This layer receives two inputs with the same number of filters in each feature map. It concatenates them and produces an output of the same scale, with the same number of filters as each of the input feature maps.
Output layer This is a multitasked layer with conditioned inference that produces a total of four output layers ( Fig. 2b) : a reconstructed image of the input in the Hue-Saturation-Value space (layer C); the distance mask (layer D); the boundary mask (layer B); and the extent mask (layer M). The process starts by combining the first and the last layers of the UNet. The distance mask is the first output to be generated without the use of PSPPooling. Then, distance transform combined with the last UNet layer using PSPPooling to produce the boundary mask. The distance mask and the boundary mask are combined with the output features to generate the extent mask. A parallel fourth layer reconstructs the initial input image.
Data Augmentation
While convolutional neural networks and specifically UNets can integrate spatial information, they are not equivariant to transformations such as scale and rotation (Goodfellow et al., 2016) . Data augmentation introduces variance to the training data, which confers invariance on the network for certain transformations and boosts its ability to generalise. To this end, we flipped the original images (horizontal and vertical reflections) and randomly modified their brightness. As the size of the training data set was sufficient large to cover significant variance, we avoided random rotations and zoom in/out augmentations with reflect padding (Diakogiannis et al., 2019) because these may break field symmetry, e.g., for fields under pivot irrigation.
Training
Most traditional deep learning methods commonly employ cross-entropy as the loss function for segmentation (Ronneberger et al., 2015) . However, empirical evidence showed that the Dice loss can outperform cross-entropy for semantic segmentation problems (Milletari et al., 2016; Novikov et al., 2017) . Here, we relied on the Tanimoto distance with complements (a variant of the Dice loss) which reliably points towards ground truth irrespective of the random weights initialisation, thus achieving faster training convergence (Diakogiannis et al., 2019) . In multitasking settings, the Tanimoto distance with complements helps keep the gradients of the regression task balanced. Our loss function was the average of the Tanimoto distance T (p, l) and its complement T (1 − p, 1 − l):
where p ≡ p i ∈ [0, 1], represents the vector of probabilities for the i-th pixel, and l i are the corresponding ground truth labels. For multiple segmentation tasks, the complete loss function was defined as the average of the loss of all tasks:
Inference
Once trained, the model can infer classes of any a 256×256 image by a simple forward pass through the network. However, it is likely that the classification accuracy for objects near the edge of input images is less than for central object because part of their context is missing. Inference was thus performed using a moving window of size 256 with stride 4 in every direction. The 16 predictions per pixel were averaged using the arithmetic mean.
Extraction of individual fields
We proposed two post-processing methods to define individual polygons from the semantic segmentation outputs. These methods are fully data-driven so that they can be optimised using reference data.
Post-processing methods
The cutoff method delineates individual fields by thresholding the extent mask and the boundary masks, then by taking the difference between the two (Fig. 2c ). The second method (hereafter referred to as the watershed method; Fig. 2d ) combines the three output masks using a seeded watershed segmentation (Meyer and Beucher, 1990) . The main idea of the watershed method is to identify the centres of each field (seeds) and grow them until they hit a boundary. This algorithm considers the input image as a topographic surface (where high pixel values mean high elevation) and simulates its flooding from specific seed points, which we defined by thresholding the distance mask. The extent mask and boundary mask were then combined to create the topographic surface. Therefore, three thresholds must be defined, one per segmentation mask ( Fig. 2d ).
Threshold optimisation
The threshold for the extent mask was defined by maximising the Matthew's correlation coefficient (MCC; Matthews, 1975) with the reference cropland map. The MCC can be seen as discretisation of the Pearson correlation for binary variables:
where TP, TN, FP and FN are the true positive rate, the true negative rate, the false positive rate and the false negative rate. The MCC varies between -1 (perfect disagreement) and +1 (perfect agreement) while 0 indicates an accuracy no different from chance. As MCC uses all four cells of a binary confusion matrix, it is a robust indicator when data are unbalanced (Boughorbel et al., 2017) , which is typically the case for boundary detection.
The thresholds of the boundary and distance masks were subsequently optimised so as to minimise incorrect subdivision of larger objects into smaller ones (oversegmentation) and an incorrect consolidation of small adjacent objects into larger ones (undersegmentation) (Persello and Bruzzone, 2010) . The oversegmentation rate (S over ) and undersegmentation rate (S under ) were computed from the reference fields (T ) and the extracted fields (E) data using the following formulae:
where |·| indicates the area of a field from E or T and ∩ is the intersection operator. These metrics provide rate values ranging from 0 to 1: the closer to 1, the more accurate. If an extracted field E j intersected with more than one field in T , several metrics, such as the location error, and the over-and undersegmentation rates, were weighted by the corresponding intersection areas.
The average over-and undersegmentation rates were tuned using a multi-objective optimisation procedure that first identified all Pareto-optimal (Coello, 2000) candidates among those generated. The Pareto-optimal candidates are those candidates for which it is impossible to improve oversegmentation without deteriorating undersegmentation, and vice versa. Finally the optimal thresholds were given by the Pareto-optimal candidate providing the best trade-off between over and undersegmentation, i.e., the closest to the 1:1 line (Fig. 3 ). Figure 3 : Identification of the optimal threshold among the Pareto-optimal candidates. The optimal threshold provides the best balance between undersegmentation and oversegmentation.
In the cutoff method, the rates of undersegmentation and oversegmentation were by systematically assessed using grid search (between 0.01 and 0.99 by step of 0.01). Given the large number of possible combinations in the watershed method, random search of 250 threshold combinations was used instead of grid search because it scales better (Bergstra and Bengio, 2012) .
We compared these two methods and assessed the significance of their differences using paired Wilcoxon tests (Wilcoxon, 1945) , a nonparametric test for paired data that compares the locations of two populations to determine if one is shifted with respect to the other.
Baseline experiment:
ResUnet-a d6 vs. ResUnet-a d7
Model training
We trained a series of ResUnet-a D6 and D7 models using Adam (Kingma and Ba, 2014) as an optimiser. Adam computes individual adaptive learning rates for different parameters from estimates of first and second moments of the gradients. It was empirically shown that Adam achieves faster convergence than other alternatives (Kingma and Ba, 2014) . By default, we followed the parameter settings recommended in Kingma and Ba (2014) .
Two different approaches for training were tested. The weight decay (WD) approach adds a weight decay parameter to the learning rate in order to decrease the neural network weight and bias values by a small amount in each training iteration when they are updated. This technique can speed up convergence and is equivalent to introducing a L2 regularisation term to the loss function. We trained three models for 100 epochs with different weight decay parameters (10 −4 , 10 −5 , 10 −6 ). The interactive approach involves training a neural network for 100 epochs with a given learning rate (10 3 ) and resuming training for another 100 epochs with a reduced learning rate at the epoch that reached the highest MCC. This process was repeated twice for the increasingly lower learning rates (10 −4 and 10 −5 ). As a result, eight models were compared (three weight decay models and an interactive model for both ResUnet-a D6 and D7).
Accuracy assessment
Model accuracy was evaluated with two types of accuracy metrics: pixel-based metrics and object-based metrics. The latter were particularly important to quantify the accuracy of individual fields that were extracted.
Pixel-level accuracy was computed from two global accuracy metrics derived from the error matrix: Matthew's correlation coefficient; and the overall accuracy (OA), which provides the proportion of pixels that were correctly classified:
We also computed the F-score (F) as a class-wise accuracy indicator. For experiments other than those involving South African data, the hit rate was computed as the ratio between the number of fields in the validation data set that were successfully detected and the total number of fields in the validation data set. The hit rate was the preferred thematic accuracy metric because the cropland map in these sites, despite our best efforts, were not accurate enough to be considered as validation data.
Object-based accuracy was evaluated with four metrics that collectively capture differences in shape, size and shifts in the location of extracted fields with respect to target or reference fields. The first two (the oversegmentation rate and the undersegmentation rate) were previously introduced and express incorrect subdivision or incorrect consolidation of fields. The third one, the eccentricity factor ( ) reflects absolute differences in shape (Persello and Bruzzone, 2010) :
where the eccentricity indicates how much the shape of a field deviates from a circle (Eccentricity = 0). The fourth and last object-based metric, the location shift (L), was computed to indicate the difference between the centroid location of reference and extracted fields (Zhan et al., 2005) :
where (x E , y E ) and (x T , y T ) are the centroids of corresponding fields E and T . Here, the location shift was expressed in number of pixels. If a reference field was matched with multiple extracted fields, the location shift was defined as the areaweighted average all location shifts.
We evaluated the significance of the difference in accuracy of the two post-processing methods with paired Wilcoxon signed rank tests and declared statistical significance for P values < 0.05.
Comparison with conventional edge detection
We compared the boundary mask of the model against the edges detected with a Scharr filter. The Scharr filter, which has a better rotation invariance than other oft-used filters such as the Sobel or the Prewitt operators, identifies edge magnitudes by taking the square root of the sum of the squares of horizontal and vertical edges. Edges were detected in each spectral band then averaged. We randomly sampled 1,000 boundary and interior pixels from this layer along with the corresponding pixels from the boundary mask. As the edge detection layer indicates a magnitude rather than a probability, we computed pseudoprobabilities by scaling the magnitude values between 0 and 1 based on their 0.05 and 0.95 percentiles. We then compared the pseudoprobabilities of boundary and interior pixels against the boundary probabilities with paired Wilcoxon signed-rank tests.
Generalisation experiments
The previous experiment set the baseline for field boundary extraction with a Sentinel-2 image composite. Next, we designed a series of experiments to evaluate the model ability to generalise to a cloud-free single-date image close to the compositing window (section 3.4.1), to the composite image resampled to 30 m and to a Landsat-8 image close to the compositing window (section 3.4.2), to Sentinel-2 images acquired across the season in the main and in the secondary sites (section 3.4.3). The significance of the differences in accuracy was assessed with Wilcoxon tests, and statistical significance was declared for P values < 0.05. With these experiments, we wish to gather the necessary evidence to propose guidelines to inform largescale section field boundary extraction with deep learning.
Generalisation to a single-date image
Monthly composites are attractive for training because, by removing pixels contaminated by clouds and shadows, they maximise the use of training data. For inference, however, they are less practical than single-date images because of their additional preprocessing needs. Therefore, we tested the assumption that, for inference, composites could be replaced by singledate images without significantly reducing accuracy. Thus, we applied the best ResUNet-a to a cloud-free Sentinel-2 image covering the test area in South Africa. This single-date image was the cloud-free Landsat-8 image which was closest to the compositing window (Table 1) .
Generalisation across resolutions and sensors
We evaluated the model's ability to be transferred to coarser resolution data by applying to a single-date Landsat image covering the South African test site during the compositing period. For comparison, we resampled the composite image to 30-m to match the grid of the Landsat image using a nearest neighbour algorithm. This algorithm is naive because it neglects the sensor spatial response (Waldner et al., 2018) , so the fields extracted using the resampled image are expected to be more accurate.
Generalisation across space and time
We assessed the model's ability to generalise in space and time by extracting field boundaries in the main study site and in the secondary sites using cloud-free single-date images across the growing season. Thematic and geometric changes in accuracy were measured over time. We hypothesised that, given the dynamic nature of cropping systems, some dates would be more appropriate than others. Therefore, we also evaluated the benefit of building consensus from multiple dates as a mechanism to prevent loss of accuracy. To build consensus, we simply averaged the segmentation masks of multiple acquisition dates, then extracted individual fields from the averaged masks.
Results
Model selection
We trained four versions of the ResUNet-a D6 and D7 models; the first three versions were parameterised with different weight decay values and, the last version was tuned interactively. After each epoch, the loss function and the MCC were computed for the test set (see Fig. 4 for the D7 model and the three training modes involving weight decay).
Interactive training produced the lowest training loss for both model architectures. However, for the D6 model this advantage did not carry over when validated against the test data and the model with highest weight decay performed best (MCC=0.81). We assumed that training the models for more than 100 epochs was unlikely to improve accuracy because the training curves started to show signs of overfitting after 80 epochs. Overall, ResUNet-a D7, the deeper model, yielded the highest accuracy (MCC=0.82), so it was selected for all subsequent analyses. 
Assessment of the baseline model
We assessed the accuracy of the ResUNet-a D7 model using pixel-based accuracy metrics (Table 3 ). The overall accuracy was 92% and the MCC reached 82%. The cropland class had a slightly lower F-score (89%) than the non-cropland class (93%). Tuning threshold of the extent map to maximise MCC led to only marginal differences (<1%) compared to using a default threshold of 50%. Nonetheless, as we sought to achieve the classification with the most balanced accuracy for cropland and non-cropland, we retained the optimised threshold.
We extracted 55,720 fields ranging up to 380 ha (mean = 13 ha) from the Sentinel-2 image of the test region in South Africa (Fig. 5 ). Ninety-nine percent of the reference fields were identified (Table 4 ) with high accuracy for both shape (all metrics > 0.85) and position (location shift of 7 pixels). Despite being simpler, the cutoff approach achieved similar results to the watershed approach. This might be explained by the number of possible combinations of parameters to optimise in the watershed approach. A more advanced optimisation method, such as the Bayesian optimisation, may be key to find the optimal com- F C : F-score for the cropland class; F NC : F-score for the non-cropland class bination. We report also no clear benefit in tuning the cutoff values compared to using a default cutoff value of 50%-the oversegmentation rate was the only metric for which the impact was > 0.05. 
Comparison with conventional edge detection
We compared field boundaries retrieved by our ResUNet-a against the edges detected by a Scharr filter (Fig. 6) . The edgebased method yielded significantly weaker boundaries (P <0.001; paired Wilcoxon test) and noisier interiors (P <0.001; paired Wilcoxon test). With conventional edge detection, interior pixel values were on average higher and spread across a wider range than those obtained with ResUNet-a. As the neural network learns to be sensitive to certain types of edges, the retrieved edges become clearer. 
Generalisation to single-date imagery
Feeding the model with single-date data instead of a monthly composite had little effect on its performance (Table 4 ). For instance, the over-and under-segmentation rates dropped by 0.02-0.05 while the offset remained unchanged. These differences were statistically significant only for the undersegmentation rate (P < 0.001), which suggests that extracting field boundaries from single-date images is a viable option.
Generalisation across resolutions and sensors
Resampling to 30 m reduced the hit rate by only 0.06. This loss of accuracy illustrates the impact of the sensor spatial response (which blurs the image and was neglected during resampling) on the ability to detect cropland (Waldner et al., 2018) .
For individual field extraction, our results showed that the model was more sensitive to a change of resolution than to a change of sensor (Table 4 ). When extracting field boundaries from 30-m rather than 10-m Sentinel-2 data, only the hit rate changed significantly (0.88 to 0.79). These changes ought to be related to loss of spatial details and increased difficulty of extracting boundaries, especially in more fragmented landscapes. On average, the size of the undetected fields (15 ha) was smaller Table 4 : Object-based assessment for experiment, for the generalisation to single-date imagery, for the generalisation to other resolutions and sensors, and across space and time. The range of over-and undersegmentation, eccentricity, and hit rate is from 0 to 1, with 1. The location shift is given in pixels.
Image
Location than that of detected fields, which was significant (P < 0.001).
As the model achieved similar performances with Landsat-8 data as with 30-m Sentinel data, we concluded that it exhibits good generalisation capability across scales and sensors.
Generalisation across time and space
The acquisition date had a significant impact on the accuracy of the field extraction process in South Africa (Fig 7) . The hit rate and the location shift were particularly affected, with changes from 0.75 to 0.99 and 7 pixels to 17 pixels, respectively. Building consensus successfully reduced variability: it achieved equal, if not better, performance than singledate cases. The rate of improvement due to consensus reduced after four images.
The impact of changes in acquisition dates was even more marked in secondary sites (Fig. 7) . In Canada, for instance, the hit rate ranged from 0.21 to 0.97 and the oversegmentation rate from 0.26 to 0.80. Of all the metrics, eccentricity was the least sensitive. Unlike in the main site, it was critical to optimise thresholds in secondary sites, which indicates that local parameter tuning is critical for good generalisation.
While it was possible to yield high accuracy with a single image, the success of the extraction was highly variable, depending on the date of image acquisition. Building consensus was highly effective at reducing the variability in accuracy, which improved the model's ability to generalise across the board (Figs. 7 and 8) . For instance, the hit rate after consensus exceeded 0.95 in every site except Australia (0.86). The retrieved fields and matched the geometry of reference fields, with under-and oversegmentation rates ranging from 0.7 to 0.86. The benefit of consensus plateaued after combining four images. Fig 9 illustrates the boundary extraction process in all secondary sites.
Discussion
Deep learning for field boundary extraction
This study shows that addressing the problem of field boundary extraction from satellite images as a semantic segmentation task for a convolutional neural network achieves excellent performance for both pixel-based (>85%) and object-based accuracy metrics (>85%). We believe that this is because the neural network learns, from spectral and contextual features, to discard edges that are not part of field boundaries and to emphasise those that are. As a result, our model identified boundaries with significantly more sharpness and less noise than a benchmark edge-based method. The extent of the cropping area in the main site was mapped with an accuracy of ∼90%, which is comparable to state-of-the-art methods for cropland classification (e.g., Inglada et al., 2017; Waldner et al., 2017; Oliphant et al., 2019) . This is nonetheless remarkable because, while most published methods identify cropland with multitemporal features that capture the dynamics of a pixel across the growing season, our method did so with a single monthly composite. This suggests that convolutional neural networks reduce the importance of temporal information by heavily exploiting contextual information. However, reported difficulties in distinguishing certain classes (such as cropland from grassland) from a single image indicate that temporal information should not be totally discarded. Our convolutional neural network was able to detect fields and their boundaries across different resolutions and different sensors. Applying the model to coarser Sentinel-2 data reduced the hit rate and geometric accuracy by 10-15%, which was mostly driven by smaller fields not being resolved in the 30-m image. We believe that the ability to derive field boundaries from coarser images is likely related to the UNet architecture, which upsamples input images across the different layers of the encoder. Differences between the resolution of the reference (2.5 m) and extracted (30 m) data might introduce an artificial bias in the accuracy assessment. Applying the model to Landsat-8 data decreased the geometric accuracy to ∼70% and the hit rate to ∼80%. Differences in the spectral and spatial responses of Sentinel-2 and Landsat-8 partly explain this loss in accuracy. Nonetheless, the average accuracy metrics were relatively similar to values reported in for field boundary extraction using multitemporal Landsat images across South America (Graesser and Ramankutty, 2017) . The multi-modal capabilities of our Figure 7 : Model accuracy for space-time generalisation. The x-axis represents the image position in the time series (single-date processing) or the number of images that were averaged to build consensus (so that consensus prediction for image 3 included images 1 and 2). The model was able to generalise across space and time, but considerable temporal variability was observed. Building consensus is a simple and effective approach to mitigate this variability in accuracy: it was generally at least as good as single-date predictions. Most benefit of the consensus approach was realised with four images. approach open up the possibility to operate cross-platform in cloud prone areas and hint at exploiting open image archives imagery, such as the Landsat collection (Egorov et al., 2019) , to reconstruct temporal patterns of field sizes. Transfer to coarser (>30 m) and higher (<10-m) resolutions remains to be empirically evaluated.
The date of image acquisition matters, especially when extracting fields in previously unseen areas. In all sites, accuracy varied with acquisition date, with differences as large as 75%. Part of this sensitivity may be attributed to the training data set that consisted solely of images from a single month, and train-ing the neural network with images spanning the whole season or covering more locations would be likely to reduce this effect. However, high model performance for at least one date per site suggests that changes of local image contrast linked to crop calendars are the main cause of these variations in accuracy. Local knowledge of crop calendars and cropping practices might dictate which image to select but this is fraught with uncertainty and depends on data availability.
Building consensus by averaging predictions is a simple, yet effective, solution to consistently improve accuracy. Consensus halved location errors and, in most cases, yielded accu- Figure 8 : Building consensus for an image subset in Australia. Single-date masks fail to capture all fields and all boundaries but missed patterns can be detected at later in the season. By averaging multiple predictions, the consensus approach is a computationally-cheap option to safeguard against loss of accuracy. racy at least as large as using single-date images. Although it had been previously suggested that combining multiple image dates improves boundary detection (Watkins and van Niekerk, 2019) , ours is the first study to clearly demonstrate the relationship between accuracy and the number of images and to show that predictions from four images well-spread across the growing season are required to achieve most benefits. By covering changes in crop development, the likelihood of capturing an image with sharp local contrast increases. Alternatives to harness the temporal dimension include replacing the input image with temporal features (for instance, see Graesser and Ramankutty, 2017) or adding a temporal dimension to the convolution filters. Compared to these alternatives, the consensus approach has lighter processing requirements since most space agencies now provides surface reflectance images for download.
None of our experiments included transfer learning. Transfer learning adapts a neural network to a new region by freezing the feature extraction layers and fine tuning the last layers based on a small number of labelled data (Pan and Yang, 2010 , see also Penatti et al. 2015) . This means that our model might have been exposed to reflectance values that it had never been previously exposed to. Implementing transfer learning would amount to updating the multitasking head of ResUNet-a and would likely further boost accuracy. The promising generalisation capabilities seem to indicate that requirements in terms of training set size are relatively low.
Recommendations for large-scale field boundary extraction
The overarching objective of this paper was to gather evidence to help lay the blueprints of a data-driven system to derive field boundaries at scale. Based on our results, recommendations can be made as to how to efficiently implement such a system using Sentinel-2 imagery.
Train on composite images using blocks of continuous reference data. Deep learning relies on large amounts of training data, which are usually costly and time-consuming to collect. For field boundary detection, it appeared that the model was able to generalise across a range of locations from a local data set. This illustrates that, if one wishes to collect a new training data sets, sample sizes are reasonable, especially as it can be artificially inflated using data augmentation techniques. New training data should be collected in blocks so that the model can learn to identify field boundaries in their context. While one must strive to collect accurate training data, ours were not completely free of errors but this did not seem to significantly impact the model's performance. Leveraging existing data sets, such as those from the European Land Parcel Identification System, is another option to cut down data collection costs. We also recommend training the model on monthly composites from across the season. Monthly composites are particularly appealing for two reasons: they provide consistent, cloud-free observations across large areas, and they minimise the amount of training data wasted because of contamination from clouds and cloud shadows. With Sentinel-2's five-day revisit frequency, several monthly composites per year should be obtainable in most cropping systems.
Predict on single-date images and build consensus predictions. This paper demonstrated that a model can be trained on a composite image and can generalise to cloud-free single-date images, which is convenient because most space agencies are now providing surface reflectance data for download. Nonetheless we highly recommend building consensus by averaging predictions from multiple dates to increase the robustness and confidence of the field extraction process. Our results indicate that averaging the averaging predictions from four images wellspread across the season safeguards against temporal variations of accuracy. Cloud-contaminated images can also be used for inference provided input images with clouds and shadows are properly discarded.
Adjust thresholds locally. Fine-tuning thresholds during postprocessing had a significant impact when applying the model to previously-unseen locations. Unlike training data, which are to be collected in blocks, reference data to adjust thresholds should be distributed across the region of interest and cover a Figure 9 : Field extraction for the secondary sites with the consensus approach: Argentina (34°32'S, 59°06'W), Australia (36°12'S, 143°33'E), Canada (50°54'N, 97°45'W), Russia (45°98'N, 42°99'E), and Ukraine (50°51'N, 29°96'E). Each inset is 2.5 km × 2.5 km. range of field types. Optimal threshold values can then be determined locally, e.g., with moving windows.
These evidence-based principles provide practical guidance for organising field boundary extraction across vast areas with an automated, data-driven approach and minimum image pre-processing requirements.
Perspectives
In advancing the ability to large scale, our work established that deep semantic segmentation is a state-of-the-art approach to extract field boundaries from satellite imagery. It also indi-cates future direction. Foremost among these is testing other image segmentation approaches, such as instance segmentation, where individual labels are assigned to objects of the same class, e.g., with Faster Regional Convolutional Neural Network (R-CNN) or Mask R-CNN (Ren et al., 2015; He et al., 2017) . Instance segmentation has the potential to produce closed boundaries in a single pass, obviating any post-processing of the segmentation outputs.
Conclusion
The ability to automatically extract field boundaries from satellite imagery is increasingly needed by many providers of digital agriculture services. In this paper, we formulated this problem as a semantic segmentation task and trained a deep convolutional neural network to solve it. Our model relied on multi-tasking and conditioned inference to predict, for each pixel, the probability of belonging to a field, to a field boundary, as well as to predict the distance to the closest boundary. These predictions were then combined to extract individual fields. By exploiting spectral and contextual information, our neural network demonstrated state-of-the-art performance for field boundary detection and good abilities to generalise across space, time, resolutions, and sensors.
Our work provides evidence-based principles for field boundary extraction at scale using deep learning: 1) to train models on monthly cloud-free composites to maximise usage of training data; 2) to predict field boundaries using single-date images as these can replace composites used for prediction with marginal loss of accuracy; 3) to build average predictions from least four images to cope with the temporal variability of accuracy; 4) to use data-driven procedure to optimally combine model outputs. These principles replace arbitrary parameter selection with data-driven processes and minimise image preprocessing.
