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Abstract—Location-aware networks will enable new services and applications in fields such as autonomous driving, smart cities, and
the Internet-of-Things. One promising solution for ubiquitous localization is network localization and navigation (NLN), where devices
form a network that cooperatively localizes itself, reducing the infrastructure needed for accurate localization. This paper introduces a
real-time NLN system named Peregrine, which combines distributed NLN algorithms with commercially available ultra-wideband
(UWB) sensing and communication technology. The Peregrine software application, for the first time, integrates three NLN algorithms
to jointly perform the tasks of localization and network operation in a technology agnostic manner, leveraging both spatial and temporal
cooperation. Peregrine hardware is composed of low-cost, compact devices that comprise a microprocessor and a commercial UWB
radio. This paper presents the design of the Peregrine system and characterizes the performance impact of each algorithmic
component. Indoor experiments validate that our approach to realizing NLN is both reliable and scalable, and maintains
sub-meter-level accuracy even in challenging indoor scenarios.
Index Terms—Network localization, navigation, ultra-wideband systems, distributed algorithms, Internet-of-Things, wireless networks.
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1 INTRODUCTION
POSITION INFORMATION is becoming increasingly im-portant [1], enabling emerging applications in several
areas including autonomy [2], [3], [4], crowdsensing [5], [6],
[7], [8], [9], smart cities [10], [11], [12], wireless sensor net-
works [13], [14], [15], [16], [17], [18], [19], and the Internet-
of-Things [20], [21], [22], [23], [24], [25]. However, ubiqui-
tous positioning remains extremely challenging in situations
where Global Navigation Satellite System (GNSS) signals
are unavailable or unreliable. Such situations occur in many
indoor environments, in cities and forests where the sky is
occluded, and even in extra-terrestrial applications. In addi-
tion, GNSS signals do not provide the accuracy required by
emerging applications such as motion tracking, autonomous
navigation, and human-machine interfaces. The paradigm
of network localization and navigation (NLN) addresses this
challenge by introducing cooperative measurements and
information sharing in a localization network [26], [27], [28],
[29], [30]. NLN is enabled by node inference and network oper-
ation algorithms that are tailored to inexpensive hardware,
and infrastructure or power limited applications [31], [32],
[33], [34], [35].
NLN infers the positions of mobile nodes using three
sources of information (see Fig. 1) [29]. First, agents per-
form pairwise measurements with anchors. Second, agents
perform temporal filtering, also known as temporal cooper-
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ation using a motion model. Third, agents perform pairwise
measurements with one another, which is referred to as spa-
tial cooperation. The combination of temporal and spatial
cooperation is referred to as spatiotemporal cooperation. In
the example shown above, localization through traditional
trilateration techniques would not be possible as no single
agent is in range of three or more anchors. Only through
spatiotemporal cooperation is localization possible.
This paper introduces Peregrine, a real-time system ca-
pable of demonstrating 3-D NLN. Each node in a Pere-
grine network contains fully distributed and asynchronous
algorithms. Peregrine uses network operation algorithms
to increase scalability and reduce infrastructure require-
ments. In particular, Peregrine uses both a node activation
algorithm to control channel access and a node prioritiza-
tion algorithm to select measurements. This combination
of algorithms dynamically forms near-optimal network lo-
calization links. Localization is performed using inexpen-
sive ultra-wideband (UWB) radio ranging modules and
node inference algorithms, achieving sub-meter accuracies
in challenging propagation environments. Note that NLN in
3-D is challenging compared to the 2-D case due to the fact
that node inference suffers from the curse of dimensionality
[36] and that certain network operation techniques designed
specifically for 2-D scenarios are infeasible in 3-D [37].
1.1 Background and State of the Art
In the following, we provide background on the classes
of algorithms and technologies relevant to this work. First,
we discuss statistical inference strategies for cooperative lo-
calization. Second, we cover network operation algorithms
designed specifically for localization networks. Third, we
survey technologies and approaches for pairwise communi-
cation and measurements in ad hoc networks.
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Fig. 1. 3-D NLN involving three anchors (red circles) and five agents
(blue dots). The position uncertainties (gray ellipses) of all the agents
and the time histories (gray lines) of two of the agents are also shown.
Algorithms for cooperative localization can be divided
broadly into three categories: non-Bayesian, sequential
Bayesian, and belief propagation (BP)-based techniques.
Non-Bayesian algorithms fall into the categories of least
squares (LS) and maximum likelihood (ML) [38]. LS algo-
rithms are suited for nonlinear measurement models and
have low computational complexity. However, they may
converge to local minima, do not naturally produce a confi-
dence metric, typically require simultaneous measurements
with three or four neighboring nodes, and do not naturally
incorporate a statistical node motion model. ML algorithms
are guaranteed to find the most likely position, but they can
be computationally complex as they search the entire state
space.
Common sequential Bayesian estimation techniques in-
clude the extended Kalman filter (EKF) [39, Section 10.3], the
particle filter [40, Section 4.3], and combinations thereof [41].
These techniques are well understood and heavily utilized
across a wide range of applications. Unfortunately, they are
not suitable for the cooperative localization problem since
they do not take the state uncertainty of neighboring nodes
into account (if formulated in a distributed fashion) or they
are not scalable (if formulated in a centralized fashion).
Bayesian algorithms relying on BP represent the state-
of-the-art in cooperative localization. Specifically, particle-
based BP, also known as nonparametric belief propagation
(NBP), allows a distributed solution suited to nonlinear
measurement models that takes into account the uncer-
tainty of neighboring nodes [42], [43], [44], [45]. Unfor-
tunately, high-dimensional state estimation using NBP is
both computational intensive and results in very high com-
munication overhead among nodes. In particular, due to
the curse of dimensionality [36], the number of particles
needed to perform localization in 3-D can be infeasible
for resource-limited devices. Recently, sigma point belief
propagation (SPBP) [46], has been introduced, which uses a
low-complexity approximation of BP in nonlinear systems.
Another key aspect of NLN is algorithms for network
operation [47]. Key constraints on such systems are that
nodes typically have limited battery life and that they need
to share finite wireless resources for communication and
measurements. This motivates the development of measure-
ment selection [48], [49], [50] and channel access [51] algo-
rithms to increase network lifetime, scalability, covertness,
and localization performance. In particular, node activation
algorithms control channel access by determining when a
node should make measurements and exchange informa-
tion. Node activation strategies have been developed to
reduce delay [52], communication overhead [53], and en-
ergy consumption [54]. Recently, node activation algorithms
have been developed to optimize channel access based
on minimizing location error; i.e., those nodes that benefit
the most from performing measurements should access
the channel most frequently. Node prioritization algorithms
[37] determine which nodes are best for pairwise ranging
by selecting measurements based on the potential error
reduction; i.e., the selected measurements should yield the
maximum possible location information.
NLN requires technologies for both pairwise measure-
ments and communication between nodes in the network
[30], [55]. Of the multitude of localization technologies that
do not rely on GNSS [56], [57], [58], [59], those that use
a radio frequency (RF) link [60], [61], [62] to simultane-
ously range and communication are extremely promising.
In particular, they are inexpensive, small, and do not re-
quire pointing, either by active involvement of a user or
by the device itself. RF links can pass through physical
obstacles, smoke, or fog, which can occlude optical sensors.
Unlike inertial sensors, RF links can be used for absolute
localization if anchors are present. Furthermore, data can
be transferred between devices using the same link that is
used to perform distance measurements. This facilitates the
design of small, simple cooperative localization systems,
where devices simultaneously range and share position
information with one another. Such an architecture reduces
reliance on infrastructure and improves overall network
performance.
RF technologies must combine wide signal bandwidth
with low size, weight, power consumption, and cost in order
to be suitable for widespread adoption for indoor localiza-
tion. Large bandwidth allow multipath signal components
to be resolved and mitigated, making them especially suit-
able for challenging propagation environments [60], [63].
The two wireless technologies most often considered capa-
ble of producing accurate range measurements indoors are
orthogonal frequency division multiplexing (OFDM) [64],
[65], [66] and UWB [13], [63], [67], [68], [69], [70], [71],
[72]. For OFDM technologies, the carrier aggregation of
multiple individual channels can be used to increase the
total bandwidth for range measurements [64]. Such tech-
nique is typically processing intensive, and imperfections
in the parameter estimation can degrade the ranging per-
formance remarkably [73]. In contrast, UWB impulse radio
provides sufficiently high bandwidth for ranging without
the need for carrier aggregation. Moreover, chip-scale UWB
radios have recently become available, making it possible
to develop high quality localization devices that are also
inexpensive, small, and lightweight.
This paper combines these separate concepts and
demonstrates their application to a real-time localization
network. The specific contributions are covered below.
1.2 Contribution and Organization of the Paper
This paper presents a system for real-time 3-D NLN, which
consists of the aforementioned NLN algorithms and inex-
3pensive hardware nodes. In particular, we
• design low-complexity NLN algorithms for 3-D co-
operative node inference, node activation, and node
prioritization;
• build a small, low-cost hardware node to demon-
strate NLN; and
• measure the individual contributions of node in-
ference, node activation, and node prioritization to
overall system performance.
Peregrine is the first system that implements cooperative
node inference, node activation, and node prioritization for
real-time 3-D localization in a hardware platform.1 Pere-
grine is a scalable system in the following ways. First, all
algorithms for Peregrine are run in a distributed manner,
and the complexity of algorithms for a specific agent in-
creases only moderately with respect to the size of a sub-
network consisting of the agent and its neighbors. Second,
systematically designed network operation algorithms are
implemented in Peregrine so that contention for the wireless
channel is carefully managed and communication resources
are efficiently utilized even when the scale of the network
increases.
The rest of the paper is organized as follows. Section 2
introduces the system model. Sections 3 and 4 present the
node inference and network operation algorithms used in
the Peregrine system, respectively. Section 5 describes the
implementation of the Peregrine system. Finally, Section 6
presents our experimental results.
Notation: Random variables are displayed in sans serif,
upright fonts; their realizations in serif, italic fonts. Vectors
and matrices are denoted by bold lowercase and upper-
case letters, respectively. For example, a random variable
and its realization are denoted by x and x, respectively; a
random vector and its realization are denoted by x and x,
respectively; a matrix and a set are denoted by X and X ,
respectively. f(x) denotes the probability density function
(PDF) fx(x) of random vector x, and f(x|y) denotes the
conditional PDF fx|y(x|y) of random vector x conditioned
on random vector y; x ∼ N (µ,Σ) denotes that random
vector x follows the Gaussian distribution with mean µ and
covariance matrix Σ. The m-by-m matrix of zeros is de-
noted by 0m×m and the m-by-m identity matrix is denoted
by Im: the subscript is removed when the dimension of
the matrix is clear from the context. xT and ‖x‖ denote the
transpose and the Euclidean norm of vector x, respectively;
tr{X} denote the trace of matrix X . The relation X1 < X2
means that matrix X1 −X2 is positive semidefinite. Nota-
tion bdiag{X1 X2 . . .Xn} denotes a block diagonal matrix
with X1,X2, . . . ,Xn on its main diagonal.
2 SYSTEM MODEL
A decentralized network that consists of mobile agents with
indicesNa and static anchors with indicesNb is considered.2
1. Peregrine system received an R&D 100 Award [74]; this paper
presents distributed algorithms, efficient network operation, and net-
work experimentation based on Peregrine devices.
2. In what follows, we will use the indices of nodes to denoted the
corresponding nodes themselves.
In our model, time is discrete with time steps n = 0, 1, . . .
and the duration of the intervals between time steps n − 1
and n is t(n). We denote the state of node j ∈ Na∪Nb at time
n by vector x(n)j ∈ RNx , with Nx > 3 being its dimension.
In particular, x(n)j can be written as x
(n)
j =
[
p
(n)T
j v
(n)T
j
]T
,
where p(n)j ∈ R3 is the 3-D position of node j at time step n,
and v(n)j denotes other parameters related to position (e.g.
velocity).
2.1 Motion Model and Prior Distribution
For state evolution of mobile agent j ∈ Na, we assume a
linear motion model with Gaussian noise, i.e.,
x
(n)
j = A(t
(n))x
(n−1)
j + w
(n)
j j ∈ Na (1)
where A(t(n)) is the state evolution matrix; w(n)j ∼
N (0,Cw(t(n))) is the driving noise with generally arbitrary
Cw(t
(n)), and it is assumed independent and identically
distributed (i.i.d.) across j and n.
From the state-evolution model (1), we obtain the state-
transition function f
(
x
(n)
j
∣∣x(n−1)j ) of agent j ∈ Na. Simi-
larly, for static anchors j ∈ Nb, we define f
(
x
(n)
j
∣∣x(n−1)j ) =
δ(x
(n)
j − x(n−1)j ), where δ(·) is a Dirac delta function. At
time step n = 0, the states of all nodes j ∈ Na ∪ Nb are as-
sumed Gaussian distributed and statistically independent,
i.e., x(0)j ∼ N
(
µ
(0)
j ,C
(0)
j
)
. At time n = 0 agents j ∈ Na are
not localized which is expressed by the fact that the traces
of their covariance matrices C(0)j are large. Let us introduce
the concatenated vector x(0:n) , [x(n
′)
j ]j∈Na∪Nb, n′∈{0,...,n}.
The joint prior distribution f
(
x(0:n)
)
can now be expressed as
f
(
x(0:n)
)
=
∏
j∈Na∪Nb
f
(
x
(0)
j
) n∏
n′=1
f
(
x
(n′)
j
∣∣x(n′−1)j ). (2)
2.2 Measurement Model
Let N (n)j be the set of nodes that are able to communicate
and make distance measurements with agent j at time step
n. At time n, the control variable m(n)jk ∈ N0 determines
the number of measurements performed by agent j with
each neighbor k ∈ N (n)j . Similarly, the joint control vector
of agent j is denoted as m(n)j = [m
(n)
jk ]k∈N (n)j
. We note that
node j and its neighbors in N (n)j compose a subnetwork,
and we define the time steps to have exactly one agent
performing measurements in each subnetwork at each time
step. In other words, we have ‖m(n)j′ ‖ > 0 for exactly one
j′ ∈ N (n)j ∪{j} and m(n)j′ = 0 otherwise. The measurement
z
(n)
jk is the average of the m
(n)
jk distance measurements
that the agent j performs with node k for ‖m(n)jk ‖ > 0.
Specifically, z(n)jk is modeled as
z
(n)
jk = ‖p(n)j − p(n)k ‖+ q(n)jk . (3)
The measurement noise q(n)jk is distributed as q
(n)
jk ∼
N (0, [σ(n)jk ]2) and is assumed i.i.d. across j, k, and n. The
known measurement variance
[
σ
(n)
jk
]2
is given by
[
σ
(n)
jk
]2
=
4(
m
(n)
jk ξ
(n)
jk
)−1
, where ξ(n)jk is the equivalent ranging coeffi-
cient (ERC) [37], [49], [50] that characterizes the channel
quality between nodes j and k at time step n.
For ‖m(n)j ‖ > 0, the likelihood function
f(z
(n)
jk |p(n)j ,p(n)k ) can be directly obtained from the
measurement model (3). Let us introduce the set M(n)j
that consists of all neighbors k ∈ N (n)j of agent j ∈ Na
with m(n)jk > 0. In other words, M(n)j is the set of
nodes with which agent j makes measurements at time
step n. Then, we define concatenated vectors z(1:n) as
z(1:n) ,
[
z
(n′)
jk
]
j∈Na, k∈M(n
′)
j , n
′∈{1,2,...,n}. We can now
express the joint likelihood function f
(
z(1:n)
∣∣x(1:n)) as
follows
f
(
z(1:n)
∣∣x(1:n))
=
n∏
n′=1
∏
j∈Na
∏
k∈M(n′)j
f
(
z
(n′)
jk
∣∣p(n′)j ,p(n′)k ). (4)
2.3 Problem Formulation
The following two tasks are performed locally at each agent
j ∈ Na:
1) Node Inference: The goal of node inference is to
estimate the state of agent j at each time step,
incorporating distance measurements when they are
made. We use a Bayesian estimation algorithm that
exploits the statistical independence of driving noise
in the state-evolution and measurement noise in
the measurement model. As a result, we reduce
the complexity and increase the scalability of node
inference.
2) Network Operation: The goal of network operation
is to reduce the localization error of the entire net-
work and minimize the communication interference
by controlling how each agent makes distance mea-
surements. Network operation consists of two al-
gorithms that are executed locally at the individual
agents: node activation and node prioritization. In
particular, node activation determines when agent j
should next access the channel, and node prioritiza-
tion selects distance measurements agent j should
make with its neighbors when it does access the
channel.
Peregrine is designed to demonstrate NLN on small,
low-power devices. Consequently, we assume limits on
processing capability and communication resources (e.g.,
power, bandwidth, and channel access opportunity). The
node inference and network operation algorithms described
in the following sections are designed to require relatively
little computation and communication overhead and to be
executed in a distributed and scalable manner.
3 NODE INFERENCE
In node inference, the 3-D location of mobile agents is
determined from distance measurements with anchors and
other mobile agents. Node inference is based on SPBP
that enables spatiotemporal cooperation on resource-limited
devices [46]. SPBP extends the sigma point (SP) filter [75],
[76] to nonsequential Bayesian inference on loopy factor
graphs. It is suitable for nonlinear problems, and avoids
the communication and computation overhead of particle-
based BP [42].
3.1 MMSE Estimation and the BP Algorithm
The minimum mean square error (MMSE) estimator is
adopted to determine the state of an agent. In particular,
the MMSE estimate xˆ(n)j of x
(n)
j based on z
(1:n) is given by
[38]
xˆ
(n)
j ,
∫
x
(n)
j f(x
(n)
j |z(1:n))dx(n)j . (5)
The MMSE estimate is based on the marginal posterior PDF
f(x
(n)
j |z(1:n)), which is obtained by integrating the joint
posterior PDF f(x(0:n)|z(1:n)). However, direct marginal-
ization of f(x(0:n)|z(1:n)) is infeasible because it relies on
nonlocal information and involves integration in spaces
whose dimension grows with time and network size. An
efficient method to compute the marginal posterior PDF is
the BP algorithm. The factor graph is obtained according to
the joint posterior PDF f(x(0:n)|z(1:n)). In particular, using
Bayes’ rule as well as (2) and (4), f(x(0:n)|z(1:n)) can be
factored as
f(x(0:n)|z(1:n)) ∝ f(x(0:n))f(z(1:n)|x(1:n))
=
∏
j∈Na∪Nb
f(x
(0)
j )
n∏
n′=1
f(x
(n′)
j |x(n
′−1)
j )
×
∏
k∈M(n′)j
f(z
(n′)
jk |p(n
′)
j ,p
(n′)
k ) (6)
where we formally clarify measurement set M(n)j = ∅
for all anchors j ∈ Nb. The corresponding factor graph is
shown in Fig. 2. In contrast to the standard factor graph for
cooperative localization [43], our factor graph in Fig. 2 does
not have any loops at a single time step n. This is related to
the fact that only one agent in each subnetwork {j} ∪ Nj is
able to access the channel and thus a single agent is involved
in all range measurements performed at time n.
The result of the BP algorithm depends on the order in
which the messages are computed. When the factor graph
is loopy, there is no fixed order in which messages should
be computed, and different orders may result in different
approximates of the marginal posterior PDFs. When used
for real-time navigation, the order is defined by passing
messages only forward in time [43]. Exchanging BP mes-
sages [77] using this order on the factor graph in Fig. 2
results in the following approximate marginal posterior
PDFs b(x(n)j ), also known as “beliefs”, for agent j ∈ Na
at time n,
b(x
(n)
j ) ∝ φ→n(x(n)j )
∏
k∈M(n)j
φk→j(x
(n)
j ) (7)
with the “prediction message”
φ→n(x
(n)
j ) =
∫
f(x
(n)
j |x(n−1)j ) b(x(n−1)j ) dx(n−1)j (8)
5x
(0)
1 f
(1)
1
. . . f (n−1)1 x
(n−1)
1 f
(n)
1 x
(n)
1
. . .
Agent 1
x
(0)
2 f
(1)
2
. . . f (n−1)2 x
(n−1)
2 f
(n)
2 x
(n)
2
. . .
Agent 2
x
(0)
j f
(1)
j
. . . f (n−1)j x
(n−1)
j f
(n)
j x
(n)
j
. . .
f
(n−1)
12
f
(n−1)
1j
f
(n)
21
f
(n)
2j
Agent j
Fig. 2. Part of the factor graph for NLN. A single agent accesses the
channel at a specific time step n. We use the short notation f (n)j ,
f(x
(n)
j |x(n−1)j ) and f (n)jk , f(z
(n)
jk |x
(n)
j ,x
(n)
k ).
and the “measurement message”
φk→j(x
(n)
j ) =
∫
f(z
(n)
jk |p(n)j ,p(n)k )φ→n(x(n)k ) dx(n)k
=
∫
f(z
(n)
jk |p(n)j ,p(n)k )φp→n(p(n)k ) dp(n)k . (9)
The “prediction message” φ→n(x
(n)
j ) is calculated from the
state transition PDF and the previous belief. The “measure-
ment message” φk→j(x
(n)
j ) is based on a pairwise distance
measurement between agent j ∈ Na and node k ∈ M(n)j at
time n. According to (9), φk→j(x
(n)
j ) involves position in-
formation of the neighboring node k ∈ M(n)j in the form of
the “prediction message” φp→n(p
(n)
k ) =
∫
φ→n(x
(n)
k )dv
(n)
k
related to its position. Therefore, these prediction messages
need to be exchanged among neighboring nodes during
the process of making distance measurements for belief
updates. The exact beliefs are difficult to compute, due to
the integration of (8) and (9) as well as the message multi-
plication in (7). For this reason, we use the SPBP algorithm
to compute an approximate representation of these beliefs.
Remark 1. An alternative node inference approach to
this BP algorithm is to infer the marginal posterior
f
(
x(n)|z(1:n)) by means of sequential Bayesian estima-
tion and calculate an MMSE estimate xˆ(n) of the joint
agent state x(n) i.e., the concatenation of x(n)j over all
j. However, as analyzed in [45], this approach is not
scalable in the network size since the dimension of
the state to be estimated increases with the number of
agents in the network. Furthermore, this approach is
not amendable for distributed implementation. In con-
trast, the inference approach presented in this section
is scalable to hundred of devices as demonstrated by
simulation in [45].
3.2 Sigma Point Belief Propagation
In the SPBP algorithm, the belief b(x(n)j ) of any agent
j ∈ Na is represented at each time n by a mean µ(n)j and
a covariance matrix C(n)j , which are updated at each time
step.
At each time step, the SPBP algorithm potentially con-
sists of two phases. In the first phase, the prediction message
φ→n(x
(n)
j ) is evaluated using the state transition model (1).
Since (1) is a linear model of the state with Gaussian noise,
from the mean µ(n)j and the covariance matrix C
(n)
j repre-
senting b(x(n−1)j ), we can directly get the predicted mean
µ˜
(n)
j and the predicted covariance matrix C˜
(n)
j representing
φ→n(x
(n)
j ), according to
µ˜
(n)
j = A(t
(n))µ
(n−1)
j
C˜
(n)
j = A(t
(n))C
(n−1)
j A
T(t(n)) + Cw(t
(n)). (10)
In the second phase of the SPBP algorithm, the distance
measurements are incorporated to obtain a mean µ(n)j and
a covariance matrix C(n)j representing the updated belief
b(x
(n)
j ) by reformulating the BP algorithm in a higher-
dimensional state space [46]. Such reformulation enables
solving the message passing equations (7)–(9) in an efficient
manner even with nonlinear measurement model (3). In par-
ticular, assuming M(n)j = {k1, k2, . . . , k|M(n)j |}, we obtain a
stacked (dimension-augmented) vector x(n)j as
x
(n)
j ,
[
x
(n)T
j p
(n)T
∼j
]T
where p(n)∼j is
p
(n)
∼j ,
[
p
(n)T
k1
p
(n)T
k2
· · · p(n)Tk|M(n)
j
|
]T
.
We also obtain a stacked measurement vector z(n)j as
z
(n)
j ,
[
z
(n)
jk1
z
(n)
jk2
· · · z(n)jk|M(n)
j
|
]T
.
Message passing equations (7)–(9) can now be reformulated
as follows:
b(x
(n)
j ) =
∫
b(x
(n)
j ) dp
(n)
∼j (11)
where b(x(n)j ) is defined as
b(x
(n)
j ) ∝ f(x(n)j ) f(z(n)j |x(n)j ) (12)
with
f(x
(n)
j ) = φ→n(x
(n)
j )
∏
k∈M(n)j
φ→n(x
(n)
k )
f(z
(n)
j |x(n)j ) =
∏
k∈M(n)j
f(z
(n)
jk |p(n)j ,p(n)k ). (13)
Equations (11), (12), and (13) can be interpreted as follows.
First, b(x(n)j ) can be seen as the result of a Bayesian update
step on the augmented vector, with the prior f(x(n)j ) and the
likelihood function f(z(n)j |x(n)j ). Second, computation of
b(x
(n)
j ) from b(x
(n)
j ) can be interpreted as a marginalization
step.
With the above reformulation, the updated mean µ(n)j
and covariance C(n)j corresponding to the belief b(x
(n)
j ) of
agent j ∈ Na can be calculated as in the following [46].
61) First, we obtain a mean vector λ
(n)
j and a covariance
matrixΣ
(n)
j corresponding to the “prior” f(x
(n)
j ) as
λ
(n)
j ,
[
µ˜
(n)T
j µ
(n)T
p,k1 µ
(n)T
p,k2 · · · µ
(n)T
p,k|M(n)
j
|
]T
,
Σ
(n)
j , bdiag
{
C˜
(n)
j C
(n)
p,k1 C
(n)
p,k2 · · · C
(n)
p,k|M(n)
j
|
}
(14)
where µ(n)p,k and C
(n)
p,k denote the mean and covari-
ance matrix of the prediction message φp→n(p
(n)
k )
related to position p(n)k , respectively.
2) Second, we perform a Bayesian update step with the
mean λ¯(n)j and covariance matrix Σ
(n)
j as an input
by using sigma points to approximate the nonlinear
measurement model described by the “likelihood”
f(z
(n)
j |x(n)j ) (see [76] for details). This results in
an approximate updated mean µ(n)j and covari-
ance matrix C
(n)
j representing the “stacked belief”
b(x
(n)
j ) in (11).
3) Third, we perform a marginalization step by extract-
ing the mean µ(n)j and the covariance matrix C
(n)
j
fromµ(n)j andC
(n)
j , respectively, as a representation
of b(x(n)j ). Specifically, µ
(n)
j is given by the first Nx
elements ofµ(n)j , andC
(n)
j is given by the upper-left
Nx × Nx submatrix of C(n)j .
After the µ(n)j and C
(n)
j are computed with the SPBP
algorithm, the MMSE estimate xˆ(n)j can be interpreted as
µ
(n)
j . The node inference algorithm is summarized in [78].
Remark 2. In the Peregrine implementation, every node
j can compute the message passing equations (7)–(9)
even in the absence of a synchronized network. This is
because, as will be discussed in Section 5, means µ(n)p,k
and covariances C(n)k related to the prediction message
φ→n(x
(n)
k ) of the measured nodes k ∈ N (n)j are received
while range measurements are performed. Furthermore,
in case no measurements are performed by agent j ∈ Na,
its belief can directly be obtained from (7) and (8) as
b(x
(n)
j ) = φ→n(x
(n)
j ).
Remark 3. Even though vectors with augmented dimensions
are used in the SPBP algorithm, the computational com-
plexity of node inference is still low. In particular, the
main computational complexity of the node inference
algorithm in [78] results from the calculation of the
mean and the covariance matrix representing b(x(n)j )
in the measurement update step. The complexity of
this operation is cubic with respect to the dimension
of x(n)j [75]. In 3-D scenarios, the dimension of x
(n)
j is
3|M(n)j | + Nx. This means that the complexity depends
on the number of non-zero elements of the measurement
control vector m(n)j and can thus be controlled by the
node prioritization algorithm described in Section 4.3.
4 NETWORK OPERATION
In this section, we first present preliminaries on the agent
position uncertainty, which is used for evaluating the local-
ization performance of our network operation algorithms.
We then present the node activation and node prioritization
algorithms used to control network operations.
4.1 Preliminaries
As the density of the wireless network increases, the con-
tention for wireless channels becomes stronger and the
available communication resources for each agent become
more limited. Our network operation strategy improve the
scalability of Peregrine by carefully managing the con-
tention for wireless channels and efficiently utilizing the
communication resources in the network. In particular, Pere-
grine integrates the node activation strategy [51] with node
prioritization strategy [50] presented in our previous work.
Such integration is nontrivial. First, existing node activation
and node prioritization algorithms have been designed in-
dependently. In contrast, we use the measurement control
vector provided by the node prioritization strategy as an
input for the node activation strategy, thereby integrating
the two strategies in a systematic manner. Second, existing
algorithms do not or only partially consider the limitations
of actual hardware (e.g., the limited dynamic range of radio
receivers). These limitations are taken into fully considera-
tion in Peregrine.
We use the trace of the covariance matrix of the position
estimate as the metric to characterizes uncertainty in the
network operation algorithms. The reason for not using the
mean squared error (MSE) is that it is intractable in real time
because of the unavailability of the true node positions. The
covariance matrix of the position estimate, which we refer to
as position covariance matrix for short, can be computed based
on the posterior distribution of the agent’s state. However, it
is infeasible to evaluate the exact position covariance matrix
in general, and therefore we compute their approximate
values instead. In particular, consider the evolution of the
position covariance matrix of agent j at time n after it makes
m
(n)
jk distance measurements with neighbor k ∈ M(n)j . To
compute the updated position covariance matrix C˘
(
m
(n)
j
)
of agent j after performing these measurements, we make
the following approximations: first, the joint distribution of
[p
(n)
j′ ]j′∈{j}∪M(n)j
before node j makes measurements is ap-
proximated by Gaussian distribution N (λ(n)p,j ,Σ
(n)
p,j ), where
λ
(n)
p,j and Σ
(n)
p,j are defined as
λ
(n)
p,j ,
[
µ
(n)T
p,j µ
(n)T
p,k1 µ
(n)T
p,k2 · · · µ
(n)T
p,k|M(n)
j
|
]T
Σ
(n)
p,j , bdiag
{
C
(n)
p,j C
(n)
p,k1 C
(n)
p,k2 · · · C
(n)
p,k|M(n)
j
|
}
. (15)
Comparing (15) with (14), we note that this is a natural
approximation based on the SPBP algorithm in Section 3.
Second, we approximate the measurement model (3) via
local linearization. Specifically, (3) is a nonlinear function
of agent positions
[
p
(n)T
j p
(n)T
k
]T
, and we approximate it
7by its first-order Taylor expansion at
[
µ
(n)T
p,j µ
(n)T
p,k
]T
. Such
approximation can be simplified as
z
(n)
jk ≈ u(n)Tjk
(
p
(n)
k − p(n)j
)
+ q
(n)
jk (16)
where u(n)jk is the estimate of the unit direction vector
between nodes j and k given by
u
(n)
jk =
µ
(n)
p,k − µ(n)p,j∥∥µ(n)p,k − µ(n)p,j ∥∥ . (17)
The second approximation has been widely adopted in
the literature [79] for dealing with nonlinear measurement
models. Based on these two approximations, the poste-
rior distribution of [p(n)j′ ]j′∈{j}∪M(n)j
after node j makes
measurements z(n)jk , k ∈ M(n)j is Gaussian. Moreover, the
covariance matrix C˘
(
m
(n)
j
)
for p(n)j in such distribution is
C˘
(
m
(n)
j
)
=
[[
C
(n)
p,j
]−1
+
∑
k∈M(n)j
κ
(n)
jk
(
m
(n)
jk
)
u
(n)
jk u
(n)T
jk
]−1
(18)
where κ(n)jk
(
m
(n)
jk
)
is the intensity of information agent j
obtains from the m(n)jk distance measurements with node k,
and it is given by
κ
(n)
jk
(
m
(n)
jk
)
=
m
(n)
jk ξ
(n)
jk
1 +m
(n)
jk ξ
(n)
jk u
(n)T
jk C
(n)
p,ku
(n)
jk
. (19)
Note that the position uncertainty of agent k is taken
into account in evaluating κ(n)jk
(
m
(n)
jk
)
according to (19).
On one hand, if k ∈ Na and C(n)p,k is positive definite,
then κ(n)jk
(
m
(n)
jk
)
6
[
u
(n)T
jk C
(n)
p,ku
(n)
jk
]−1
, ∀m(n)jk > 0. In
other words, the information node j can obtain from the
distance measurements with node k is limited because of
the uncertainty of p(n)k . On the other hand, if k ∈ Nb
we have C(n)p,k = 03×3, which according to (19) results in
κ
(
m
(n)
jk
)
= m
(n)
jk ξ
(n)
jk .
A key observation from (18) is that the evolution of the
position covariance matrix after node j makes distance mea-
surements with its neighbors at time n is the same as that
of the inverse equivalent Fisher information matrix (EFIM)
[28], [49], [51]. Since the network operation algorithms pre-
sented in [28], [49], [51] use the trace of the inverse EFIM as
the performance metric, we can adapt them for Peregrine by
replacing inverse EFIMs with position covariance matrices.
4.2 Node Activation
Multiple agents need to share a common channel, espe-
cially as the density of the wireless network increases. To
avoid communication interference, only a subset of agents
can be activated to access the channel and make distance
measurements with their neighbors in a certain short time
window. The goal of node activation is to determine in a
distributed manner which agents should access the channel
to minimize communication interference and to improve the
overall localization accuracy in the network.
We adopt the node activation strategy from [51], here-
inafter referred to as holistic threshold-based node activa-
tion (HTNA). An agent first senses the channel for a random
period of time. If the channel is idle during that period,
the agent evaluates the potential improvement in its own
localization accuracy related to accessing the channel. A
specific improvement can be calculated from the proposed
measurement vector m(n)j provided by node prioritization.
If the localization performance improvement is significantly
high, the agent attempts to access the channel; otherwise it
remains silent to give other agents the opportunity to make
measurements and improve their localization accuracy.
In particular, consider the node activation process for
agent j ∈ Na at time n. Let binary variable ζ(n)j denote the
channel access indicator such that j will attempt to access
the channel if ζ(n)j = 1 and it will remain silent otherwise.
The expression for ζ(n)j is given by
ζ
(n)
j =
{
1, if υ(n)j
(
m
(n)
j
)
> δ
(n)
j
0, otherwise,
(20)
where υ(n)j
(
m
(n)
j
)
is the potential trace reduction of the po-
sition covariance matrix of agent j from the distance mea-
surements it makes according to the control vector m(n)j ,
and δ(n)j is the total trace increase of the position covariance
matrix of the subnetwork {j}∪N (n)j while channel access is
performed in order to measure the distance to each neighbor
k ∈M(n)j ,m(n)jk times (We recall thatN (n)j is the set of nodes
that are able to make distance measurements with agent j
at time step n, whereasM(n)j consists of k ∈ N (n)j such that
m
(n)
jk > 0). Specifically, the trace reduction υ
(n)
j
(
m
(n)
j
)
is
υ
(n)
j
(
m
(n)
j
)
= tr
{
C
(n)
p,j
}− tr{C˘(m(n)j )}
where we recall C˘
(
m
(n)
j
)
is given in (18). The trace increase
δ
(n)
j is derived according to the state-evolution model (1).
Specifically, δ(n)j is given by
δ
(n)
j =
∑
k∈{j}∪N (n)j \Nb
tr
{
∆
(n)
p,k
}
(21)
where∆(n)p,k is the position-related 3×3 upper-left submatrix
of the covariance increase matrix ∆(n)k given by
∆
(n)
k = A(t
(n)
j )C
(n)
k A
T(t
(n)
j ) +Cw(t
(n))−C(n)k . (22)
Furthermore, t(n)j is the assumed channel access time related
to performing the measurements with neighbors k ∈ M(n)j
as controlled by m(n)j .
Remark 4. Note that node activation is performed in an
asynchronous way by agents in the network. For no-
tational simplicity, we denote the most recent versions
locally available at a specific agent with index n in this
section. For example, C(n)k in (22) denotes the most
recent covariance matrix of node k ∈ N (n)j that was
transmitted to agent j.
The HTNA algorithm has the following favorable proper-
ties:
• It adapts to the network size. Consider adding an
agent to the sub-network formed by {j} ∪ N (n)j .
8Algorithm 1 Holistic Threshold-Based Node Activation
Input: µ(n)p,j , C
(n)
p,j ; µ
(n)
p,k , C
(n)
k for k ∈ N (n)j ; m(n)j .
Output: {z(n)jk , k ∈M(n)j };
1: Sense the channel for random amount of time;
2: if channel stayed idle in the sensing period then
3: for all k ∈M(n)j do
4:
u
(n)
jk ←
µ
(n)
p,k − µ(n)p,j∥∥µ(n)p,k − µ(n)p,j ∥∥
κ
(n)
jk (m
(n)
jk )←
m
(n)
jk ξ
(n)
jk
1 +m
(n)
jk ξ
(n)
jk u
(n)T
jk C
(n)
p,ku
(n)
jk
5: end for
6: Compute C˘
(
m
(n)
j
)
according to (18)
7: υ
(n)
j
(
m
(n)
j
)← tr{C(n)p,j }− tr{C˘(m(n)j )}
8: for all k ∈ N (n)j ∪ {j} \ Nb do
9: ∆
(n)
k ←A(t(n)j )C(n)k AT(t(n)j ) +Cw(t(n))−C(n)k
10: Obtain ∆(n)p,k by extracting the 3 × 3 upper-left
submatrix of ∆(n)k ;
11: end for
12:
δ
(n)
j ←
∑
k∈N (n)j ∪{j}\Nb
tr
{
∆
(n)
p,k
}
13: if υ(n)j
(
m
(n)
j
)
> δ
(n)
j then
14: Perform measurements z(n)jk with all k ∈M(n)j as
defined by m(n)j .
15: else
16: {z(n)jk , k ∈M(n)j } ← ∅
17: end if
18: end if
On one hand, more agents will contend for the
channel access. On the other hand, the value δ(n)j
also increases according to (21) for each agent k ∈
{j}∪N (n)j , and thus the chance that ζ(n)k = 1 for each
single agent k ∈ {j} ∪ N (n)j decreases. As a result,
a smaller subset of nodes in the sub-network who
can benefit the most from the distance measurements
will actually attempt to access the channel, and the
possibility that two agents try to access the channel
at the same time is reduced.
• The computation complexity and communication
overhead for evaluating ζ(n)j is small. In particular,
the complexity for computing υ(n)j
(
m
(n)
j
)
and δ(n)j
grows only linearly with the number of neighbors of
j. Moreover, each agent k ∈ N (n)j only needs to send
an Nx×Nx matrix C(n)k and a 3× 1 vector µ(n)p,k to j.
Details of the HTNA algorithm for agent j at time n are
shown in Algorithm 1: lines 3–7 compute the trace reduction
of the position covariance matrix; lines 8–12 compute the
trace increase of the position covariance matrix.
4.3 Node Prioritization
Each agent may have many neighbors in its local subnet-
work and therefore many possible range measurements.
Yet, a network has finite communication resources that
agents can use to make measurements. In this discussion,
we consider the resource to be time or equivalently, the
number of measurements. Specifically, the nodes contend
for the time they need to make measurements on a shared
channel. An equivalent discussion could focus on allocating
bandwidth or transmit power as they are examples of the
more general energy allocation problem. The goal of node
prioritization is to devote these finite resources to the most
beneficial measurements.
For node prioritization, we adapt the strategy in [50],
hereinafter referred to as conic programming-based node
prioritization (CPNP). At each time step, an agent deter-
mines the measurement allocation scheme by solving an
optimization problem. The objective of this optimization
problem is to minimize the trace of position covariance
matrix of each agent given a constraint on the total number
of distance measurements the agent can make at a time step.
The solution to this problem is a control vector containing
the number of distance measurements the agent should
make with each of its neighbors. This vector of “proposed
measurements” is used as an input for the node activation
algorithm.
Consider the node prioritization process for agent j ∈
Na at time n given the constraint that it can make no more
than M (n)j measurements in total with all its neighbors.
Under such constraint, agent j determines the number of
measurements it makes with each of its neighbors that
minimizes the trace of its own position covariance matrix.
This task is equivalent to solving the optimization problem
P
(n)
j expressed as
P
(n)
j : min
{m˜(n)j }
tr
{
C˘
(
m˜
(n)
j
)}
s.t. m˜(n)jk ∈ N0, ∀k ∈ N (n)j (23)∑
k∈N (n)j
m˜
(n)
jk 6M
(n)
j (24)
where m˜(n)j = [m˜
(n)
jk ]k∈N (n)j
is the optimization variable of
the problem with element m˜(n)jk representing the number of
distance measurements allocated to neighbor k; C˘
(
m˜
(n)
j
)
is
the position covariance matrix after the distance measure-
ments indicated by m˜(n)j are made, and it is given in (18)
by replacing m(n)j with m˜
(n)
j ; N0 represents the set of non-
negative integers.
The problemP(n)j involves integer constraints (23) and
is thus hard to solve. Therefore, we solve a relaxed problem
P
(n)
R,j instead by replacing (23) with nonnegative constraints
m˜
(n)
jk > 0. Using the same method as presented in [50],
we show that this relaxed problem can be transformed to
a semidefinite programming (SDP) problem given by
P
(n)
R,j : min
{m˜(n)j ,yj ,M}
tr{M}
s.t.
M I3
I3 J(yj)
 < 06×6
yjk 6 m˜(n)jk , k ∈ N (n)j
9yjk > 0, k ∈ N (n)j∥∥[√2 1−ρ(n)jk yjk 1+ρ(n)jk m˜(n)jk ]T∥∥
6 ρ(n)jk
(
m˜
(n)
jk − yjk
)
+ 2 (25)∑
k∈N (n)j
m˜
(n)
jk 6M
(n)
j , (26)
where we introduced the short notation ρ(n)jk =
ξ
(n)
jk u
(n)T
jk C
(n)
p,ku
(n)
jk ; matrix J(yj) is a short notation given
by
J(yj) =
[
C
(n)
p,j
]−1
+
∑
k∈M(n)j
yjkξ
(n)
jk u
(n)
jk u
(n)T
jk ;
yj = [yjk]k∈N (n)j
and matrix M are auxiliary optimization
variables introduced for converting the relaxed problem
to an SDP problem; The size of P(n)R,j is as follows: the
total number of optimization variables is 2|N (n)j | + 6; the
total dimension nc of the linear matrix inequality (LMI)
constraints is nc = 6|N (n)j |+7, as (25) can be converted to an
LMI of dimension 4 for each k ∈ N (n)j [80]. If interior-points
methods are adopted, the worst-case number of iterations
required for solving the SDP P(n)R,j increases as O
(
n
1/2
c
)
,
whereas fewer number of iterations are actually required in
practice [80].The solution {m(n)∗j ,y∗j ,M∗} to problemP(n)R,j
is obtained using a convex optimization engine and m(n)∗j
contains non-integer components in general [81]. We round
the non-integer components to integer values to obtain a
solution m(n)j to the original problemP
(n)
j .
Different from [50], we search for a method to allocate
the number of distance measurements instead of the trans-
mit power to each neighbor. In [50], the objective function
depends on the received signal energy from each neighbor,
and it is assumed in [50] that such energy has a linear rela-
tionship with the transmit power. In practical systems, radio
receivers have fixed instantaneous dynamic ranges, often
smaller than the dynamic range needed for the maximum
and minimum expected separation of the radios. In such
situations radios use automatic gain control to maintain a
high stable signal-to-noise-ratio in the receiver. As a result,
it is not straightforward to characterize the relation between
the receive signal energy and the transmit power. Therefore,
we fix the transmit power for an individual distance mea-
surement, and optimize over the number of measurements
to make in the CPNP algorithm. In this case, the receive
signal energy from a neighbor has a linear relationship with
the number of measurements. The CPNP algorithm does
not introduce extra communication overhead. In particular,
in the CPNP algorithm, agent j requires µ(n)p,k and C
(n)
p,k for
all neighbors k ∈ N (n)j , which are already used by the
node activation and node inference algorithms. The CPNP
algorithm is summarized in Algorithm 2 for agent j and
a certain time n, where round(·) is a scalar function that
rounds its argument to the closest integer.
5 SYSTEM IMPLEMENTATION
Peregrine is implemented as a distributed system involving
three major components: the software consisting of the NLN
Algorithm 2 Conic Programming-based Node Prioritization
Input: µ(n)p,j , C
(n)
p,j ; µ
(n)
p,k , C
(n)
p,k for k ∈ N (n)j ; ERC ξ(n)jk for
k ∈ N (n)j .
Output: Control vector m(n)j = [m
(n)
jk ]k∈N (n)j
;
1: for all k ∈ N (n)j do
2: u
(n)
jk ←
µ
(n)
p,k − µ(n)p,j∥∥µ(n)p,k − µ(n)p,j ∥∥
3: end for
4: Compute the solution {m∗(n)j ,y∗j ,M∗} to problem
P
(n)
R,j given by (26)
5: for all k ∈ N (n)j do
6: m
(n)
jk ← round(m∗(n)jk )
7: end for
algorithms described in Sections 3 and 4; the firmware which
includes our cooperative ranging protocol; and the hardware,
a number of identical battery-powered sensing and process-
ing hardware nodes. A block diagram of the software and
firmware is shown in Fig. 3.
5.1 Software
The NLN algorithms described in Sections 3 and 4 have
been implemented within a real-time software architecture
written in the Python programming language. The applica-
tion layer is designed to be technology agnostic and could
potentially be used with different sensing, communication,
and processing technology. The software can be executed
either directly on the Peregrine devices, described in Sec-
tion 5.3, or as individual processes running on a central
computer. The Peregrine software passes commands to and
receives feedback from the Peregrine firmware described
in Section 5.2. This flexibility allows the Peregrine system
to operate as an NLN testbed in which algorithms can be
tested, compared, and matured to the point where they can
be run in real-time on small low-power devices.
5.2 Firmware
The Peregrine firmware provides an interface layer between
the technology agnostic software application layer and the
UWB radio. The implementation of the firmware allows
NLN to be in implemented in a robust and distributed
manner. Peregrine’s firmware consists of five major func-
tions: pairwise ranging, neighbor discovery, channel sens-
ing, channel sounding, and error handling. The firmware
codes are written in C and are always executed locally on
the Peregrine devices. It is designed to be robust to errors
common in ad hoc networks, such as reception of unex-
pected messages, missing response messages, and packet
collisions. The firmware written for Peregrine is unique in
that it is written to support cooperative, multi-agent NLN.
The primary function of the Peregrine firmware is pair-
wise ranging. Ranging is performed by exchanging a series
of locally timestamped messages between a pair of nodes,
referred to as the initiator and responder. A unique feature
of the Peregrine firmware is that agents can be both ini-
tiators and responders, allowing cooperative ranging. An
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Fig. 3. Block diagram of the software/firmware architecture running on a single Peregrine node j.
agent is only an initiator when it is commanded to perform a
range measurement; otherwise it is a responder, waiting for
an initiation message from other agents. Anchors always act
as responders. Once a ranging exchange is initiated between
nodes j and k by agent j, the two nodes will only accept
messages from each other until the exchange has ended. The
exchange ends when a predetermined number of messages
have been exchanged or when an error occurs. For each
message, transmit and receive time stamps are exchanged
and used to calculate a range measurement z(n)jk .
3 Range
measurements are used for node inference in the software
layer.
Neighbor discovery is performed automatically by the
Peregrine firmware without any control input from the
software layer. This is ensured with the addition of an aux-
iliary short broadcast message, called a “chirp.” Chirps are
transmitted randomly by each node at a low average rate to
ensure all nodes have knowledge of their neighbors, even if
they aren’t actively ranging. Because of the low transmission
rate and short duration, the addition of the chirp message
does not noticeably impact overall network channel usage.
An agent updates its neighbor list based on the messages it
receives from other nodes. Specifically, agent j adds node
k to its neighbor list at time n if it receives a message
(including a chirp) from k , i.e.,N (n+1)j = N (n)j ∪{k}; agent
j also removes a node from its list of neighbors if a message
from that node is not received for a certain period of time.
The chirp from node k also contains its state information.
The neighbor setN (n)j and state information {µ(n)k ,C(n)k } is
provided to the software layer where it can be used by node
inference and network operation algorithms.
3. A single range measurement is calculated according to [82] using
the six timestamps generated from the first three, of four, messages.
Using the first three messages guarantees that both initiator and re-
sponder have identical range estimates following the exchange. Using
at least three messages makes the range measurement robust to both
time and frequency differences on the two devices.
Channel sensing is an additional function of the Pere-
grine firmware. When commanded to sense the channel
for a specific time interval, a Peregrine node listens until a
message is received or the time interval expires. If a message
is received then the channel is immediately indicated as
occupied, otherwise the channel is indicated as free at the
end of the time interval. The channel sensing feature is
needed to inform random access protocols, such as node
activation algorithm, at the software layer.
Channel sounding is also enabled by the Peregrine
firmware. If agent j receives a message from node k, the
channel impulse response can be measured and used to
evaluate the quality of the channel between the two nodes.
In particular, from the channel impulse response, the ERC
ξ
(n)
jk is estimated using a calibrated relationship to the wave-
form confidence metric described in [83]. Channel sounding
is performed during neighbor discovery and ranging. ERCs
ξ
(n)
jk , k ∈ N (n)j are used in the software layer by node
inference, node activation, and node prioritization.
5.3 Hardware
The individual hardware nodes that compose the Peregrine
system are designed to be fully self-contained sensing and
processing devices. Each device, shown in Fig. 4, comprises
a microprocessor, a UWB radio module, an WiFi radio, and
a lithium-ion battery. The microprocessor can be simulta-
neously connected to the 802.11 wireless network and the
UWB localization network. Ranging and communication
among Peregrine nodes is performed using the Decawave
DWM1000, a commercially UWB radio module. The De-
cawave integrated circuit (IC) implements the IEEE 802.15.4
UWB physical layer designed for low-rate wireless personal
area networks (LR-WPANs). The Peregrine system uses a
module that includes the DW1000 IC with a miniaturized
UWB antenna. With the ranging protocol described above,
the ranging accuracy of this module is roughly 10cm, but
it can be degraded in propagation environments which are
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Fig. 4. Devices used as nodes in Peregrine. A device is roughly the size
of a business card. It includes a custom PCB with a UWB radio module,
a low-cost microprocessor, and a battery.
strongly affected by multipath propagation. The radio mod-
ule is integrated onto a printed circuit board (PCB) designed
specifically for the Peregrine node. The PCB also contains
power supply circuitry allowing it to use wall power or a
standard lithium-ion battery cell.
The Peregrine PCB is hosted on a Raspberry Pi Zero
microprocessor board. The processing capability of this
processor is roughly 1% of that found in a modern Intel
i7 processor. However, the Raspberry Pi Zero is capable of
running the Peregrine firmware, executing NLN algorithms,
and transmitting data on a 802.11 network for central pro-
cessing or display.
6 PERFORMANCE EVALUATION
A series of experiments were conducted to evaluate the
performance of Peregrine. For all experiments, we use the
constant velocity model (CVM) as in [39, Section 6.3.2] with
state x(n)j =
[
p
(n)T
j v
(n)T
j
]T
, where v(n)j ∈ R3 is the current
3-D velocity.4 In particular,A(t(n)) and w(n)j in (1) are set as
follows
A(t(n)) =
 I3 t(n)I3
03×3 I3

w
(n)
j = B(t
(n))u
(n)
j =
 12 [t(n)]2I3
t(n)I3
 u(n)j ,
where the process noise u(n)j is distributed as u
(n)
j ∼
N (0,Cu) with Cu = bdiag{σ2x σ2y σ2z}. Important param-
eters are set as follows. The variance of the driving noise
is set to σ2x = σ
2
y = (0.06m/s
2)2, σ2z = (0.02m/s
2)2. In
the measurement model, the variance of the measurement
noise is set to
[
σ
(n)
jk
]2
=
(
ξ
(n)
jk × m(n)jk
)−1
, where the ERC
ξ
(n)
jk varies from 16.0m
−2 to 100.0m−2, depending on the
waveform confidence metric. Unless noted otherwise, we set
the number of measurements performed with each neighbor
to ‖m(n)j ‖ = 4. This results in t(n)j = Tm × ‖m(n)j ‖ for
4. The CVM can be trivially replaced with another linear motion
model as the application requires.
0 1 2
m
A1
A2 A3
A4
L1
L2 L3
L4
L5
Fig. 5. Test environment of the single-floor experiments. Red circles
indicate anchors A1 to A4 and blue dots indicate landmarks L1 to L5.
(The floor plans used in this paper were provided by the Department of
Facilities, Massachusetts Institute of Technology.)
the HTNA algorithm, where Tm is the channel access time
related to performing a single measurement. The root-mean-
square error (RMSE) of the 3-D position estimate and the
localization error outage (LEO) were used as performance
metrics. We performed the experiments in a single-floor
scenario and a multi-floor scenario.
6.1 Single-Floor Experiments
The experiments took place in a rectangular room with
metal walls, as shown in Fig. 5. Four static anchors, re-
ferred to as A1 through A4, are placed on the walls in the
room. Five landmarks with known positions in the room,
referred to as L1 through L5, were used as ground truth
for evaluating localization accuracy. At all five landmarks,
distance measurements suffer from the effects of multipath
propagation. Agents are either static at a particular land-
mark, or move between landmarks in a predefined order.
The algorithms for node inference and network operation
in Peregrine are compared with reference techniques to
investigate their effects on localization performance and
the measurement rate of the network. The reference node
inference method is the LS algorithm, the reference node
activation methods include ALOHA [84] and carrier-sense
multiple access (CSMA) [85], and the reference for node pri-
oritization is uniform allocation. For notational simplicity,
we use acronyms to denote different combinations of node
inference, node activation, and node prioritization methods,
and these acronyms are listed in Table 1.
6.1.1 Single Node Inference
We investigate the performance of the SPBP-based algo-
rithm for node inference in a network with a single agent.
We compare the localization performance of the SPBP al-
gorithm with that of the LS algorithm as in [86] using
Peregrine. The LS algorithm applies the gradient descent
procedure for determining the agent position, and the posi-
tion estimate at the previous time n − 1 is used as the start
point for the gradient descent procedure at time n.
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Algorithm
Acronym Section
Used
Node
Inference
Node
Activation
Node
Prioritization
LS-AL-UN 6.1.1 LS ALOHA Uniform
BP-AL-UN 6.1.1-3 SPBP ALOHA Uniform
BP-CS-UN 6.1.3 SPBP CSMA Uniform
BP-HT-UN 6.1.3-4,
6.2
SPBP HTNA Uniform
BP-HT-CP 6.1.4,
6.2
SPBP HTNA CPNP
TABLE 1
Acronyms for different combinations of algorithms
RMSE of the Position Estimate [cm]
L1 L2 L3 L4 Average
LS-AL-UN 49 40 48 38 44
BP-AL-UN 43 33 37 23 34
TABLE 2
Single Node Inference Results: RMSEs of the position estimates at
each individual landmark and averaged over all landmarks for
LS-AL-UN and BP-AL-UN.
In this experiment, the agent moves between landmarks
L1 and L4 in a defined order. Each landmark is visited
ten times, and at each visit the estimate of the position is
recorded for ten seconds. The unslotted ALOHA protocol
[84] is adopted as the node activation method, and uniform
allocation is adopted as the node prioritization method. In
other words, LS-AL-UN and BP-AL-UN are considered. In
uniform allocation, an agent randomly selects one of its
neighbors according to a uniform distribution and makes
measurements with it.
We evaluate the RMSEs of the 3-D position estimates
at landmarks L1, L2, L3, and L4, and compute the RMSE
averaged over all the four landmarks. The results of LS-
AL-UN and of BP-AL-UN are shown in Table 2. It can be
seen that BP-AL-UN has a reduced RMSE at all landmarks
compared to LS-AL-UN. In addition, the average RMSE of
the position estimate is reduced by 23% with BP-AL-UN
compared to LS-AL-UN.
6.1.2 Cooperative Node Inference
We investigate the localization performance improvement
from spatial cooperation in a network with two agents.
Specifically, we compare the localization performance of
Peregrine when two agents perform cooperative node infer-
ence with the case where the agents perform noncooperative
node inference. In the latter scenario, the agents do not
cooperate with each other and they only make distance
measurements with the anchors.
Each experiment contains two phases. In the first phase,
agent 1 is able to make measurements with all the four
anchors, whereas agent 2 only makes measurements with
three anchors. In the second phase, one of the three anchors
both agents are connected to is switched off. As a result,
agent 1 and agent 2 are able to make measurements with
three and two anchors, respectively. Both phases last for
ninety seconds. We did experiments under three geometric
variations of the previously described experiment, referred
to as configurations C1, C2, and C3.
Coop. Agent 1
Coop. Agent 2
Noncoop. Agent 1
Noncoop. Agent 2
64% reduction
57% reduction
P
o
eth [m]
0
0.05
0.1
0.2
0.4
0.5
0.8
1.0
1.2 1.6 2.0
Fig. 6. The LEO as a function of eth [m] in noncooperative and coopera-
tive scenarios.
We performed five independent experiments for each
configuration. For both noncooperative and cooperative sce-
narios, BP-AL-UN is used, i.e., SPBP, unslotted ALOHA,
and uniform allocation are adopted as the node inference,
node activation, and node prioritization algorithms, respec-
tively.
We quantify the performance during each experiment in
terms of the 3-D LEO Po, defined in [30] as the outage prob-
ability for a localization error threshold eth.5 Fig. 6 shows
that for both agents, the LEO is improved in the cooperative
scenario compared to the noncooperative scenario, and the
improvement of agent 2 is much more significant than that
of agent 1. Specifically, when LEO is 0.2, in the cooperative
scenario, eth is reduced by 57% from 1.48m to 0.64m for
agent 2. Similarly, when LEO is 0.1, the eth is reduced by 64%
from 1.97m in the noncooperative scenario to 0.71m in the
cooperative scenario. Agent 2, the agent with fewer anchor
connections, benefits more from cooperation because it is
left with only two anchor connections in the second stage of
the experiment. With only two connections, agent 2 suffers
from large error as shown in Fig. 6. When cooperation with
agent 1 is enabled, a third connection is formed, the ambi-
guity is resolved, and the resulting error drops dramatically.
Agent 1 is left with three anchor connections in stage 2,
which is enough to unambiguously localize an agent given
the high quality prior from stage 1. As a result, the accuracy
is only slightly reduced with the loss of a fourth anchor.
Table 3 shows the RMSE of the 3-D position estimate
in C1, C2, and C3 as well as the resulting average RMSE.
In particular, it can be seen that the RMSE of the position
estimate average over all configurations is reduced by 53%
with cooperative node inference compared to noncoopera-
tive node inference.
5. The outage probability is a common performance metric for wire-
less communication systems (see, e.g., [87]). The analogy with network
localization is the probability that the quality of service falls below an
acceptable level.
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RMSE of the Position Estimate [cm]
C1 C2 C3 Average
Noncooperative 67 85 103 85
Cooperative 31 33 56 40
TABLE 3
Node Inference Results: RMSEs of the position estimate with and
without cooperation.
RMSE of the Position
Estimate [cm]
Measurement Rate
[Hz]
BP-AL-UN 41 41
BP-CS-UN 33 74
BP-HT-UN 34 40
TABLE 4
Node Activation Results: RMSEs of the position estimate and
measurement rates of the network for different node activation
strategies.
6.1.3 Node Activation
We investigate the performance of various node activation
methods in a network with three agents. In particular, we
compare the localization performance of HTNA with the
performance of two reference protocols, namely unslotted
ALOHA and CSMA [85].
Table 4 shows the average RMSE of the position es-
timates and the average measurement rates for BP-AL-
UN, BP-CS-UN, and BP-HT-UN. The measurement rate is
averaged over the duration of each experiment. We make
the following observations from Table 4. The RMSE of the
position estimates of BP-HT-UN is similar to that of BP-CS-
UN, but the measurement rate reduced by 46%. The reason
is that only agents with channel access indicator being one,
as described in Section 4.2, will attempt to access the channel
in BP-HT-UN. As a result, only the subset of agents that
will benefit the most will attempt to access the channel.
This demonstrates that the channel is efficiently shared
between the agents in a manner that benefits localization.
Comparing BP-AL-UN and BP-CS-UN we see that given
a similar measurement rate, location-aware node activation
results in better position accuracy than pure random access
because it is granting more frequent channel access to the
nodes that will benefit most.
6.1.4 Node Prioritization
We evaluate the performance of the CPNP algorithm in
a network with a single agent. In particular, we compare
the localization performance of the CPNP algorithm with a
uniform allocation.
In these experiments, a static agent is placed at land-
mark L5. In order to create an indoor environment with
severe multipath effects, we placed a large metal plate near
landmark L4. We performed five independent experiments
for both methods, each with a duration of two minutes.
The SPBP algorithm and HTNA method are adopted for
node inference and node activation, respectively, i.e., the BP-
HT-UN and BP-HT-CP techniques are considered. For BP-
HT-CP, we fix the total number of distance measurements
an agent can make at each time slot to M (n)j = 12 (see
Section 4.3). Our results show that with BP-HT-UN, the
RMSE of the 3-D position estimates is 43cm, and such error
RMSE of Distance Measurements [cm]
A1 A2 A3 A4
All 10.6 19.7 13.2 50.1
Fraction of Distance Measurements [%]
BP-HT-UN 24.8 25.1 24.8 25.2
BP-HT-CP 48.8 15.9 25.6 9.7
TABLE 5
Node Prioritization Results: RMSE and fraction of the distance
measurements that the agent performed with each anchor.
is reduced to 38cm with BP-HT-CP. We verified the accuracy
of the distance measurements performed by the single agent
with all anchors. As shown in Table 5, the RMSEs of the
distance measurements performed with anchors A2 and A4
are significantly larger than those performed with anchors
A1 and A3. Table 5 also shows the fraction of distance
measurements the agent makes with each anchor. It can
be seen that with uniform allocation, the agent makes an
approximately equal number of measurements with each
neighbor, whereas with the CPNP algorithm, the agent
makes more measurements with anchors A1 and A3 than
with anchors A2 and A4. This is because Peregrine is able to
detect that the received signals from anchors A2 and A4 are
heavily impacted by multipath effects, and thus the ERCs
ξ
(n)
jk ’s are set to small values for these anchors. As a result,
the CPNP algorithm gives lower priority to anchors A2 and
A4, and the agent performs fewer distance measurements
with anchors A2 and A4 compared to anchors A1 and A3.
6.2 Multi-Floor Experiment
We evaluate the performance of the Peregrine system in
single-agent, multi-floor scenarios. The goal is to char-
acterize the performance of Peregrine in a larger, more
complicated, and multipath-dense environment as well as
to demonstrate performance gains enabled by the node
prioritization algorithm. The experiments took place in the
lounge of Laboratory for Information and Decision Systems
(LIDS), which is an open space consisting of two floors (see
Fig. 7). We placed seven anchors in the environments: four
are attached to the walls on the first floor, and three are
attached to the walls of the second floor. An agent walks
along a trajectory across both floors. On the trajectory we
placed twenty-three landmarks with equal spacing: sixteen
on the first floor and seven on the second floor. The agent
walks along the trajectory and stops at each landmark for
thirty seconds. During this time, 3-D position estimates
are recorded and the 3-D localization error of Peregrine is
calculated.
We performed three independent experiments and con-
sidered the BP-HT-UN and BP-HT-CP techniques. The 3-
D LEO metrics are shown in Fig. 8. It can be seen that
the localization performance is significantly improved with
BP-HT-CP. Specifically, when the LEO is 0.2, the eth is
reduced by 60% from 2.17m with BP-HT-UN to 0.87m with
BP-HT-CP. Similarly, when LEO is 0.1, the eth is reduced
by 61% from 3.55m with BP-HT-UN to 1.38m with BP-
HT-CP. The localization performance degradation with BP-
HT-UN mainly results from the biases in the range mea-
surements from NLOS agent-anchor links. In particular, a
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m
Fig. 7. Multi-floor test environment: four anchors (red circles) and three anchors (red squares) are placed on the walls of the first and second floor,
respectively. An agent walks along the trajectory that spans both the first floor (purple line) and the second floor (magenta line).
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Fig. 8. The LEO as a function of eth [m] for BP-HT-CP and BP-HT-UN in
multi-floor test environments
significant proportion of the anchors, especially the ones
not at the same floor as the agent, are in severe non-line-
of-sight (NLOS) with respect to the agent. As a result,
the measurements performed by the agent with anchors in
NLOS contain large biases and can potentially degrade the
localization performance. BP-HT-UN performs an approx-
imately equal number of measurements with anchors in
both line-of-sight (LOS) and NLOS, evaluates the channel
quality with each anchor, and adjusts the noise variance
in the measurement model as discussed in the beginning
of this section. However, compared to BP-HT-BP, the lo-
calization performance is still degraded, since with BP-HT-
UN a substantial amount of resources is used to perform
measurements with NLOS anchors. In contrast, with BP-
HT-CP, the agent focuses on performing measurements with
anchors in LOS. These measurements do not suffer from
significant biases and thus the localization performance is
improved. This set of experiments confirms the reliability of
Peregrine in harsh radio propagation environments enabled
by efficient node prioritization.
7 CONCLUSION
This paper introduced Peregrine, the first system for 3-D co-
operative network localization and navigation (NLN). The
devices used as nodes in Peregrine include a ultra-wideband
radio module as well as a low-cost microprocessor. They
are self-contained, low-cost, and compact. Peregrine demon-
strates a complete architecture for NLN, featuring state-of-
the-art algorithms for scalable node inference and efficient
network operation. We quantified the benefits of spatial co-
operation and of the node inference, node activation, as well
as node prioritization algorithms with experimental results.
These results demonstrate that Peregrine achieves reliable
localization performance with efficient resource utilization
even in harsh radio propagation environments.
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