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O avanço nas ferramentas de projeto de circuitos integrados e na tecnologia usada para
a fabricação dos mesmos, viabilizou o uso de sistemas integrados com mais de um núcleo de
processamento computacional em um mesmo chip, ou seja, com mais de um core no mesmo
chip,  assim como unidades  de  processamento  gráfico (GPU).  Além disto,  diversos  outros
módulos  de  função  específica  (aceleradores  hardware  ou  aceleradores  para  atividades
específicas hardware (APA)) tem sido também integrados em um mesmo chip.
Sistemas  de  Multiprocessadores  Embarcados  são  uma realidade,  tanto  na  indústria
quanto na academia.  Esses  dispositivos oferecem a capacidade de processamento  paralelo,
objetivando cobrir  requisitos  de aplicações  cada vez mais  complexas.  A carga  de trabalho
subjacente das aplicações é suscetível à variação em tempo de execução o que, se não for
tratado adequadamente, pode levar a degradação do circuito, perda em desempenho e maior
consumo  de  energia.  O  aumento  contínuo  da  complexidade  da  carga  de  trabalho  das
aplicações, bem como do tamanho dos sistemas multiprocessados emergentes, requer soluções
de mapeamento dinâmicas e distribuídas. A maioria das técnicas de mapeamento propostas na
literatura são implementações personalizadas, considerando um sistema operacional interno
desenvolvido  para  uma  arquitetura  de  processador  específica.  Essa  prática  restringe  sua
aplicação  em  outras  plataformas,  levando  a  um  esforço  extra  de  projeto,  revalidação  e,
consequentemente, um custo oculto que pode ser muito alto. 
Com a popularização de sistemas multiprocessados,  surgem novos desafios.  Alguns
deles são: (a) a comunicação entre os processadores ou núcleos deve ser confiável, escalável,
eficiente e ainda possuir bom desempenho [1, 2]; (b) saber qual unidade de processamento
utilizar (CPU, GPU ou APU); (c) como dividir as tarefas e aplicações nas diferentes unidades
de processamento disponíveis utilizando heurísticas de mapeamento [3, 4]; (d) tratamento de
erros e a confiabilidade geral do sistema [5]; (e) como testar e avaliar o desempenho ainda em
tempo de projeto [6].
Pretendemos  aumentar  a  funcionalidade  da  plataforma  desenvolvida  em  [6]  para
incluir um número maior de arquiteturas de processadores bem como outras heurísticas de
mapeamento. 
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