INTRODUCTION
The presence of strong electric fields at high latitudes produces ion flows (E x B drifts) that can often be supersonic with respect to the neutral gas with which they collide. In the presence of strong enough electric fields the ion velocity distribution can, as a result, depart significantly from the familiar Maxwellian shape associated with gas equilibrium conditions. The problem of theoretically determining the basic shape of an ion velocity distribution in strong nonequilibrium conditions in the auroral regions was first investigated by Cole [1971] , Schunk and Walker [1972] , and finally in a series of papers by St-Maurice and Schunk [1973, 1974, 1976, 1977] .
It was found that for a magnetized plasma and for a constant and uniform electric field the combined sustained action of the Loreritz force and of collisions with neutrals tends to deplete the number of ions at the E x B drift point in the velocity distribution, and to produce strongly toroidal ion distributions in velocity space under extreme conditions. A review by St-Maurice and Schunk [1979] provides a more detailed explanation of the physical principles at work and of the various theoretical approaches that had been used until that time.
The initial theoretical studies on the subject were followed by the first attempts to understand how "non-Maxwellian" ion velocity distributions, as they became known, affect the interpretation of data in the high-latitude ionosphere. StMaurice et al. [1976] studied retarding potential analyzer (RPA) curves from the Atmosphere Explorer C satellite and Copyright 1992 by the American Geophysical Union.
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0148-0227/92/91JA-03104505.00 found that not only were non-Maxwellian features detectable under strong electric field conditions but also an erroneous Maxwellian analysis of data obtained during disturbed conditions could lead to a serious misinterpretation of the geophysical parameters that were being retrieved by the instrument. Raman et al. [1981] then extended the apphcation of the work to incoherent scatter radars for the first time.
They found that a non-Maxwellian signature on the spectra should be detectable and from a number of simulations determined that, once again, the retrieval of geophysical parameters (particularly species temperatures, and to a certain extent, the ion density) was going to be affected by the erroneous assumption of a Maxwellian ion velocity distribution in strong nonequilibrium conditions. The early discovery of non-Maxwellian signatures in the satellite data and the finding that incoherent scatter data were likely to also be affected led to a renewed interest in the theoretical description of the distribution function. By the late 1970s a closed form solution had been obtained using a simple relaxation model for collisions, and the physics of what that model yielded was understood. Analytical expansion schemes had also been devised, and it was recognized that an orthogonal polynomial scheme with a clever choice of a weight function would give proper analytical results if distortions from the weight function were not too large. It had been recognized that a bi-Maxwelhan was a good zeroth-order choice for the distribution function (or weight function) and that the resulting expansion in terms of velocity moments would yield satisfactory results provided the electric field was "small enough". An expansion in terms of a toroidal zeroth-order velocity distribution had also been devised, but had not been carried through for a realistic case.
On the other hand, the satellite data had indicated that [Hubert, 1982a [Hubert, , 1982b [Hubert, , 1982c [Hubert, , 1983 [Hubert, , 1984a . He studied how to optimize the choice of a particular zeroth-order distribution so as to accelerate the convergence of a series expansion. In particular, he pointed out that for moderate electric fields the zeroth-order bi-Maxwellian could produce speedier convergence if its two temperatures were not chosen to be the actual physical temperatures but were rather chosen so as to reduce the contribution from the terms that were dropped in the orthogonal polynomial series expansion. He also formally devised a mathematical scheme that could handle larger electric fields by using a zeroth-order distribution function that was toroidal. His scheme pro- While Hubert was able to improve greatly the convergence of the polynomial method with his toroidal expansion, he still had to face some inherent limitations with this method. One of these was that the collision frequency was assumed to be independent of velocity (the so-called "Maxwell molecule" model). While this model is actually good for a fist-ord er description of ion-molecule interactions, St-Maurice and Schunk [1977] had pointed out that there was a significant non-Maxwell molecule contribution in the interaction potential because of the energies involved in ionospheric situations. This meant that the ratio of the parallel to perpendicular ion temperatures was not easy to determine and that the expansion schemes used had some basic inaccuracies that could only be remedied by expanding again, this time in terms of the speed-dependent collision frequency. A second limitation which required investigation was that the zeroth-order description of the distribution function was always chosen to be Maxwellian in the direction of the magnetic field, even though the solutions indicated that most of the time the one-dimensional ion velocity distributions along the magnetic field were more peaked and had a fatter tail than the pure Maxwellian form that the model had in this direction.
The kind of uncertainty borne by analytical theory led to the development of a third approach to the study of auroral ion velocity distributions, namely, to the first Monte Carlo calculations of the distribution function by Barakat et al. [1983] . These calculations have the advantage of not being limited to particular electric field strengths and of providing an accurate description of the distribution function equally well in all directions. This is because the Monte Carlo method is such that it accurately monitors the ions in the region of velocity space where they spend most of their time. The limitations of these calculations are that they are time consuming (limiting their usefulness for routine applications involving measurements), are limited in accuracy to a couple of thermal speeds around the mean drift point, and depend for their accuracy on the correctness of the ionneutral interaction potential that is being used. With the advent of the EISCAT (European Incoherent Scatter) radar system, the second part of the 1980s led to a third wave of studies, this time strongly observationally driven. With its tristatic receivers the EISCAT radar is ideally suited to detect anisotropies in the ion temperature, and indeed it did provide the initial evidence for such anisotropies early on [Pertaut et al., 1984a [Pertaut et al., , 1984b Hubert et al. [1984b] . These experimental results indicated once and for all that non-Maxwellian signatures had to be dealt with in radar studies of large electric field events if a proper interpretation of the geophysical parameters was to be retrieved for these events. A number of quantitative studies of the radar measurements followed. Many of them concentrated on getting a proper description of the shape of the ion velocity distribution as part of the analysis, using Around the same time, Suvanto [1988 Suvanto [ , 1990 We have, in the process, assessed when such models should be used and when they should not. Section 2 presents the collision models used and explains how a Monte Carlo technique has been used in the current work to generate ion velocity distributions. In section 3 we present some of the three-dimensional ion velocity distributions produced by these calculations. We then present, in section 4, one-dimensional ion velocity distributions taken along various lines of sight and compare these to the one-dimensional distributions generated by two fitting techniques used in earlier work in order to determine optimum D* values as a function of electric field strength and aspect angle. Section 5 contains a summary of the results.
COLLISION MODELS AND MONTE CARLO

TECHNIQUE
The Monte Carlo technique is used to approximate the solution of a physical problem by using random sampling. We implemented it here to produce a simulation of auroral ion velocity distributions by recording the velocity of a representative (test) ion as it undergoes a large number of collisions with neutrals.
Since the simulations were for a system which is in a quasi-steady state, we used the ergodic hypothesis, namely, we assumed that time averages can be equated to ensemble averages. The present Monte Carlo study is in fact an extension of the Monte Carlo study by Barakat et al. [1983] . The basic app.roach is the s•me as was taken in that earlier work, except for the fact that we have used a more comprehensive collision model to describe the interaction between ions and neutrals so as to keep pace with the progress, both theoretical and observational, that has been made in recent years. In the following subsections we give a more detailed overview of the simulations. Briefly stated, a starting point for the simulation was to determine the time interval between successive collisions using a properly weighted random number generator [Lin and Bardsley, 1977] . Note that between collisions the test ion velocity was tracing out circles in velocity space. These circles are centered on the E x B drift point, Vd ß When a collision occurred, the ion velocity after the collision was determined by using another set of random numbers having statistical properties dictated by the choice of the collision model (much more on this below). We then used the ion velocities to record range polarization attraction (potential oc 1/r 4) and a shortrange repulsion [e.g., Mason, 1970] . For our study, and following the work by Mason and Schamp [1958] , we have chosen the potential energy of interaction V(r) between an ion and a neutral at a separation distance r to be given by even power laws, so as to facilitate the collision probability calculations. We therefore chose the potential of interaction to be given by the expression V(r)= •. 1+'7)
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where rm is the value of r for which V(r) is a minimum, e is the depth of the potential well, and 7 is a measure of the relative strengths of the different attractive forces. The inverse fourth-power term accounts for the attraction between an ion and the dipole it induces in the polarizable neutral molecule. The inverse sixth-power is a combination term of contributions from both the charge-induced quadrupole and the London dispersion energy. We have chosen 7 = 0 and therefore neglected the sixth-power effects. This is partly to limit the number of parameters presented here to a manageable number and partly because at least for earlier mobility measurements in the gases that we have considered, the retrieved information has been too limited to tell whether the 1/r 6 potential is important or not [Mason, 1970] . As for the choice of the power 12 in the repulsion potential, we draw again on the discussion by Mason [1970] , who found this model to be about right in the light of existing transport measurements. In other words, it was properly softer than a rigid sphere (1/r n, n • oo) and harder than, say, a I/r s law, which mobility measurements indicated was too soft a model. Both rm and e are specific to the colliding partners, with rm of the order of 10 -$ cm and e of the order of 0.1 eV (the actual "standard" values that we chose for the gases of interest here are given in Table 1 ). In the rest of the text we refer to equation (1) with 7 = 0 as the "4-12" interaction.
The use of a physical model for the potential of interaction between a neutral and an ion allows us to properly calculate a scattering angle for a given impact parameter. The effects due to the velocity dependence of the scattering cross section can therefore be described consistently, that is, in physical terms that require no heuristic model, except of course for the model for the potential of interaction itself. In our simulations we also assumed that the energy of interaction was large enough that we could compute classically the scattering angle X in the center-of-mass frame for the interaction between the test ion and a neutral. In other words we used the well-known relation
where b is the impact parameter , /• is the reduced mass, g is the initial relative speed of the colliding particles, and re is the distance of closest approach that can be determined from the relative energy.
Resonant Charge Exchange Collisions
When an ion collides with its 'parent neutral gas, there is, in addition to the ordinary long-range polarization and short-range repulsion forces, a definite possibility that an electron will switch from the neutral to the ion, thus causing an effective change of identity. This process by itself corresponds to backscattering (X --•r) in the center-of-mass system. This process is termed "resonant charge exchange" or RCE. The RCE interaction typically has a range that is shorter than the polarization interaction at low energies but is larger than the short-range repulsion forces at high•energies. As a result it tends to dominate at some point as the relative energy, or g, increases [e.g., Banks and Kockarts, One difficulty with modeling an RCE interaction with the Monte Carlo approach is that, by symmetry, the charge exchange process cannot occur for every collision of a.n ion with its parent neutral. This is because whenever an ion and its parent neutral get close enough for an RCE collision to be possible (at • some impact parameter b < be, where be is a critical impact parameter beyond which the RCE probability decreases very rapidly [e.g., Stubbe, 1968] , the charge exchange process has to be unsuccessful for half of the time. where bmax is the maximum impact parameter for which a "significant" deflection of the ion will occur. We use the word "significant" because, in principle-at least, the total cross section for collisions for a "4-12" interaction could be viewed as infinite since the potential drops off as r increases but does not vanish unless r • oo. This problem is remedied by choosing a cutoff impact paramete.r bmaz beyond which the 4-12 interaction is considered insignificant. This cutoff is chosen based on the amount of scattering required to change the ion velocity enough to move it into a new velocity bin. For a collision with a collision frequency •, that is independent of the relative velocity, the probability that a test particle will suffer no collision for a time interval t is given by = If the collision frequency were constant, all we would need to do to determine the time interval between collisions would be to generate that interval using t = _1 log(R)
where R is a random number with a uniform probability between 0 and 1 [Lin and Bardsley, 1977] . However, for the coilis. ions that we are considering, the total cross section of interaction is speed-dependent, and the collision frequency is consequently a function of energy.
This is because the collision frequency is given by yin = nngQT(g.) (8) where nn is the neutral density, g is the relative velocity between the ion and the neutral, and QT is the total cross section that has already been discussed in the previous subsection. The time interval therefore depends on the continually changing relative Velo•city of the colSding particles, so that the simple expressi, on for the probability that the time'between two collisions has the value t given by (7) is no longe.r valid.
To correct the speed dependence difficulty, we first determine a maximum collision rate, kmax. We then appl. y the constant collision frequency solution to this problem. This is done by dividing the determination Of time between collisions into two steps. We •begin by defining a collision occurrence rate as
We then use the maximum collision rate (kmax = [gQT]max) along with equations (7) and' (8) to obtain the minimum time between collisions.
In a second step we must correct for the fact that the actual collision rate for a given g is less than kmax; this leads to collision time intervals that are longer than the time given by equation (7). In order to obtain the desired correction, we first consider the probability, Pr(gi, that the "collision" . We refer to these as "log" plots. Notice that the origin of the vñ axis is at the E x B drift point in these cases. Also, when considering the simulations, it is important to recall that the results are only significant for speeds less than about two ion thermal speeds. As the speed increases much beyond this point, the statistics become poor since there are then too few collisions per velocity bin.
We first examined the effect of a changing electric field on the ion velocity distribution. We start our presentation with NO + colliding with O, which is relatively simple conceptually speaking, since only one type of interaction, the "4-12", occurs in that case. In our "log plot" format, Figure In actuality, the background neutral gas in the ionosphere is composed of several different species. We therefore let the ions collide with more than one type of neutral and studied the effect of a varying neutral composition on the ion velocity distribution. 
Ion Temperature Studies
As we have presented them, our results can so far only be used to make qualitative inferences about how various situations affect the toroidal character of the non-Maxwellian ion velocity distribution in the high-latitude F region. However, measurements require a much more quantitative study than what we have provided so far in this presentation. To start with, radars and satellite instruments are most often used to infer the ion temperature along a given line of sight. In that sense, the change in the ion temperature is really the most basic "non-Maxwellian" property that one should study. Now, in the context of non-Maxwellian ionospheric work, the "temperature" is defined as the velocity scatter about the mean (the latter being the E x B drift point in the present case). The temperature is therefore a measure of the "width" of the distribution in velocity space (see StMaurice and Schunk [1979] for more details). We note that since the distribution function is anisotropic, however, the "temperature" must also change with the direction of the line of sight.
In quantitative studies of the ion temperature anisotropy in the past, the ion temperature along the magnetic field has been defined as Tii and the temperature in a direction perpendicular to the geomagnetic field as Tj.. These tem- ways by which to study how the ion temperature and its anisotropy, and therefore the partition parameters, all vary with specific conditions. Our calculations can then be used to provide a better estimate of the mean ion temperature and its anisotropy and to compare this improved estimate Results from the mean ion temperature computations. Table 2 Table 2 Table 2 indicates that species undergoing a resonant charge exchange process have a more pronounced ion temperature anisotropy than species that undergo other forms of elastic scattering processes. While we provide a more detailed comparison below, we wish to stress that we also have, for the first time for these kinds of studies, considered the effect of a chemical lifetime on the partition parameter of an ion velocity distribution. As is apparent from Table 2f, this effect is important for the short-lived N2 + ions in that it creates the largest ion temperature anisotropies that should exist in the auroral ionosphere. In the particular case of an ionosphere dominated by N2 + ions, /•11 could be as low as 0.10; chemistry does not allow an individual ion in this case to exist for more than a few elastic collision times, which makes the ions behave increasingly as if they were subject to a pure relaxation collision process. In Table 2h itself rather than to the ion. Even though half of our RCE collisions therefore do not take place, the fact that they occur with a larger cross section when they take place does increase their relative importance at a given energy. We surmise that this is why we find a much better agreement with St-Maurice and Schunk's model B, which was described as being a more appropriate model to use for T/exceeding 3000 K. The fact is that we find that we should already use this value when Ti = 1500 K.
A note on pure polarization anisotropies. To be more precise, we compared one-dimensional distributions generated by the Monte Carlo computations with two descriptions used in earlier work by Kikuchi et al.
[1989]: the so-called "Raman" distribution and the "twoMaxwellian" distribution.
Since the statistics of the Monte
Carlo distribution are good in the center and quite poor near the edges of the distribution at around 3 Vthi, we have used a least squares fitting technique that minimized a functional that gave more weight to the regions where the distribution was larger. Specifically, we used a functional I given by I N
I --• E [gi(vj) --fi(vj)]2 (19) $=1
In ( including the case where resonant charge exchange dominates, while also allowing for the full velocity dependence of the cross section. We have also used very large electric fields in our simulations, since it has become evident that such fields do exist and that future theoretical modeling as well as data reduction schemes will have to be able to tackle these large electric field situations. In addition to having an in-depth look at the polarization interaction, we have also added short chemical lifetime effects, to simulate cases where intense fluxes of soft electrons could create large N• + densities. We have also, for the first time, included a mixed neutral background composition in some of our simulations.
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Using our improved polarization collision model for NO + colliding with O, as well as for O + colliding with N•, we have found that as the electric field increases, the distribution becomes increasingly different from the familiar Maxwellian shape. However, for electric fields reaching about 100 to 150 mV/m, the shape of the polarization-dominated distributions evolves increasingly slowly and basically becomes "frozen". This is the case even though both the parallel and perpendicular ion temperatures continue to increase; however, the temperature ratio and the overall shape (as given, say, by our D* fits) are both becoming very nearly constant. To facilitate the quantitative application of our work, we chose to describe the full anisotropy of the distribution function with a series of one-dimensional cuts along various directions with respect to B and to present these results in the form of contour plots. We used a •Raman" type of description to fit the simulations and a so-called "two-Maxwellian" model. We found that the Raman fitting procedure did slightly to appreciably better than the two-Maxwellian fit depending on conditions. Neither method was found to be very good, however, for fitting Monte Carlo distributions under very strong electric field conditions in the presence of charge exchange dominated conditions. Under these conditions we also observed that the best chances for obtaining a reasonable fit with our models of the distribution function are when the aspect angle is neither along B nor perpendic- ]. This is a useful point to note because for large electric field strengths the O + ions have a strong tendency to be converted to NO + ions due to the hot ion chemistry that must necessarily be taking place under these conditions [Schunk et al., 1975 .
At this point, there remains the problem of interpreting the one-dimensional ion temperature in terms of the average ion temperature so as to study the energetics of high-latitude situations. To address this question, we have studied the anisotropy in the ion temperature as well as the behavior of the average ion temperature as a function of the relative drift between ions and neutrals, to find out by how much it deviates from the normally accepted values. We posted our results in Table 2 in terms of both the partition parameters and the perpendicular and parallel ion temperatures themselves. We have found that the mean ion temperature does not deviate by more than 10% from the Maxwell molecule relation that is normally used to obtain a first-order description of ion energetics. In our simulations the deviations from the expected values were largest when the ion mass exceeds the neutral mass by a factor of 2, o5 when we used a very large electric field strength, or when we dealt with a mixed neutral gas background. In our work we have also provided a range of partition parameters and have shown them to be very strong functions of the interaction model, but not of the electric field strength. We have noted that for resonant charge exchange situations our results indicate that the anisotropy is noticeably larger than what has been used until now; our results correspond to the "model B" values of St-Maurice and Schunk [1977] at small electric field strengths and to more extreme anisotropies as the electric field increases.
We believe that the Monte Carlo calculations presented here provide the best description to date of auroral F region ion velocity distributions in the presence of uniform electric fields, primarily because of the self-consistent handling of the ion-neutral interaction potential. As mentioned in the introduction, the method nevertheless has its limitations. The first obvious limitation is statistical, but not too serious in practice; namely, the Monte Carlo method is virtually unable to produce valid descriptions beyond a couple of ion thermal speeds (the number of collisions required for more accuracy becomes unrealistically large). The second limitation is that the computation can only be as good as the collision model used. While it is quite feasible to use any prescription for the ion-neutral interaction potentiaJ, we have limited our presentation here to mixtures of 4-12 potentials and resonant charge exchange process. Furthermore, the latter case was treated in a semiempirical manner. The same can be said of the way we handled the chemical reaction effects; further refinements could be programmed if observations warrant it. There is then the more fundamental limitation arising from the fact that we have not included collisions with other charged particles; this is currently being remedied and will be published in future work, where we will also treat wave-particle interactions for cases for which the distribution function becomes unstable to cyclotron or Post-Rosenbluth waves. Finally, the role played by gradients has never been investigated in the published literature for this kind of problem. This includes the effect of vertical 
