Abstract. A strategy for the derivation of fast, accurate and stable algorithms for combining the reconstruction and the feature extraction step for solving linear illposed problems in just one method is presented. The precomputation of special reconstruction kernels with optimized parameters for the combination of the two tasks allows for fast implementations. The concept of order optimality is generalized to the solution of feature reconstruction and to Banach spaces in order to find criteria for the selection of suitable mollifiers. Results from real data in different tomographic modalities and scanning geometries are presented with the direct calculation of derivatives, as in Canny edge detectors, and the Laplacian of the solution used in many segmentation algorithms. The method works also when the searched-for solution is not smooth or when the data are very noisy. This shows the versatility of the approach.
Introduction
Regularization methods are constructed to reduce the unavoidable amplification of data errors in inverse problems and at the same time maintain as much as possible the accuracy in the reconstruction. In principle there are two categories of methods. The older one, related to the names of Tikhonov and Phillips, originates from variational principles in Hilbert spaces. Depending on the used penalty term they then can be written as filtered version of the generalized inverse. This holds true for many methods, also for iterative methods like Landweber or CG iteration, see e.g. [1] . As a second group methods introduced by Backus-Gilbert, [2] , and Likht, [3] , can be considered, where linear functionals on the searched-for solution are calculated. First, these methods construct pointwise approximations of the solution. The approximate inverse may be viewed as a method, starting from linear functionals, leading to an efficient way to calculate global regularizations. The filtered generalized inverse can be shown to be a special case of it, see [4] .
Features in images or movies are special structures interesting for interpreting their information content. The extraction of features is considered to be part of image analysis, where very powerful tools are developed to interpret images or movies. Of course, these methods are also applied to images stemming for example from medical imaging or nondestructive testing. Typically these operations are then performed starting from the reconstructed images, leading to the separation of the tasks into image reconstruction and image analysis. Many of these image analysis methods use the calculation of derivatives, which requires a smoothing of the images as part of a stable differentiation procedure. Already in the reconstruction step a smoothing is involved, which raises the question for combining the two steps of reconstruction and analysis in just one with optimized parameters.
In order to combine the two steps we consider an operator equations of the form Af = g and we look for directly computing instead of the solution f now Lf where L is a suitable linear evaluation operator. L may be a differential operator for calculating partial derivatives or the Laplacian, it may be the solution operator for the heat equation for fixed time, or it may be a wavelet transform. A well studied combination is for A the Radon transform and L = (−∆) 1/2 leading to local reconstruction formulas in tomography, where the pseudo-differential operator L preserves the singular support of f , which can be interpreted in such a way, that whenever f has jumps, also Lf has jumps, so the contours of the objects are pronounced, [5, 6] . The idea was extended to three-dimensional X-ray tomography in [7] , where in contrast to the 3D -Radon transform the inversion is also not local. An application of the Radon transform and the first derivative was presented in [8] , where the reconstruction kernel was suitably changed. The use of Tikhonov -Phillips regularization with ℓ 1 -norms results in smooth images, see e.g. [9] . Level -set methods in combination with tomography data lead to the determination of the boundary of the object, at least if the objects are relatively smooth with jumps along smooth curves, see e.g. [10] . Contours are also directly reconstructed from the data, when the linear sampling or factorization method is applied, first introduced as 'simple method' for the Helmholtz equation in [11] . The adaption of the approximate inverse to compute the first derivative of a real-valued function in one variable was already treated in [12] . A method where the approximate inverse was combined with the differential operators for inverting the two-dimensional Radon transform was presented in [13] , generalizing the approach of Thirion, [8] . The combination of Radon inversion and diffusion was studied in [14] . The first combination of solving first kind integral equations and wavelet decomposition was introduced in [15] . Applications on tomography are contained in [16] and [17] .
Here we present a general framework for the determination of linear evaluation operators applied to the solution without first computing the function itself. In the next section we present an abstract version of the approximate inverse in Banach spaces, which allows then to be generalized for feature reconstruction in Section 3. There we start with describing what we mean by features. We prove the regularization properties of the approximate inverse for determining features depending on the degree of the smoothness of the feature evaluation operator. Again, invariance properties of the involved operators dramatically increase the speed of computation. The discussion of the complexity of the method concludes this section. Section 4 is devoted to the analysis of convergence. The concept of order optimality is generalized from the Hilbert space case to Banach spaces and the combination of reconstruction and evaluation. The last section contains applications. First, with a very simple example, we verify the conditions on the mollifier and the reconstruction kernel. An application on wavelet decomposition is shown to be a special case of our approach. Finally three examples from tomography are presented. Synthetic data from the Shepp-Logan phantom show the accuracy of the method, which is applicable even for non-smooth functions. The two other examples are based on real data, one stemming from measurements from a synchrotron with the parallel geometry, the other from nondestructive testing with X rays, showing the applicability of the method.
Approximate Inverse Revisited
The approximate inverse is based on the calculation of stabilizing linear functionals on the solution. To describe the approach, we consider linear, continuous and injective maps A : X → Y between Banach spaces X and Y . We denote by X * the dual space of X and by ·, · X the duality pairing between X * and X, similarly with Y . The elements of the space X are indexed by x, which, in the case of function spaces, can be considered as a point in the domain of definition of the functions. For the sake of simplicity, we treat only this special case here. We denote by L(X, Y ) the space of linear, continuous maps form X to Y and by L(X) = L(X, X). The approximate inverse was already described in [18] with linear mappings, a first generalization is presented in [19] .
Pointwise Regularization in Spaces of Real-or Complex-Valued Continuous Functions
In order to find pointwise regularizations we assume that X is a subspace of continuous functions in a bounded domain Ω X ⊂ R d , hence the Delta distribution is an element of X * . We consider the smoothing of the searched-for solution at a point x as
where
In order to establish the above mentioned approximation property, namely f γ (x) → f (x), we impose the condition that δ γ x converges in the weak-⋆-topology to the Delta distribution for the point x; i.e.,
To relate the data g to the solution we determine a functional ψ γ x ∈ Y * by solving an auxiliary problem in such a way that
where A * is the dual mapping A * :
Note that ψ γ x is independent of the data and can be precomputed.
As a consequence we immediately get the following pointwise error estimate, where we use that ψ 
To establish regularization we also need a parameter selection γ = γ(ε, g ε ) such that
for γ → 0 and ε → 0.
In that way, the classical Backus-Gilbert method [2] can be viewed as a pointwise regularization method.
Here the pointwise inversion is achieved as f γ (x) = ψ(x, y)f (y)dy where the reconstruction kernel ψ is found by minimizing
with the normalization A * ψ(x, y)dy = 1. The large computational effort is here due to the fact that the matrix for computing ψ(x, ·) depends on the reconstruction point x. For a convergence analysis see [20] .
In order to apply the above described procedure to vector-or tensor-valued functions we apply this strategy to each individual component, see [21, 22] .
Approximate Inverse in Banach Spaces
We start from the definition of regularization methods in Banach spaces, given e.g. in Def. 4.5.1 in [1] , page 136, that we repeat here. 
for all f ∈ X. Then we call S γ a regularization method.
Motivated by this definition we define the mapping M γ : X → X as
and we impose conditions such that the conditions of Def. 2.3 are fulfilled. We have two possibilities to realize this mapping. We can either construct S γ or we prescribe an approximation of the identity M γ . In the first case we have to prove that the resulting M γ converges pointwise to the identity, in the second we have to prove that the resulting S γ is a continuous map from Y to X. As with the approximate inverse we follow the second approach.
For the construction of S γ we proceed similarly as in the last subsection, but now not only for a single point, but for all elements simultaneously.
We assume again that the elements of X are functions over a suitable domain Ω X , labeled by x, and A maps X to a space of functions on Ω Y , labeled by y. Let the linear mapping M γ be generated by linear functionals δ
The linear mapping S γ is now defined by elements in Y * as
and, as in (4), we have to solve the auxiliary problem
now for each x ∈ Ω X .
and if S γ , with
then S γ is called approximate inverse of A for finding f .
If A * is continuously invertible then from (4) the continuity in (13) directly follows. But essentially we are interested in ill-posed problems, where the continuous invertibility is not given, so (13) 
for γ → 0 and ε → 0 then S γ is a regularization for finding f .
Realizations in Banach and Hilbert Spaces
There are many realizations known for the abstract framework presented in Section 2.2. If the linear functionals δ γ x are generated by kernels in the sense that δ
then conditions are formulated on the kernel e γ , the so-called mollifier. In the Hilbert space case and compact operators A, these conditions either can be formulated in Sobolev scales [23] or in scales of Hilbert spaces generated via the singular value decomposition of the operator A [4] . The latter spaces are especially suited for regularization methods of the filtered generalized inverses type like Tikhonov-Phillips or Landweber iteration, where
and
with the singular values σ ℓ and singular functions v ℓ , u ℓ with
if the Tikhonov-Phillips regularization is applied by minimizing the functional Af − g 2 + γ f 2 , see [4] . ¿From a numerical point of view it is obvious that this only is a representation of the result, the actual computation is achieved by solving the regularized normal equations; but in that way, neither a precomputation of the approximate inverse nor the use of invariances are possible.
Recently conditions on mollifiers leading to reconstruction kernels and approximate inverse representing regularization methods in Banach spaces are presented by SchusterSchöpfer, [19] .
Feature Reconstruction
We first give some examples for features, then we adopt the approximate inverse to combine the two steps and in the next section we analyze the resulting algorithms in terms of their regularization properties.
Features
Typical features looked for in images are edges or ridges or blobs, all of them can be found based on differentiation of the image. As an example for the Canny edge detector, [24] , the sum of the absolute values or the square root of the squares of the partial derivatives of the image are calculated. For segmentation often also the Laplacian of the image is computed. In time dependent problems one is also looking how the objects in the scene move. The applied techniques of optical flow are based on the partial derivative of each time frame of the movie.
If the data are very noisy, then noisy reconstructions with standard techniques cannot be avoided. Diffusion filters are known to reduce the noise in the images. Here, the noisy image is considered as initial state in a heat equation, the regularization is achieved by stopping the evolution process appropriately. It is known, that nonlinear diffusion better preserves edges, but also linear methods show useful results.
Finally we want to mention the scale space analysis. Wavelet decompositions allow for separating images into different scales and also give the possibility to achieve different resolution in different parts of the image.
Pointwise Approximate Inverse for Features
In this section we start from the situation in the beginning of Section 2. We consider a linear, bounded and injective operator A : X → Y , where X and Y are Banach spaces. In the special case of Hilbert space we can skip the assumption of injectivity of A. In addition to Section 2 we now assume that
is a linear evaluation operator. Later on we discuss the above mentioned special cases of differential or smoothing operator or of wavelet decomposition.
To fix the idea we start again assuming that X is a subspace of continuous functions in order that δ x ∈ X * . We chose a continuous linear functional in X * and look for a smoothed version now of Lf instead of f to get
In order to have the searched-for approximation property we again impose the condition, that δ γ x → δ x in the weak- * -topology. To relate the data g to the search-for evaluation Lf we replace the auxiliary problem (4) by
is independent of the data and can be precomputed.
As a consequence we immediately get the following pointwise error estimate, where we use that ψ L,γ x is a bounded linear functional and that δ γ x converges to δ x .
Approximate Inverse for Feature Reconstruction
The above presented pointwise methods can be extended to methods for finding the function Lf itself. This can be achieved if Eq. (21) is solved simultaneously for all x, if δ x ∈ X * , similarly to Section 2.2. Here we directly follow the general approach presented in Section 2.3. Again we consider the mappings
As smoothing operator we use 
Then S L γ is the approximate inverse of A for determining Lf .
Proof : We estimate the error by
where we have used Af = g and (23).
Invariance Properties
The derivation so far allows for choosing special mollifiers δ γ x for each reconstruction point x, as long as the resulting mapping M γ fulfills the conditions of Def 2.4 or Def. 3.3 resp. If the same kind of mollifier should be applied to all points x, for example if δ γ x is a shifted version of a general δ γ , then invariance properties of A * , for example shift invariance, can be used to speed up both the precomputation and the evaluation of S γ and S L γ if the mollifier δ γ is chosen appropriately. This was shown already in [12] for L = I in the Hilbert space case, for Banach spaces and L = I see [19] . The case of Hilbert spaces and suitable evaluation operators was treated in [13] , here we notice the corresponding result for Banach spaces.
and let
Proof : With the right-hand side of the auxiliary equation (21) and the definition of ψ γ as solution of the auxiliary problem for the standard mollifier δ γ , we get
= T 3 ψ γ solves the auxiliary problem for the special mollifier δ γ x . As a consequence, it suffices to calculate the reconstruction kernel for the standard mollifier. The reconstruction kernels for arbitrary mollifiers are then determined by applying the linear transform T 3 on ψ L,γ . A simple example is a A convolution operator, L a differentiation operator and shift operators T k , k = 1, 2, 3.
Computational Complexity
To analyze the computational complexity we consider a discretized version of the linear system. When m data are given and the solution has to be computed at n reconstruction points, one has to solve a system of m × n equations. The presented method avoids the solution of this system by precomputing an approximation of the inverse; this makes sense, if the same problem has to be solved repeatedly with different right-hand sides. This is the case, for example, in tomography, where the scanner; i.e., the mapping A remains the same, but the patients; i.e., the data g, are different. Hence, with the approximate inverse instead of the solution of the system of equation, only a matrixvector multiplication has to be performed, which is much more efficient. If special invariances can be used; i.e., if both problem and mollifier have invariances, as discussed in Th. 3.5, this operation count becomes even more favorable. In the general case the reconstruction kernel ψ has to precomputed and stored for m · n values. In 2D tomography, see Sect. 5.3 for details, we have m ≈ n ≈ 10 6 , which means that we need 10
12 values for the kernel. Following [25] we observe a tremendous reduction in storage needs. If one decides for a shift invariant mollifier, this reduces from 10 12 to 10 6 values, because of ψ(x; θ, s) we get ψ(θ, s −x ⊤ θ). If the mollifier is in addition rotational invariant, this further reduces to 10 3 numbers, because now the kernel has the structure ψ = ψ(s − x ⊤ θ). Consequently the reduction in storage is tremendous, 10 3 instead of 10 12 values. The number of operations is also reduced; instead of 10 12 operations in the matrix-vector multiplication case we get with the convolution structure 10 9 operations, if an efficient evaluation of the filtered backprojection is realized, see [26] .
Convergence Results and Order Optimality
The concept of order-optimality is based on measuring smoothing properties of the involved operators and on additional conditions on the exact solution itself. The last is not surprising, because all error orders in numerical analysis are based on smoothness conditions. As simplest example differentiation may serve. It is the definition of differentiability stating that the difference quotient converges, its limit is the derivative in the point. The determination of the speed of convergence, related to the step size, is only possible if one assumes the function to be several times differentiable. In the Hilbert space case often source conditions are used, for example, that the exact solution is in the domain of the adjoint operator. Another possibility is to measure the smoothness independently of the operator, for example in Sobolev or Besov spaces. For function spaces see e.g. [27] . For a discussion of additional conditions in terms of source conditions in Banach spaces, see [28] . We extend the concept of order optimality from Hilbert spaces now to Banach spaces and evaluation operators. We start with the classical condition that order optimality of a regularization method requires that the error in a regularization method is of the same order in ε as the worst case error, see [29] or [1] ,p. 58. The worst case error in the Hilbert space case is defined for the smoothness measure of the exact solution, say we assume that the exact solution f is bounded in a suitable ν -norm by f ν ≤ ρ and data error level ε as
see e.g. [1] , page 50. To measure the different smoothing properties of the operators A and L we use Sobolev spaces W α,p (Ω) for suitable domains Ω. We again denote the domains Ω X , Ω Y for representing the domains in the spaces X, Y . In the following we omit the domains in the notation of the norms for the ease of representation. For integer α and 1 ≤ p < ∞ the norms are defined as
and the usual modification for p = ∞. For real α the spaces are defined by duality and interpolation, see e.g. [27] . Instead of the Sobolev spaces we could have used other spaces where regularity properties and interpolation inequality are defined accordingly. First we assume A to be α > 0 steps smoothing in a Sobolev scale; i.e.,
Note that α can depend on p as it is the case for the Radon transform. The classical estimate by Natterer, [30] for p = 2, which later has been extended from the twodimensional case to N dimensions, gives
For p = ∞ we have α = N see [31, 32] . For the evaluation operator L we assume that it can be bounded as
Finally the smoothness assumption on the exact solution is formulated as follows.
We are now able to define the worst case error for determining Lf . We observe that we generally assumed A to be injective, hence the null space N (A) is trivial.
Definition 4.1 The worst case error for determining Lf is defined as
Using interpolation properties in Sobolev scales, see e.g. [27] , we can estimate the error. As the evaluation operator maps L p to W λ,p we impose the condition that the exact solution is sufficiently smooth, hence λ ≤ β. Theorem 4.2 Let λ ≤ β. Then the worst case error for determining Lf can be estimated with a suitable constant depending on C L and C A as
Proof :
If the evaluation operator L is stronger smoothing than the operator A we have λ ≤ −α and hence with the continuous embedding of the Sobolev spaces W s+t,p ⊂ W s,p for t ≥ 0 we find
In the case λ ∈ [−α, β] we use the interpolation inequality
With θ = (β − λ)/(α + β) we get the estimate for W λ,p as
which completes the proof. As a consequence we observe, that when L is stronger smoothing than A, as it is the case for the solution operator of the heat equation compared to most A, no regularization at all is needed, see [14] . Finally we can define the order optimality for determining Lf .
A regularization method S L γ is called order-optimal for determining Lf , if there exists a parameter γ such that
with the worst case error e L .
Theorem 4.4 Let S
with the of λ independent parameter choice γ = c ε ρ
Proof : The total error can be estimated as
Using the definition of S L γ we can estimate the second term as S
where we used
The first term simply is
We minimize the total upper bound with respect to the variable γ. The root of the derivative of the function
with respect to γ yields the given parameter γ.
Remark 4.5
If the true solution is not sufficiently smooth; i.e., λ > β, then Lf is not in L p , hence the estimate in the theorem cannot hold. There are two options. Either we estimate the error in a norm with negative index, µ = β − λ < 0, where Lf ∈ W µp . Instead of this estimation in the distribution sense we can directly argue that only a smoothed version of Lf can be recovered, say M γ Lf . Consequently we can then estimate the data error part of the total error
Examples are given in Sec.5.3 and 5.4.
Condition (29) says, that A is continuously invertible on its range with
and similarly from (30) we conclude that
In order that S γ , restricted to Range(A) ⊂ L p maps L p to L p , there defined as
i.e., M γ is at least as strongly smoothing as
This result is known in Hilbert spaces and the special case L = I, see [4] . In that case even the necessity of this condition can be shown..
Application
In the following we present four different kinds of applications, namely the calculation of derivatives, a wavelet decomposition of the solution and two applications in tomography for different scanning geometries, both with reconstructions from real data.
Direct Calculation of Derivatives
In order to verify the assumptions made in the last section we start with a very simple example.
Let A :
The solution of Af = g is continuous if g ∈ C 1 [0, 1] with g(0) = 0, it is given as
In the case L = I; i.e., the classical reconstruction problem, we choose
where χ I is the characteristic function of I, resulting in
For continuous functions f the function M γ f is continuously differentiable, and, following Theorem 4.6, M γ is smoothing as strongly as A and hence applicable. The dual mapping of A is given as
the solution of the auxiliary problem (4) is then
The generalized derivative of the characteristic function leads to
resulting in the approximate inverse
the well-known central difference quotient for approximating the first derivative.
If we now choose L = d dy
, then the same mollifier as above cannot be used, it is not sufficiently smoothing. In order to have M γ f twice differentiable we select
which is piecewise linear and continuous. Its smoothing properties according to Theorem 4.6 can directly be computed for the space of continuous functions, for Besov spaces see e.g. [33] . The auxiliary problem now is according to (21) 
leading, as expected, to the approximation of the second derivative of the right-hand side of the integral equation
The total error can be estimated as sum of data error and approximation error. Let
For the estimation of the approximation error we get with Lf = f ′ = g ′′ and Taylor expansion
leading with
which is minimized by
which means order-optimality for the method for β = 3 and with α = λ = 1. For β = 1 we get with the intermediate value theorem that the difference in the left-hand side of (48) is bounded by a constant times g W 2,∞ = f W 1,∞ . The result for arbitrary β ∈ [1, 3] follows by interpolation between the Sobolev spaces. We observe that for the solution of this Volterra integral equation at the point x it suffices to know the data up to x + γ.
Wavelet Decomposition
In multiscale analysis a function is represented in terms of a series as
where depending on the selection of the frame or basis φ mn special features of the function can be enhanced. If this function is the solution of a problem Af = g then, instead of first solving for the unknown function f , one can directly attempt to calculate the coefficients f mn . This approach was firstly described in [15] , where an L 2 setting was used. There the expansion coefficients f mn are determined for orthonormal φ mn as f mn = f, φ mn , hence the φ mn play the role of the mollifier. The solution of
Here the observation operator L is the decomposition in the frame, it is continuous from L p to L p , see e.g. [33] , so following the error estimates in the last section, no additional smoothing compared to L = I is required. Examples for wavelet decompositions in tomography are given in [16, 17] , where the reconstruction kernels ψ mn are calculated very efficiently using properties of the X-ray transform.
Segmentation in Tomography
In tomographic images, both in medical applications and in nondestructive testing, often segmentation is used to find special properties. Here, contours have to be recognized, where differentiation is applied on the reconstructed images. Λ -tomography is a mathematically nice approach, the localness of the method has advantages, but the contours can be more expressed, especially with noisy data, with classical approaches like Canny edge detectors, [24] with the classical differentiation of the images. Hence, we now combine the inversion problem of tomography with differentiation as evalation operator.
The mathematical model of computerized tomography in two dimensions, for the parallel geometry, is the Radon transform. It is defined as
where θ ∈ S 1 is a unit vector and s ∈ R. We consider R as mapping
where Ω is a bounded domain in R 2 . The Radon transform is injective, hence the assumptions on A = R are fulfilled. The relations (29) hold with α = 2, see [31] . In the following we summarize a few results, see e.g. [26] . The inversion formula for the two -dimensional Radon transform is
where R * is the dual operator known as backprojection
and the Riesz potential I −1 is defined with the Fourier transform
where the Fourier transform acts on the second variable. The Radon transform of a derivative is
see e.g. [26] , and generalizations for higher derivatives.
The following invariances are well established for the Radon transform. Consider for x ∈ R 2 the shift operators T x 2 f (y) = f (y − x) and T
Another couple of intertwining operators is found by rotation. Let Θ be a unitary 2 × 2 matrix and D
where D Θ 3 g(θ, s) = g(Θθ, s). With the (T R) * = R * T * we get the relations used in Theorem 3.5. These two invariances lead for a mollifier of convolution type and independent of the directions; i.e., δ γ x (y) = δ γ ( x − y ), to a reconstruction kernel for determining f of convolution type, independent of the direction, namely ψ γ (x; θ, s) = Ψ γ (s − x ⊤ θ). As mollifier we now choose the according to Th. 4.5 sufficiently smoothing function
Note that in this paper γ is supposed to tend to 0, whereas in [26] a cut-off frequency c was used with c → ∞, hence c = 1/γ. We now solve
If L is a differential operator we can use the Radon transform of the derivatives, see (47), (48), and with the help of the Fourier transform we observe that Riesz potential and derivatives commute. The reconstruction kernel in the case L = I is
where D denotes Dawson's integral
see [34] , page 295 and 319, [35] . For approximations see e.g. [36] , implementations can easily be found in the Internet. We note that x is the fixed reconstruction point, hence we consider the mollifier as function of y. For the direct calculation of the first derivative; i.e.,
we get the reconstruction kernel for the derivative in the direction
. The operator L is not rotational invariant, hence the reconstruction kernel has to depend on the direction θ. Due to the relation between Radon transform and derivatives this dependency is rather simple, resulting in
where the elements of the unit vector θ are denoted by θ k . If we choose L = ∆, a rotational invariant operator, then we get as reconstruction kernel for computing ∆f using
For testing the procedure we firstly apply it to synthetic data, namely to the wellknown Shepp-Logan phantom, where we use the densities originally given by SheppLogan [37] ; i.e., the skull has the value 2 and the brain has the value 1.02 ( in contrast to many authors, where these values are lowered by 1 leading to a brain consisting of air, as in the outside of the skull ). The objects inside the brain differ by 1% up to 3% to the surrounding tissue. The exact function to be reconstructed is far from being smooth, it is in L ∞ , hence the derivatives are no longer in L ∞ . The proposed methods work even in this case, as Fig. 1 shows. The values of the jumps in the object are correct up to the numerical precision for the discretization of differentiation. The optimal regulariation parameters do not depend on the degree of differentiation; i.e., λ, in Th. 4.4. Hence we have chosen the same value for the three calculations of density, derivatives and Laplacian of the object. Strategies for determining γ can be found in [38] , we have chosen γ = 1/q = 1/652 where q is the number of measurements per direction and 720 directions. Next we use real data measured at beamline ID15A at the European Synchrotron Radiation Facility (ESRF) in Grenoble, France, by Prof. Dr. Ralf Seemann, Department of Physics, Saarland University. In order to observe moving boundaries of fluids 500 different directions equally distributed over the half-circle are used. Per direction 512 times 512 rays are measured. For the reconstruction, that can be done in stacks of twodimensional planes, as well as directly the complete volume, we have chosen a central plane through the object. We reconstructed the density itself, the square root of the sum of the squared first derivatives, as it is done in edge detectors, and the Laplacian of the function, see Fig. 2 . We have chosen again γ = 1/q = 1/512 where q is the number of measurements per direction. The results show that the unknown noise level is small, because the same strategy as for noiseless data works. For large noise level this parameter γ has to be chosen larger, as the application in [14] shows. 
Dimensioning in Fan Beam Tomography
In dimensioning high precision distance measurements of interior structures in objects have to be determined. To this end X-ray images are produced and from the reconstructions the distances have to be determined. To facilitate this, contours of the object have to be recognized. The here discussed combination of reconstruction and feature determination gives an excellent start in the determination of the distances. The derivation of the reconstruction formulas also provide a technique on transferring reconstruction formulas from a known to a new scanning geometry.
If the reconstruction kernel ψ L for A : X → Y 1 and L is known, and we consider B : X → Y 2 with B = U A where U * is invertible, then the reconstruction kernel for B and L is
as the short calculation
shows.
In nondestructive testing one is using a fan beam geometry with flat detectors. This is different than in medical imaging where the detectors are located on an arc of a circle. We now assume that the X-ray source is moved on a circle with radius R around the object. Opposite to the source position with respect to the center of rotation is located the detector with distance D form the source. Now let the source position have the angle α with the x -axis. Then we denote the source position with a = Rω(α) = R(cos α, sin α)
The detector position η(β) is
where the direction ω(α) ⊥ is ω(α) ⊥ = ω(α + π/2) = (− sin α, cos α) ⊤ .
We used the −β instead of β because this is the typical counting in the applications. We also allowed for different distances of the source from the origin and the detector from the origin to allow magnification, otherwise we would have the relation D = 2R. We denote the transform for the fan-beam geometry with flat detector as
There is the following relation to the coordinates in the parallel geometry used in the last subsection. Let θ have an angle ϕ with the x -axis, then θ = ω(ϕ) = (cos ϕ, sin ϕ) ⊤ .
A simple geometric calculation gives us we get Df = U Rf . The Jacobian of this coordinate transformation is
The intersection of the ray from the source a(α) through x with the detector occurs at point η(β α,x ) with
Finally we present the term x ⊤ θ − s in the filter in (51) in the new coordinates. It is
Using the relation for the filter
where λ is the order of differentiation of L. Replacing the regularization parameter τ γ by a fixedγ results in the following inversion formula. 
where the kernel ψ L,γ is derived for the parallel geometry.
For testing these reconstruction algorithms we used data measured in the group of Dr. Michael Maisl, Development Center X-Ray Technologies from the Fraunhofer Institute for Nondestructive Testing in Saarbrücken. A metal cartridge is measured from 800 different source positions equally distributed over the circle with radius 5cm, and the distance x-ray source to detector was 120cm. Per direction 2048 times 2048 rays are measured, binned down to 1024 times 1024. For the reconstruction, we have used the central plane through the detector array. We reconstructed the density itself, the square root of the sum of the squared first derivatives, as it is done in edge detectors and the These numerical results show the versatility of the method, which is applicable for a wide range of problems.
