What types of representations support our ability to integrate information acquired during one eye fixation with information acquired during the next fixation? In Experiment 1, transsaccadic integration was explored by manipulating whether or not the relative position of a picture of an object was maintained across a saccade. In Experiment 2, the degree to which visual details of a picture are coded in a position-specific representational system was explored by manipulating whether or not both the relative position and the left-right orientation of the picture was maintained across a saccade. Position-specific and nonspecific preview benefits were observed in both experiments. Only the position-specific benefits were influenced by the number of task-relevant pictures presented in the preview display (Experiment 1) and the left-right orientation of the picture presented in the preview display (Experiment 2). The results support a model of transsaccadic integration based upon two independent representational systems. One system codes abstract, pre-stored object types, and the other codes episodic tokens comprising stimulus properties linked to scene-or configuration-based position markers.
bject perception is a dynamic process: The entire visual scene disappears and then reappears three to four times each second during saccadic eye movements. How does the human visual system integrate this continually changing input? The purpose of the present study was to investigate the nature of the representational systems that support the retention and integration of information about real-world objects across saccades during dynamic visual perception.
One intuitively appealing hypothesis concerning transsaccadic integration is that detailed sensory representations are created and fused from one fixation to the next within a spatiotopically organized reference frame (e.g., Breitmeyer, 1984; Davidson, Fox, & Dick, 1973; Feldman, 1985; Jonides, Irwin, & Yantis, 1982; McConkie & Rayner, 1975) . In this type of sensory fusion system, the sensory information gathered during two consecutive fixations could be aligned by tracking the extent of the saccade and/or by comparing the similarity of the projected sensory patterns. The fused pattern could then be used as input to the object identification system. However, despite many attempts to find empirical support for spatiotopically based sensory fusion, most investigators now agree that it does not occur (Irwin, 1991 (Irwin, , 1992 O'Regan, 1992; Pollatsek & Rayner, 1992 ; though see Deubel, Schneider, & Bridgeman,1996 , for an alternative perspective).
While there is little evidence supporting spatiotopic sensory fusion across saccades, many studies have shown that the information acquired from a preview of a semantically meaningful visual stimulus (e.g., word or object) during one fixation can speed identification of that stimulus during the next fixation (Henderson, 1992a (Henderson, , 1997 Henderson, Pollatsek, & Rayner, 1987; Henderson, Pollatsek, & Rayner, 1989; McConkie & Rayner, 1975; Pollatsek, Rayner, & Collins, 1984; Pollatsek, Rayner, & Henderson, 1990; Rayner, 1978; Rayner, McConkie, & Zola, 1980) . Further investigation showed that this preview benefit is not based on a point-by-point alignment of sensory information: Facilitation can be observed despite a 10% change in the size of the object (Henderson et al., 1987; Pollatsek et al., 1984; Pollatsek et al., 1990) , despite a change in the spatial position of the object (Henderson, O MSU Eyelab 2 1997; Pollatsek et al., 1990) , and despite changes to the visual details of the object across the saccade (Henderson, 1997; Pollatsek et al., 1984) .
If transsaccadic integration is not supported by the fusion of sensory information, then upon what is it based? Recent work suggests that transsaccadic integration may be based on two independent representational systems (Henderson, 1994; Henderson & Anes, 1994 ; see also Irwin & Andrews, 1996) , one coding general object types and the other coding specific object tokens. In t his type-token framework, when a perceptual object is attended in the visual field, object types are activated and an object token is constructed. The purpose of the type system is to support visual identification, while the purpose of the token system is to preserve information about the specific objects that are present in the visual environment (Driver & Kanwisher, 1992; Kahneman, Treisman, & Gibbs, 1992) . Identification of an object will be facilitated across a saccade by prior type activation to the extent that the new view of the object leads to continued activation of the same subset of type representations as were activated prior to the saccade. At the same time, identification will be facilitated by the prior construction of an object token to the extent that the new view causes a retrieval of that token. Retrieval of a token, in turn, is based on the degree to which spatiotemporal continuity is maintained. Spatiotemporal continuity is taken to be based on the representation of an object's position within a spatial reference frame, where the position can be updated over time given perceptual evidence for such a change (e.g., evidence for motion).
Two main findings support the hypothesis that two independent representational systems contribute to transsaccadic integration. First, the benefit produced by a preview of a perceptual object prior to a saccade to that object consists of two components, an object-specific preview benefit that is dependent on the spatiotemporal continuity of the object across the saccade, and a nonspecific preview benefit that survives disruptions to spatiotemporal continuity across the saccade (Henderson, 1994; Henderson & Anes, 1994 ; see also Kahneman et al., 1992; Pollatsek et al., 1990) . Second, the object specific and nonspecific preview benefits can be dissociated by a manipulation of integration load. Specifically, the object-specific benefit is reduced (in some experiments, eliminated) when the preview display contains two task-relevant perceptual objects rather than only one, while the nonspecific benefit is relatively unaffected by the presence of an additional task-relevant object (Henderson, 1994; Henderson & Anes, 1994) . Both of these results are consistent with the view that transsaccadic information integration is mediated by two representational systems, one that codes episodic tokens that are tied to a particular set of spatial coordinates at a given time and that are susceptible to interference from other tokens, and another that codes pre-stored object propertie s that are independent of spatiotemporal continuity and relatively unaffected by the number of individual tokens visible (at least up to two).
The purpose of the present study was to test further the hypothesis that transsaccadic integration is supported both by stored object types and by episodic object tokens. et al. (1990) presented evidence that transsaccadic preview benefits were not significantly greater when a picture (line-drawing) of a real-world object remained in the same spatial location across a saccade than when the drawing exchanged its location with a location landmark. This result is consistent with the view that transsaccadic integration is based only on the activation of pre-stored type representations and not on spatially coded episodic tokens. In contrast, in a subsequent set of experiments using letters as stimuli, we demonstrated that preview benefits were larger when a letter remained in the same location across a saccade than when the letter changed location (Henderson, 1994; Henderson & Anes, 1994) . This latter result suggests that both pre-stored type representations and spatially coded episodic tokens can play a role in the integration process. The purpose of Experiment 1 was to investigate further whether positionspecific and nonspecific preview benefits can be observed during the transsaccadic identification of pictures of real-world objects. This issue is important because if position-specific benefits were limited to transsaccadic integration of letters, it would be difficult to argue that the phenomenon generalizes to natural perception.
Experiment 1

Pollatsek
To determine whether position-specific benefits can be observed with pictures of objects, we used a technique in which the display could be changed based on the execution of a saccade (e.g., Henderson, 1997; Henderson et al., 1987; Pollatsek et al., 1984; Rayner, 1978; Rayner et al., 1980) . Each trial consisted of three display events. First, a fixation field was presented, consisting of three fixation markers. The participant began each trial by fixating the left-most marker. Second, a preview field was shown, consisting of two pictures of meaningful real-world objects, a picture of a meaningful object and a meaningless object-like pattern, or two copies of the meaningless pattern. The participant was instructed to execute a saccade to a location between the two items as quickly as possible once they were presented. Third, when the computer detected the execution of a saccade, a target field was displayed, containing the target picture and the meaningless pattern. The participant named the target picture as quickly as possible following the saccade.
Six preview conditions were included in the experiment generated from a 3 x 2 factorial combination of the position of the target picture relative to the preview, and the type of flanker shown with the preview. The flanker manipulation was included to provide an opportunity to compare the results of the present experiment with those of our earlier studies in which we have used letters as stimuli. In this experiment, the three levels of the position continuity 1 factor were same-position, in which the target remained in the same spatial position from preview to target display, switch-position, in which the target switched to the other possible spatial position from preview to target display, and control, in which no preview of the target was shown in the preview display. The two levels of the flanker condition were meaningful, in which another potential target picture appeared in the preview display along with the target, and meaningless, in which a meaningless pattern that was not associated with any real-world object appeared in the preview display with the target.
Method
Subjects. Eight members of the Michigan State University subject pool participated in the experiment for course credit. All participants had normal vision or wore contact lenses. The participants had not participated in previous eye movement experiments, and were naive with respect to the hypotheses under investigation.
Stimuli. The stimuli and apparatus were 12 pictures (line-drawings) of common real-world objects taken from Snodgrass and Vanderwart (1980) and a meaningless pattern. Each preview and target display contained two meaningful pictures, a meaningful picture and the meaningless pattern, or two copies of the meaningless pattern, centered within rectangular frames oriented vertically. The meaningless pattern was created by blending the contours of several Snodgrass and Vanderwart (1980) pictures that were not included in the experiment and then deleting a majority of the interior contour.
The pictures were about 3.6 degrees in height and 5.1 degrees in width on average. The meaningless patter was the same size as this average. There was 10.5 degrees between the centers of the pictures, and 6.9 degrees between their nearest contours on average. The frames subtended 7.7 degrees vertically and 7.2 degrees horizontally, with 2.8 degrees separating the nearest contours of the frames. Table 1 shows the 12 preview conditions for the target picture "fox".
Twenty-four target displays were created, consisting of each of the 12 pictures in each of the two (top and bottom) frames. The meaningless pattern occupied the frame that did not contain the target picture in each target display.
Forty-nine preview displays were used. Twenty-four of these preview displays were identical to the target displays. These displays served as the preview displays for the same-frame meaningless-flanker and switch-frame meaningless-flanker conditions. An additional 24 displays contained two pictures each, 12 pairs of pictures by 2 configurations (e.g., fox above bed, and bed above fox). These displays were used in the same-position meaningful-flanker condition, the switch-position meaningful-flanker condition, and the meaningful-flanker control condition. For MSU Eyelab 4 Table 1 : Example of the 12 same-orientation conditions employed in Experiment 1 when the target was a picture of a fox. The switch-orientation conditions were similar, except that the left-right orientation of the target object was reversed in the target display.
Stimuli Presented
Condition
Preview Display Target example, the display containing the fox in the top frame and the bed in the bottom frame served as the preview for the same-frame meaningfulflanker condition when the fox appeared as the target in the top frame and when the bed appeared as the target in the bottom frame. This same display served as the preview for the switch-frame meaningful-flanker condition when the bed appeared as the target in the top frame and when the fox appeared as the target in the bottom frame. This display also served as the meaningful-flanker control condition when the football appeared as the target in the top frame. (The meaningfulflanker control for the football when it appeared as the target in the bottom frame was bed above the fox.) The final preview display contained two meaningless pictures and was used in the meaningless-flanker control condition. Apparatus . The stimuli were displayed at a resolution of 640 x 480 pixels on a Zenith flatscreen VGA monitor operating at 60 Hz. The contours of the stimuli appeared black (pixels off) against a gray (pixels on) background. Eye movements were monitored via an ISCAN RK-416 high-speed eyetracker. Signals were generated by the eyetracker at a frequency of 120 Hz, and the computer changed the display contingent on detecting an eye movement of greater than 0.5 degree. Display changes required a maximum of 25 ms. Because a 20 degree horizontal saccade has a duration of well over 50 ms (Becker, 1989; Collewijn, Erkelens, & Steinman, 1988) , the display change was accomplished during the saccade when vision was suppressed. Vocal responses were collected with a voice key connected to a dedicated input-output (I/O) board; activation of the voice key stopped a millisecond clock on the I/O board and generated a system interrupt that was serviced by software. The eyetracker, display monitor, and voice key were interfaced with a 486-based microcomputer that controlled the experiment. The computer maintained a complete record of saccade and naming latencies.
Procedure . Upon arriving for a session, each participant was seated comfortably with his or her head placed in a chin and forehead rest to minimize head movements. Participants were first MSU Eyelab 5 shown each of the target pictures and asked to name them. All participants used the names given by Snodgrass and Vanderwart (1980) . The calibration of the eyetracker then took place. After calibration, participants took part in one short block of 16 practice trials, and two blocks of 96 test trials each. A trial consisted of the following events. First, a fixation display appeared containing three test fixation markers and a small cross that indicated the computer's estimate of the current fixation position. The participant fixated each test marker, and if the calibration was satisfactory (plus or minus 1/3 degree from each marker), the experimenter asked the participant to fixate the left-most marker to indicate that he or she was ready for the trial to begin. The experimenter then initiated the trial by pushing a silent button. The fixation display was replaced by a preview display consisting of two frames to the right of fixation, each containing a picture of a real world object, or one containing a picture of a real-world object and the other containing a meaningless pattern. The participant immediately initiated a rightward horizontal eye movement to a location centered between the two frames. The distance from the initial fixation point to the location centered between the two stimuli was 20.6 degrees. During the saccade, the preview display was replaced by the target display, consisting of the target picture in one frame and the meaningless pattern in the other. The target display remained in view until the participant responded by naming the picture as quickly as possible. The computer recorded the latency of the eye movement and the latency of the vocal response (timed from when the eye crossed the 0.5 degree boundary). Participants were given one practice block of 12 trials, and then were tested in one test block of 144 trials. The 144 trials were produced by the within-participant factorial combination of 3 position continuity conditions (same, switch, and control) by 2 flanker conditions (meaningful and meaningless) by 2 target positions (top and bottom) by 12 target pictures. The target position factor was included for counterbalancing purposes and was not of theoretical interest. The experiment was completed in a single session that lasted less than one hour.
Results
Mean corrected naming latencies collapsed over target position are presented in Table 2 . These means exclude trials on which an anticipatory eye movement occurred (saccade latency of less than 100 ms) and trials on which the naming latency was less than 200 ms, more than 1200 ms, or greater than 3 standard deviations from the mean naming latency for that subject. About 8% of the data was eliminated in total. The pattern of corrected latencies did not differ from the pattern prior to correction. Mean eye movement latency was 278 ms averaged across conditions.
There was a reliable effect of position continuity, with mean naming latencies of 761, 800, and 829 ms in the same-position, switchposition, and control conditions, respectively, F(2,14) = 15.96, p < .001, MSe = 2375. Planned comparisons showed that the 39 ms positionspecific benefit (switch-position minus sameposition conditions) was significant, F(1,7) = 8.934, p < .05, MSe = 2715, as was the 29 ms nonspecific benefit (control minus switch-position conditions), F(1,7) = 6.376, p < .01, MSe = 2211. There was also a reliable effect of flanker type; naming latencies were 82 ms faster in the meaningless-flanker condition (756 ms) than i n the meaningful-flanker condition (838 ms), F(1,7) = 27.28, p < .005, MSe = 5903. Positioncontinuity and flanker type reliably interacted, F(2,14) = 8.190, p < .001, MSe = 1577. Examining the position-specific and nonspecific components of the preview benefit separately (shown in Table 2) revealed that the positionspecific component was affected by the flanker, F(1,7) = 10.96, p < .05, MSe = 1937, while the nonspecific component was not, F < 1, MSe = 1108. The only other reliable effect was an interaction of position and flanker type, F(1,7) = 6.710, p < .05, MSe = 813, with faster naming latencies for the top versus the bottom position when there was a picture flanker (824 versus 851 ms, respectively), but no such difference when the flanker was a non-object (757 versus 754 ms).
Discussion
Two main conclusions can be drawn from the results of Experiment 1. First, both positionspecific and nonspecific preview benefits can be observed during the transsaccadic integration of real-world objects. Thus, the pattern of positionspecific and nonspecific preview benefits that we have observed with letter stimuli in prior studies generalizes to pictures. This result suggests that both short-term episodic token representations and pre-stored type representations c ontribute to transsaccadic integration (Henderson, 1994; Henderson & Anes, 1994) . We note that these results contrast with those reported by Pollatsek et al. (1990) , who found only nonspecific preview benefits with line drawings of objects. The discrepancy in the results across the two studies may not be as large as first appears, however, because Pollatsek et al. did find a tendency toward nonspecific benefits in their two transsaccadic viewing experiments (see Henderson, 1994 , for discussion).
Second, the position-specific and nonspecific benefits were differentially affected by the type of flanker shown in the preview display; the position-specific benefit was smaller when two potential target pictures were shown than when only a single potential target picture appeared, while the nonspecific benefit was relatively constant in magnitude across flanker conditions. We have reported three previous experiments (Experiments 1 and 2 of Henderson & Anes, 1994 ; Experiment 2 of Henderson, 1994) where we found a similar (though only marginally reliable) interaction between preview and flanker conditions when letters were used as stimuli. We interpret this interaction as support for the dissociation of the position-specific and nonspecific benefits, as expected on the view that the two types of benefits reflect different underlying representational systems.
Experiment 2
In Experiment 2, we sought to determine whether the representational system that produces position-specific benefits during transsaccadic integration codes a more detailed representation of the image features present in the preview than does the system that produces the nonspecific benefits, as predicted by the hypothesis that the position-specific benefits are due to episodic tokens of the preview picture (Kahneman et al., 1992) . In several earlier experiments, we have been unable to find support for this prediction. For example, in one study, Pollatsek et al. (1990) manipulated position continuity and the continuity of the left-right orientation of a line drawing across a saccade, and found no interaction between these two factors. In a similar experiment, Henderson (1994) manipulated position continuity and the continuity of the case in which a target letter was displayed, and again found no interaction. However, there are reasons to be cautious about interpreting these prior studies. In the Pollatsek et al. experiment, there was no overall effect of position continuity, while in the Henderson et al. study, there was no overall effect of the case change manipulation. The lack of main effects may have impeded detection of an interaction. Furthermore, it has been suggested that letter case is not represented across saccades (McConkie & Zola, 1979; Rayner et al., 1980) . Thus, the letter case manipulation may not have provided a sufficient opportunity to observe an interaction of visual features and object position.
To provide a better test of whether specific image features might be maintained by episodic tokens across saccades, in Experiment 2 we used manipulations of position and form continuity that have been shown to produce effects on transsaccadic integration. Specifically, we manipulated position as in Experiment 1 (see also, Henderson, 1994; Henderson & Anes, 1994) , and manipulated the specific visual form of the image by maintaining or changing the left-right orientation of a line drawing target from preview to target display. Given that left-right orientation can be retained and integrated across saccades (Henderson & Seifert, 1998) , and given our hypothesis that specific information about object tokens is preserved by the token system, we predicted that a change to the left-right orientation of a picture should affect transsaccadic integration when the picture's position remains constant, but should not influence transsaccadic integration when the position changes. In other words, the position-specific benefit should be larger when the left-right orientation is preserved than when it reverses, but the nonspecific benefit should be unaffected by a change to left-right orientation. To test this prediction, we introduced two levels of a left-right orientation factor, same-orientation, in which the same version of the pictured object was seen in the preview and target displays, and different-orientation, in which the pictured object was changed from one left-right orientation to its mirror image from preview to target display. The orientation continuity factor allowed us to determine whether the maintenance of more detailed information than the entry-level description of an object type is maintained by the object token system. Experiment 2 differed from Experiment 1 in five other ways. First, because we found in Experiment 1 that the position-specific benefit tended to be greatly reduced or even eliminated when a meaningful flanker was present in the preview display (see also Henderson, 1994; Henderson & Anes, 1994) , and because we were interested in exploring the influence of image information on the position-specific benefit, we did not include a flanker picture in Experiment 2. Second, because we could change the display more rapidly in Experiment 2 (using a 100 Hz video refresh rate), we were able to allow participants to make a 10 degree rather than a 20 degree saccade to the preview images, thereby increasing the amoung of preview information they would be able to obtain (Henderson & Siefert, 1998; Pollatsek et al., 1990) . Third, in Experiment 2 all target images were shifted 11.13' of arc to the right (away from the initial fixation point) during the saccade. The displacements were introduced to further control for the possibility that position-specific preview benefits could be due to the phosphor properties of the display monitor. Previous research has shown that such small displacements are very d ifficult to detect when they take place during a saccade (e.g., Bridgeman, Hendry, & Stark, 1975; Bridgeman & Stark, 1975; Henderson, 1997) . Fourth, we eliminated the frames around the pictures. To the extent that object positions are allocentrically coded (Henderson, 1994; Henderson & Anes, 1994) , the frames should not be necessary to produce position-specific benefits. Finally, we included a different-picture preview condition as a second control (in addition to the empty box condition) against which to e xamine preview benefits. A comparison of the two controls allows us to ensure that the preview benefits observed are not due to the simplicity of the preview image in the empty-box control condition (Henderson & Siefert, 1998) .
Method
Participants. Twelve new participants from the same pool and with the same characteristics as those used in Experiment 1 took part in Experiment 2.
Stimuli. The stimuli were 2 enantiomorphs of each of 10 pictures (linedrawings) of common real-world objects that all had an obvious left-right orientation, taken from Snodgrass and Vanderwart (1980) . These pictures were those that produced the largest left-right orientation change effect in Experiment 1 of Henderson and Siefert (1999) , and depicted the basic -level concepts of a camel, cow, dog, elephant, fish, flag, football, iron, squirrel, and whistle. Each preview and target display contained a picture and a placeholder, or two placeholders, oriented vertically in the display. The placeholder was a square containing a smaller square and a plus at its center. The pictures and placeholder subtended 4.5 degrees on average along the longest axis. There was 7.3 degrees between the centers of the pictures and placeholders, and 3.9 degrees between their nearest contours on average. All pictures were displaced 11.13' of arc away from the initial fixation point between preview and target displays.
Forty target displays were used, consisting of each of the 10 pictures in each leftright orientation and in each of the two (top and bottom) frames. A placeholder occupied the potential target position that was not occupied by the preview picture. Thirty-two preview displays were generated as described for the meaningless flanker preview displays in Experiment 1. These displays were identical to the target displays. A final preview display contained two place-holders; this display served as the simple control condition.
Apparatus . The apparatus was the same as in Experiment 1, with the following exceptions: Stimuli were displayed at a resolution of 800 x 600 pixels on a NEC flat-screen SVGA monitor operating at 100 Hz. The contours of the stimuli appeared black (pixels off) against a gray (pixels on) background. Because of the faster video refresh rate, display changes required a maximum of 18 ms.
Procedure . The procedure was the same as that used in Experiment 1, with the following exceptions: After the eyetracker was calibrated, participants took part in one short block of 16 practice trials, and then a test block of 320 experimental trials. The 320 experimental trials were produced by the within-participant factorial combination of 4 preview conditions (same orientation, different orientation, simple control, and different picture control) by 2 position continuity conditions (same position and switch position) by 2 target positions (top and bottom) by 2 left-right orientations (orientation 1 or orientation 2) by 10 target pictures. The target position and left-right orientation conditions were included for counterbalancing purposes and were not of theoretical interest, and the positioncontinuity factor was dummy coded for the simple control condition (in which two placeholders were shown in the preview display). With this design, a given preview picture was equally predictive of that same picture as target, the picture of the same concept but different orientation, the picture of orientation 1 of a different concept, and the picture of orientation 2 of a different concept. Thus, any differences in the perceptibility of one orientation over another, in either the preview or target display, was controlled.
Results
Mean corrected naming latencies excluded trials on which an anticipatory eye movement occurred (saccade latency of less than 100 ms) and trials on which the naming latency was less t han 200 ms, more than 1500 ms, or greater than 3 standard deviations from the mean naming latency for that subject. About 5% of the data was eliminated in total. The pattern of corrected latencies did not differ from the pattern prior to correction. Mean eye movement latency was 210 ms averaged across conditions. An analysis of eye movement latencies showed that they were reliably longer when the control stimulus was presented (two placeholders) than when a picture was presented in the preview display, F(3,33) = 7.563, MSe = 718, p < .001. The eye movement latencies were 205 ms, 204 ms, 226 ms, and 206 ms in the same orientation, different orientation, simple control, and different picture control conditions, respectively. The main question in this experiment was whether the position-specific benefit would be larger when left-right picture orientation was preserved. To investigate this question, the data were analyzed in a 2 (target position: top versus bottom) by 2 (position continuity: same position versus different position) by 3 (left-right orientation: same versus different versus simple control) ANOVA that excluded the different picture control. The naming latencies for these data, as well as the preview benefits, are presented in Table 3 . The interaction between position continuity and left-right continuity was reliable, F(2,22) = 18.25, MSe = 740, p < .001. As can be seen in Table 3 , the nonspecific preview benefits were unaffected by the left-right orientation change between preview and target displays (81 ms versus 83 ms for the same orientation and different orientation conditions, respectively), while the position-specific benefits were about twice as large when the left-right orientation of the target was constant across the saccade (51 ms) compared to when it changed (25 ms). Although the preview benefits become larger if the different picture control is used as the baseline (see Table  3 ), the conclusions concerning the effects of position and left-right orientation on the preview benefit does not change. Finally, in contrast to the results of Experiment 1, there were no interactions between any of the critical factors and target position, all F's < 1. 
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Discussion
The purpose of Experiment 2 was to determine whether a change to an exemplar-level visual property of a picture of a real-world object, left-right orientation, would have more of an influence on transsaccadic integration when position was maintained than when position changed across a saccade, as predicted by the type-token framework. We found that preview benefits were larger when left-right orientation was constant across a saccade than when left-right orientation was reversed, replicating Henderson & Siefert (1999) . Most importantly, this additional benefit for same-orientation pictures over different-orientation pictures was only apparent when the picture remained in the same position from preview to target display. This result was predicted by the hypothesis that the positionspecific benefit reflects the operation of a representational system that codes information about the specific token that was viewed, while the nonspecific benefit reflects the operation of a system that codes more general information about the perceptual and/or conceptual type that was viewed.
The present results contrast with those obtained by Henderson (1994) , who reported that case changes to letters did not influence positionspecific preview benefits any more than they influenced nonspecific preview benefits. Henderson (1994) concluded that visual features are no more likely to be preserved by the token system than the type system. It now appears more likely that letter case is simply not preserved across saccades at all, so it is preserved neither by the token nor by the type system. On the other hand, given that the left-right orientation of a pictured object is preserved across saccades (Henderson & Siefert, 1999) , the present results suggest that left-right orientation is preserved by the token system.
General Discussion
The purpose of this study was to investigate how the information that is obtained during one eye fixation is integrated with the information that is acquired during the next fixation. Two experiments were conducted to test the hypothesis that transsaccadic object identification is supported by two representational systems, a type system in which viewed objects activate pre-stored representations that code generic information about object concepts and identities, and an episodic token system in which viewed objects generate episodic descriptions that code more precise object details. We investigated this topic using a transsaccadic preview paradigm in which participants were asked to identify an object following a saccade. The results of Experiment 1 demonstrated that transsaccadic integration of pictorial information is supported both by position specific and non-specific components. Furthermore, the position-specific component was found to be sensitive to the number of task-relevant pictures in the preview display, while the non-specific component was not. Experiment 2 extended these results, showing that the position specific benefit was sensitive to the similarity of the left-right orientation of the picture across the saccade, while the non-specific component was not. This latter effect provides strong support for the notion that the position specific benefit reflects the operation of a system that represents information about the particular token that was present in the visual field prior to the saccade.
We propose the following type-token framework for explaining transsaccadic integration. The initial preview of a visual scene prior to a saccade leads to the coding of position markers in a spatial processing subsystem and activation of object properties in an identity processing subsystem. Prior to a saccade, a small number of position markers will be bound to object properties in the formation of object tokens, with preference for token construction given to object(s) near the intended saccade target (Henderson, 1992b; Henderson & Hollingworth, 1999; Henderson et al., 1989; Hoffman & Subramaniam, 1995; Irwin & Andrews, 1996; McConkie & Currie, 1996; see Henderson, 1996) . Following a change to the proximal stimulus due to a saccade, preview benefits (facilitation of identification) can take place via two processes. First, new activation caused by an attended object following the saccade (i.e., in the post-saccade fixation) can combine with any residual activation in the identity processing subsystem to facilitate identification (and any other response supported by the representations maintained by the identity processing subsystem). This integration of information due to residual activation within the identity subsystem will be independent of object position a nd will lead to nonspecific preview benefits. Second, an episodic token will be retrieved following the change if there is spatiotemporal continuity between a currently visible object and a represented position marker in the spatial processing subsystem. Spatiotemporal continuity appears to be based, at least in part, upon position coding within an allocentric reference frame (Henderson, 1994; Henderson & Anes, 1994) . In other words, episodic tokens can be tracked across a saccade by the spatial processing subsystem via the object's position with respect to other coded object positions, and possibly with respect to other reference frames as well (Verfaillie, De Troy, & Van Rensbergen, 1994) . When spatiotemporal continuity is maintained, representations of object properties forming that token (i.e., pointed at by that position marker) will be reactivated within the identity processing subsystem. Again, new activation caused by an object that is attended after the change can combine with activation caused by the token to facilitate performance. The integration of information due to reactivation from the token will be dependent upon the maintenance of spatiotemporal continuity and will lead to objectspecific preview benefits.
Are the episodic tokens that we are discussing the same as the object files that Kahneman et al. (1992) have proposed? On the one hand, we clearly draw much of our inspiration from the object files theory, and a good deal of our data support many of the major assumptions of that theory. For example, we agree that episodic tokens are addressed by spatial position at a particular time. However, we have made additional assumptions that put us beyond the bounds of the object files theory. For example, we have proposed that the reference frame used to track the positions of objects for the purposes of transsaccadic integration is configurationcentered. We are not sure whether this proposal would be consistent with the object files theory. In addition, in object files theory, the object files are the representations that are matched to long-term memory during object identification (Kahneman et al., 1992) . In our view, object identification takes place entirely within the object processing subsystem and does not involve the episodic tokens (see Henderson, 1994) . The episodic tokens can affect identification only indirectly by reactivating representations within the object processing subsystem. Because we do not feel confident claiming that the episodic tokens we have described are identical with obje ct files, we leave this issue open for the time being.
