Abstract-It is known that among all redundancy-free codes (or index assignments), the natural binary code minimizes the mean-squared error (MSE) of the uniform source and uniform quantizer on a binary symmetric channel. We derive a code which maximizes the MSE and demonstrate that the code is linear and its distortion is asymptotically equivalent, as the blocklength grows, to the expected distortion of an index assignment chosen uniformly at random.
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I. INTRODUCTION
An index assignment is a mapping of source code symbols to channel code symbols. The usual goal of index assignment design for noisy channel vector quantizers is to minimize the end-to-end meansquared error (MSE) over all possible index assignments. The MSE is computed with respect to the statistics of both the source and channel. Previous work has examined the theoretical and practical aspects of index assignment in noisy channel vector quantizer systems. In particular, it is known that the performance of such a system can be significantly affected by the choice of index assignment.
The problem of algorithmically finding good index assignments has been previously studied in [1] - [6] , and analytic formulas have been found for binary symmetric channels and certain sources [7] - [12] . The optimality of the natural binary code was conjectured in [8] and proved in [10] for uniform scalar quantization of a uniform source and later extended to binary lattice vector quantizers with equiprobable quantization points in [11] .
In this paper, we derive an index assignment which maximizes the MSE for a uniform scalar source and show that the worst case performance thus obtained is asymptotically equivalent to the expected performance of an index assignment chosen uniformly at random. This indicates that the majority of index assignments are asymptotically bad. Also, this result analytically reveals the entire range of possible performances achievable by different index assignments.
The overall MSE of a quantizer optimized for a noiseless channel can be decomposed into a "source distortion" due to quantization and a "channel distortion" due to channel noise [13] . The source component is a result of representing the source with a finite number of quantization points and thus is independent of the index assignment. The channel component, on the other hand, results from confusing the indices of quantization points because of channel errors. Hence, we focus on the channel distortion, when evaluating index assignments. With this in mind, the index assignment problem can be reformulated as a discrete problem with no direct reference to quantization. For n-bit uniform scalar quantization of a uniform source, the quantization points are scaled and translated versions of 0; 111; 2 n 0 1. The usual index assignment problem is to assign indices to quantization points to minimize the mean squared distance between pairs of these points, with respect to their prior probabilities and the channel transition probabilities. In this paper, however, we maximize the MSE. The paper is organized as follows. Section II gives notation and definitions. In Section III, we derive a distortion-maximizing index assignment (the worst code) for uniform scalar quantization of a uniform source (Theorem 1) and compare the performances of the best, worst, and randomly chosen index assignments (Corollary 1).
A counterexample in Section IV shows that the MSE-maximizing property of the worst code does not extend to arbitrary binary lattice vector quantizers (Corollary 3), even though it is known that the MSE-minimizing property of the natural binary code does extend to binary lattice vector quantizers. We establish, however, that among all affine index assignments, the worst code does maximize the MSE of arbitrary binary lattice vector quantizers (Corollary 2).
II. PRELIMINARIES
For any positive integer n, let Z n 2 denote the field of n-bit 
where G is a binary nonsingular n 2 n generator matrix, t is an ndimensional binary translation vector, and the arithmetic is performed in Z n 2 . If t = 0, then is called linear.
The family of affine index assignments is attractive due to its lowimplementation complexity and was first systematically studied in [12] and [14] - [16] . An unstructured index assignment requires a table of size O(n2 n ) bits to implement, whereas affine assignments can be described by O(n 2 ) bits. Many useful index assignments are known to be affine, including the natural binary code, folded binary code, gray code, and two's complement code [12] . We define the worst code W to be the linear index assignment with generator matrix Table I gives an explicit listing (in both decimal and binary) of these two index assignments for n = 4. Let the channel transition probabilities of a binary symmetric channel be denoted by (for < 1=2) The transition probabilities for binary n-tuples on a binary symmetric channel are (10) We denote the probability that an error pattern a 2 Z n 2 occurs on a binary symmetric channel by
(1) Definition 4: Let be an index assignment and suppose an element i is chosen uniformly at random from the set S = f0; 111 ; 2 n 0 1g, where the binary n-tuple (i) is transmitted over a binary symmetric channel with error probability . The end-to-end MSE is defined as
i2S j2S
It may be assumed without loss of generality that (0) = 0, which for an affine index assignment (i) = iG + t is equivalent to setting t = 0. Thus, we omit the translation vector t in what follows.
Definition 5:
For each i; j 2 Z n 2 , let h i;j = (01) ij . The Hadamard transformf : Z n 2 ! R of a mapping f : Z n 2 ! R is defined byf
and the inverse transform is given by
The Hadamard transform provides a tool for analyzing the meansquared distortion [5] , [12] , [16] - [19] . The following properties of 
III. CONSTRUCTION OF THE WORST CODE
The following lemma gives an expression for the distortion D in the Hadamard transform domain. Variants of this result were used to show the optimality of the natural binary code in [10] and [11] . The lemma is useful for identifying a "worst" code. The following bounds on D follow from Lemma 2 using 1 w(a) n for a 2 Z n 2 nf0g: (3)
The lower bound was established in [10] and can be achieved with equality if(a) = 0 for every a 2 Z n 2 with Hamming weight w(a) > 1. For example, the natural binary code satisfies this requirement [10] , [11] . To achieve the upper bound with equality, we must have(a) = 0 for every a 2 Z n 2 such that w(a) < n, i.e., (1) 
Indeed, the worst code achieves (7). To prove this, consider the Hadamard transform components(a) of an arbitrary linear index assignment (i) = iG, and for any a 2 Z 
where (8) Thus, combining the lower bound from (3) and the upper bound from (7) and using (5) and (6) to eliminate the remaining Hadamard transforms from the expressions, we obtain the following theorem. . If an index assignment is chosen uniformly at random, then the average distortion is The values of D min and D ave were apparently first reported in [7] . On the other hand, for a fixed bit error probability , letting n ! 1 Thus, for asymptotically large block lengths, the performance gain of a best index assignment over a worst index assignment or an average index assignment is 1=2, which can be very large. In this sense, a large fraction of index assignments can be considered "bad." That is, for any > 0, the expected distortion of a randomly chosen index assignment asymptotically equals (as the blocklength grows) that of the worst index assignment. If an integer chosen uniformly at random from S is normalized to have zero mean and unit variance, then the resulting distortions corresponding to the best, worst, and random index assignments are given bỹ These hold for small on the curves in Fig. 1 for which n is not too large. Suppose these linearized approximations hold and suppose that n is large, but not too large (i.e., if 2 0n 1 while maintaining n 1). Then, the useful regions of the worst and average index assignments can be approximated as 2 (0;1=(4n)) and 2 (0;1=(2n)), respectively. These intervals are obtained by examining which values of yield distortions less than 1. Note thatDmin = 4 is independent of n and linear on the full range 2 [0; 1=2]. Thus, the useful region of the best index assignment is (0;1=4) irrespective of the blocklength n.
Clearly, the inequalities
IV. GENERALIZATION TO VECTOR QUANTIZERS
The natural binary code was shown to minimize the distortion D for a uniform scalar quantizer and a uniform source in [10] and was generalized to a class of vector quantizers in [11] . The class of vector quantizers in [11] is the same class studied in [12] and [17] - [19] and was referred to in [12] as "binary lattice vector quantization."
In contrast, we demonstrate by means of a counterexample that the distortion maximization property of the worst code for a uniform scalar quantizer cannot be generalized to arbitrary binary lattice vector quantizers. We do, however, show that the worst code maximizes the distortion among all affine index assignments for arbitrary binary lattice vector quantizers. 
A uniform scalar quantizer with step size 1 is a special case of a binary lattice vector quantizer with d = 1 and v l = 2 l 1 for l 2 f0; 1;111;n 0 1g. 
We also have by (4) 
Using (13) and (14), the same argument that led to the upper bound in Theorem 1 yields the following corollary. 
The right-hand side of (17) can be arbitrarily close to 1=2 as ! 1. Thus, for any 2 (0; 1=2), a binary lattice vector quantizer can be found for which the index assignment X is worse than the worst code. 
