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Abstract
In electroencephalography (EEG), event related potentials (ERPs) can be observed as
a series of positive and negative voltage deflections that are generated in response to
a stimulus or event. These unique EEG signals reflect the chronological neural events
that occur milliseconds to hundreds of milliseconds after a given stimulus or event.
Thus, ERPs have been one of the important tools used for decades to uncover the
sensory, cognitive and motor processes that underlie human thoughts and behaviour.
Extracting ERPs from the noisy background EEG activity is one of the fundamental
problems in ERP analysis. Apart from the limitation of the traditional trial-averaging
method, the recent advancement in EEG recording devices and Brain Computer In-
terfaces (BCIs) has also brought forth two important changes towards the ERP signal
processing field. These changes are 1) the increasing number of signals recorded sim-
ultaneously from the scalp and 2) the requirement to extract ERPs at the single-trial
level. To address these issues, the main objective of this thesis is to develop an effect-
ive single-trial multi-channel ERP extraction method, so that, all the signals recorded
from the different electrodes can be fully utilized for recovering the ERP waveform at
the single-trial level.
Like most existing techniques, this thesis aims to develop a new set of data-driven
methods to extract ERPs without making any strong assumptions on the scalp distri-
bution and temporal waveform of the desired ERP. To achieve this goal, this thesis
seeks to provide improvement by utilising the prior information of the desired ERP
in the extraction process so that the specific ERP can be extracted effectively. The
first proposed method is a new linear discrimination (LD) method that performs the
extraction by learning the differences between the scalp distribution of the desired and
undesired ERPs. This method has the ability to extract a specific ERP under the pres-
ence of multiple ERPs. However, a closer examination shows that due to the nature of
iii
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the method, the extracted signal always experiences a slight mismatch with the actual
ERP waveform.
For this reason, in the second proposed method, a temporally-constrained inde-
pendent component analysis (ICA) method, namely, one-unit ICA-R is investigated.
One-unit ICA-R inherits ICA’s superior performance in recovering the source signals
from the noisy mixed signals. The main advantage of one-unit ICA-R is its ability to
avoid time-consuming full ICA decomposition and extract the desired ERP directly
through the guidance of a reference signal. The design of the reference signal is, there-
fore, important to one-unit ICA-R. To guide the extraction successfully, a new way
of generating the reference signal is developed specifically for the ERP application.
By applying one-unit ICA-R with the proposed reference signal, the results demon-
strate that the proposed one-unit ICA-R outperforms the traditional ICA in terms of
extraction quality and computational efficiency.
Lastly, a data-driven ERP segmentation algorithm is developed to provide the ERP
time region that is required for initializing the proposed LD and one-unit ICA-R meth-
ods. In this thesis, the proposed segmentation algorithm is designed specifically for
a popular ERP called P300. To find the P300 time region, a new clustering tech-
nique is applied so that the P300 time region can be identified adaptively based on
the provided signals. In addition, the proposed algorithm does not require any manual
intervention. Thus, when applied together with the proposed ERP extraction methods,
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4.18 The normalised ỹk(t) for P100 from (a) face conditions and (b) non-
face conditions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
4.19 The estimated scalp distribution â0 for P100 from (a) face and (b) non-
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The brain is the most complex organ in the human body. Ever since we are born,
it provides us with the abilities to think, learn, understand, feel and interact with the
outside world. In our daily lives, the brain performs many tasks that are seemingly
simple and yet difficult to be achieved by today’s machine such as recognising a face,
differentiating two different tones, understanding an emotion, etc. For centuries, un-
derstanding how the brain achieves these remarkable feats has sparked a lot of interest.
However, a more comprehensive study on the brain is not made possible without the
invention of Electroencephalography (EEG) by Prof Hans Berger in 1929 [1]. Since
then, EEG has marked an important milestone in the history of brain research.
EEG is a technique [1] that measures the electrical activity of the brain through
electrodes placed on the scalp. Today, besides EEG, many different kinds of neuro-
imaging devices have also been introduced such as Magnetoencephalography (MEG),
Positron Emission Tomography (PET), functional Near Infrared Spectroscopy (fNIRS)
and functional Magnetic Resonance Imaging (fMRI) [2]. Although these methods
served as alternative ways of investigating the brain by measuring either the blood
flow or magnetic field in the brain, EEG remains the most popular method for the
brain research mainly because it is relatively safe, cheap, portable, non-invasive, quiet
and has a very high temporal resolution [2][3][4].
Currently, EEG has been used in different kinds of brain studies that ranged from
short-term recordings such as event-related potentials (ERPs) to long-term recordings
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such as in the study of sleep disorder [3][4]. Among these studies, ERPs can be re-
garded as one of the most important part of EEG studies because they are best ob-
served under the fine temporal resolution of the EEG recordings. Specifically, ERPs
are electrical activities that occur milliseconds to a few hundreds of milliseconds after
a specific internal or external event happens [5][6][7]. They index the chronological
neural processes that are responsible for how human senses, perceives, recognizes and
reacts towards an event. Understanding how ERPs are generated and also how it differs
between the typical and atypical population provides us with a better understanding of
the neurophysiological behaviour of the brain. Most importantly, it helps us to identify
the important “bio-markers” that are potentially useful for designing a more effective
diagnosis and treatment to cure any illness caused by brain disorders.
In EEG recordings, ERP has a relatively small amplitude when compared to the
on-going background EEG activities and noise artifacts. For this reason, ERP extrac-
tion has been an important issue in ERP analysis ever since the first ERP was dis-
covered in 1939 [8]. Historically, ERP research did not progress very well until the
computer-generated trial-averaging method was introduced in the 1960s [5][7]. Today,
trial-averaging remains an important technique in ERP studies. To perform the ERP
analysis successfully, it is common practice to collect a large number of ERP trials
so that badly contaminated ERP trials can be rejected while the remaining effective
trials are averaged. Traditionally, trial-averaging is applied mainly to suppress the ran-
dom signals that are not time-locked across trials so that the signals can be smoothed
and the overall representation of the ERPs can be obtained. Unfortunately, there are
certain issues regarding ERPs that remain puzzling and cannot be solved by studying
only the ERPs extracted from the trial-averaged signals. One of these issues is the
trial-variability of ERPs that has been found in most ERP studies [9][10][11]. Un-
derstanding the degree of ERP variability at the single-trial level and the factors that
cause such variability has generated an immense interest in the ERP community. Sub-
sequently, in the last two decades, the development of single-trial ERP analysis method
has been one of the hot research topics in the ERP signal processing field.
Today, technological breakthrough in electronic and computer technology have
heralded a new era in ERP research. With EEG recording devices being more ad-
vanced, relatively easy-to-use and affordable, measuring EEG signals simultaneously
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from different parts of the scalp is no longer an obstacle in ERP studies. The increas-
ing trend of adopting multi-channel EEG recordings offers us an opportunity to gain
new insights on the spatial characteristics of ERPs [12]. However, at the same time,
the massive amount of measured signals also presents new challenges in ERP stud-
ies. As a result, the development of new ways of integrating or utilizing the signals
from different EEG channels to extract ERPs in ERP studies are very essential so that
the ERP-of-interest can be studied effectively. In recent years, the increasing demand
for such methods can also be attributed partly to the development of brain computer
interface (BCI) which is a technology that aims to utilize EEG/ERP signals to estab-
lish communication between humans and computers [13][14]. To enable a smooth
and responsive BCI application, the ability to perform multi-channel extraction at the
single-trial level is also crucial to ensure that each individual ERP can be detected
successfully.
1.2 Objectives
As described above, there are a multitude of challenges in extracting ERPs. Specific-
ally, a successful ERP extraction method should encompass the following characterist-
ics so that the multi-channel ERP recordings can be utilised effectively:
1. The ability to recover the ERP-of-interest reliably from each individual trial.
2. The ability to utilize all the provided EEG channels during ERP extraction pro-
cess.
3. The desire to not make too many strong assumptions on the ERP-of-interest
particularly the ERP waveform and its spatial location since they may vary with
subjects and experimental conditions.
4. The need to avoid or reduce the amount of human intervention since it is imprac-
tical to visually examine the huge amount of data gathered by the multi-channel
ERP recordings.
To fulfill the above requirements, the objective of this thesis is to investigate and
provide a new set of single-trial multi-channel ERP extraction methods so that they can
facilitate the analysis of ERPs by requiring the least amount of human intervention.
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1.3 Contributions of the thesis
In this thesis, the research has focused mainly on designing data-driven ERP extraction
methods that are feasible for real-time implementation. The original contributions are
as follows:
1. A new linear discrimination (LD) method for extracting the desired ERP
A new ERP extraction method that learns the differences between the scalp
distribution of the desired ERP and the background EEG/ERP is developed.
The proposed LD method is designed specifically to extract an ERP-of-interest.
Thus, unlike most existing data-driven extraction methods, the proposed method
does not require any source signal selection before the extracted signal can
be analysed. The proposed LD method also outperforms the conventional LD
method in ERP extraction. Results show that the proposed LD method is able to
extract small ERPs even if they are under the presence of multiple ERPs.
2. One-unit Independent Component Analysis with reference (ICA-R) for ERP
extraction
A temporally-constrained ICA, namely one-unit ICA-R, is proposed to over-
come the source signal selection problem in the traditional ICA method. In
addition, to guide the one-unit ICA-R for extracting the desired ERP directly, a
new type of reference signal is also proposed to be used together with the ICA-R.
The proposed method is computationally efficient and do not extract redundant
signals that have to be subsequently removed. Thus, compared to the traditional
ICA, one-unit ICA-R is also a more practical tool for real-time ERP applications.
3. Data-driven method for selecting the P300 ERP time-region
P300 is one of the ERPs that has been widely used in different ERP applications.
Defining the P300 time region is a preliminary step to initialise our proposed LD
and ICA-R methods so that P300 can be extracted effectively. To estimate the
time region in an adaptive and autonomous way, a data-driven ERP segmenta-
tion algorithm is developed. This method does not require any human supervi-
sion and thus avoids bias and subjective outcome when defining the P300 time
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region. The overall result demonstrated how the ERP segmentation and extrac-
tion methods can be combined to provide a fully-autonomous framework in ERP
extraction. However, currently the proposed method only works for P300 ERP
since it exploits certain properties that are particular to P300 ERP.
1.4 Thesis outline
The focus of this thesis is ERP extraction at the single-trial level and the flow of this
thesis is intended to resemble the progress of the author’s research and development.
Each chapter provides a stepping stone for the subsequent chapter or complements one
another. The thesis is organized as follows:
Chapter 2 provides a brief background on EEG and ERP signals whereby the basic
processes that govern the generation of EEG and ERP are first discussed before types
of commonly encountered ERPs are reviewed.
Chapter 3 provides a brief background on the existing ERP extraction methods and
also the pattern recognition methods that are popularly adapted for ERP extraction,
classification and segmentation problems.
Chapter 4 proposes a new type of linear discrimination method that performs single-
trial ERP extraction by learning the differences in the scalp distribution between the
ERP-of-interest and irrelevant background EEG/ERPs.
Chapter 5 proposes the application of one-unit ICA-R for extracting the desired ERP
at the single-trial level. The chapter begins with a simulation study to decide the best
reference signal to be used with ICA-R for the ERP application. After that, the result-
ant one-unit ICA-R is validated on real P300 ERP datasets.
Chapter 6 proposes a new clustering-based ERP segmentation algorithm that exploits
the unique characteristic of the P300 ERP to allow autonomous P300 time region iden-
tification.
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Chapter 7 summarises the research and outlines recommendations for future work.
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Chapter 2
EEG and Event-Related Potentials
2.1 Overview
This chapter provides a brief introduction on electroencephalography (EEG) and event-
related potentials (ERPs). The chapter begins by explaining the neurophysiological
process that generates the observed EEG signals and also the standard procedure for
collecting the EEG signals in Section 2.2. This is followed by an introduction on ERPs
in Section 2.3, which includes the experiment used to generate the ERP, the way ERP
is categorised, and the types of ERPs that are considered in this thesis. In Section 2.4,
a brief summary of the application of ERPs in the Brain-Computer Interface is also
provided.
2.2 Electroencephalography
Electroencephalography (EEG) is a method of recording the electrical activities inside
the human brain through the placement of electrodes on the scalp. For several decades,
it has been an essential tool that provides safe and non-invasive way of monitoring
the brain activities in both research and clinical settings. Besides that, EEG is also
well known for its fine temporal resolution that is essential for studying ERPs at milli-
seconds time resolution. To understand the origin and the type of brain signal that can
be collected from EEG, the following section provides a brief explanation on where
and how the EEG signals arise neurally.
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2.2.1 EEG Generation
Figure 2.1: The structure of a neuron and the flow of the electrical activity from one
neuron to the other neurons. Left bottom plot illustrates the structure of a synaptic cleft
that is located between the presynaptic and postsynaptic terminal [17].
As shown in Fig. 2.1, the human brain is made up of billions of neurons which
are interconnected to form a neural network through synapses [5][15][16]. When a
neuron is activated, it triggers a series of depolarization and repolarization in part of
the neural membrane along the axon. The resultant voltage change is known as the
action potential. When an action potential arrives at the presynaptic terminal, it causes
the release of neurotransmitters in the synaptic cleft. These neurotransmitters are then
bound with the receptors and generates the potential changes in the membrane of the
postsynaptic terminal. Here, these potential changes are known as postsynaptic po-
tentials. Eventually, when a population of neurons has the same geometric orientation
and experiences similar potential changes, the grand summation of these postsynaptic
potentials are large enough to create an electric field that spreads to the scalp through
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volume conduction. The changes of electric field that is captured by the electrode on
the scalp is known as the Electroencephalography (EEG) signals.
It should be noted that the orientation of a neuron population decides whether their
electrical activities cancel each other or combine to form a large signal. Thus, for this
reason, EEG may not be able to capture all the electrical activities within the brain
except for those that are organized with parallel orientations with each other and also
perpendicular to the scalp. Based on these observations, current research suggests
that EEG signals originate mostly from the pyramidal cells in the cortex of the brain
[18][19][20].
2.2.2 EEG Recording
An EEG experiment setup involves the attachment of electrodes on the scalp, with
conductive gel acting as a medium to provide the connectivity between the scalp and
the electrodes. These electrodes are then connected to an amplifier for amplification
before the sensed EEG signals are digitized through an analog-to-digital converter for
display on a computer. In modern EEG recording systems, to ensure the naming and
location of the electrodes are standardized across all EEG studies, the EEG electrodes
are usually placed according to the international 10-20 system. The “10” and “20”
normally refer to the distance between two adjacent electrodes from either front-to-
back or right-to-left [4]. According to the system, the electrode location can be easily
identified based on two simple rules. The first letter in each electrode represents the
underlying area it covers on the scalp where F, T, C, P and O stand for the frontal,
temporal, central, parietal and occipital lobes respectively. The following number or
letter refers to the hemisphere location. Odd and even numbers represent the left and
right hemispheres respectively while the letter ‘z’ (zero) represents the midline of the
scalp. As there is an increasing trend to apply more electrodes in current EEG/ERP
studies, an extension to this naming system is also introduced to accommodate new
electrode locations as shown in Fig. 2.2 [4].
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Figure 2.2: (a) Side and (b) top view of the international 10-20 system, (c) the extended
version of international 10-20 system [4]
2.2.3 EEG Measurements
In the EEG recordings, the signal observed in each EEG channel is measured as the
electrical potential difference between an active electrode and the reference electrode
[6]. The process of subtracting the electrical activity of the reference electrode from
the active electrode is known as referencing. The reference electrode is usually chosen
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in such a way that it is neutral and contributes minimal amount of electrical activity.
As such, it can serve as a good zero-voltage baseline for all EEG channels [21]. In
the past, referencing is performed by connecting the active and reference electrodes
physically to a differential amplifier. But, for modern EEG devices, such physical con-
nection between the active and reference electrode is no longer required. In most cases,
referencing is performed through software subtraction while the referencing EEG sig-
nal can be obtained in a number of ways depending on the application. In the literature,
the best site for the reference electrode remains heavily debated [5][21]. As different
choices of the reference electrode may alter the outcome of the observed EEG/ERP
signals, it is usually advised to choose the reference electrode based on the guidelines
provided by the corresponding community. In practice, the three popular methods are:
1. Electrode Cz
2. Average mastoid/ earlobe – the average signal across electrode A1 and A2
3. Average reference – the average signal across all EEG electrodes.
2.3 Event-Related Potential
Event-related potentials (ERPs) are neural activities that are generated milliseconds
to hundreds of millisecond in response to a specific discrete event [5][6][16]. They
are collected by recording EEG signals that begin 100 ms or more prior to the stimulus
onset and terminated 500–2000 ms after the stimulus onset. By examining this segment
of signal, often termed “trial” or “epoch1”, ERPs can be observed as a series of voltage
deflections that do not occur spontaneously but consistently time-locked to the stimulus
onset. ERPs are important and are widely used for investigating the neural processes
that govern different stages of information processing in the brain such as stimulus
analysis, feature extraction, information fusion, decision making and motor response.
Fig. 2.3 shows the standard experimental procedure used to collect the ERP signals.
In most ERP experiments, the stimuli are presented in a sequential order. The inter-
stimulus interval is also chosen widely enough to allow the ERPs to be fully manifested
before another stimulus takes place. For visual stimuli presentation, each stimulus
1In this thesis, the terms “trial” and “epoch” are used interchangeably.
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Figure 2.3: Different stages of an ERP experiment starting from the stimulus present-
ation, EEG recordings to the traditional ERP analysis based on a single EEG channel.
(The bottom figure on the ERPs is adapted from [7].)
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normally lasts around 50–150 ms, followed by a blank screen until the next stimuli
begins. Since EEG signals are susceptible to other biological artifacts such as ocular
and muscular artifacts, the subject are also instructed to minimize their eye and body
movement throughout the experiment to prevent such artifacts from contaminating the
EEG signals.
Currently, there are 10 or more different ERPs that have been discovered and stud-
ied [12][21][22]. Each of these ERPs are described based on their characteristics such
as:
• polarity of the peak (positive or negative with respect to the baseline)
• amplitude (the maximum voltage difference between the baseline and the ERP
peak)
• latency (the time that an ERP peak occurs after the stimulus onset)
• scalp distribution (the underlying cortex area where the ERP is pronounced)
• type of stimulus used to evoke the response (e.g. visual, auditory, somasensory)
To facilitate the studies, a common naming scheme is also introduced in which
ERPs are named in terms of their polarity and latency (given either in milliseconds
or as the ordinal position in the waveform after the stimulus onset). For example, a
positive peak that occurs around 300 ms is called P300 or P3 while a negative peak
that occurs around 200 ms is addressed as N200 or N2. However, it should be noted
that the ERP peak latency can vary across trials, subjects and experiments. Thus, the
time used for naming the ERP should only serve as the relative time range for an ERP.
ERPs can be divided into two major types, namely exogenous and endogenous
[5]. An exogenous ERP is an ERP whose peak amplitude and latency depend on the
physical characteristic of the stimulus. In contrast, the endogenous ERP is the ERP
whose peak amplitude and latency depend on the internal state and capabilities of the
subject (e.g. attention, arousal, memory performance, etc.). Most endogenous ERPs
can be generated by different type of stimulus as long as the task condition used to
generate the ERP are fulfilled. Below lists the different types of ERP that will be
considered throughout this thesis.
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• P100 or P1
P100 is one of the exogenous ERPs that can often be seen as a positive peak
that occurs around 90-110 ms after the stimulus onset [23]. Its occipital scalp
distribution suggests that it reflects the neural activity from the visual cortex
after a brief visual stimulus is presented. Experiment that study P100 usually
involves the luminance change and pattern reversal of the visual stimuli. Studies
showed that P100 can be recorded from infants and its latency gradually shortens
to around 100 ms as the infant grows up to the age of 4-5, which suggests that
the human visual system matures around the age of 4-5 [23]. However, after the
age of 55, the P100 amplitude attenuates and its latency increases, suggesting
that the performance of the visual system generally decrease with age.
• N170 or visual N1
When a more complex visual stimuli such as pictures are used, another more
intriguing ERP called N170 can also be observed. N170 is a negative voltage
deflection which peaks at the occipital-temporal region around 170 ms of the
stimulus onset. Unlike P100, instead of being affected by the low-level phys-
ical characteristic of the stimulus, N170 is typically associated with high-level
processes especially the perception of the stimulus as a face. N170 research
is relatively new whereby the first systematic ERP studies of face processing
is conducted around 1990 by [24][25]. Numerous studies showed that N170
presents a large negative peak whenever the displayed image can be perceived as
a face. This effect is normally larger when comparing between face and non-face
stimulus. The association of N170 with face processing can also be observed
from numerous studies which manipulated the stimulus by inverting, segment-
ing or isolating a particular face component such as eyes [26]. Although many
researchers confirmed the relationship of N170 with face processing, many ques-
tions related to N170 remains unclear such as which facial features or properties
have more weight in the face representation, how these features are integrated
(either local-to-global representation or global-to-local finer representation) and
what processes occur during the N170 time window [26][27].
• P300 or P3
P300 is one of the most studied ERPs. It was first discovered by Sutton in 1965
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[28]. P300 can be easily identified by its large positive peak that typically oc-
curs around 250–500 ms after stimulus onset [29]. In terms of scalp distribution,
P300 is central-parietal distributed, with the peak mostly at the parietal region.
The experiment that is commonly used to generate P300 is called the oddball
paradigm. It usually involves two different stimulus that are sequentially and
randomly displayed on the screen. During the experiment, the subject is in-
structed to respond to the infrequent target stimulus by either mental counting
or pressing a button while ignoring the frequently occurring non-target stimulus.
Under such condition, a large P300 peak can be observed whenever the infre-
quent target stimulus is presented. Moreover, unlike the previously mentioned
ERPs, P300 can also be observed under different presentation modalities, which













Figure 2.4: The context-updating mechanism that hypothesizes the presence of a P300
ERP together with the sensory ERPs (e.g. N100, P200, N200) in the infrequent task-
relevant trials as proposed by Polich [29].
A more established hypothesis suggests that P300 reflects the context updating
mechanism of the brain as shown in Fig. 2.4. Based on this theory, our brain
is constantly comparing the current stimulus with the representation of the pre-
vious stimulus that has been stored in the working memory. Whenever there is
a change in the context of the stimulus, an updating of the stimulus represent-
ation in the working memory is initiated and thus P300 is produced. Since our
brain only engages more resources towards newly-detected changes, habituation
occurs whenever the same stimulus is presented successively. This effect can
be observed by manipulating the target-to-target stimulus interval [29] whereby
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the peak amplitude of P300 generally decreases as the target-to-target interval
decreases.
The peak amplitude of P300 is often used to index the size of the neuronal activ-
ity induced by the internal and external cognitive factors while its peak latency
is often used to index the stimulus classification speed. For example, in a dual
task experiment where the primary task is to perform cognition while the sec-
ondary task is to mentally count the target oddball stimuli, P300 normally exper-
iences a decrease in its peak amplitude and also an increase in its peak latency
whenever the primary task difficulty increases [29]. One possible reason for this
phenomenon is that whenever more processing resources are required for task
performance, the amount of resources allocated for the “updating” task reduces,
thus the amount of time required to process a target stimulus increases. Apart
from that, the peak amplitude and latency of P300 are also used in other studies
to understand factors such as drugs, age, intelligence, personality, fatigue and
psychiatric disorder, etc. [29].
It should be noted that besides the ERPs mentioned above, there are also other
types of ERPs that have been extensively studied. The information regarding these
ERPs as well as their applications can be obtained in [12][22][31].
2.4 Application of ERPs in Brain Computer Interface
Brain Computer Interface (BCI) is a system that provides users with a mean to commu-
nicate with and control the external world by using only their brain signals2 [13]. Over
the last two decades, the development of BCI has drawn a large amount of multidiscip-
linary researches where various methodologies, experimental paradigms, brain signals
have been experimented for their usability and practicality as the BCI system. The
emergence of BCI technology has also brought forth a significant change to the EEG
signal processing and pattern recognition field where the development of new single-
trial techniques have led to the significant improvement in the speed and prediction
2Here, the brain signals are not limited to the EEG measurements. It can be any brain activity
measurement collected by other neuroimaging devices such as fMRI and fNIRS. However, EEG remains
largely employed in BCI because it has been considered as the economically viable and technologically
mature solution to be used in the household in the near future.
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accuracy of the BCI.
Currently, most of the present BCI applications are designed primarily to assist
paralyzed people3. In many cases, these BCI applications are designed to be either
a basic word-processing system or a control system that is linked to the motorized
wheelchairs, robotic arms and limb prostheses. To control these systems, the user must
generate a brain signal that encode his/her intent so that the BCI translation algorithm
can convert this signal into command to perform the user’s intent.
Over the years, the four major types of EEG signals that have been found promising
for reflecting the user’s intent are steady-state visual evoked potential (SSVEP), slow
cortical potential (SCP), sensorimotor rhythm and P300 ERP [32]. Among these EEG
signals, the P300 ERP is one of the signals that has been extensively used by the BCI
community where its applications can be found in both word-processing and control
systems. P300-BCI is an attention-based BCI application which requires a user’s con-
stant attention towards the presented stimuli. In general, most P300-BCI applications
are designed with slight modification on the oddball paradigm. The BCI interface usu-
ally presents a multiple number of choices on the screen. During the presentation, each
choice is randomly highlighted. To select the intended choice, the user is required to
stay focus on the desired choice. Whenever the desired choice is highlighted, a P300
ERP will be elicited. Thus, the goal of P300-BCI is to identify which highlighted
choice evokes the P300 so that a command can be issued. In [33], with a slight modi-
fication, Donchin demonstrated that this type of presentation paradigm can be further
extended to contain 36 different numbers of alphanumeric characters. As a result, his
work also laid the foundation to the today’s row/column based P300 spellers (which
will be discussed in greater detail in Chapters 5 and 6).
Compared to other BCIs, the P300-BCI has three major advantages. Firstly, the
P300-BCI is suitable for most of the people mainly because the generation of P300
ERP does not require any intensive training. Secondly, the P300 ERP can be elicited
under different types of stimulus. Thus, besides the visual presentation paradigm,
there are some efforts which attempt to develop an audio or tactile-based P300-BCI to
benefit those patient with visual impairment [34][35]. Thirdly,the P300 ERP can be
elicited within split seconds. Thus, ideally, if every individual ERP can be detected
3Here, the paralyzed people refers to those who suffer severe motor disorders (e.g. spinal cord injury,
amyotrophic lateral sclerosis, brain stem stroke, cerebral palsy and muscular dystrophy.
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successfully in each trial, the P300-BCI can achieve a remarkable communication rate
when compared to other types of BCI. However, one of the problems with the P300-
BCI is its fast4 stimulus presentation rate. Sometimes, the rapid ‘flashing’ on the screen
can strain the eyes and makes the user feel uncomfortable. For this reason, currently,
there are also numerous attempts to improve the presentation paradigm by modifying
the presentation rate and also the color, size and figures used to represent the choices
[36][37][38][39].
2.5 Summary
ERPs are an important subclass of EEG signals that reflect neural activities which
are generated in response to an event. They can be broadly categorised by their peak
polarity, latency and scalp distribution. Each ERP carries important information about
how humans sense, perceive and react to a changing environment under a fraction of a
second. Unfortunately, ERPs are usually weaker signal compared to the on-going EEG
activities. In order to analyze or detect an ERP effectively, signal processing techniques
commonly used to obtain the ERP-of-interest are discussed in the next chapter.
4The inter-stimulus interval adopted in the ERP-based BCI is usually shorter (e.g. 175 ms) when
compared to the one used in the traditional oddball paradigm (e.g. 1000 ms) [33]. As such, it allows
more stimuli presented within a second while waiting the ERP to be fully manifested.
Chapter 3
Signal Processing and Pattern
Recognition for ERP Application
3.1 Overview
As discussed in Chapter 1, the focus of this thesis is to develop and evaluate methods
to extract ERPs. Our proposed methods are based on a number of signal processing
and pattern recognition techniques that have been applied in various ERP fields such as
ERP extraction, classification and segmentation. To lay the foundation for the different
types of techniques used in this thesis, this chapter provides an overview of the current
state of the art in each of the respective fields and also the mathematical background
for some of the techniques that are used in this thesis.
This chapter is organized as follows. Section 3.2.1 gives a description of the EEG
signal pre-processing techniques that are customarily applied to EEG recordings. In
Section 3.2.2, the issues faced by traditional ERP studies are explained, while in Sec-
tion 3.2.3, the recent development in ERP extraction methods are discussed. This is
then followed by a review on the EEG model and the existing multi-channel ERP ex-
traction methods in Sections 3.2.4 and 3.2.5 respectively.
After that, special attention is paid to various pattern recognition techniques such
as classification and clustering techniques as used in ERP processing and analysis. In
Section 3.3.1, an overview on the role of pattern recognition techniques in EEG signal
processing field is explained, while in Section 3.3.2, a brief review of the current ERP
classification system used in BCI is provided. The ERP classification system is also
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used in Chapters 5 and 6 for assessing the performance of our proposed extraction
methods. In Section 3.3.3, a brief introduction to the ERP segmentation problem is
presented. A solution to this problem is described in Chapter 6 and this solution is
critical to the development of a fully-autonomous ERP extraction method in Chapter
6. Lastly, Section 3.4 summarises the review.
3.2 Signal processing for ERP extraction
3.2.1 EEG signal pre-processing
One of the fundamental problems in ERP signal processing is to extract the waveform
of the ERP-of-interest so that ERP classification and estimation (e.g. peak amplitude
and latency estimation) can proceed successfully. ERP extraction remains a challen-
ging issue mainly because ERP tends to be relatively low in voltage level, ranging
between 0 and 10 µV when compared to the background EEG and noise artifacts that

















Figure 3.1: Block diagram of different commonly-used EEG pre-processing tech-
niques
Before the EEG signals can be used to study the ERP-of-interest, they must be pre-
processed. Fig. 3.1 shows the typical procedure used to extract the ERP-of-interest in
most multi-channel ERP studies. Techniques such as referencing, bandpass filtering
and baseline correction have become customary to minimize the noise artifacts in the
EEG signals.
1. Referencing
Chapter 3: Signal Processing and Pattern Recognition for ERP Application 21
The first stage of ERP signal processing normally begins with referencing. Ref-
erencing is a process of subtracting signals between the active and reference
electrodes so that the common noise signals that appear in all the active elec-
trodes and the reference electrode can be reduced [41]. As shown in Fig. 3.2(a),
before referencing, EEG signals measured from the active electrodes are noisy
partly due to strong interference from nearby power line. The same noisy signal
is also captured by a reference electrode as shown in Fig. 3.2(c). After referen-
cing, Fig. 3.2(e) shows that the common noise signals are greatly reduced in the
measured EEG signal.
2. Bandpass filtering
After referencing, some EEG artifacts such as baseline drift and power line inter-
ference may still remain in the measured EEG signal. To suppress these artifacts,
bandpass filtering (e.g. 0.5–30 Hz) is applied so that any signals that are outside
the frequencies of interest are removed. Fig. 3.2(g) shows an example of ap-
plying low-pass filter to suppress the remnants of power-line interference while
Fig. 3.2(h) shows the EEG signal after applying both low-pass and high-pass
filtering. It can be seen that after applying high-pass filter, the baseline drift is
removed and the EEG signal is now settled at zero baseline.
3. Trial rejection and artifact removal
Often, after these procedures are applied, the EEG signals are divided into tri-
als (or epochs) based on the stimulus onset. At this point, if the EEG signals
are still contaminated by strong noise artifacts, trial-rejection can be applied to
discard the noisy trials from further analysis. However, trial-rejection reduces
the number of usable trials and is a problem when the number of trial is limited
in the first place. For this reason, an active artifact removal scheme is normally
applied. A common example is the ocular artifact removal to suppress the noise
artifacts caused by eye movements and eye blinks [42].
4. Baseline correction
Before extracting the ERPs, baseline correction is commonly applied by sub-
tracting the mean voltage of the EEG segment prior to the stimulus onset (e.g.
-200 ms – 0 ms) from each trial [21]. As shown in Fig. 3.3, baseline correction
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ensures the signal settled to zero baseline in every trial so that the ERP peak
amplitude can be estimated correctly and is comparable across different trials.
Note that depending on the experimental design, the ways of applying the EEG
pre-processing techniques may vary slightly from Fig. 3.1. After minimising the noise
artifacts, additional signal processing is still required to recover the ERP-of-interest
from the noisy background EEG. The process of recovering the ERP waveform is
known as ERP extraction which is the main focus of this thesis.
































































































































































Figure 3.2: (a) EEG signal measured from an active electrode, (b) Power Spectrum of
the measured EEG signal, (c) signal measured from a reference electrode, (d) Power
Spectrum of the signal from reference electrode, (e) EEG signal after referencing, (f)
Power Spectrum of the EEG signal after referencing, (g) EEG signal after low-pass
filtering (cutoff frequency at 30 Hz), (h) EEG signal after both low-pass and high-pass
filtering (cutoff frequency at 0.5 Hz)
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Figure 3.3: Trial-averaged ERP before and after baseline correction
3.2.2 Issues in the traditional ERP extraction methods
As discussed earlier, ERP tends to have lower signal-to-noise ratio (SNR) and thus
easily affected by the background EEG signals. In order to improve the signal quality,
the traditional approach is to average the ERP waveforms across trials [5][6][16]. By
assuming the ERP waveform and peak latency are fixed across trials, trial-averaging
technique provides an overall representation of ERPs by suppressing the irrelevant
signals that are not time-locked to the stimulus. This technique has led to the discovery
of many ERPs in the past and remains popular in current ERP studies.
However, there are a few drawbacks with the aforementioned trial-averaging tech-
nique. Firstly, trial-averaging assumes the ERP waveforms are invariant across trials.
This assumption is not valid because numerous findings have suggested ERPs can
vary greatly even under the same stimulus condition [9][10]. In addition, a person’s
physiological conditions, such as mental fatigue, habituation and attentiveness can also
contribute towards trial variations in the ERPs. Secondly, the trial-averaging technique
inhibits trial-to-trial analysis where important information, which may reflect the chan-
ging pattern of ERP amplitude and latency across trials, is lost because of the averaging
process. A simple example that illustrates the importance of single-trial ERP extrac-
tion is shown in Fig. 3.4. As can be seen, the trial-averaged signal from both cases
(a) and (b) are similar although the underlying ERP waveforms are different across
trials. In case (a), each individual ERP has different peak amplitude but constant peak
latency. In contrast, the opposite happens in case (b) whereby the peak latency varies
across trials but not the peak amplitude. However, these valuable information cannot
be recovered from the trial-averaged signals.
Chapter 3: Signal Processing and Pattern Recognition for ERP Application 24














Figure 3.4: (a) the trial-averaged signal (black) when amplitude variation occurs in
each trial (blue), (b) the trial-averaged signal (black) when latency variation occurs in
each trial (blue),
3.2.3 Recent development in ERP extraction
Over the years, the advancement in computer technology and EEG recording devices
has led to a drastic change in the way ERP is studied. For this reason, the ERP ex-
traction methods have also experienced changes from the early trial-averaging based
techniques to the newer single-trial methods. In the early days, most ERP signal pro-
cessing algorithms focused primarily on improving the trial-averaging technique. To
minimise the effect of noisy trials during averaging and also address the ERP peak
latency variation across trials, different trial-averaging algorithms such as weighted-
averaging and latency-dependent averaging were proposed1 [11][43][44]. Soon after,
to provide an in-depth study on the ERP, single-trial extraction methods began to re-
ceive attention [45][46]. The urgent need for single-trial methods can also be attributed
to the newly emerged technology called brain-computer interface (BCI) which requires
fast and reliable single-trial ERP extraction to enhance the ERP signals.
Among the single-trial methods, a few notable single-trial single-channel extrac-
tion methods have been proposed. For example, wavelet denoising method has been
introduced in [47] and [48] to remove the spontaneous EEG so that the desired ERP
can be estimated reliably. In [49][50], a framework which treats each EEG epoch as a
linear combination of multiple ERP waveforms and on-going activity were proposed
where the latency, waveform and amplitude of each ERP are estimated with the as-
sumption that the waveform of each ERP is invariant across trial. In [51], the author
1These trial-averaging techniques are single-channel methods.
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applied a subspace-regularized least square method with Gaussian-shaped basis func-
tion to recover the ERP waveform from each trial.
Single-trial single-channel extraction method remains important in ERP studies.
However, over the last two decades, single-trial multi-channel extraction methods have
received increasing attention mainly due to the advancement in the EEG recording
device and the computer technology. The development of single-trial multi-channel
extraction method is essential to ensure the multi-channel EEG recordings can be util-
ised effectively to examine the spatial and temporal aspects of the ERP.
3.2.4 Linear generative EEG model
The linear generative EEG model is a model that has been widely adopted2 in most
multi-channel extraction methods for representing the EEG signals [53]. Based on this
model, the multi-channel EEG signals are given as:
x(t) = As(t) (3.1)
where x(t) is a Ne × 1 vector representing measurements from Ne electrodes, s(t) is









Figure 3.5: linear generative EEG model
The linear generative EEG model assumes the observed signal from any electrode
is basically the linear and instantaneous combination of different available source sig-
nals. By taking Fig. 3.5 as an example, the observed signals from the two electrodes
are given as:
x1(t) = a11s1(t) + a12s2(t) (3.2)
2Based on the author’s knowledge, currently there is no other model (e.g. non-linear model) that has
been developed for representing the multi-channel EEG signals.
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x2(t) = a21s1(t) + a22s2(t) (3.3)








From Eq. (3.4), the generation of EEG signal can be explained by the mixing matrix
A which is sometimes known as the forward model. Each row vector in A explains
how different source signals are linearly combined to form the EEG signal as observed
in any electrode. Meanwhile each column vector in A is the mixing vector (or scalp
distribution) of each individual source signal. It explains the contribution of a source
signal towards all electrodes after passing through different mediums such as brain
tissue, skull and skin.
The linear and instantaneous assumptions are reasonable mainly because at the
macroscopic level and EEG frequency range, the brain tissue is primarily a resistive
medium governed by Ohm’s law, with negligible capacitance effect [15][20]. By Max-
well’s equation, the resistivity of the medium implies that [15]: (i) at any moment in
time, all the fields are generated by the active current sources without significant time
delay, and (ii) the potential measured at one point can be treated as the summation of
potentials contributed by different sources .
3.2.5 Spatial filters
A major component of most multi-channel extraction methods is the spatial filter. As-
suming the source origin of the desired signal is spatially fixed across trials, one of
the methods to extract the desired signal is to find a weighting vector w that linearly
combines information from multiple channels to obtain an aggregate estimate of the
desired signal. This weighting vector is also known as the spatial filter:




where (.)> denotes transpose, y(t) defines the extracted signal, i represents the channel
index, Ne is the total number of electrodes, while wi and xi(t) are elements of the
vectors w and x(t) respectively.
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To determine an appropriate spatial filter, different assumptions are often made
on the ERP signal characteristics, which subsequently leads to data-independent and


























Figure 3.6: Types of multi-channel ERP extraction methods and the assumptions com-
monly used to determine the spatial filter.
Data-independent methods usually assume either the mixing matrix or the tem-
poral waveform of the desired ERP is known beforehand. To apply these methods
successfully, a strong background knowledge of the desired ERP is hence required. In
practice, these methods can be difficult to implement since the ERP waveform and its
source location in the brain may vary across subjects and experiments. To avoid such
problems, data-driven methods which operate based on the statistics of the measured
ERP signal have been proposed.
In general, the data-driven methods require some assumptions about the ERP sig-
nal, such as the uncorrelatedness, statistical independence, maximum variance and
mean difference of the ERPs. Based on these assumptions, the methods can be fur-
ther divided into generative and discriminative learning methods. For the generative
learning methods, they attempt to find a spatial filter w that minimises the reconstruc-
tion error between the measured EEG signals and the extracted ERP source signal.
Examples of generative learning methods are Independent Component Analysis (ICA)
and Principal Component Analysis (PCA).
In contrast, for the discriminative learning methods, they usually assume that there
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exists two sets of signals that may result from two different experimental conditions
(i.e. target and non-target trials). Among these two conditions, the ERP-of-interest
tend to appear stronger in one experimental condition but not another. For this reason,
discriminative learning methods aim to determine a spatial filter w that will produce a
signal whose presence indicates the presence or absence of the ERP-of-interest. Often,
the spatial filter is designed on the basis of maximising the difference in some sense
between two conditions. Examples of generative learning methods are Max Signal-to-
Noise (SNR) Beamformer, Common Spatial Pattern (CSP), xDAWN and Linear Dis-
crimination (LD). In practice, discriminative spatial filters are restrictive in the sense
that to work effectively, it requires the ERP-of-interest to be significantly different in
both experimental conditions. Thus, instead of ERP analysis, they are more commonly


































Figure 3.7: Typical procedure used by data-driven methods to extract the ERP-of-
interest.
Most data-driven methods are not designed specifically for extracting the ERP-of-
interest. As shown in Fig. 3.7, during extraction, a set of spatial filters W is usually
determined to decompose the EEG signals simultaneously into a number of source
signals. Consequently, an additional source signal selection stage are required before
the ERP-of-interest can be obtained. It should be noted that the extraction process in
Fig. 3.7 is performed under the “square-mixing” assumption, that is the number of
source signal Ns is equal to the number of EEG channels Ne. Clearly, from the EEG
signal perspective, the “square-mixing” assumption is not applicable since generally
Ns 6= Ne. A further complication is that often the Ns itself is not known. To make
the data-driven extraction problem more tractable, the “square-mixing” assumption is
commonly employed [54][55].
In the following sections, a few popular multi-channel extraction methods will be
briefly described.
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3.2.5.1 Extraction based on prior knowledge of scalp distribution
Assume that the ERP-of-interest is equally mixed at different electrodes, the simplest





[1, 1, ..., 1] (3.6)
where wuni is a Ne × 1 uniformly weighted vector.
Alternatively, if the most active EEG channels for the ERP-of-interest are known
beforehand, the spatial filter can also be adjusted in such a way that more weight are
given to these channels. An example of this approach is called Laplacian spatial filter
(see [56] for more details).
3.2.5.2 Extraction based on prior knowledge of temporal waveform
Suppose the waveform of the ERP-of-interest s(t) is known. Let s be the 1×NT vector
that represents the time course of s(t), and X be the multi-channel EEG signals with
dimension Ne × NT and , the optimization problem that yields the spatial filter based




Assuming the ERP-of-interest is the major signal component in the recorded EEG
signals and it is uncorrelated with other EEG source signals, the solution to the above
optimization problem is given as [57]:
wtm = (XX>)−1Xs> (3.8)
In practice, it is impossible to obtain the actual ERP source signal s(t). Thus, to
determine the spatial filter, a template r that resembles the ERP waveform is normally
used. The design of the ERP template is very important for this method. To reduce the
estimation error, there should be a minimal mismatch between the ERP template and
the actual ERP waveform of any individual trial.
In this section, the extraction method proposed by [57] will be discussed in greater
detail since it is chosen for comparison purposes in Chapter 4. In [57], assuming the
ERP waveforms are invariant across trials, the author proposed the ERP waveform can
be represented by some signal functions such as the Gaussian or Gamma functions
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which resemble the actual ERP waveform. Since the ERP peak latency may vary
across trials, in order to perform the extraction successfully at the single-trial level, the
author proposed scanning a predefined template across time so that the time location
which the pre-defined template best matches the actual ERP of each individual trial
can be located. The general algorithm for Li’s single-trial ERP extraction is described
as follows [57]:
1. Design an ERP template r(τ) with its peak located at time instant τ .
2. Based on the given r(τ), determine the spatial filter wtm(τ) using (3.8) where
s = r(τ)
3. Calculate the least square error between the extracted signal using the cost func-
tion J(τ) = ‖wtm(τ)>X− r(τ)‖2.
4. Repeat Steps 1–3 until every time instant is investigated.
5. Find the value of τ where J(τ) is a minimum. Let τ0 denote the τ thus found.
τ0 corresponds to the estimated peak latency of the ERP of that trial while the
respective wtm(τ0) is the spatial filter for extracting the ERP-of-interest of that
trial.
As discussed in Chapter 2, while ERPs are characterised by their polarity, scalp distri-
bution and latency, they cannot be categorised by their temporal waveforms. Thus, in
practice, the above method often experiences difficulty in locating the temporal wave-
form of the ERP-of-interest. This problem is mentioned in [57] and is also demon-
strated in part of the comparison study in Chapter 4.
3.2.5.3 Independent Component Analysis
Independent Component Analysis (ICA) is a type of generative learning method that
attempts to decompose the noisy mixed signals into a set of source signals. ICA is
widely used in different signal processing fields and has also been described in detail
in many publications [54][55][59][60][61]. In EEG application, ICA is widely used
because of its good performance in removing artifacts and extracting source signals
[62][63][64][65][66].
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Similar to the linear generative EEG model, the basic3 ICA model assumes the ob-
served signals are linear combinations of the source signals [59]. In order to recover
the original source signals, ICA makes the key assumption that the source signals are
statistically independent, that is the time course of si(t) does not provide any inform-
ation about the time course of sj(t) for j 6= i. Driven by this assumption, ICA tries
to find a set of spatial filters4 Wica such that the resulting signals ŝica(t) = W>icax(t)
are maximally independent. To estimate statistical independence, different measures
such as kurtosis, negentropy and mutual information are proposed and further led to
the variants of ICA algorithms such as FastICA [59], JADE [67] and Infomax ICA
[68].
Despite the ability to recover individual source signals, ICA has two limitations
[59]. These are (i) the sign and scaling ambiguity, and (ii) the permutation ambiguity
in its extracted signals. First, since both the mixing matrix A and actual source signals
s(t) are unknown, any scalar multiplier in one of the source signal si(t) can always
be canceled by the division of the corresponding column ai of A by the same scalar,
without making any changes on x(t). For example, x(t) = ( 1
α
A)(αs(t)). In prac-
tice, this problem is usually fixed by maintaining each source to have unit variance:
E{s2i (t)} = 1. However, this sign ambiguity remaining unsolved whereby both A and
s(t) can be multiplied by -1 without affecting the model. In practice, if the sign of the
ERP is known beforehand, the sign of the respective source signal can also be changed
manually [69]. Similarly, the permutation ambiguity also arises because the order of
rows in s(t) and columns in matrix A can be randomly changed without any effect on
the result. Formally, it means that a permutation matrix P and its inverse can be sub-
stituted in the model to give x(t) = AP−1Ps(t). This ambiguity is less problematic for
most applications as long as the signals are extracted correctly. In fact, although less
mentioned in the literature, the aforementioned ambiguities are also applied to other
data-driven methods such as PCA, max SNR beamformer, common spatial pattern and
xDAWN that will be discussed in the following sections.
3There exists other type of ICA called convolutive ICA which assumes that the mixing of different
source signals involves convolution and time delays. This type of ICA is often applied in speech signal
processing field [60].
4In the ICA literature, the resultant set of spatial filters is also known as demixing matrix.
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3.2.5.4 Principal Component Analysis
In EEG application, principal component analysis (PCA) is a method which attempts to
decorrelate a set of measured signals into a set of uncorrelated signals called principal
components through orthogonal transformation [70]. Without loss of generality, let the
multi-channel signals x(t) be centered to have zero mean across all EEG channels and
Rxx = 1NT (XX
>) be the estimated covariance matrix of the signals x(t) where X is a
Ne × NT matrix represents multi-channel EEG signals, with Ne EEG electrodes and
NT time samples.
One popular method to solve the PCA problem is to perform eigenvalue decom-
position on the covariance matrix Rxx so that Rxx can be expressed in terms of its
eigenvectors and eigenvalues as [71][72]:
Rxx = WpcaλW>pca (3.9)
where Wpca is a matrix with each column representing a normalised eigenvector while
λ is a diagonal matrix with its diagonal element representing the eigenvalue associ-
ated with its corresponding eigenvector in Wpca. After the eigen-decomposition, the
eigenvectors in Wpca is usually arranged according to their respective eigenvalues in
descending order.
In the EEG signal analysis, the obtained Wpca is the set of spatial filters that de-
compose the multi-channel signals into different source signals y(t).
y(t) = ŝpca(t) = W>pcax(t) (3.10)
In PCA, the first principal component y1(t) is usually the signal that contributes the
most variance towards the measured signals x(t) while the second component captures
the next largest and so on. Ideally, assuming the ERP-of-interest contributes the most
variance towards x(t), one can retain only the first principal component for subsequent
analysis. The process of removing the unwanted components are also known as source
rejection, or dimension reduction in the machine learning context.
Another application of the PCA is to whiten the signals so that the signals are
decorrelated and normalised to be unit variance. The whitening transformation matrix
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In the literature, the performance of PCA and ICA are often compared [66][73].
In general, PCA attempts to use second-order statistics to decorrelate the measured
signals in order to extract the source signals, while ICA make uses of the stronger
condition that the source signals are statistical independent to extract them. For ICA,
maximisation of statistical independence is usually performed by exploiting the higher-
order statistics and other non-Gaussianity features of the source signals [59]. Thus,
when compared to PCA that relies only on the second-order statistics, ICA can be a
better method at capturing non-Gaussian signals (which is more likely in the case of
EEG signals). In practice, the ability to capture non-Gaussian signals can also be partly
the reason why ICA has been a more popular method in the EEG signal processing
field [3][54][64][74]. However, it should be noted that since ICA involves higher-
order statistics, the method also requires more amount of signals to work effectively
[73].
3.2.5.5 Extraction based on maximum variance difference
In general, a spatial filter that enhances the ERP-of-interest in one condition, or class,
but not another is called a discriminative spatial filter. It can be obtained either by max-
imising the difference in variance (that is power of the extracted signal) or the mean
between the two experimental conditions. A few examples of techniques that max-
imise the difference in variance are Max SNR (Signal-to-Noise Ratio) beamformer,
common spatial pattern (CSP) and xDAWN; while techniques that maximise the mean
difference involve classification techniques such as logistic regression (LR) and linear
discriminative analysis (LDA). In this section, a brief review will be presented on the
max SNR beamformer, CSP and xDAWN to outline their similarities and differences.
1. Max SNR beamformer
Let R1 and R2 represent the trial-averaged sample covariance matrices from EEG
epochs of class 1 and 2 respectively. Mathematically, the goal of finding a spatial
filter w that maximises the variance of class 1 and minimising the variance of
class 2 is given as [75]:





Note that the objective function of the above optimization problem is a form of
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Rayleigh quotient [75]. This allows (3.12) to be reformulated as a constrained




subject to w>R2w = 1 (3.13)
By solving the above constrained optimization problem using Langrange multi-
plier, the solution can be obtained as [76]:
R1w = λR2w (3.14)
where the solution has the form of a generalized eigenvalue problem, in which,
the eigenvector with the largest eigenvalue represents the spatial filter that max-
imises the variance of class 1 while minimises the variance of class 2.
In the case of a P300 experiment, the above discriminative method can be applied
by treating the P300 trials as class 1 and the non-P300 trials as class 2. Since
P300 is only observed in class 1, R1 and R2 can also be regarded as the signal
and noise covariance matrix respectively. As a result, this technique is also called
max SNR beamformer. This technique is also used in array signal processing
[77] and was introduced to the P300-BCI application by [75].
2. CSP
Other discriminative methods that share an optimization problem similar to (3.12)
are CSP and xDAWN. CSP is originally developed by [78] for a study on the nor-
mal and abnormal EEG [79] before it was introduced to the BCI community by
[80]. Currently, it is one of the popular signal extraction tools in BCI applica-
tions [76][81][82][83]. In general, CSP contains two computational stages. The
first stage involves the whitening transformation of the composite covariance
matrix Rs = R1 + R2 while the second stage involves the generalized eigen-
decomposition of R1. The CSP spatial filters are then given as Wcsp = BV
where B is the whitening matrix from the first stage and V is the eigenvectors
matrix from the second stage. Mathematically, the optimization problem of CSP
can be also expressed as a form of Rayleigh Quotient [81]:
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except that R2 in (3.12) is now replaced by the composite covariance matrix Rs.
Based on this optimization problem, CSP can be considered as a form of spatial
filter that maximises the “signal-to-signal plus noise ratio” (SSNR). Similarly, it
can also be solved as a generalized eigenvalue problem.
3. xDAWN
With the same motivation as CSP, xDAWN5 is another popular discriminative
spatial filter which attempts to maximise the SSNR between the signals. It
is proposed by [84] specifically for ERP applications. By taking the stimulus
presentation timing into consideration, the author suggest a new representation
model for the EEG signals and a new way of pre-filtering the ERP signals so
that the covariance matrix R1 is estimated based on a cleaner ERP signal. The
optimization problem for xDAWN is given as:





where X is the multi-channel EEG signals, with Ne EEG channels and NT
time samples over the entire EEG recording. Let Nl define the number of time
samples in each ERP trial, D is a NT × Nl Toeplitz matrix whose elements of
the first column is defined such that D(tk, 1) = 1, where tk is the stimulus onset
of the k-th target stimulus. A is a Nl ×Ne dimensional matrix that represents a
matrix of ERP signals and is estimated as:
A = (D>D)−1(XD)>. (3.17)
It is worth noting that in cases where the interval between tk and tk+1 is very
large, (D>D)−1 will be reduced to a diagonal matrix. In such situations, the
estimated A can be observed as the traditional multi-channel trial-averaged sig-
nals. On the other hand, it is also proposed in [84] that the above optimization
problem can be solved through QR decomposition. More details on xDAWN can
be found in [84].
In practice, there can be situations where the spatial filter that provides the max-
imum variance difference as in max SNR beamformer (3.12), CSP (3.15) and xDAWN
(3.16) do not extract the source signal that corresponds to the ERP-of-interest [53]. To
5xDAWN is actually named after a signal model X = DAW> + N [84].
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address this problem, generalized eigenvalue decomposition is usually performed to
determine the set of spatial filters W simultaneously. To recover the ERP-of-interest, it
has been suggested to also consider the first few spatial filters that provide the largest
variance differences [80].
In the literature, another issue that is less discussed is the estimation of the signal
covariance matrix R1. Let R1,k represent the signal covariance matrix estimated from
k-th epoch in class 1. In practice, R1 is obtained by averaging every R1,k in class 1 [80],
while each R1,k is estimated from the entire EEG segment of the epoch (e.g. 0–1000 ms
after stimulus onset) [75][82][83][84]. For ERP application, the approach of using a
long EEG segment to compute R1,k remains questionable. This is because unlike other
signals (e.g. sensorimotor rhythm) used in BCI applications, ERP-of-interest (e.g.
P300) normally appears only within a specific time range (e.g. 300–600 ms) of the
epoch segment. Thus, when estimation is based on a longer EEG segment, the signal
covariance matrix R1 is corrupted easily by noises. This problem is demonstrated
in Chapter 6 and we also demonstrated how proper time selection may improve the
performance of xDAWN.
3.2.5.6 Extraction based on maximum mean difference
Suppose that the ERP-of-interest only occurs within a time interval [t1, t2] and has dif-
ferent peak amplitudes under two different task conditions. Let X1,k and X2,k denote
k-th EEG epoch under condition 1 and 2 respectively where X1,k and X2,k both con-
tain a multi-channel EEG signals, with Ne channels and Nt time samples. The mean
amplitude of ERP-of-interest across the time interval [t1, t2] under class 1 and class 2

















where Nk is the number of epochs, x1,k(t) and x2,k(t) represent multi-channel meas-
urement vector at time instant t of k-th epochs under condition 1 and 2 respectively.
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To capture the major signal that contributes to the difference, a discriminative spa-
tial filter can be determined by maximising the mean difference between the two con-
ditions [53]. There are a variety of ways to achieve such a goal. Assuming the signals
across the time interval [t1, t2] for both condition 1 and 2 [i.e. x1,k(t) and x2,k(t)] are
Gaussian distributed, have identical spatial covariance matrices R but differing in their
means, a discriminative spatial filter can be given as [53]:
wLD = R−1∆x (3.20)
where ∆x = x̄1 − x̄2. To achieve maximum mean difference between two conditions,
the above spatial filter is determined by considering the direction of ∆x and the cor-
related activities in the electrodes. This spatial filter can be identified as the projection
vector of the classifier called linear discriminant analysis (LDA) [85].
Equation (3.20) shows that the goal of maximising the separation between the mean
difference is generally similar to the goal of training a classifier (which will be dis-
cussed in Section 3.3.2). Thus, different discriminative projection vectors of linear
classifiers such as logistic regression [86][87][88], LDA [89][90][91] and their vari-
ants [75][92] are often employed as the spatial filter for ERP extraction. Often, these
spatial filters are called Linear discrimination (LD) [86][88] to avoid confusion with
the classifiers used in the ERP classification.
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3.3 Pattern recognition for ERP classification and seg-
mentation
3.3.1 Overview
Processing and analysing a large amount of EEG signals can be challenging and some-
times time-consuming especially when the analysis is performed using multiple chan-
nels at the single-trial level. For this reason, there is an increasing demand for pattern
recognition algorithms to assist in finding and labeling meaningful structures in multi-
channel EEG recordings. In general, pattern recognition is a discipline in which one
of the goals is to develop data-driven algorithms to assign a group of objects into a
number of classes [85][93][94]. Classification is the supervised learning process of as-
signing a new object to a class based on a given set of labeled objects (training data). In
contrast, the unsupervised learning process of grouping the objects into classes without
the training data is usually known as clustering.
Both classification and clustering techniques are important for ERP studies. In
recent years, classifiers are mostly employed in BCI applications. They are usually
trained to learn and detect a specific EEG signal so that the detection outcome can
be used as a feedback for control and communication with the BCI [95][96][97][98].
In some cases, these classifiers are also adapted to determine the spatial filter used
in ERP extraction as mentioned in Section 3.2.5.6. In contrast, clustering techniques
are mostly used for grouping EEG signals with either similar spatial, temporal or fre-
quency characteristic into different segments. As such, they can reduce the rich EEG
information into its compact form, thus further simplifying the analysis of EEG. In
the following sections, different types of classifier and clustering techniques will be
described briefly in the context of ERP classification and segmentation respectively.
3.3.2 ERP Classification
For ERPs, most classification methods have been applied mainly to BCI applications
such as P300-BCI as mentioned in Chapter 2. Most P300-BCI systems treat the ERP
detection problem as a binary classification problem where the goal is to assign EEG
epochs that contain a P300 ERP to a target class and vice versa.
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Figure 3.8: The processes involved in a BCI system
ERP classification is a very challenging problem due to the high inter-trial vari-
ability and the low SNR of the ERPs. Before ERP classification can be carried out,
the overall BCI system usually involves three main processing stages, that is, pre-
processing, feature extraction, and classification as shown in Fig. 3.8. In the pre-
processing stage, techniques such as bandpass filtering and artifact removal are usu-
ally performed before the recorded EEG signals are divided into epochs. After that,
each EEG epoch is processed to extract a set of features that best describe the ERP-
of-interest. In ERP classification, the most common approach is to directly use every
EEG measurement within an epoch as the features [97][98]. However, by doing so, a
very large amount of features is usually obtained. For this reason, to reduce the num-
ber of features in each epoch, it is also popular to downsample the EEG signals after
bandpass-filtering [97][98]. Alternatively, other approach to reduce the number of fea-
tures is to apply spatial filter(s) to extract either one or a number of signals that are
usually less than the number of EEG channels in an epoch [75][83][82][84][96]. After
extracting the features, all features are then concatenated to form an one-dimensional
feature vector for classification. However, before that, a classifier has to be constructed
by training it with a set of labeled training samples (or feature vectors).
In P300-BCI, different types of classifiers have been introduced. Among these
classifiers, LDA and support vector machine (SVM) are the two major types of classi-
fiers [95][97][98]. In this section, only LDA and its regularized variant are discussed.
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For more information about other popular classifiers (i.e. Bayesian LDA and SVM),
see Appendix A.
3.3.2.1 Linear discriminant analysis
Linear discriminant analysis (LDA) is a method that projects a high-dimensional fea-
ture vector onto lower-dimensional space so that the projected data can be easily







where the goal is to find a projection vector u that maximise the ratio of the between-
class variance Sb to the within-class variance Sw.
Suppose there are two classes (i.e. class 1 and class 2) where both classes have
equal number of training samples N . Additionally, suppose class 1 is the positive class
while class 2 is the negative class. The Sb and Sw matrices can be calculated as:
Sb = (µ1 − µ2)(µ1 − µ2)> (3.22)
Sw = S1 + S2 (3.23)
where µ1, µ2, S1 and S2 are defined as follows. For each class c, c=1,2, the sample










vc,i c = 1, 2 (3.25)
where vc,i denotes the i-th feature vector in class c.
Since the optimization problem in (3.21) is expressed as a form of Rayleigh quo-
tient, its solution has the form of a generalized eigenvalue problem [85]:
Sbu = λSwu (3.26)
Note that the rank of Sb is at most one since it is the outer product of the same vectors.
Assuming Sw is invertible, Eq. (3.26) can be rewritten as:
S−1w Sbu = λu (3.27)
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S−1w [(µ1 − µ2)(µ1 − µ2)>]u = λu (3.28)
By substituting (3.22) into (3.27) and replacing (µ1−µ2)>u in (3.28) with α, a closed




S−1w (µ1 − µ2) (3.29)
where for any scaling factor α
λ
, u is always in the direction of (µ1 − µ2).
In practice, the scaling factor is of less concerned as long as u>v1,i > u>v2,i. Thus,
for convenience, α
λ
is usually maintained as 1 and the popular form of the solution for
LDA is given as [85]:
u = S−1w (µ1 − µ2) (3.30)
To assign a test sample ṽ to its respective class, the classification procedure is often
performed as follows. Firstly, by applying u to ṽ, the projected value (or the classifier
score) z is computed as:
z = u>ṽ− b (3.31)
where the classifier threshold or bias term b is usually given as the average of the




[u>(µ1 + µ2)] (3.32)
Secondly, the classification rule is applied as:
q = sgn(z) = sgn(u>ṽ− b) (3.33)
where sgn(.) is a signum function and the class label is given as q ∈ {+1,−1}. If
q = +1, ṽ is assigned to class 1. Likewise, if q = −1, ṽ is assigned to class 2.
From the Bayes decision theory point of view, LDA has an implicit assumption
that the feature vectors of both classes are Gaussian distributed and share the same
covariance matrix. Although this assumption may not be necessarily true, massive
studies have shown that LDA produces significantly good results in most BCI applica-
tions [95][97]. Besides that, it is also popular because it is easy to implement and can
be computed fast enough for online classification. As a result, many algorithms have
been developed based on LDA such as regularized LDA [76], stepwise LDA [97] and
Bayesian LDA [101].
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Figure 3.9: Top: Scatterplots of two-dimensional data from two different classes, Bot-
tom: LDA projection on the given data using equation (3.31).
3.3.2.2 Regularized linear discriminant analysis
In BCI application, when the number of available training samples are less than the
number of features, over-fitting problem may occur as there is insufficient amount of
samples for estimating the mean and covariance matrix for each class. As a result, the
covariance matrix Sw may be singular and cannot be inverted. To avoid the over-fitting
issue, a regularization parameter λ ∈ [0, 1] can be added into Sw in order to promote
the generalization and robustness of LDA against outliers [76][100]:
Sw = (1− λ)Sw + λI (3.34)
where I is the identity matrix. This variant of LDA is also known as regularized LDA
(RLDA). Choosing an suitable λ is an important issue in RLDA. This is because a
large λ may significantly change the information in Sw, while a small λ may not be
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effective enough to resolve the singularity problem in Sw. For this reason, in practice,
the optimal λ is usually obtained through cross-validation by testing a finite range of
λ.
3.3.3 ERP segmentation
Let X = [x(t1), x(t2), ..., x(tNt)] be a Ne × Nt matrix representing the multi-channel
EEG recordings. By mapping every channel measurement to their relative spatial loc-
ations on the scalp, each x(t) can be observed as a snapshot of the scalp distribution
at different time instant. Subsequently, when analysing x(t) across time, an evolution
of the scalp distributions can be observed. analysing the trial-averaged ERP signals in
this way has led to an important discovery that each ERP tends to exhibit a unique and
stable scalp distribution over a specific time duration. In the literature, this meta-stable
time region is sometimes known as microstates [102]. This observation has led to in-
teresting questions such as the starting time of each specific ERP and the duration of
their scalp distribution in the EEG signals.
Identifying the time region of the ERP-of-interest is essential for many ERP signal
processing techniques since this time information is often required for designing the
ERP template [57][58], constraining the ERP estimation [49][50][57], computing the
signal statistics [53][87][88][89], and finding the best EEG segment for ERP detection
[97]. In practice, to determine the ERP time region manually can be laborious and
time consuming when there is a large amount of scalp distributions to be analysed.
Apart from that, the process of manual segmentation can be subjective since ERPs
usually vary across subjects, trials and experimental conditions. Thus, a solution to the
problem of identifying the ERP time region is to perform ERP segmentation with the
pattern recognition techniques. In the literature, the two ERP segmentation techniques
commonly used in ERP analyses are: (i) the combination of Global Field Power (GFP)
and Global Map Dissimilarity (GMD) [103][104] and (ii) their extension based on the
modified K-means clustering algorithm (mKM) [105].
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3.3.3.1 Global Field Power and Global Map Dissimilarity
Global Field Power (GFP) is a method originally proposed by [102] to facilitate ERP
analysis by transforming the multi-channel EEG signals into one-dimensional meas-
urements that reflects the activity of each individual ERP. Mathematically, GFP at-








where xi(t) represents the measurement for i-th channel while x̄(t) = 1Ne
∑Ne
i=1 xi(t)
is simply the mean of multi-channel measurements at time t.
Global Map Dissimilarity (GMD) is a method that attempts to measure the dif-
ference between two scalp distributions [103]. When applied together with GFP, the







[x∗i (t)− x∗i (t− 1)]2 (3.36)
where x∗i is the i-th channel measurements from a scalp distribution that are normalised
to have zero-mean and unit variance. Technically, GMD can be considered as a first-
order derivative edge-detection method whose goal is to identify the transition time
between two different scalp distributions based on the measured edge strength [106].
In ERP analysis, GMD is usually inversely correlated with GFP. The time region of
an ERP is usually selected to be the region where two successive peaks of GMD are
aligned to the troughs of GFP.
3.3.3.2 Modified K-Means Clustering
Segmentation based on the GFP and GMD can be bias and subjective since it still re-
quires human supervision. To automate the segmentation process, a clustering-based
segmentation algorithm is therefore proposed by [105]. In the literature, the technique
proposed by [105] is often referred as the K-means (KM) clustering algorithm although
it has a different structure to the standard KM algorithm in terms of the distance meas-
ure between samples and the way of assigning the samples into representative clusters.
To avoid confusion, this technique will be referred as modified K-means clustering
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(mKM) in this thesis.
The original KM algorithm is a clustering technique that attempts to group the ob-
jects by assessing their squared euclidean distances [93][107]. The clustering process
normally begins by selecting K number of points as initial cluster centroids. After
that, each sample is assigned to the nearest cluster based on their distances with the
centroids. When all samples have been assigned, the positions of the centroids are
re-estimated based on their members. The process of assigning each sample and re-
estimating the centroids is repeated until there are no changes in the positions of the
centroids. mKM algorithm shares similar structure with KM except that the samples
[x(t) in this thesis] are assigned based on spatial correlation. In addition, instead of
computing the mean across the members, mKM performs PCA on each cluster so that
the resultant largest principal component can be taken as the re-estimated centroid.
Both KM and mKM shares similar inherent problems during the segmentation pro-
cess. The main problem is to define the number of clusters for representing the ERPs
[93]. Since the best number of cluster is usually unknown, the algorithm has to be re-
peated by testing different number of clusters. The second problem is initialization of
the cluster centroids [93]. In practice, the centroids are often initialized by randomly
selecting a number of x(t) from the given signals. Since different starting points will
yield different results, the algorithm has to be repeated for multiple times to ensure the
consistency of the result. The third problem is that the clustering algorithms usually
treat the segmentation problem globally by ignoring the time information in each in-
dividual samples. Consequently, the final segmentation result may contain a number
of spurious short and meaningless segments [104]. To deal with this issue, a further
post-processing on the segmentation result is often necessary to remove these short and
meaningless time segments [104][105].
3.4 Summary
In this chapter, the multi-channel ERP extraction problem is reviewed. In addition, dif-
ferent signal processing and pattern recognition techniques used in various ERP fields
are also described. Currently, the single-trial multi-channel ERP extraction problem
has been addressed differently depending on the assumptions posed on the ERPs. Each
Chapter 3: Signal Processing and Pattern Recognition for ERP Application 46
method has its own merits and drawbacks. In general, these methods can be divided
into data-independent and data-driven methods. Data-independent methods are usually
designed specifically for ERP extraction. However, to apply these methods success-
fully, a strong background knowledge on the ERP waveform and the mixing matrix is
required. In contrast, data-driven methods do not require any such assumptions, and
thus the extracted signal is more adaptive towards the given ERP dataset. However,
most existing data-driven methods are inefficient since they cannot extract the ERP
directly. Therefore, the development of a new data-driven method that is dedicated for
ERP extraction is necessary to facilitate the studies of ERPs. Designing such extrac-
tion method is difficult without combining techniques from other ERP fields. Thus, in
Section 3.3.2 and 3.3.3, the problem and techniques related to ERP classification and
segmentation problem are also discussed. More details on how these techniques can
be utilised for ERP extraction will be discussed in detail in the following chapters.
Chapter 4
A New Method to Extract ERP
through Discrimination Between ERP
and non-ERP Time Regions
4.1 Introduction
The ability to examine the dynamics of the ERPs at single-trial level is one of the ul-
timate goals in the ERP signal processing field. The time course of the ERP often
provides richer and valuable picture of the neural activity, their activation time and
also duration across trials. Moreover, better understanding on the trial-to-trial charac-
teristics of the ERP also helps us to overcome certain limitation in the conventional
trial-averaging method and further provides insight on the factor that leads to peak
amplitude and latency difference as observed at trial-averaged signals. As mentioned
in Chapter 3, the single-trial ERP analysis has been addressed in several significantly
different ways. Since the modern EEG recordings are usually flooded with huge col-
lection of data captured from different electrodes on the scalp, it is increasingly im-
portant to utilise the available spatial information to provide a better and more reliable
extraction on the ERP-of-interest.
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Figure 4.1: The classifier training process that is normally used in the conventional
LD to obtain the spatial filter w that extracts the ERP-of-interest, which causes the
mean differences between two experimental conditions. Let X1,k and X2,k be the EEG
epochs taken from the ‘ERP’ and ‘non-ERP’ trials respectively. During training, for
each condition, the multi-channel measurement vectors from the window-of-interest is
taken as an individual training sample for each class respectively.
In the literature, different methods have been proposed to exploit the specific fea-
ture of the ERP for a successful signal extraction. Recently, besides the commonly
used methods such as PCA and ICA, LD method is also getting increasingly popular
to facilitate the ERP analysis. In general, LD is a method that tries to extract a signal
that contributes the maximum mean difference between two experimental conditions.
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In [53], it is demonstrated that one of the solutions of finding such spatial filter is
generally the same as finding the discriminative projection vector of the binary linear
classifier (See Chapter 3.2.5.6). Fig. 4.1 shows the classifier training that is commonly
used to obtain the LD spatial filter. From the figure, it can be easily observed that since
only multi-channel measurements are involved, the conventional LD is also a method
that attempts to train a classifier to learn the scalp distribution difference between the
two conditions. Depend on the class labels, the desired ERP are usually projected to
the positive side of the ‘extracted’ signal and vice versa.
In practice, the application of LD has shown promising results on the P300 ERP
studies. For example, it has been used to extract P300 ERP for analysing the pos-
sible relationship between P300 and the stimulus response time [87], for measuring
the video and speech quality perception [89][91] and as the feature extraction tool for
P300-BCI [75][92]. In these cases, such extraction is generally possible because LD
takes advantages of the fact that there exists a time window which P300 ERP causes
large activity difference between P300 and non-P300 trials. Unfortunately, if the ERP-
of-interest appeared in both experimental conditions and has minimal activity differ-
ence between them, the conventional LD may no longer work effectively for extracting
the ERP-of-interest. This kind of situation is most likely encountered when studying
the exogenous ERPs such as P100 and N170.
To address the above issues, a more generic type of LD method called ENE-LD
(ERP-versus-Non-ERP time region-based Linear Discrimination) is presented in this
work. In the literature, studies have shown that each ERP tends to exhibit a unique
scalp distribution that spans across a specific time region [5][7][6][12][21]. Thus, as-
sume that the time region of the ERP-of-interest can be roughly estimated, we propose
that a classifier can be trained to learn the relevant and irrelevant scalp distributions
simply from the ERP and non-ERP time regions within the same EEG segment. By
doing so, it also avoids the restrictive requirement that the ERP-of-interest must have
large difference in the window-of-interest of the two different conditions. The pro-
posed way of obtaining the spatial filter for the ENE-LD is illustrated in Fig 4.2.
The rest of this chapter is organized as follows. First, the signals extracted from
ENE-LD are potentially useful for estimating the ERP parameters such as peak latency,
amplitude and scalp distribution. For this reason, in this work, we also evaluate the
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proposed ENE-LD on one of the existing estimation framework proposed by Li et al.
[57] whereby the original template-matching based technique used in the framework
is replaced by the extracted signals from our ENE-LD to represent the desired ERP
waveform. The procedure of using the proposed ENE-LD method for ERP extrac-
tion and estimation is described in Section 4.2. In Section 4.3, a simulation study is
conducted to assess the overall strength and weakness of the proposed ENE-LD from
the extraction and estimation perspective whereby its performance is also compared
to Li’s template-matching based estimation method. After that, the performance of
the proposed method is examined on a real N170 ERP dataset in Section 4.4 whereby
the proposed ENE-LD is compared to the conventional LD before the conclusions are























































Figure 4.2: The proposed ENE-LD implementation for extracting the ERP-of-interest
activity from the irrelevant ERP activity.




















Figure 4.3: The overall process of using the proposed ENE-LD method for extraction
and estimation.
4.2 Methodology
4.2.1 Overview of ENE-LD extraction method
Fig. 4.3 shows the overall process that is used in Section 4.3 and 4.4 to evaluate our
proposed ERP extraction method. For the proposed ENE-LD method, the process of
obtaining the spatial filter is described in Fig. 4.2. During the training phase, the
time regions that contain the scalp distribution of the ERP-of-interest are assigned to
the positive class, while the remaining time regions are assigned to the negative class.
After that, a binary linear classifier is constructed based on these training samples
while its discriminative projection vector is applied as a spatial filter to separate the
ERP and non-ERP time region in an EEG epoch. Due to the nature of the classifier,
since the scalp distribution of the ERP-of-interest are given the positive class label, the
ERP-of-interest is usually projected to the positive side of the extracted signal and vice
versa. Thus, thresholding is applied to remove the negative part of the extracted signal
before it is used for the ERP parameter estimation.
4.2.2 Spatial filter and peak latency estimation
4.2.2.1 ENE-LD spatial filter through LDA classifier
In the literature, the two popular classifiers that are commonly used in the conventional
LD are logistic regression and LDA. In this work, LDA is chosen for the proposed
ENE-LD module because of its closed-form solution. For the proposed ENE-LD, the
procedure to obtain the spatial filter from the LDA classifier is summarised as follows.
Suppose the EEG equipment has Ne measurement channels, and the measurements
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captured at time index t during the k-th trial are stored in the Ne × 1 vector xk(t). Let
NT be the number of snapshots taken in each EEG epochs (or trial), Nk be the total
number of trials, and the sets T1 and T2 contain, respectively, the time indices of the
positive class and those of the negative class. Let T1 and T2 be the number of elements
in T1 and T2 , respectively. To enable the classifier to learn the scalp distribution of the
ERP-of-interest, we first compute the following two Ne × 1 vectors which represent








xk(t) , c = 1, 2 (4.1)








(xk(t)− µc)(xk(t)− µc)> , c = 1, 2 (4.2)
To maximise the separability of the positive and negative classes, the closed-form
solution of the spatial filter as given by LDA is computed as:
weld = S−1w (µ1 − µ2) (4.3)





(T1S1 + T2S2) (4.4)
In practice, to avoid Sw becomes singular, Sw can be regularized using the method as
mentioned in Chapter 3.3.2.2.
4.2.2.2 Estimating the ERP peak latency
To determine whether a time region is correlated to the ERP-of-interest, the spatial
filter weld is applied to an EEG epoch and the classifier output yk(t) is calculated as
follow:
yk(t) = wTeldxk(t)− b (4.5)
where b = wTeld(µ1 + µ2)/2 is the threshold of the classifier. From the classifier point
of view, yk(t) describes the possibility of a ERP-of-interest occurrence with positive
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sign indicating the ERP-of-interest is present and vice versa. Accordingly, the latency
of the ERP-of-interest can be taken to be the time when yk(t) is largest:
τ̂k = arg max
t
{yk(t)} (4.6)
Since only the positive part of signal yk(t) belongs to the desired ERP activity, the
negative part of the signal can be eliminated:
ỹk(t) = max(yk(t), 0) (4.7)
Lastly, by normalising yk(t) to have unit variance, the resultant normalised signal ỹk(t)
can be used to represent the desired ERP source signal for estimation in the follow-
ing section. The advantage of using this signal in Li’s estimation framework method
is that ENE-LD does not involve the modeling of the ERP waveform. Thus, unlike
the template-matching technique used in the original estimation method, the proposed
method also avoid making any strict assumption that the ERP waveforms must be in-
variant across trials.
4.2.3 Scalp distribution and amplitude estimation
4.2.3.1 The EEG model for estimation
For scalp distribution and amplitude estimation, the method described by [57] is ad-
opted. In [57], the estimation method is developed based on the following motivation.
First, the linear EEG model for each EEG epoch can be rewritten as [57]:




where sk(t) and nk,i(t) represents the desired and irrelevant source signals at k-th EEG
trial respectively. ak and bk,i are the mixing vectors which explain the contribution of
the corresponding source signal towards each electrode on the scalp. Alternatively,
they convey the scalp distribution of the corresponding source signal.
Now, suppose that each desired ERP source signal are from the same neural gener-
ators in the brain and passing through the same mixing medium, the linear EEG model
can be rewritten again as:
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where a0 and s̃k(t) are the normalised common mixing vector and desired source sig-
nal in each EEG trial respectively while the dimensionless scaling factor σk can be
interpreted as the amplitude of the source signal.
4.2.3.2 Estimating the common scalp distribution a0
Assume that the desired ERP source signal is uncorrelated with other ERP source sig-
nals ni(t) and it is estimated as ỹk(t) where ỹk(t) is normalised to have unit-variance,
the scalp distribution of the desired ERP source signal in each trial can be estimated









where E = 1
NT
∑
t{.} is the sample mean.
Based on equations (4.8) and (4.9), and by absorbing the scaling factor σk for the
desired ERP source signal into ak, the relationship between ak and a0 is given as:
ak = σka0 (4.12)
To provide a robust estimation of a0, the estimation can be performed by first normal-










Subsequently, the â0 is the estimated common scalp distribution for the ERP-of-interest.
4.2.3.3 Estimating the amplitude σk
Ideally, the two vectors a0 and ak are identical except for a scaling factor, which is
exactly the unknown amplitude σk associated with the desired ERP source signal in the
k-th EEG trial. Based on the estimated âk and â0, the amplitude σk can be estimated
through least-square fit as:
min
σk
‖âk − σkâ0‖ (4.14)
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The solution for estimating σ̂k is simply the projection of âk on the unit vector â0 [57]:
σ̂k = â>k â0 (4.15)




In the literature, the nature of ERPs at single-trial level such as the level of amplitude,
latency and waveform variations remains largely unknown. Thus, to quantify the per-
formance of the proposed method, it is of interest to address its performance under the
possible worst case scenarios. These scenarios are 1) when multiple ERPs occur and
they are possibly overlapped with the ERP-of-interest; 2) when the ERP-of-interest ex-
periences large latency variations across trials. Detecting ERP under such conditions
is challenging and to examine its performance, preliminary assessment is performed
on simulated ERP datasets. For the simulation study, in each run, a dataset of 100 sim-
ulated trials were created using the linear generative EEG model as follows. In each





where a0i represents the common mixing vector of each ERP source signal. Each ERP
source signal is defined as a normalised Gaussian waveform that has a width of δi and







In this experiment, these four ERP source signals are chosen to represent the P100,
N170, P200 and P300 ERPs in the real studies.
In the literature, N170 is one of the important ERPs, which has been extensively
studied [27]. It is a negative peak which occurs around 170 ms after stimulus onset and
is strongest in the occipital-temporal region. Previous studies have shown that N170
is often associated with the neural processing of face and object images, whereby the
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Figure 4.4: An example of the ERP source signals used in the simulation (when σi is
absorbed into si instead of a0i)
N170 amplitude is larger when faces are presented as stimuli [27][108]. Accordingly,
N170 has been extensively used in the study of face processing deficits that are charac-
teristic of Autism Spectrum Disorder (ASD) [109]. Our goal in this simulation study
is to extract the N170 that usually occurs between P100 and P200. The reason of
choosing N170 ERP is that its peak amplitude is normally smaller compared to the
commonly-examined P300 ERP. Thus, in practice, detecting the peak of N170 is gen-
erally harder since it is easily affected by the background EEG and also the possible
overlap from other adjacent two ERPs such as P100 and P200. Meanwhile, although
the EEG epochs used in the real N170 study usually do not involve P300 ERP, the P300
ERP is still generated in this study mainly to observe whether the performance of the
proposed method is affected by the presence of larger ERP within the EEG epoch.
Table 4.1: Parameters used to generate a simulated ERP dataset
Parameters P100 N170 P200 P300
σi 1 -1 1 5
δi (ms) 15 15 15 30
τk,i (ms) 100 ± στ1 170 ± στ2 240 ± στ3 400
Note: στ1,στ2 and στ3 depends on the conditions.
The ERP parameters used to generated the simulated dataset is shown in Table 4.1.
In each trial, the ERPs are generated to have fixed peak amplitudes and widths, but
variable peak latencies (except for P300) which are chosen to be Gaussian distributed.
In terms of a0i, the mixing vector for every ERP is fixed across trials. However, in each
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run, they are randomly generated with uniform distribution [0,1] to represent different
ERP scalp distributions. Each vector dimension is 40 × 1 so that each trial contains a
40-channel EEG segment. Also, note that these mixing vectors are normalised before
generating the simulated data. Lastly, the whole process is repeated for 200 runs to test
the overall performance under different mixing matrices.
In this stimulation study, for comparison purposes, the original template-matching
(TM) based method proposed by Li et al. [57] is applied for single-trial ERP estim-
ation (see Chapter 3.2.5.2 for more details). The parameters used in ENE-LD and
TM method are described as follows. For our proposed method, to identify the N170
ERP, the time region for positive training samples were selected manually from 150
ms to 190 ms while the remaining time regions were set as negative training samples.
During the estimation, the process described in Section 3.2.5.2 was performed. For
TM, assume that the actual source signal for N170 ERP is known, an exact Gaus-
sian template which matches the N170 waveform was used. To determine the peak
latency, the predefined Gaussian template was scanned across time. The time which
produces minimum error when reconstructing the EEG epoch with the time-shifted
template was selected as the N170 peak latency. Based on our testing, Li’s TM method
are susceptible to the presence of large ERP. To generate minimum error, the method
tends to reconstruct the largest ERP within the EEG epoch. Thus, for fair comparison,
the template-matching method is constrained to search the N170 ERP within the time
between 120 ms and 220 ms. Meanwhile, the best time-shifted template from the peak-
latency estimation is also used for the scalp distribution and amplitude estimation.
Table 4.2: Parameters used to generate a simulated ERP dataset
Latency variation στ1 (ms) στ2 (ms) στ3 (ms)
condition 1 ± 5 ± 5 ± 5
condition 2 ±25 ±25 ±25
condition 3 ±25 ±50 ±25
To examine the performance of the proposed methods, three conditions were con-
sidered and were used to represent different levels of latency variations and degree of
overlapping with the other ERPs. In the first condition, all the P100, N170 and P200
ERPs experience minimal latency variations across trials and has minimal chance of
overlap with one another. In the second condition, these ERPs experience medium
Chapter 4: ENE-LD for ERP extraction 58
latency variations and medium chances of overlap while the third condition has the
N170 ERP experiences large latency variations and huge chances to overlap with other
ERPs. The parameters for each conditions are shown in Table 4.2. In addition, to ex-
amine the proposed method in the noisy situation, these three conditions are also tested
with the additive white noises under two different SNR conditions: -10 dB and 10 dB.
In practice, the peak-picking technique used in the proposed ENE-LD is susceptible to
random noises. Thus, assume that signal filtering is allowed, both TM and ENE-LD
methods is tested on the moving-average filtered signals using a 20 ms window seg-
ment for averaging. Fig. 4.5 shows the examples of the ERP waveforms taken from
one of the simulation runs for each condition in Table 4.2 under two different SNR
levels. Note that in each simulation run, the mixing vectors of the ERPs are randomly
generated and thus the strongest channel for each ERP can be different from each other.
Also, due to this reason, it is normal for the plots in Fig. 4.5 to present weaker P100,















































































































Figure 4.5: (a)–(c) Examples of ERP waveform taken from different simulation runs
used in each condition when SNR = 10 dB, (d)–(f) when SNR = -10 dB. (Note that:
each plot represents the waveforms from each EEG epoch that are taken from one of
the channel which the N170 ERP is the strongest. These waveforms are also latency
sorted based on their N170 peak latency.)
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4.3.2 Simulation results and discussion
As latency estimation is crucial to the accurate estimation of amplitude and scalp dis-
tribution, one of the goals of this study is to examine the accuracy of peak latency
estimated using our proposed method. Before examining the estimation results, the
first assessment is to examine whether the proposed ENE-LD method is able to extract
the desired ERP activity. The example of the extraction results in one of the simulation
runs from each condition are shown in Fig. 4.6. On the first row of Fig. 4.6, the results
show the simulated N170 waveforms generated for different conditions at 10 dB SNR.
In each plot, the green-dotted line represents the boundary of the positive training win-
dow for the proposed ENE-LD. On the second row of Fig. 4.6, the results show the
extracted waveforms provided by the proposed ENE-LD.
From these results, it shows that the proposed ENE-LD method is able to select-
ively extract the ERP-of-interest even under the presence of other ERPs. More import-
antly, these extracted ERPs capture the latency variations experienced by the simulated
N170 ERP. In conditions 2 and 3, it is interesting to observe that although not all the
training samples xk(t) within the positive training window belong to the N170 ERP,
ENE-LD is still able to extract the desired ERP activity accordingly. From the LDA
classifier point of view, this is possibly attributed to the fact that after averaging the
positive training window across trials, the mean scalp distribution µ1 within this re-
gion still represent the scalp distribution of desired N170 ERP and thus allowing the
ENE-LD to detect the desired N170 correctly. Similar results can also be observed
in Fig. 4.7 when SNR = -10 dB. Except that, the signal extracted in condition 3 is
much noisier in this case because the mean scalp distribution estimate is affected by
the background noise and the limited amount of correct training samples within the
training window. Overall, these empirical results show that it is plausible to train a
classifier for extraction by dividing the EEG segment into ERP and non-ERP time re-
gion. Besides that, the result also demonstrates the robust extraction performance by
the proposed ENE-LD whereby as long as the mean scalp distribution is estimated
correctly, it can always separate the ERP-of-interest from other ERPs successfully.
Although the proposed ENE-LD methods managed to extract the ERP-of-interest
accordingly, it is worth noticing that its extracted waveform does not match exactly
with the desired ERP waveform. By taking condition 1 as an example, Fig. 4.8(a)










































































































Figure 4.6: An example run from each condition when SNR = 10 dB: (a)–(c) Simulated
N170 ERP waveforms (d)–(f) Estimated ERP waveforms by the proposed ENE-LD.
Green dotted-lines represent the training window for ENE-LD method.
and (b) shows the trial-averaged signals from the ENE-LD method before and after
removing the negative part of the signals. In Fig. 4.8(a), the result demonstrated how
the proposed ENE-LD method projects the relevant ERP activity to the positive part
of the signal and vice versa so that the relevant ERP activity can be traced easily.
However, after removing the negative part of the signals, Fig. 4.8(b) shows that the
trial-averaged signal from ENE-LD does not match exactly with the simulated N170
waveform. In general, mismatch between the original and extracted waveform have an
adverse effect on the the scalp distribution and amplitude estimation. To understand
the impact, we examine equation (4.11) that is used in the estimation process.
Equation (4.11) or its similar form based on Least-Square criterion are commonly
used in various studies to estimate the scalp distribution of the extracted signal [86][87][88].
In Li’s estimation framework, a good estimate on scalp distribution also leads to accur-
ate amplitude estimation. For convenience, the trial number k is removed temporarily
for the following analysis while the scalp distribution ak is replaced temporarily as a.









































































































Figure 4.7: An example run from each condition when SNR = -10 dB: (a)–(c) Simu-
lated N170 ERP waveforms (d)–(f) Estimated ERP waveforms by the proposed ENE-
LD. Green dotted-lines represent the training window for ENE-LD method.















Assume that the estimated ERP waveform ỹ(t) are uncorrelated to other source signals






In the above equation, it can be observed that to obtain a good estimate on the common
scalp distribution a0 which is the normalised version of a, the estimated ERP waveform
ỹ(t) does not necessarily have to be exactly the same as s̃(t) as long as it is uncorrelated
with other ERP source signal. This is mainly because the scalar term σs̃(t)ỹ(t) can be
dropped after the normalisation of a. However, the exact amplitude σ of the desired
ERP cannot be recovered when there is a mismatch between the original and estimated
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Figure 4.8: (a) Trial-averaged signal from ENE-LD in condition 1 before removing
the negative part of the signal. (b) normalised trial-averaged signal from ENE-LD
after removing the negative part of the signal. For comparison, the normalised trial-
averaged signal of the simulated N170 ERP is also plotted. Note that: All the trial-
averaged signals are averaged with peak-aligned at 170 ms.
ERP waveforms. Moreover, the estimated amplitude is biased since E{s̃(t)ỹ(t)} 6=
1. The above situation is also an issue faced by the TM method when designing the
template for the real ERP application. To understand the performance of the proposed
ENE-LD method in single-trial estimation, a further analysis on its estimation results
proceeds as follows.
Fig. 4.9 and 4.10 show the examples of peak latency estimation performance by
TM and ENE-LD respectively under different SNR conditions. From the second row
of Fig. 4.9 and 4.10, the results show that the estimated peak latency by the proposed
ENE-LD are quite consistent to the simulated N170 peak latency. Besides that, the pro-
posed ENE-LD method has a large peak detection range that allows them to search the
N170 peaks successfully even if the underlying N170 ERP experiences large latency
variations as shown in Fig. 4.9(f). However, TM has a shorter detection range partly
due to the constraint we imposed on the time-searching range. Thus, when the un-
derlying N170 ERPs experience large latency variation, TM’s performance degrades
significantly as shown in plot (c) of Fig. 4.9 and 4.10. In the study, for fair compar-
ison, the template matching technique is excluded from condition 3 in the following
analysis.






















































































































































Figure 4.9: (a)–(c) shows the examples of scatterplots of estimated latency vs simu-
lated latency for TM method under different conditions when SNR = 10 dB. Similar






















































































































































Figure 4.10: (a)–(c) shows the examples of scatterplots of estimated latency vs simu-
lated latency for TM method under different conditions when SNR = -10 dB. Similar
graphs are also plotted for the ENE-LD method in (d)–(f).
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Table 4.3: The average of mean absolute difference between the simulated and estim-
ated peak latencies of N170 ERP after 200 runs with different mixing vectors.
SNR Method Condition 1 Condition 2 Condition 3
10 dB TM 0.97 ± 0.15 10.02 ± 2.33 –
ENE-LD 0.31 ± 0.06 0.80 ± 0.15 2.04 ± 0.49
-10 dB TM 18.39 ± 2.13 24.54 ± 3.07 –
ENE-LD 3.85 ± 1.04 4.82 ± 1.62 11.21 ± 5.52
Table 4.3 shows the average of mean absolute difference (MAD) between the sim-







| τk − τ̂k | (4.20)
where τk and τ̂k are the simulated and estimated peak latency respectively. From the
table, the results show that SNR and the chances of overlap are the factor that af-
fects TM and ENE-LD during the peak latency estimation. In general, both TM and
ENE-LD performance are better when SNR is higher and the chances of overlap are
minimal. When compared between TM and ENE-LD, the table shows that ENE-LD
has better peak latency estimates where its MAD results are lowest in all conditions.
It is also worth noting that TM is more sensitive to the noisy background signals. By
taking condition 1 as an example, its MAD in the peak latency estimates increases dra-
matically from 0.97 ms at 10 dB SNR to 18.39 ms at -10 dB SNR. In contrast, for the
same condition, the MAD of the proposed ENE-LD only increases slightly from 0.31
ms to 3.85 ms.
Table 4.4: Average correlation coefficient between the simulated and estimated scalp
distribution by different methods after 200 runs with different mixing vectors
SNR Method Condition 1 Condition 2 Condition 3
10 dB TM 0.997 ± 0.001 0.942 ± 0.024 –
ENE-LD 0.999 ± 0.001 0.985 ± 0.060 0.971 ± 0.011
-10 dB TM 0.952 ± 0.021 0.884 ± 0.048 –
ENE-LD 0.991 ± 0.004 0.978 ± 0.008 0.954 ± 0.018
Table 4.4 shows the average correlation coefficient between the simulated and es-
timated scalp dsitribution for TM and ENE-LD respectively. The results show that
despite the mismatch, the scalp distributions by ENE-LD are highly correlated to the
simulated scalp distribution whereby it also managed to achieve the average correlation
coefficient of at least 0.95 under SNR = -10 dB. However, the correlation coefficient
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decreases slightly across conditions when there are higher latency variations and in-
creased chances of overlapping with the other ERPs.
Table 4.5: Paired sample t-test between correlation coefficient achieved by ENE-LD
and TM
SNR Condition 1 Condition 2 Condition 3
10 dB t(199)=32.467, p <.001 t(199)=29.355 , p <.001 –
-10 dB t(199)=28.442, p <.001 t(199)=31.726 , p <.001 –
In comparison to TM, the correlation coefficient achieved by both ENE-LD and
TM are close to each other in some conditions. For this reason, paired sample t-tests
was performed for each condition to compare the correlation coefficient achieved by
ENE-LD and TM. Table 4.5 revealed that in all cases, p-value from every paired sample
t-test are less than 0.001, suggesting that the performance of both ENE-LD and TM
are statistically different to each other. In addition, since t-value are always positive,
the results also reveal that ENE-LD are statistically better than TM in all conditions.
Table 4.6: Average estimated amplitude by different methods after 200 runs with dif-
ferent mixing vectors (Simulated amplitude σ = 1 )
SNR Method Condition 1 Condition 2 Condition 3
10 dB TM 0.912 ± 0.019 0.397 ± 0.278 –
ENE-LD 0.871 ± 0.012 0.729 ± 0.160 0.664 ± 0.167
-10 dB TM 0.286 ± 0.237 0.163 ± 0.145 –
ENE-LD 0.735 ± 0.090 0.603 ± 0.149 0.504 ± 0.154
Table 4.6 shows the average estimated amplitude for the two methods. First, the
results show that neither TM nor ENE-LD managed to obtain an exact amplitude es-
timate of 1 for all conditions. This result is reasonable because when there is overlap
between ERPs, the uncorrelated assumption no longer holds in (4.18) and thus it af-
fects the amplitude estimation. From the above conditions, it can be observed that both
TM and ENE-LD does not work very well in condition 2 and 3 when the chances of
overlapping are higher. Not only the amplitude estimates deviate largely from one, the
estimates also experience higher variance compared to condition 1. For TM, another
reason that it works poorly in amplitude estimation is due to the poorly estimated peak
latency. This effect can be observed in condition 1 of Table 4.6 when SNR = -10 dB. As
the peak latency decides the location of the template, incorrect peak latency generally
affects the choice of template used for amplitude estimation.
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In the condition 1 where SNR = 10 dB and the chances of overlapping are minimal,
both TM and ENE-LD obtain an average estimate of 0.912 and 0.871 respectively. This
result suggests that the mismatch from the proposed methods are small and thus the
estimates are close to the simulated value of 1. The small variance in the amplitude
estimates also suggests that both methods may have converged. However, due to the
bias from the mismatch, the exact amplitude cannot be obtained. When compared
between TM and ENE-LD, TM shows a better performance in this case. One of the
main reasons is that TM employs the template that match exactly with the ERP-of-
interest for estimation. In practice, designing the suitable template for ERP is usually
difficult and the strict assumption that the ERP waveform are fixed across trials is
often required. Thus, by taking these considerations into account, the performance in
amplitude estimation by our data-driven extraction method is still considered superior
when compared to TM.
Overall, from the above results, there are two observations that can be summar-
ised from the simulation study. Firstly, when the time region of the ERP-of-interest is
known, ENE-LD can be implemented to selectively extract the desired ERP activity
even under the presence of other ERPs. From our simulation study, the results also
show that the ERP time region does not have to be exactly correct as long as it is rep-
resentative and allows ENE-LD to learn the scalp distribution of the ERP-of-interest
correctly. Once this condition is fulfilled, ENE-LD is able to detect the ERP-of-interest
reasonably well at single-trial level even if the latency variation is large. Subsequently,
it also provides ENE-LD a better performance in peak latency estimation when com-
pared to the original TM method. Secondly, although the extracted ENE-LD wave-
form is not exactly the same as the simulated ERP waveform, the result shows that
this mismatch does not affect ENE-LD’s performance in scalp distribution estimation.
Except that, the amplitude estimated by ENE-LD is always biased. Thus, unless the
the mismatch is small and consistent across trials, ENE-LD may not be the best tool
for amplitude estimation.
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4.4 Experiment with a real ERP dataset
4.4.1 Dataset and experimental procedure
The analysis of N170 remains a challenge especially for the conventional LD method
mainly because N170 usually occurs with similar peak amplitude in two different ex-
perimental conditions. Thus, for the conventional LD, the small differences in N170
make it relatively harder to be exploited when compared to the large differences com-
monly observed between P300 and non-P300 trials. For this reason, our objective in
this section is to examine the performance of the proposed ENE-LD method in extract-
ing the N170. As a comparison, the conventional LD methods are also evaluated. For
convenience, they will be referred as cLD.
The selected N170 dataset is part of the publicly available multi-modal face data-
set contributed by Henson et al. [111]. The original dataset contains EEG, MEG and
fMRI recordings of a healthy subject for the purpose of measuring and studying the
neurocognitive responses when performing face perception tasks. Two sessions were
conducted on the same subject using the same stimuli presentation paradigm, based on
Phase 1 of a previous study by Henson et al. [112]. In each of these sessions, a total of
86 faces and 86 scrambled faces were randomly presented [111]. The measurements
were made by a 128-channel BioSemi ActiveTwo EEG system with a sampling fre-
quency of 2048 Hz. All electrodes were later re-referenced to the common-average
reference.
During the signal pre-processing stage, EEG signals from both sessions were band-
pass filtered1 between 0.1-40 Hz. In addition, a forward-backward moving-average
filter which uses 20 ms averaging window is also applied. For our study, we combined
these two sessions to extract trials for both face and non-face experimental conditions.
For each trial, a 400 ms segment of each EEG signal was extracted starting from stim-
ulus onset. Baseline correction was performed using a 200 ms segment of the EEG
signal prior to stimulus onset. A total of 150 and 151 trials were extracted respect-
ively for both the faces and non-face dataset. The trial-averaged signals for faces and
non-faces (i.e. scrambled faces) stimuli are shown in Fig. 4.11.
In order to examine our method, we applied the proposed ENE-LD to perform
1A combination of a forward-backward 2nd order elliptic highpass and 9th order elliptic lowpass
filters.
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Figure 4.11: Trial averaged signals from channel A12 and B9 for face (blue) and non-
face (red) conditions. Note: The channel labels are based on 128-channel BioSemi
headcap and they represent the occipital-temporal region at left and right hemisphere
of the brain.
single-trial N170 extraction for both face and non-face conditions. To apply ENE-
LD, the positive training window for N170 is defined as 140 – 180 ms. This training
window is selected because our observation on Fig. 4.11 suggests that the N170 peak
latency of this subject is located around 163 ms. For peak latency and scalp distribution
estimation, the procedure described in Section 4.2 was used. For comparison, the cLD
implementations that are based on logistic regression (LR) [53] and on LDA [89] were
also applied whereby the classifier was trained using the procedure as shown in Fig.
4.1 where
1. the training window is the same as the N170 time window used in the ENE-LD
method.
2. The positive and negative training samples were taken respectively from the face
and non-face trials.
4.4.2 Results and discussion
4.4.2.1 Results from N170
Fig. 4.12(a) and (b) shows the trial-averaged signals extracted from ENE-LD before
the negative part of the signal was removed. From the figure, the result shows that
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Figure 4.12: Each row represents the trial-averaged extracted signals for N170 from
ENE-LD, cLD-LR and cLD-LDA respectively while each column represents the res-
ults taken from ‘Face’ and ‘Non-Face’ condition respectively. The vertical dotted-line
represents the defined ERP time region.
ENE-LD can be applied to extract N170 under both face and non-face conditions. Fig.
4.12(c)–(f) shows the trial-averaged signals extracted from the cLD methods. When
comparing the results from cLD-LR and cLD-LDA, the trial-averaged signals from
both method are very similar except for a scaling difference. By first examining the
extraction outcome of both cLD methods, the result shows that the cLD methods fail
to isolate the irrelevant ERPs from their extracted signals in both face and non-face
conditions. In addition, since the cLD methods do not apply thresholding on the signal,
all the extracted signals can eventually lead to significant estimation errors in the scalp
distribution. Thus, for the rest of the analysis, only the results from ENE-LD are used
for single-trial estimation.



















































Figure 4.13: The normalised ỹk(t) for N170 from (a) face conditions and (b) non-face
conditions.
(a) (b)
















































Figure 4.15: The estimated peak latency (black circle) for N170 from (a) face and (b)
non-face conditions. The red-dotted lines show the time range for searching the peak
latency. For better visualization, the results are plotted on the original yk(t).
Chapter 4: ENE-LD for ERP extraction 71
Fig. 4.13 shows the single-trial N170 extraction results under face and non-face
conditions. Overall, the results show that the proposed ENE-LD method is able to
separate the ERP-of-interest reasonably well from the irrelevant EEG activities. Inter-
estingly, a visual examination of the plots shows that regardless of face or non-face
conditions, N170 experiences minimal latency variations with consistent time regions
across the trials. This characteristic is similar to Condition 1 in the simulated study
where there is no sign of overlapping among the ERPs. Fig. 4.14(a) and (b) shows
the common scalp projection estimated from both face and non-face condition respect-
ively. The figure reveals that both scalp projections for N170 have occipital-temporal
distributions, which matches the findings reported in [108] and [110]. Interestingly, in
the literature, for face condition, N170 usually has a more profound negativity at the
right hemisphere. However, our results show that the differences between the hemi-
spheres are less pronounced for this subject.
Overall, the results show that the extraction from ENE-LD are not entirely free
from noise as can be seen from Fig. 4.13(b). In this figure, although ENE-LD managed
to extract the N170 across the trials, the extracted signals still contain remnants of
irrelevant EEG activities. From our examination, a possible reason is the weak N170
activities under the non-face condition as depicted in the trial-averaged signals of Fig.
4.11. In order to provide a more accurate latency estimation, those trials that do not
have positive yk(t) (see section 4.2) within the defined time region were removed from
the analysis while latency searching range is limited to between 95 ms and 245 ms.
Fig. 4.15 shows the peak latencies (black circles) for N170 as estimated by ENE-
LD from the constrained time window (red-dotted line). For better visualization, the
results were plotted over yk(t) for all face and non-face trials. Fig. 4.15 suggests that
N170 can be readily observed in a single trial, with its latencies stable around 166 ± 6
ms and 165 ± 10 ms respectively for face and non-face conditions.
4.4.2.2 Additional Results on P100 and P200
In the literature, N170 usually appears in the P100-N170-P200 complex as shown in
the raw trial-averaged signals depicted in Fig. 4.11 [26][27]. Thus, as the additional
tests, we applied the ENE-LD and both cLD methods to extract the P100 and P200
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ERPs. The ERP time windows for P100 and P200 are defined as 90–130 ms and 200–
240 ms respectively.
Fig. 4.16 and 4.17 show the trial-averaged extracted signals for P100 and P200
respectively. Similar to the N170 results, Fig. 4.16 shows that ENE-LD outperforms
cLD-LR and cLD-LDA in extracting the P100 from both face and non-face conditions.
However, in Fig. 4.17, the result shows that two distinct positive peaks appear in the
positive part of the extracted signals. This suggests that our ENE-LD and both the cLD
methods fail to discriminate P200 from the presence of P100 under both face and non-
face conditions. A possible reason that ENE-LD fails to operate properly is because
P200 in this dataset has an unusually small peak amplitude when compared to P100.
This is contrary to the results in the literature where P200 are commonly found to have
same peak amplitude as P100 [26][27][108][110]. For this reason, P200 is removed
from the following single-trial peak latency and scalp distribution estimation.
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Figure 4.16: Each row represents the trial-averaged extracted signals for P100 from
ENE-LD, cLD-LR and cLD-LDA respectively while each column represents the res-
ults taken from ‘Face’ and ‘Non-Face’ condition respectively. The vertical dotted-
line represents the defined ERP time region. The horizontal dotted-line represents the
baseline.
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Figure 4.17: Each row represents the trial-averaged extracted signals for P200 from
ENE-LD, cLD-LR and cLD-LDA respectively while each column represents the res-
ults taken from ‘Face’ and ‘Non-Face’ condition respectively. The vertical dotted-
line represents the defined ERP time region. The horizontal dotted-line represents the
baseline.
Similar to the N170 case, Fig. 4.18(a) and (b) show that our ENE-LD can extract
P100 from both face and non-face conditions reliably. The scalp distribution given by
the extracted signals in Fig. 4.19 also matches the typical P100 occipital-temporal dis-
tribution given in [108] and [110]. Lastly, by constraining the peak latency searching
range to between 25 ms and 175 ms, Fig. 4.20(a) and (b) show that P100 are stable
around 112 ± 6 ms and 113 ± 5 ms respectively for face and non-face conditions.
From the additional tests, our results suggest that both P100 and N170 are readily
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Figure 4.18: The normalised ỹk(t) for P100 from (a) face conditions and (b) non-face
conditions.
(a) (b)




















































Figure 4.20: The estimated peak latency (black circle) for P100 from (a) face and (b)
non-face conditions. The red-dotted lines show the time range for searching the peak
latency. For better visualization, the results are plotted on the original yk(t).
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4.5 Conclusion
In this chapter, motivated by the consistent finding that each ERP has their own unique
scalp distribution, a new extraction method called ENE-LD is developed. This method
performs the separation through learning the differences of the mean scalp distribution
between the ERP and non-ERP time regions. Similar to the conventional LD method,
to perform the separation successfully, it utilises the classifier’s discriminative projec-
tion and threshold to extract the time course of the ERP-of-interest. Unlike PCA and
ICA, ENE-LD does not require any source selection. In cases where the time-region
of the ERP-of-interest is roughly known, the method allows one to perform a direct
ERP extraction so that only the dynamics of the ERP-of-interest is examined at the
single-trial level.
The simulation study which involved the mixed signals of four different ERPs
demonstrated that ENE-LD can be applied to extract the ERP-of-interest even un-
der the presence of other ERPs which may be larger or overlapping with the ERP-
of-interest. When compared to the existing template-matching method, the proposed
ENE-LD has better performance in peak latency and scalp distribution estimation. In
this study, the proposed ENE-LD method is also tested on a real N170 ERP dataset
whereby the method is applied to three different ERPs (i.e. P100, N170 and P200).
Our results showed that the ERP extraction using ENE-LD is generally feasible for
P100 and N170 whereby the extraction results allow us to understand the scalp distri-
bution and the consistency of the P100 and N170 ERP time regions at the single-trial
level. Our results also demonstrated that the SNR of the ERP-of-interest remains an





Among the multi-channel extraction methods, ICA is one of the more successful tech-
niques which has been used extensively in different signal processing fields. The early
efforts of applying ICA for single-trial ERP analysis has been demonstrated success-
fully in [63] and [64]. However, the extraction of ERP using ICA is not always straight-
forward because traditional ICA recovers all the independent source signals from the
mixtures simultaneously. After the decomposition, the task-related source signal is still
required to be selected before the desired ERP can be studied [62][114][115][116].
Since not all source signals are eventually of interest, one of the increasingly pop-
ular methods is the application of temporally constrained ICA, also known as ICA-
with-reference (ICA-R) [122]. ICA-R is an extension of traditional ICA. It attempts
to perform signal extraction and source selection jointly by adding prior information
as a constraint. By incorporating the prior temporal information into one or a set of
reference signals, ICA-R utilises these reference signals to search for one or a subset
of relevant independent source signal directly without performing a full ICA decom-
position. Specifically, the ICA-R that uses one reference signal to extract one desired
source signal is often known as one-unit ICA-R while the ICA-R that uses multiple
reference signals to extract multiple source signals is known as ICA-MR.
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Currently, one-unit ICA-R has been applied successfully in various biomedical sig-
nal processing applications such as artifact removal [117] and rhythmic activities ex-
traction [118][119]. Despite its success, to the best of our knowledge, the application
of one-unit ICA-R remains unexplored in ERP studies while a recent attempt of ICA-
R was based on ICA-MR [121] where it is employed to extract the P300 ERP for the
P300-BCI applications. Unfortunately, the approach by [121] is (i) restrictive since it
is only developed for the P300-BCI application, and (ii) inefficient since it still requires
a set of reference signals before P300 can be extracted.
In this work, to address the aforementioned issue, we present an implementation
of one-unit ICA-R that employs only one designated reference signal to extract the
desired ERP. The advantages of using the proposed one-unit ICA-R are as follows.
Firstly, the method is developed for general ERP applications. Secondly, the proposed
ICA-R do not extract redundant signals that have to be subsequently removed. Thus,
unlike the traditional ICA and the one proposed by [121], source signal selection is not
required after applying the proposed one-unit ICA. Consequently, it is also computa-
tionally more attractive than the existing ICA methods mentioned above.
The remainder of this chapter is organized as follows. The procedure for imple-
menting the one-unit ICA-R is described in Section 5.2.1. The successful application
of ICA-R relies heavily on the design of the reference signal. Thus, to examine the
type of reference signal that is most suitable for ERP extraction, three different types
of reference signals are proposed in Section 5.2.4. The proposed reference signals are
then examined with a simulation study in Section 5.3. In Section 5.4, since our pro-
posed ICA-R is motivated by the ICA-MR, the performance of our proposed ICA-R
is compared against the ICA-MR using the P300-BCI speller dataset. Lastly, Section
5.5 examines the the proposed ICA-R on a larger P300 ERP dataset collected from the
traditional oddball paradigm before conclusion is drawn in Section 5.6.
5.2 Proposed method
5.2.1 Traditional ICA
Traditional ICA is a blind source separation technique whose aim is to recover a set of
source signals s(t) from a set of observed signals x(t) [59] (see (3.1), repeated below):
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x(t) = As(t) (5.1)
where the source signals s(t) is assumed to have zero-mean and with unit variance.
Suppose the EEG source signals are all temporally independent1 and spatially-fixed
(or mixing matrix A is stationary) [54][55], the objective of ICA is to find a Ns × Ne
demixing matrix2 W such that the recovered source signals are maximally independ-
ent:
y(t) = ŝ(t) = W>x(t) (5.2)
where the multi-channel EEG signals are represented as x(t).
Most traditional ICA performs the extraction by first decomposing the raw EEG
signals simultaneously into a number of source signals that are equal to the number of
EEG channels. Thus, for EEG recordings that have large number of EEG channels,
the extraction process can be time-consuming while the selection of the desired source
signals can be a complicated process.
5.2.2 One-unit ICA-R
In situations where the ERP-of-interest is known beforehand, it seems a more efficient
method is to apply the one-unit ICA-R since it requires only one reference signal and
hence yields only one extracted signal. In this work, the one-unit ICA-R method pro-
posed by [122] is employed and our focus in this chapter is to determine a suitable
reference signal for ERP extraction. For convenience, the time index t is omitted from
x(t), y(t) and r(t) in the following equations of this section.
In the literature, the ICA implementation that aims to extract one source signal
is usually known as one-unit ICA [120]. The optimization problem that defines the
one-unit ICA is formulated as follows:
max
w
J(y) = [E{G(y)} − E{G(v)}]2 (5.3)
1In Chapter 4, we observed that both P100 and N170 ERPs reside closely within their specific time
regions across trials and do not overlap with each other despite being close in terms of their peak laten-
cies. In addition, since ERPs are originated from different part of the brain, these observations suggest
that the assumption of temporally independence and uncorrelatedness between EEG/ERP source signals
can be relevant.
2In ICA literature, the demixing matrix also means the set of spatial filters used to recover the source
signals.
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Figure 5.1: Block diagram of the one-unit ICA-R algorithm
where J(y) is a contrast function known as approximated negentropy as proposed by
[59], y = wTx represents the extracted signal, w is the spatial filter, v is a zero mean
and unit variance Gaussian random variable 3, E{.} is the expected value of a variable
and G(.) can be any convex non-quadratic function (a number of practical functions
for G(.) are also suggested by [59]). In practice, E{G(y)} is estimated by the sample
mean of G(y) given as E{G(y)} = 1
Nt
∑
t∈T G(y(t)) where Nt is the total number of
time samples.
However, when using the above one-unit ICA method, the extracted signal which
is maximally independent is not necessarily guaranteed to be the desired source signal
[122]. Thus, to guide the extraction, some prior information of the desired signal
is required. One of the prior information can be provided is a reference signal r(t).
Subsequently, this leads to the one-unit ICA-R [122]. The constrained optimization
problem that defines the one-unit ICA-R is formulated as follows:
max
w
J(y) = [E{G(y)} − E{G(v)}]2
subject to g(w) ≤ 0, h(w) = E{y2} − 1 = 0 (5.4)
where g(w) = ε(y, r) − ξ, ε(y, r) is a the closeness measure between y and r while
ξ defines the threshold of the closeness measure and h(w) is a constraint that ensures
the output y has unit variance.
In [122], the constrained optimization problem (5.4) was solved through the aug-
mented Lagrangian approach, with the inequality constraint g(w) transformed into
3A fundamental result in information theory is that a Gaussian random variable has the largest en-
tropy among all random variables of equal variance. Thus, by comparing the extracted signal (or more
precisely a random variable y) with the Gaussian random variable v, the degree of negentropy in y can
be estimated. In one-unit ICA-R, the spatial filter w is successfully estimated whenever y achieved
maximum negative entropy (or sometimes known as non-gaussianity).
Chapter 5: One-unit ICA-R for ERP Extraction 81
equality constraint through the introduction of a slack variable. The augmented Lag-
rangian function for (5.4) is given as follows [122]:
L(w, µ, λ) = J(y)− 1
2γ
[max2{µ+ γg(w), 0} − µ2]− λh(w)− 1
2
γ‖h(w)‖2 (5.5)
where µ and λ are Lagrange multipliers for the constraints g(w) and h(w), respectively.
γ is a scalar penalty parameter. A Newton-like learning algorithm to solve (5.5) can
be derived by finding the maximum of the above augmented Lagrangian function as
follows [122]:
wj+1 = wj + ηR−1xx L
′
wj/δ(wj) (5.6)
where j denotes the iteration index, η is the learning rate, Rxx is the covariance matrix




µE{xg′(wj)} − λE{xy} (5.7)
δ(wj) = βE{G′′(y)} −
1
2
µ{g′′(wj)} − λ (5.8)
where β = sgn(E{G(y)}−E{G(v)}), sgn(.) is the signum function, G′(y) and G′′(y)
are the first and the second derivatives ofG(y) with respect to y, and g′(wj) and g′′(wj)
are the first and the second derivatives of g(wj) with respect to y. The Lagrange mul-
tipliers µ and λ are learned by the following gradient ascent methods [122]:
µj+1 = max{0, µj + γg(wj)} (5.9)
λj+1 = λj + γh(wj) (5.10)
In this work, the following measures are taken when one-unit ICA-R is applied:
• Mean square error (MSE) is chosen as the closeness measure where ε(y, r) =
E{[y − r]2}.
• G(.) = log(cosh(.)) is selected as the non-quadratic function [59].
• Centering and pre-whitening (see Chapter 3.2.5.4) are applied as a signal pre-
processing step throughout this study before applying ICA-R [59]. The reason
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for applying pre-whitening is that it reduces the number of parameters to be
estimated and can make the algorithm faster4.
• The scalp distribution, or mixing vector a5 of the extracted signal is estimated





5.2.3 Practical issues when applying one-unit ICA-R
It should be noted that threshold ξ is an important parameter in one-unit ICA-R. In
general, the value of the threshold ξ depends on the choice of the closeness measure
ε(y, r). In our case where MSE is used, if the threshold ξ is chosen to be too large,
there may exist multiple source signals whose closeness measures fulfill the threshold
condition. As a result, the ICA-R may not converge to the desired source signal suc-
cessfully. In contrast, if the threshold ξ is too small, the algorithm may fail to converge.
Thus, the threshold should be selected carefully to ensure the one-unit ICA-R works
effectively. Unfortunately, to the best of our knowledge, there are no other better op-
tion other than trying with different value of ξ [118][122]. In Section XXX, we observe
that the threshold ξ = 10−3 is suitable in our studies and will be used throughout this
chapter.
Another practical issue that needs some attention is the training of the one-unit
ICA-R. Similar to other data-driven ERP extraction methods, ICA-based methods re-
quire a large amount of training samples to obtain a reliable spatial filter. However,
unlike the ENE-LD method in the previous chapter, during training, the one-unit ICA-
R requires a large segment of multi-channel EEG signals as the input signal. This large
segment of EEG signals can be taken from a segment of the EEG recording or formed
by the concatenating trials6 [64]. Also, for this reason, to train the one-unit ICA-R, a
4In [119], a faster variant of ICA-R is proposed by implementing the pre-whitening step. As such,
during the ICA-R training, the step such as R−1xx [see (5.6)] can be avoided since Rxx has been whiten to
an identity matrix I.
5In traditional ICA, under the square mixing assumption (i.e Ne = Ns), the resultant W is an invert-
ible square matrix that also represents the mixing matrix A when it is inverted. The column vectors of
A potentially convey the topographic information of a source signal. However, unlike traditional ICA,
this scalp distribution of the extracted source signal cannot be obtained by inverting w from the ICA-R.
6It should be noted that concatenation of trials from different time is allowed under the linear and
instantaneous mixing assumption as long as the mixing process A remains stationary.
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reference signal is also required to be constructed with the same signal length as the
input signal.
5.2.4 Generating a new reference signal for ERP application
The reference signal plays a vital role in one-unit ICA-R. It has to be constructed
carefully so that it incorporates the appropriate prior information. Previous studies
have shown that the reference signal is not required to be exactly similar to the desired
signal as long as it carries the important characteristics of the desired signal. One of the
common methods to generate the reference signal is to create a synthetic signal that
represents the time location of the desired signal. For example, to extract rhythmic
activities such as fetal ECG from the maternal ECG, a rectangular pulse train whose
frequency is similar to the fetal ECG can be used [119]. Alternatively, if the desired
signal is strong and readily observed in a certain EEG channel, a reference signal can be
constructed by converting the signal segment that exceeds a given detection threshold
into a series of rectangular pulses that represent the time location of the desired signal
[117]. Unfortunately, these methods are not applicable for ERPs since ERPs are weak
and non-periodic. Therefore, a new way of generating the reference signal are required
for ERP application.
5.2.4.1 Fixed reference signal
As described earlier, the major problem in generating a reference signal for the desired
ERP is to determine the ERP time region of each individual trial. In practice, these ERP
time regions are very difficult to be obtained even by a simple threshold. Thus, one of
the more feasible solutions is to estimate the ERP time region from the trial-averaged
signal and assume that the desired ERP in all trials reside mainly in the estimated time
region.
The first reference signal proposed for our one-unit ICA-R is constructed based on
the above idea. Suppose the input signal x(t) of the one-unit ICA-R is taken from a
large segment of the multi-channel EEG recording and may contain target and non-
target trials. Let tk be the stimulus onset of the k-th target trial, and the time interval
[tstart, tend] is the ERP time region estimated from the trial-averaged target signal. The
first reference signal r1(t) is constructed by generating a series of rectangular pulses
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on [tstart, tend] after the stimulus onset tk of each trial:
r1(t) =
1 for t ∈ T0 otherwise (5.12)
where the set T = ∪
k
[tk+tstart, tk+tend] represents the overall estimated ERP time























t1+tstart t1+tend t2+tendt2+tstart tk+tstart tk+tend
Figure 5.2: Procedure for generating different types of reference signal for ERP ex-
traction. (a) the fixed reference signal r1(t), (b) the ENE-LD based reference signal
r2(t) and its reshaped version r3(t).
5.2.4.2 ENE-LD based reference signal
The underlying ERPs are unlikely to be stationary across trials. As a result, the mis-
match information in r1(t) may prevent one-unit ICA-R from extracting the desired
source signal accurately. Since the ERPs are non-stationary, a new type of reference
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signal is required to identify the trial-to-trial variations in the ERP. In the previous
chapter, it is noted that although the ERP extracted by ENE-LD are not exactly sim-
ilar to the source signal, it is potentially useful for indicating the time location of the
desired ERP at the single-trial level. Thus, instead of imposing the strict assumption
that ERP time regions are fixed across trials, another approach is to use the ENE-LD
extracted signal to reflect the ERP time region at the single-trial level.
Another motivation for using ENE-LD based reference signal in one-unit ICA-R
is to combine the strengths of both the one-unit ICA-R and ENE-LD methods. Spe-
cifically, as a discriminative-learning method, ENE-LD is good at maximizing the dif-
ferences between ERP and non-ERP time regions. However, as can be seen in the
previous chapter, they are less suitable to recover the original waveform of the source
signal. Thus, as a generative-learning method, the strength of one-unit ICA-R for sig-
nal reconstruction is utilised to reduce the mismatch between the exact and estimated
source signal. As a result, the combination of one-unit ICA-R and ENE-LD is pro-
posed to deal with the respective weaknesses of these methods.
Similar to the procedure used in the previous chapter, ENE-LD is tasked to learn
the differences between the scalp distribution of the relevant and irrelevant ERP time
regions. As shown in Fig. 5.2(b), the procedure to obtain the ENE-LD based reference
signal is as follows :
1. Those multi-channel measurement vectors whose time indices are within the
set T , x(t)|t∈T , are taken as the positive training samples while the remaining
measurement vectors are taken as the negative training samples.
2. Based on these training samples, the ENE-LD spatial filter weld and its threshold
b is obtained by using the procedure described in Section 4.2.2.1.
3. By applying the ENE-LD spatial filter and its threshold, the second reference
signal r2(t) is given as:
r2(t) = max(w>eldx(t)− b, 0) (5.13)
5.2.4.3 Binary form of ENE-LD based reference signal
In practice, the rectangular pulse train is often selected for constructing the reference
signal. Thus, for comparison purposes, the third reference signal r3(t) is obtained by
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reshaping r2(t) into rectangular pulses as follows:
r3(t) =
1 for r2(t) > 00 otherwise (5.14)
5.3 Simulation Study
5.3.1 Semi-simulated EEG data
In this section, our first objective is to examine whether the one-unit ICA-R can be
used to extract the desired ERP directly. After which, our next objective is to under-
stand which reference signal proposed in Section 5.2.4 would be most suitable for the
one-unit ICA-R. The ability of ICA-R to recover the desired independent source sig-
nal has been verified in many works based on mixtures of pure synthetic waveforms
[119][122][117]. However, in this work, a set of semi-simulated EEG datasets are
generated to examine the ICA-R extraction performance under noisy EEG background
activities. In addition, the study is also designed to mimic the amplitude, latency and
width variations as observed in recorded ERPs so that the impact of the three different
proposed reference signals on ICA-R can be examined.
Without loss of generality, in this study, special attention is paid to the P300 ERP
mainly because it is one of the most extensively studied ERPs and has vast applications
in clinical diagnoses and BCI applications [22][127]. As discussed in Chapter 2, the
P300 ERP is usually observed as a large positive peak that occurs between 250-500
ms after a stimulus presentation [29] although some research suggest that its latency
may range widely from 250 ms to 800 ms [30]. In terms of scalp distribution, the P300
ERP tends to be central-parietal distributed, with peak mostly at the parietal region.
The simulation process used to generate the P300 ERP in this study is described as
follows.
The overall process for generating the semi-simulated EEG dataset is shown in Fig.
5.3. Mathematically, the linear EEG model for generating the P300 ERP is given as
follows:
x(t) = αxsim(t) + xEEG(t)
= αa>ssim(t) + xEEG(t) (5.15)









Figure 5.3: An overview of the procedure for the simulation study where the process
of generating a semi-simulated multi-channel signals x(t) is shown in the dotted-line
box.
where α is a scaling parameter to adjust the SNR between xsim(t) and xEEG(t), a is the
mixing vector and ssim(t) is the simulated source signal of the P300 ERP. The above
model is similar to the one that is used in the previous chapter except that the irrelevant
signals are now replaced by xEEG(t), which is taken from a recording of a subject who
was instructed to sit and watch a program on television for 40 mins.
Firstly, assuming a sampling frequency of 1 kHz, the source signal ssim(t) is gener-
ated as a series of 100 P300 ERPs, with each ERP appearing in every 800 time samples.
In other words, the inter-stimulus interval is assumed to be 800 ms. Secondly, for each
P300 ERP, it is generated as a positive Gaussian pulse as shown in Fig. 5.4(b):







where ck, τk and δk are the peak amplitude, latency and width of the k-th ERP re-
spectively. In this study, the width δk of each ERP is a random number uniformly
distributed between 50 ms and 100 ms; the amplitude ck of each ERP is uniformly
distributed between 0 and 1; while the latency τk is normally distributed with a mean
latency τ̄ of 350 ms and whose standard deviation στ is set to represent different ex-
perimental conditions. In addition, all the generated ERPs were latency-sorted so that
the range of latency variation can be observed easily. Finally, the mixing vector a for
the source signal was fixed and generated based on the typical scalp distribution of the
P300 ERP as shown in Fig. 5.4(a). Observe that similar to real P300 ERPs, the largest
signal in xsim(t) will originate from channel Pz.
In this study, xEEG(t) were measured with a 40-channel NuAmps EEG system (34
EEG channels, 2 reference channels and 4 EOG channels). As a pre-processing step,
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(a)













Figure 5.4: (a) The normalised mixing vector a and (b) waveform used to generate the
P300 ERP in this study
the EEG signals were bandpass filtered7 between 0.5 Hz - 35 Hz while eye-blinks
were removed using the method of [117] by taking the electrode VEOG as a refer-
ence. During simulation, each semi-simulated EEG segment x(t) was generated by
adding xsim(t) into the real EEG signal xEEG(t) where α is adjusted according to the
signal-to-noise (SNR) ratio between channel Pz of xsim(t) and xEEG(t) so that SNR is
maintained at 0 dB. For evaluation, the experiment involves testing 11 different values
of latency standard deviation ranging from στ = ± 0 ms to στ = ± 100 ms, while for
each στ , a total of 300 different semi-simulated signals were generated.
To recover the simulated source signal, the one-unit ICA-R was applied to each
semi-simulated signal with the three different reference signals r1(t), r2(t) and r3(t).
During the training of the one-unit ICA, the estimated ERP time region T is set
between 275 ms and 425 ms after each stimulus onset. The extraction quality of the
proposed one-unit ICA-R was examined by measuring the performance index (PI) as
defined below [118]:
PI = −10log10E{[ssim(t)− y(t)]2} (5.17)
To use this metric, both the simulated source signal ssim(t) and extracted signal y(t)
were normalised to be zero mean with unit variance. This metric can be seen as the in-
verse of the MSE that describes the similarity between the simulated source signal and
the extracted signal in decibel (dB). Generally, values larger than 20 dB indicate good
extraction quality [118]. In this study, due to its popularity, the Infomax-based ICA
[63][64] is selected to represent the traditional ICA and served as a baseline compar-
ison. For this study, the method as implemented in the well-known EEGLAB toolbox
7A combination of a forward-backward 2nd order elliptic highpass and 8th order elliptic lowpass
filters.
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[126] was employed. For traditional ICA, its performance was evaluated by choosing
the source signal with the highest PI 8.
5.3.2 Results and discussion
5.3.2.1 Qualitative assessment
Fig. 5.5(a) depicts the simulated source signal ssim(t) while Fig. 5.5(b) shows the
semi-simulated signal from channel Pz of the corresponding signal x(t). Fig. 5.5(c),
(e) and (g) show the reference signals r1(t), r2(t) and r3(t) respectively while their
corresponding extracted signals y(t) (solid line) with ICA-R are shown in Fig. 5.5(d),
(f) and (h) respectively. In addition, the dotted line in Fig. 5.5(d), (f) and (h) represent
the simulated source signal which is normalised to have zero-mean and unit variance.
From these figures, it can be observed that one-unit ICA-R is robust against the design
of the reference signal since the results show that all reference signals managed to
guide the one-unit ICA-R to extract the desired source signal effectively. However,
in terms of the amplitude range, the extracted signals are slightly different from the
original source signals mainly because of the scaling ambiguity and the zero-mean
and unit-variance source signal assumption as mentioned in Section 3.2.5.3. In any
event, without loss of generality, the extracted signals closely resemble the normalised
source signal as observed in Fig. 5.5(d), (f) and (h). In addition, from these figures, it
can be observed that the signal from r2(t) resembles the normalised source signal the
closest. By examining the temporal waveform of each reference signal, it can be seen
that the performance difference in extraction is caused mainly by the characteristic of
the reference signal as shown in Fig. 5.5(c), (e) and (g).
To examine the characteristic of each reference signal in detail, 2D graphs were
plotted in Fig. 5.6 to reveal how each reference signal acts at the single-trial level. By
dividing the signals into trials, each plot in Fig. 5.6(a) shows one of the 300 simulated
source signals ssim(t) with varying peak amplitudes, latencies and widths. Meanwhile
each plot in Fig. 5.6(b) shows channel Pz from the corresponding semi-simulated
signal x(t). The corresponding responses given by each reference signal were shown
8The Infomax-based ICA decomposes the ERP data into a number of source signals equal to the
number of EEG channels. As a result, source selection is necessary before the ERP-of-interest can be
studied.
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in Fig 5.6(c), (d) and (e). In Fig. 5.6(c), it is easily observed that the fixed reference
signal r1(t) does not change with respect to any amplitude and latency fluctuations.
In contrast, due to the ability of ENE-LD to learn the differences between ERP and
non-ERP time regions, Fig. 5.6(d) and (e) show that both reference signals r2(t) and
r3(t) managed to pick up the changes in the ERP peak latencies and adapted their
waveforms accordingly.
5.3.2.2 Quantitative examination
Fig. 5.7(a) shows the averaged PI scores achieved by the different ICA methods when
different latency variations in the ERP are encountered. When comparing the different
reference signals, the result shows that the adaptive ability of reference signals r2(t)
and r3(t) provides the one-unit ICA-R with a better overall performance in extraction.
Table 5.1: Grand average PI score across all level of latency variations
Method Reference signal PI (dB)
one-unit ICA-R r1(t) 14.66 ± 1.01
r2(t) 23.33 ± 0.64
r3(t) 20.16 ± 1.42
Infomax ICA 19.63 ± 0.09
Specifically, as shown in Table 5.1, r2(t) achieved the best performance, with a
grand average PI score of 23.33 ± 0.64 dB across all level of latency variations, fol-
lowed by 20.16 ± 1.42 dB for r3(t) and 14.66 ± 1.01 dB for r1(t). The signal quality
extracted by using r2(t) is also better when compared to the traditional Infomax-based
ICA which has a grand average PI score of 19.63 ± 0.09 dB. For this result, our ob-
servations are similar to the finding based on pure simulated signals [125], in which,
the one-unit ICA-R may outperform the traditional ICA when the reference signal are
designed correctly. Interestingly, a comparison between r2(t) and r3(t) also shows that
the conventional approach of using rectangular pulses in the reference signal r3(t) does
not guarantee a better extraction performance. From the analysis, we conclude that it
may be important to include the amplitude variation of the ERPs in the design of the
reference signal.
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To understand the computational efficiency of ICA-R with different reference sig-
nals, the convergence time required by each combination of ICA-R was measured and
tabulated in Fig. 5.7(b). For this test, a CPU with an Intel Core 2 Quad Q9650 3 GHz
processor and 4 Gb memory RAM was used as the test bench. For a simulated data
that contains 34 channels and 80,000 time samples, all three variants of the proposed
one-unit ICA-R only takes an average of less than 2 seconds to converge and complete
the extraction. Among the reference signals, the ICA-R that uses r2(t) is the most effi-
cient with an average convergence time of 0.30± 0.16 s, followed by 1.17± 0.03 s for
r3(t) and 1.35 ± 0.12 s for r1(t). In contrast, Infomax-based ICA as implemented in
the popular EEGLAB toolbox [126] took an average of 96.75± 5.95 s to complete the
full ICA decomposition. From these empirical results, one can conclude that a refer-
ence signal that contains more reliable information on the desired signal such as r2(t)
will help ICA-R to converge quicker and also extract better source signals. In addition,
compared to the traditional ICA that performs full source extraction, one-unit ICA-R
requires far lesser amount of time since the extraction only involves one source signal.
5.3.2.3 Robustness of the proposed reference signal
In Fig. 5.7(a), the results show that compared to the traditional ICA, the performance of
all the one-unit ICA-R decrease when the latency variation of the ERPs increases. This
indicates that apart from the choice of reference signals, another factor that affects the
performance of the one unit ICA-R is the overall estimated time region T . In practice,
there will be situations when the time region of a specific trial is not covered well by
T . When this situation occurs, it introduces mismatch between r1(t) and the original
source signal, and subsequently reduces the performance of the corresponding one-
unit ICA-R. Likewise, for r2(t) and r3(t), when T introduces the mislabeled training
samples (i.e. the positive training samples are not taken from the correct ERP time
region of each respective trial and vice versa), the performance of the one-unit ICA-R
is also reduced. However, interestingly, from Fig. 5.7(a), a closer examination reveals
that among all three reference signals, the performance of r2(t) is less affected by the
mismatch, with only ∼2 dB difference between PI at στ=0 ms and στ=100 ms. This is
mainly because as can be seen by comparing Fig. 5.6(a) and (d), the reference signal
r2(t) is more robust and is able to adapt to the amplitude, width and latency variations
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of the underlying ERPs.
5.3.2.4 Effect of parameter ξ on one-unit ICA-R
In this section, the above simulation study is repeated by using different values of ξ for
one-unit ICA-R with r2(t). Fig. 5.8(a) and (b) shows that one-unit ICA-R achieved
similar PI scores and convergence times under different values of ξ. A closer exam-
ination reveals that smaller ξ value allows one-unit ICA-R to converge faster at larger
latency variations and also achieve a slightly better PI score. This result is probably be-
cause at larger latency variations, a lower threshold (i.e ξ=0.1) allows one-unit ICA-R
to accommodate better the mismatch that appeared in the designated reference signal.
However, comparison between Fig. 5.7(a) and 5.8(a) suggests that the overall effect of
ξ is insignificant when compared to the design of reference signal.
5.3.3 Summary
In this section, a simulation study was conducted based on semi-simulated EEG data-
sets where the simulation attempts to encompass the possibility of amplitude, latency
and width variations in the ERP-of-interest at the single-trial level. In practice, the ac-
tual time region of the desired ERP is difficult to identify at the single-trial level and the
only estimates that can be possibly obtained is at the trial-averaged level. As a result,
the ability to design a representative reference signal based on this limited information
becomes an important factor that decides whether the proposed one-unit ICA-R can be
potentially used for ERP extraction. For this reason, three types of reference signals
are proposed. A rectangular pulse train which assumes that the time region and amp-
litude of the ERP-of-interest are invariant across trials was used as the first reference
signal. The second reference signal was taken from the signal extracted by ENE-LD
method. The third reference signal is the binary version of the second reference signal.
Overall, our empirical results show that it is possible to extract the desired ERP
correctly using the one-unit ICA-R. As expected, since the extraction does not involve
full signal decomposition, the one-unit ICA-R is more efficient in extraction compared
to the traditional ICA method. However, trial-to-trial variations in the amplitude, width
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and latency remain a potential issue for the one-unit ICA-R. These variations will inev-
itably degrade the performance of the one-unit ICA-R depending on the level of mis-
match between the reference signal and the actual source signal. To address this issue,
our empirical results show that the ENE-LD based reference signal, that is r2(t), is a
feasible solution since it is able to reflect well the changes in the amplitude, latency and
waveform variations of the underlying ERPs across trials. We have also demonstrated
that the performance of the one-unit ICA-R with r2(t) is comparable to the existing
Infomax-based ICA. Thus, for the rest of this chapter, the ENE-LD based ICA-R is
evaluated as the suitable method for extracting the P300 ERP from the P300 speller
and oddball paradigm dataset. For convenience, in the following section, the proposed
ENE-LD based one-unit ICA-R will be referred as one-unit ICA-R.















































































































Figure 5.5: (a) A segment of source signal ssim(t) and (b) semi-simulated signal from
Channel Pz of the corresponding semi-simulated signals x(t); (c), (e) and (g) are the
reference signals that were used to recover the source signal while the resultant signals
y(t) extracted from ICA-R are plotted as solid lines in (d), (f) and (h). For comparison,
the normalised source signal is also plotted as dotted lines in (d), (f) and (h).
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Figure 5.6: Visualization of different signals at single-trial level. (a) The examples of
simulated ERPs with varying peak amplitude, width and also different level of latency
variations στ (plotted in different columns); (b) noisy ‘mixed’ signals from Channel Pz
of the corresponding semi-simulated signals x(t); (c)-(e) The responses given by the
reference signal r1(t), r2(t) and r3(t) respectively. For all plot, the y-axis represents
the trial number and the x-axis gives the time in second.
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Figure 5.7: (a) Performance Index PI and (b) the convergence time of ICA-R when
different reference signals were used.
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Figure 5.8: (a) Performance Index PI and (b) the convergence time of ICA-R with
r2(t) when different value of ξ were used as threshold.
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5.4 P300 Speller - BCI Competition 2003 Dataset IIB
5.4.1 Overview
Figure 5.9: Traditional 6 × 6 character matrix used in the P300 speller from the BCI
competition 2003 dataset IIb.
The P300 speller is one of the important application of P300. It is a type of Brain
Computer Interface (BCI) that aims to assist patients with locked-in syndrome to util-
ise their P300 ERPs for spelling words. A traditional P300 speller paradigm usually
consists of a predefined set of alphanumeric characters arranged in a 6 × 6 matrix and
presented in front of the user as shown in Fig. 5.9. Each row/column of characters
is highlighted in a random order, resulting up to 12 stimulation in each presentation
run. To use this speller, the user has to concentrate on a desired character during the
presentation. When the desired character is highlighted, a P300 is elicited. Thus, the
task of the P300 speller is to identify the row and column that elicits the P300 (See
Appendix B.1 for more details on how the P300 speller works).
ICA is one of the earliest feature extraction techniques used in the P300 speller
[113]. Unfortunately, compared to other ERP extraction methods, the implementa-
tion of ICA in the P300 speller remains limited mainly because its source selection
stage often requires human intervention [113][114][128]. Beside being impractical for
real-time applications, the task of selecting the independent source signal-of-interest
is often heuristic and subjective [129]. To address this problem, different constrained
ICA methods which attempt to utilise prior information such as the spatial pattern
[130] and the time course of the desired ERP [121] have been proposed to assist the
source selection process. Among these methods, the ICA-R with multiple reference
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(ICA-MR) method proposed by [121] is very attractive because of its ability to avoid
a full ICA decomposition which can be time-consuming. However, ICA-MR by [121]
remains ineffecient in extracting the P300 ERP because it still requires a set of source
signals to be extracted before the P300 can be selected.
Thus, different to the approach by [121], we propose to apply our one-unit ICA-R
to extract the P300 ERP directly. In this study, to evaluate the performance of our
proposed one-unit ICA-R, P300 speller dataset from BCI Competition II [127] was
selected. Our objectives in this study are:
1. To evaluate whether the one-unit ICA-R can be applied to extract the P300 ERP
directly without any human intervention.
2. To examine the prediction accuracy of using the signals extracted by one-unit
ICA-R and compare it with the existing ICA approaches.




For the selected dataset, the EEG recordings were collected from one subject using
64 EEG electrodes with a sampling frequency of 240 Hz. During the experiment,
the subject is instructed to concentrate on a series of characters. For each character,
a total of 15 presentation runs were performed and thus, a total of 180 epochs were
collected (30 target and 150 non-target epochs). During the presentation, an inter-
stimulus interval of 175 ms was employed where each row/column was highlighted
for 100 ms, followed by an idle period of 75 ms.
In this work, to allow comparisons with other existing ICA algorithms as reported
by [113] and [121], the dataset was divided into three different sets: training, Test1
and Test2 respectively. The number of characters contained in each set is tabulated in
Table 5.2. (See Appendix B.2 on how training and testing sets were generated for this
study).
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Table 5.2: The total number of characters that are assigned for training and testing in
this work





Fig. 5.10 shows the overall process used in the P300 speller dataset to extract the P300.
Firstly, all the EEG recordings from different sets were bandpass-filtered9 between 2-
10 Hz. During the ICA-R training, EEG recording from the training set was centered
and pre-whitened before the one-unit ICA-R was applied to estimate the spatial filter,
w. As shown in Fig. 5.11, to generate the ENE-LD based reference signal, the time
window between 250 ms and 400 ms after each target stimulation onset was defined
as the positive ERP time regions. During training, the extracted signal was segmented
into EEG epochs of 525 ms starting from stimulus onset. For classifier training, these
EEG epochs are taken as the training samples (126 features) and used to train a linear
SVM classifier [152]. Specifically, those EEG epochs from the target row and column
stimulations are taken as positive training samples while the remaining epochs are




















(2 – 10 Hz)
Bandpass filter
(2 – 10 Hz)
Figure 5.10: Block diagram of the training and testing phase of the one-unit ICA-R
specifically for the P300-BCI application.
5.4.2.3 Testing phase
To extract the P300s in the testing set, each test epoch was applied with the whiten-
ing matrix and spatial filter that were obtained in the training phase. By applying the
9A combination of a forward-backward 2nd order elliptic highpass and 8th order elliptic lowpass
filters.



























Figure 5.11: The procedure for defining the ERP time region for the generation of
ENE-LD based reference signal for the given P300-BCI dataset.
classifier on the newly obtained epochs, the row and column epoch with the highest ac-
cumulated classifier score after each run were selected to predict the character [98]. It
should be noted that predicting a character within a single run remains difficult, which
is why the evaluation is normally performed by examining the prediction accuracy by
slowly including more epochs from different presentation runs.
5.4.3 Results and discussion
5.4.3.1 Qualitative assessment
In this section, before examining the classification performance of the signal extracted
from the proposed one-unit ICA-R, its extraction performance was first evaluated qual-
itatively with the following two criteria: 1) Is the proposed ICA-R able to extract the
desired P300? and 2) Is the whitening and spatial filter from the training phase valid
for extracting P300 from the unseen data during the testing phase?
To answer these questions, the scalp distribution of the signals extracted from all
the training and testing sets were estimated using (5.11) in Chapter 4. After that,
these extracted signals were separated into target and non-target epochs before trial-
averaging was performed to obtain the trial-averaged target and non-target signals.
Firstly, from the trial-averaged signals in Fig. 5.12, it can be observed that the ex-
tracted signals exhibit the expected P300 characteristics where only the trial-averaged
target signals contains positive peaks around 330 ms. In contrast, the trial-averaged
non-target signals do not show any significant activity at around 330 ms. Secondly,
from Fig. 5.13(a)–(c), the normalised scalp distribution of the extracted ICs from these
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Figure 5.12: Trial-averaged target and non-target signals segmented from the extracted
signals y(t) of Training data (Solid line), Test1 (Dotted line) and Test2 (Dash-Dotted












Figure 5.13: normalised scalp distributions represented by the extracted signals y(t) of
(a) Training data, (b) Test1 and (c) Test2 respectively when ICA-R was applied with



































































































Figure 5.14: Single-trial target responses extracted from: (a) ENE-LD reference signal
on Training data, (b)–(d) one-unit ICA-R from Training data, Test1 and Test2 re-
spectively. (Note: only target row/column epochs whose previous and upcoming two
stimulations belonging to non-target were used.)
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sets also matches with the spatial characteristics of the P300 ERP as reported in other
work [131]. Thirdly, in Fig. 5.14(b)–(d), by plotting those target row/column epochs
whose previous and upcoming two stimulations are non-target, the result at the single-
trial level reveals that the extracted signals contain the P300 ERP almost consistently
around 300–400 ms. On a different note, it is also worth mentioning that the proposed
one-unit ICA-R is able to extract P300 correctly partly due to the ability of the ENE-
LD reference signal to capture the time region of the P300 beforehand as shown in Fig.
5.14(a). Lastly, the similarity between the trial-averaged signals and scalp distribution
across all training and testing sets suggests that the P300 is stable in terms of its source
location. Thus, it is viable to use the spatial filter from the training phase to extract the
P300 in the subsequent testing session. Overall, the above results show that the signals
extracted from all training and testing sets are similar in terms of their trial-averaged
signals, scalp distributions and even signals at single-trial level.
5.4.3.2 Comparison with the existing ICA methods
Table 5.3 shows the prediction accuracy achieved by the ICA-R and ICA-MR at 5,
10 and 15 runs when all 64 EEG channels were used for ERP extraction and only six
characters were used for training. The results show that the proposed one-unit ICA-R
has comparable or better results when compared to the ICA-MR as reported in [121].
Table 5.3: Prediction accuracy on Test1 when 64 EEG channels were used for extrac-









ICA-R 94 97 97
ICA-MR 90 96 97
Next, when examining the ICA-R performance on Test2 in Fig. 5.15, our result
shows that similar to the traditional ICA-based method used by the BCI competition
winner, the proposed one-unit ICA-R also uses eight runs to reach perfect prediction.
Besides that, the method also nearly achieves perfect prediction at 5 runs with only one
mistake. From these results, it can be seen that although only one reference signal was
used to extract the P300 ERP, the proposed one-unit ICA-R method has a comparable
performance to the existing ICA methods found in the literature.
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Figure 5.15: Prediction accuracy of ICA-R on Test1(36 characters) and Test2(31 char-
acters) of the BCI competition 2003 dataset when all 64 EEG channels were used for
extraction.
Table 5.4: Computational time spent by ICA-R, ICA-MR and the traditional Infomax-
based ICA when used to perform the P300 extraction on a 64× 32100 dimension EEG
signals.
Method Computational Time (s)
ICA-R 0.54 ± 0.03
ICA-MR 3.02 ± 0.05
Infomax-ICA 58.06 ± 13.00
In terms of the computational time required by each ICA method, a further test
is performed by running each method on a segment of continuous EEG signals that
is taken from the four characters ‘A’ in Test1. This unique step is mainly for ICA-
MR because during extraction, ICA-MR uses the 12 reference signals to represent
the row/column stimulation. Thus, changes in the target row/column stimulation is
not allowed so that the extraction can be performed successfully. The resulting EEG
segment used for this test consists of 64 channels and 32,110 time samples. The test
is conducted using an Intel Xeon E3-1230 processor running at 3.2 GHz with 8 Gb
memory ram. The computational time spent by each method for P300 extraction after
50 iterations are shown in Table 5.4. It can be clearly seen that the computational
time increases whenever the partial and full ICA decomposition step are required by
the ICA-MR and the traditional ICA-based method. In contrast, since only one source
signal is extracted, the proposed one-unit ICA-R is the most computation efficient
among these three methods, taking an average of 0.54 s to complete the extraction.
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5.4.4 Summary
In this section, the proposed one-unit ICA-R has been implemented on a P300-BCI
dataset for ERP extraction. By using the extracted signal for prediction, the prediction
accuracy of the proposed one-unit ICA-R relative to the existing ICA methods sug-
gests that the proposed one-unit ICA-R is able to perform the extraction reasonably
well. Besides being more computationally efficient, one-unit ICA-R also avoids any
post source selection stage that often requires human intervention. Thus, its fast and
reliable extraction makes one-unit ICA-R a more practical tool for online training and
prediction in P300-BCI. In addition, the ability of the method to visualize signals in
the single-trial level also makes it a potential tool for understanding the characteristic
of P300 across trials not only in the P300 speller, but also other ERP studies which will
be shown next.
5.5 P300 - Oddball Paradigm
5.5.1 Overview
In this section, the application of the proposed one-unit ICA-R was further evaluated
on a larger dataset to understand its effectiveness when ERPs from different subjects
were encountered. For this reason, the publicly available P300 dataset contributed by
Ting et al. [133][134] was selected for the study. This dataset was originally collected
for a study that utilises P300 to provide a quantitative assessment between 2D and 3D
visualization modalities. Different from the BCI application, this dataset was collected
using the traditional oddball paradigm. With longer inter-stimulus interval, the P300
ERPs observed in this kind of experiment is less affected by the flashing frequency.
The characteristic of P300 generated from the traditional oddball paradigm is also well
documented in [29]. Unlike P300-BCI, P300 in the oddball paradigm usually occurs
together with other early ERPs such as N1, P200 and N200 [29]. Thus, in order to
study the contribution of P300 in the given EEG signals, our goal for applying ICA-R
is to separate the P300 from other ERPs.
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5.5.2 Dataset
The procedure used by [133] for collecting this dataset is described as follows. During
the presentation, each participant was randomly presented with the image of a cube and
sphere for 100 ms, followed by a black screen for 1000 ms. The number of cube and
sphere used in this experiment were 320 and 80 respectively. In addition, the cube was
treated as non-target while the sphere was treated as target. Whenever a sphere was
presented, the participant was required to respond by pressing a key on a keyboard.
To understand the impact of stereoscopic vision on the P300, the stimulus presentation
was carried out under both 2D and 3D visualization modalities. Furthermore, the task
was also made increasingly difficult by using the same stimulus but under three levels
of occlusion, which were quantified in terms of percentage occluded (0%, 30% and
70% respectively). As a result, a total of six different EEG sessions were conducted in
a random order for each participant. These sessions will be identified as 2d00, 2d30,
2d70, 3d00, 3d30 and 3d70 respectively in this work. For this dataset, all EEG meas-
urements were recorded using a 40-channel Nuamps system with a sampling frequency
of 1000 Hz. The stimuli were presented with a True3Di display system.
5.5.3 Procedure
5.5.3.1 Data pre-processing
For each EEG session, the EEG segment from 0.2 s before the first stimulus to 1 s after
the last stimulus was extracted for the ICA-R. This segment of EEG signals contains
all the target and non-target trials. Thus, our objective in this section is to apply the
proposed one-unit ICA-R to extract a source signal from this EEG segment such that
after dividing into epochs, the source signal should only contain P300 in the target trial
and no P300 activity for the non-target trials.
The data preprocessing step is as follows. First, the EEG segment was referenced
to the average of channel A1 and A2 before being bandpass-filtered10 between 0.5 - 30
Hz. Since the subjects were not restricted from blinking their eyes, an artifact removal
technique described in [117] was applied. Similar to [117], the average of channel Fp1
and Fp2 was taken as the reference since these channels were nearest to the eyes. In
10A combination of a forward-backward 2nd order elliptic highpass and 8th order elliptic lowpass
filters.
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addition, any problematic EEG channels were also removed from the analysis.
5.5.3.2 Reference signal and ICA-R
In each session, the P300 time region was identified by using a data-driven time se-
lection method that will be explained in the next chapter. The identified time region
was used to represent the ERP time region of every target trial so that the ENE-LD
based reference signal can be constructed. After generating the reference signal, the
proposed one-unit ICA-R was applied on the EEG segment to extract a source sig-
nal. For analysis, the resultant extracted signal was divided into single-trial target and
non-target epochs, with each epoch contains a 0–1000 ms EEG segment after stimulus
onset. Here, the target group represents the correctly identified target trials. Baseline
correction was performed using a 200 ms time segment prior to the stimulus onset. For
comparison, the traditional ICA method is applied on the given EEG segment whereby
the source signal that is relevant to the P300 is manually selected for comparison.
5.5.4 Results and discussion
5.5.4.1 Qualitative examination
Isolating P300 from other ERPs is very important for P300 studies to ensure that the
individual contribution of P300 towards the EEG signals can be examined carefully at
the single-trial level. To understand the efficacy of our proposed ENE-LD based ICA-
R, evaluation was conducted by examining how well the source signal extracted from
ICA-R resembles P300 but not other ERPs in terms of scalp distribution, waveform
and time region.
Fig. 5.16 shows the trial-averaged target and non-target signals from Channel Pz of
each EEG sessions. In this figure, we can observe that most subjects have strong P300
activity at around 300–600 ms with its peak exceeding 10 µV except for subjects 2, 3
and 6. For most subjects, the early ERPs that elicits before 300 ms can also be clearly
observed in each session.
Fig. 5.17 shows the trial-averaged target and non-target signals from the source
signal extracted by the proposed one-unit ICA-R. Before analysing this figure, it is
worth mentioning that as described in Chapter 3, due to the scaling ambiguity, all ICA
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Figure 5.18: Visualization of target epochs segmented from ICA-R of different EEG
sessions at single-trial level where y-axis and x-axis represents the trial number and
time in second respectively.
Figure 5.19: Similar plots for non-target epochs at single-trial level.
Chapter 5: One-unit ICA-R for ERP Extraction 111
Figure 5.20: normalised scalp distributions represented by the source signals from the
one-unit ICA-R for each session
methods usually normalise their source signals to have unit variance. Thus, the scale
of the source signal from ICA-R in Fig. 5.17 or that from the traditional ICA method
in Fig. 5.21 cannot be directly compared to those raw EEG signals in Fig. 5.16.
Nevertheless, the scaling of the extracted signal is usually less important in the ERP
studies as long as the signals reflect the dynamics of the desired ERP at the single-trial
level.
When comparing the trial-averaged signals from the proposed one-unit ICA-R in
Fig. 5.17 with the raw EEG signals in Fig. 5.16, two observations can be made. Firstly,
all the extracted signal contains a large positive peak that only occurs between 300 and
600 ms of the trial-averaged target signal. When compared to Fig. 5.16, their peak
latencies are also similar to those in the raw trial-averaged signals. Secondly, most of
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Figure 5.22: Visualization of target epochs segmented from traditional ICA method of
different EEG sessions at single-trial level where y-axis and x-axis represents the trial
number and time in second respectively.
Figure 5.23: Similar plots for non-target epochs at single-trial level.
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Figure 5.24: normalised scalp distributions represented by the source signals selected
from the traditional ICA for each session
the trial-averaged non-target signals segmented from the extracted signals shows no
significant activity across time. Unlike the non-target signals in the raw EEG signals,
Fig. 5.17 shows that the early ERPs have been suppressed after the extraction by
the one-unit ICA-R. These observations can also be made at the target and non-target
epochs at single-trial level as shown respectively in Fig. 5.19 and 5.20 respectively. In
addition, Fig. 5.20 also shows that almost all the extracted signals resemble the P300
ERP, from which their scalp distributions were found to be central-parietal distributed
except for a few sessions with subjects 2, 3, and 6.
For traditional ICA method, in each session, the source selection is performed
by selecting one source signal that is central-parietal distributed and has similar peak
latency to the original EEG signals. Similar to the one-unit ICA-R, the resultant signals
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are examined by its trial-averaged signals, single-trial target and non-target epochs, and
scalp distribution respectively in Fig. 5.21, 5.22, 5.23 and 5.24. In general, when com-
paring the trial-averaged signals of the source signal from both the traditional ICA
and one-unit ICA-R methods, one can observe that both methods provide very similar
trial-averaged signals and scalp distributions. However, when examining their overall
results from Subjects 2, 3 and 6, one can observe that both methods do not work par-
ticularly well and this is probably because these subjects have weaker P300s compared
to the rest of the subjects. Nonetheless, by putting these sessions aside, the similarity
between the results of these two methods suggests that it is viable to perform ERP
extraction through ICA-R directly without manual intervention.
5.5.4.2 Quantitative examination
In the previous section, although both ICA and one-unit ICA-R methods have quite
similar results in most of the EEG sessions, a closer examination suggests that the sig-
nals from traditional ICA method perform poorer in suppressing the irrelevant ERPs.
These observations can be made from the trial-averaged signals of some sessions from
Subject 7 and 8 as shown in Fig. 5.21. Thus, in this section, to quantify the extraction
performance of the traditional ICA and our ICA-R method, we define a metric called
Target-to-Non-Target Signal Ratio (TNTR) as follows:






where σ2target and σ
2
non−target are the variance of trial-averaged target and non-target
signals respectively. The defined TNTR is similar to the common SNR metric except
that the signal and noise variance are now replaced by the variance of the trial-averaged
target and non-target signals. The motivation behind this metric is that studies have
shown that both target and non-target signals are similar in terms of the early ERPs,
except that P300 only occurs in the target signal [29]. Thus, if ICA-R is able to ex-
tract only P300, the extracted signal should contain P300 in the target signal while
no activity in the non-target signal. Subsequently, if the extracted signal fulfills this
requirement, its TNTR value will be large.
To calculate the TNTR for the raw EEG signals, three midline EEG channels (i.e.
Channel Fz, Cz and Pz) which are normally considered to have strong P300 ERPs
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Table 5.5: Average TNTR across sessions for channel Fz, Cz Pz and also signal ex-
tracted from ICA-R and traditional ICA method (without subjects 2, 3 and 6).
Signal Average TNTR (dB)
Channel Fz 5.02 ± 3.11
Channel Cz 7.35 ± 2.91
Channel Pz 8.84 ± 2.84
Traditional ICA 10.95 ± 2.86
ICA-R 13.48 ± 1.78
were selected. By excluding sessions from Subjects 2, 3 and 6, their averaged TNTR
across the remaining sessions were computed and shown in Table 5.5. Similarly, the
average TNTR for the source signals from both the traditional ICA and the cascaded
ICA-R were also computed and tabulated in Table 5.5. Based on Table 5.5, since P300
tends to be stronger in channel Pz [29], it can be observed that the average TNTR is
higher in channel Pz compared to channel Fz and Cz. By comparing these values to
those signals from the ICA methods, the results show that the source signals from both
ICA methods have higher TNTR compared to channel Pz, with the TNTR from our
proposed ICA-R being the highest with 13.48 ± 1.78 dB, followed by traditional ICA
with 10.95 ± 2.86 dB. Thus, from these results, it can be seen that the signal from
ICA-R is more suitable for studying the P300 since it suppresses the irrelevant ERPs
much effectively than the traditional ICA.
5.5.4.3 Analysis of P300 latency
By examining the extracted signal either though the temporal waveform or the scalp
distribution, the results suggest that the P300 ERP can be successfully extracted by
the proposed one-unit ICA-R. Given the success, the one-unit ICA-R provides the
opportunity for studying the characteristic of P300 at the single-trial level. Detailed
study of this dataset using the single-trial estimation technique is beyond the scope of
this work. However, to understand whether the signal from our ICA-R method provides
a meaningful result, a simple analysis was performed by comparing the average median
latency of P300 under different experimental conditions (See Appendix C for more
details on how median latency of each session was computed.). Fig. 5.25 shows the
P300 latency against different levels of visual processing task which involves varying
occluded objects under 2D and 3D visualization.
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Figure 5.25: Average median latency of P300 when different visualization modalities
and level of occlusion were used. The errorbars show the averaged first and third
quartile of the ERP latency across subjects (without subject 2,3 and 6).
Our results are quite similar to the observations made in [133]. The peak latency of
P300 increases as the level of visual occlusion increases. This is probably because as
the level of occlusion increases, the task becomes more difficult and more processing
time is required by the brain to recognize the target stimulus. This observation matches
the literature finding about the impact of the task difficulty has on the P300 ERP [29].
However, in contrast, our results showed that there is no significant difference between
the peak latency of P300 ERP under the 2D and 3D display. This is probably because
the information provided under both 2D and 3D display are similar and does not affect
the subjects’ performance in recognizing the objects.
5.6 Conclusion
ICA is one of the widely adopted EEG signal processing techniques which has been
found promising in various ERP studies. It is a kind of blind source separation method
which attempts to recover a set of source signals from a set of mixed signals simultan-
eously without making any prior assumption on the source signal’s mixing matrix and
waveforms. Since the extraction are performed “blindly”, ICA could not provide the
source-of-interest directly and source selection is required after the ICA signal decom-
position. Since not all the source signals extracted from ICA are eventually of interest
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and in most cases, the desired ERP is known beforehand, a form of temporally con-
strained ICA namely one-unit ICA-R is proposed in this thesis to aid ERP extraction.
For the one-unit ICA-R, it is a method that attempts to extract the signal-of-interest
directly through the guidance of a reference signal. The design of a reference signal
plays a major part in the success of extracting the ERP using this method. Due to
this reason, three types of reference signals were proposed in this chapter whereby
our simulation study shows that the previously proposed ENE-LD method is a po-
tential candidate for generating the reference signal mainly because of its ability to
reflect the ERP’s trial-to-trial variations effectively. Thus, the adaptability of the ENE-
LD based signal also helps the ICA-R to achieve a better and consistent extraction
performance that is comparable to the existing traditional ICA. By further applying
the proposed ICA-R on two real ERP datasets taken from the BCI competition and
oddball paradigm, the test results demonstrated the advantages of using the proposed
ICA-R for ERP extraction. In BCI application, not only its prediction accuracy com-
parable to the existing traditional ICA-based methods, our result also demonstrates the
proposed one-unit ICA-R is more computationally efficient and does not require any
manual source selection. Thus it is a practical tool for real-time BCI application. Apart
from that, the proposed one-unit ICA-R is also successfully applied to a larger P300
dataset where the results show that the overall extraction performance by the proposed
one-unit ICA-R is better than the traditional ICA method.
Chapter 6
Data-driven Method for P300 Time
Region Selection
6.1 Introduction
P300 is one of the ERPs that has been used extensively in many clinical researches
to understand different neurological disorders such as dementia, schizophrenia and
alcohol dependence [22][29][30]. In recent years, it is also gaining popularity in Brain-
Computer Interface as a medium to establish the communication pathway between
humans and computers [97][101][113][140].
Similar to other ERPs, identifying the P300 time region is the preliminary step
in the ERP studies. This time region often conveys important information for the
subsequent signal processing techniques to either extract, detect or analyse the P300
successfully at single-trial level. As shown in the previous two chapters, defining a
proper time region is also crucial for our proposed extraction methods to ensure that
the characteristic of the ERP can be learned effectively. In practice, obtaining a precise
P300 time region at the single-trial level is difficult. Thus, during initialization of most
P300 extraction methods, the common practice is to approximate the P300 time region
from the trial-averaged signals.
However, as shown in Chapter 5, the task of finding the P300 time region remains
challenging even at the trial-averaged signal level mainly because the P300 waveforms
are very dependent on the selected channel, subject and experimental conditions. Apart
from that, the task is time-consuming and sometimes subjective especially when it
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involves visual examination of large amount of signals from multiple electrodes. Other
issues such as meeting the real-time requirement like P300 speller also poses further
practical complications. To address these issues, a data-driven method that defines the
P300 time region objectively and automatically is therefore necessary.
In the literature, the problem of identifying an ERP time region is usually known
as ERP segmentation. Its introduction is mainly motivated by the observation that
each individual ERP exhibits (i) a stable and unique scalp distribution that (ii) it spans
across a specific time region. In the past, several algorithms have been developed for
identifying the P300 time region. These algorithms can be divided into two major
types, namely adaptive-time and fixed-time segmentation.
As described in Chapter 3, the two adaptive-time segmentation algorithms that are
widely used in ERP analysis are 1) the combination of GFP and GMD [103][104], and
2) the clustering-based method called mKM [105]. These two algorithms are data-
driven and they are able to identify different ERP time regions simultaneously and
adaptively according to the given trial-averaged signal. For GFP and GMD, each ERP
time region is identified by finding the time region where the amount of ‘activity’ is
consistently higher and also when there is a sharp transition between two successive
scalp distributions. However, this method still requires human intervention. Thus, its
outcome can sometimes be biased and subjective when the transition of scalp distribu-
tion is not obvious. To automate the ERP segmentation process, mKM is introduced.
mKM is a clustering algorithm that attempts to group the similar scalp distributions
into clusters based on their spatial correlation. The algorithm begins by selecting a
number of scalp distributions randomly across time as the initial cluster representative
and then adjusting these cluster representatives iteratively so that each cluster repres-
entative closely represents different ERP scalp distributions within the EEG segment.
mKM is a potential tool for finding the P300 time region. However, the method suffers
from two major drawbacks. Firstly, the starting point for the cluster representatives and
the correct number of clusters used to represent the ERPs are two crucial factors for
mKM. However, determining a good initialization and the correct number of cluster is
a non-trivial problem by itself. To overcome this problem, multiple runs using differ-
ent starting points and number of clusters are often necessary [103]. Secondly, mKM
is not designed specifically for determining the P300 time region. Since not all the
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clusters are associated with the P300 ERP, cluster selection is necessary so that the
P300 time region can be determined. However, in current mKM implementations, this
selection can only be achieved through visual examination.
Due to the complexity of the aforementioned techniques, another approach to de-
termine the P300 time region is through fixed-time segmentation. In this approach, the
P300 time region is assumed to have fixed time length regardless of the subject and
experimental conditions. In addition, most fixed-time segmentation algorithms require
two trial-averaged signals (one obtained from the target (P300) trials, and the other
from non-target (non-P300) trials) to perform the ERP segmentation successfully. To
identify the P300 time region, the common approach is to employ a sliding fixed-time
window (e.g. 50, 100, 200 ms) to scan across the trial-averaged signals for the most
relevant time region. In [53], the author proposed to measure the discriminativity of
each candidate P300 time window by comparing it between the target and non-target
signals so that the best performing time region can be selected. However, the sugges-
ted discriminativity information does not provide any conclusive results [53]. Manual
selection is still required before the relevant time window can be selected. In [135], the
selection of the ERP time region is based on the spatial filter called xDAWN. Assuming
that the desired ERP always contributes the most variance towards the EEG signals,
the method attempts to identify the ERP time region by finding a time window that
provides the highest eigenvalue for the first component extracted by xDAWN. Differ-
ent to the sliding window approach, another fixed-time segmentation is also proposed
based on xDAWN [136]. The algorithm starts by first finding a set of p largest amp-
litudes in the first component extracted by xDAWN. The P300 time region is then given
by the earliest and latest time in the given set. The algorithm is repeated by training
xDAWN with the newly identified time region. The iteration stops when the selected
time region converges. In general, most fixed-time segmentation algorithms are de-
signed specifically for identifying the P300 time region. Since no manual intervention
is required, they are more practical and often used in real-time application. However,
the fixed-time segmentation algorithms also experience two major drawbacks. Firstly,
the algorithm is not adaptive and has the tendency to under- or over-represent a P300
time region. Secondly, as described above, most fixed-time segmentation algorithms
cannot work independently. Instead of examining the underlying scalp distribution
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structure, these algorithms normally have to combine with the subsequent extraction
or classification techniques in order to work effectively. As a result, most fixed-time
segmentation algorithms are often restricted to a specific technique and cannot be ap-
plied as a general tool to extract the time information for various ERP signal processing
techniques.
As mentioned above, although there are increasing numbers of applications on the
P300 ERP and the P300 time region has an influential impact on most of the P300
algorithms, a suitable method for determining the P300 time region remains an open
question. Moreover, the problem is addressed differently depending on the targeted
P300 applications. Clearly, adaptive-time segmentation is better than the fixed-time
segmentation since they can reflect the changes in the P300 waveform. The obtained
time region is also more precise and reliable for ERP extraction and classification.
However, issues regarding the number of cluster for representing the underlying ERPs
and also the cluster selection can be problematic when applying adaptive-time seg-
mentation such as mKM without human intervention.
To overcome the above issues, a new clustering approach for P300 ERP segment-
ation namely the automatic 2-cluster K-means algorithm (a2KM) is presented in this
chapter. Firstly, we propose to overcome the issue of number of cluster by reducing
the ERP segmentation task into a simpler form in which the signal is only divided into
two regions (i.e. P300 and non-P300 time regions). As such, the number of cluster is
restricted to only two which further simplifies the cluster selection process. Secondly,
we also propose a new way of selecting the cluster so that the P300 time region can
be defined automatically without any human intervention and therefore practical for
real-time P300 applications.
The organization of this chapter is as follows. The detail of the proposed algorithm
is first described in Section 6.2. For evaluation, the proposed method was tested on
different EEG sessions from the P300 oddball paradigm dataset whereby the results of
two major examinations are discussed in Section 6.3. In the first examination, the P300
time regions identified by the proposed method were visually examined and compared
to the mKM algorithm. For the quantitative examination, different P300 time regions
were also used to train the spatial filters for extracting the P300. The resultant extracted
signals are then measured for their quality through a ERP classification method. After
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that, in Section 6.4, the method was applied on the P300 speller dataset to examine
the prediction accuracy of the epochs extracted based on the time regions given by the
proposed method. Lastly, the conclusions are drawn in Section 6.5.
6.2 Proposed algorithm
6.2.1 Problem formulation
P300 is a type of endogenous ERP whose elicitation relies heavily on the context of
the given stimulus. Similar to other ERPs (e.g. mismatch negativity, N400 and Error-
Related Negativity), the P300 experiment usually involves at least two different types
of stimulus which are either task-relevant (target) or task-irrelevant (non-target). Often,
the target and non-target signals contain the same early sensory ERPs such as N1, P200
and N200. The only difference is that P300 is only present in the target signal but
absent in the non-target signal.
Based on these observations, the trial-averaged multi-channel target XT and non-
target signal XNT can be formulated as below:
XT = XP300 + XCE + N1 (6.1)
XNT = XCE + N2 (6.2)
whereby XT, XNT, XP300, XCE, N1 and N2 are Ne × NT dimensional spatio-temporal
matrices, Ne represents the number of channels while NT represents the total number
of time samples. XP300 and XCE represents the multi-channel P300 and common early
ERP respectively, while N1 and N2 represent different background noise observed in
the target and non-target signal.
Let xP300(e, t) be the element of XP300 which represents an EEG measurement from
electrode e at a particular time t. Since P300 ERP only occurs within a certain time
interval [t1, t2], xP300(e, t) is only non-zero when t ∈ [t1, t2], i.e.,
xP300(e, t) =
0 for t /∈ [t1, t2]z(t) for t ∈ [t1, t2] (6.3)
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where z(t) represents a P300 ERP waveform. Thus, principally, the task of determin-
ing the P300 time region is equivalent to determining the time interval [t1, t2] where
xP300(e, t) is non-zero.
Assuming that N1 and N2 are negligible after trial averaging, an approximation of
XP300 can be obtained by using XNT as a baseline to compute the differential signal Xd:
Xd = XT − XNT = X̃P300 (6.4)
After subtraction, the common and irrelevant ERPs are removed. Subsequently, the
segmentation problem is reduced to a simpler task with only P300 and non-P300 time
regions remained.
Thus, in this work, we proposed to perform our segmentation algorithm on the
differential signal Xd instead of the target signal XT. To perform the segmentation
successfully, our proposed algorithm involves two major processing stages. In the first
stage, we deal with the remnants of the common ERPs in Xd through signal condition-
ing. In the second stage, the automatic 2-cluster KM (a2KM) algorithm is carried out
to find the P300 time region. An overview of our proposed segmentation algorithm is


















Figure 6.1: The schematic diagram for our proposed a2KM algorithm for identifying
the P300 time region
6.2.2 Signal conditioning
In general, the mismatch between the common ERPs from the target and non-target
signals are fairly common. As a result, there will be remnants of the irrelevant ERPs re-
maining in Xd after subtraction. For example, Fig. 6.2(a) shows the difference between
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the trial-averaged target and non-target signals from an EEG channel. Due to the mis-
matches in the P200 and N200, the resultant signal partially contains these two ERPs
as shown in Fig. 6.2(b). Therefore, further noise reduction is required.
First, since the P300 is a positive signal, the differential signal Xd should only
contain positive signals. By half-wave rectifing Xd so that all the negative element is
zeroed, the rectified signals Xr can be computed as:
xr(e, t) = max{xd(e, t), 0} (6.5)
where xd(e, t) and xr(e, t) are denoted as an element of Xd and Xr respectively.
After half-wave rectification, some positive residual signals remain as shown in
Fig. 6.2(c). To minimise these residual signals and only emphasize the large P300 ERP,
we borrow an idea from conventional electrocardiography (ECG) signal processing
[137][138], in which a nonlinear amplification is performed on Xr by squaring each
element and averaging across the channels at every time instant. The resultant channel-






x2r (e, t) (6.6)
However, P (t) can still be noisy after non-linear amplification. Thus, a forward-
backward moving-average filter is introduced to smooth P (t). In this chapter, a moving-
average window of 50 ms is used. An example of P (t) and the smoothed P (t) are
shown in Fig. 6.2(d) and (e) respectively.
Alternatively, P (t) can be interpreted as the channel-averaged instantaneous power
of Xr whereby it measures the ‘activity’ of the P300 at each time instant. Ideally, the
P300 time region can be selected by choosing the non-zero segment in P (t). However,
as shown in Fig. 6.2(e), signal conditioning can only attenuate but not completely
remove the remnant ERPs. Therefore, a proper method to select the time region is
required. Although thresholding is a viable solution, determining the threshold on P (t)
can be difficult since the range of P (t) varies across sessions as well as the residue
noise level. To address this issue, a segmentation algorithm is proposed in the next
section.
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Figure 6.2: An example of signals observed at different stages of the proposed al-
gorithm. (a) Trial-averaged target (solid) and non-target (dotted) signal from channel
Pz of an EEG session; (b) the differential signal Xd and (c) half-wave rectified signal
Xr from the same EEG channel; (d) the squared and channel-averaged signal P (t); (e)
the smoothed P (t); and (f) the plot in (a) is re-plotted together with a re-scaled (e) in
red line while the grey area represents the P300 time region identified by the proposed
a2KM algorithm.
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6.2.3 Signal segmentation
After signal conditioning, the second stage of our proposed algorithm is to perform
segmentation so that the P300 time region can be identified. As described earlier, since
there are only P300 and non-P300 time regions remaining in Xr, the P300 and non-
P300 time regions can be considered as the active and quiet stages in the multi-channel
signals Xr. During active stage or when P300 occurs, it is assumed that there will be a
change in the mean ‘activity’ when compared to the quiet stage. Thus, for this reason,
we apply the standard squared euclidean KM algorithm with 2 clusters on Xr so that
the resultant clusters represent two different level of mean ‘activity’ as found in the
P300 and non-P300 time region.
Let k ∈ {1, 2} be the cluster number, xr(t) be the multi-channel measurement
vector (or column vector) in Xr, Sk represents the cluster, ck represents the centroid
of Sk and m(t) be the cluster label for each xr(t). The pseudocode for the standard
2-cluster KM algorithm is as follows [106]:
1. Randomly select two xr(t) as the initial centroids c1 and c2 for clusters S1 and
S2 respectively.
2. For each time instant t, assign xr(t) to the nearest cluster Sk based on their




3. Let Sk = {xr(t)|m(t)=k} contains the set of xr(t) that are nearest to the cluster
centroid ck.














6. Repeat Step 2–5 until there is no membership changes in Sk or when err con-
verged.
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After applying the above KM algorithm, the cluster Sk that is relevant to the P300
ERP has to be identified before the P300 time region can be retrieved. To perform the
cluster selection automatically, we propose that the time location of P (t) peak can be
a potential candidate for determining the P300 cluster. To locate the peak of P (t), a
simple peak detection is applied. Suppose that the time location of the peak is given as
tpeak, the cluster whose members contain the measurement vector xr(tpeak) is selected
as the P300 cluster while the time indices correponding to the members of P300 cluster
are retrieved as the P300 time region as follows:
T = {t|m(t)=m(tpeak)} (6.10)
where T represents the P300 time region. Fig. 6.2(f) shows an example of the P300
time region identified by the proposed automatic 2-cluster KM algorithm.
6.3 Experimental study on oddball paradigm dataset
6.3.1 Overview
As explained earlier, in practice, it is very difficult to determine the exact P300 time
region even at the trial-averaged signal level. Thus, to examine whether our proposed
a2KM algorithm is able to select a quality P300 time region, two examinations (i.e.
qualitative and quantitative) were carried out in this section. For the qualitative ex-
amination, our objective is to examine the segmentation results from the following
perspectives:
1. By using trial-averaged target signals as reference, are the selected time regions
located within the acceptable P300 time range of every session?
2. Mislabeling – Does the segmentation algorithm falsely include any time region
that is less likely to be the P300 time region?
3. Fragmentation – Does the selected time region contains disjointed time segments
within the expected P300 time region?
4. Undersegmentation – Does the selected time region covers an acceptable amount
of time within the expected P300 time region?
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Training of a
Spatial Filter






Figure 6.3: The cause-effect relationship between a ERP time region and the ERP
extraction method. The dotted-line represents the method used to measure the quality
of a selected time region in our quantitative examination.
Fig. 6.3 shows the cause-effect relationship between a ERP time region and the
ERP extraction method. In practice, most data-driven ERP extraction methods require
a proper ERP time region to find the relevant samples for computing the statistics on
the desired ERP. As a result, depending on the selected ERP time region, the resultant
samples will affect the training of a spatial filter and further its performance in extract-
ing the ERPs. Specifically, in this case, a good P300 ERP time region will ensure that
the spatial filter extracts every P300 ERP successfully from the target trials, and thus
creates discrimination between the target and non-target trials.
For this reason, in the second examination, we evaluate the performance of our
proposed a2KM algorithm quantitatively by examining the classification performance
of the signals extracted by a spatial filter when the time region given by a2KM is
applied. For a comprehensive study, to understand how a selected time region has an
influence on the ERP extraction methods, different time regions and spatial filters are
also selected for comparison.
6.3.2 Procedure for qualitative examination
Before performing the segmentation, the EEG signals of each session was pre-processed
and prepared by using the same procedure applied in Section 5.5.3.1. For each EEG
session, the multi-channel signals were referenced to the average of channel A1 and
A2. Then they were bandpass filtered1 between 0.5 and 30 Hz by applying forward-
backward equiripple filter. Ocular artifacts were removed using the method in [117]
1A combination of a forward-backward 2nd order elliptic highpass and 8th order elliptic lowpass
filters.
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while in some sessions, the bad EEG channels were also removed from the analysis.
For each EEG session, an EEG epoch of 1000 ms duration after the stimulus onset was
extracted, followed by a baseline correction using a 200 ms EEG segment prior to the
stimulus onset. After that, the epochs were divided into target and non-target groups
before averaging across trials to form the trial-averaged target XT and non-target signal
XNT respectively.
Based on the procedures elaborated in Section 6.2, the proposed a2KM algorithm
is applied to identify the P300 time region for each session in the oddball paradigm
dataset. To obtain a reliable result, a2KM was repeated with five different random
starting points and the outcome with the minimum total distances-to-centroid err was
chosen (see the steps in Section 6.2.3).
For comparison, the traditional mKM algorithm was implemented as follows [104][105]:
1. Concatenate the trial-averaged target and non-target signals, XT and XNT respect-
ively, across time [105]. In particular, the newly formed multi-channel signals
XTNT is obtained as: XTNT = [XT XNT].
2. Remove the mean of every multi-channel measurement vector in XTNT 2.
3. Set the number of cluster to 2 and perform the mKM segmentation on XTNT.
4. Based on the segmentation results, calculate a total distance-to-centroid measure
known as modified cross-validation criterion as proposed in [105].
5. Repeat Step 3 and 4 with 20 different starting points and also different number
of clusters ranging from 3 to 20.
6. Among all the segmentation results obtained in Step 5, select the one with the
least modified cross-validation score.
7. Retain only the first half of the selected segmentation result since only the first
half of XTNT represents the trial-averaged target signals.
8. From the final segmentation result, select the cluster that is most relevant to P300
ERP by using our proposed cluster selection method.
2This step is also equivalent to the step of “re-referencing the EEG signals to average channel refer-
ence” mentioned in the original article [105]
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6.3.3 Procedure for quantitative examination
As discussed earlier, in this study, our objective is to evaluate the impact a selected
P300 time region has on a spatial filter. For this reason, four different time regions were
chosen as the P300 time region. Each of these time regions was taken either from fixed
time regions such as (i) 0–1000 ms3 and (ii) 300–600 ms, or from the segmentation
algorithms using (iii) the conventional mKM and (iv) the proposed a2KM algorithm.
In addition, three spatial filters are selected to evaluate the quality of the time region.
These spatial filters are our proposed ENE-LD based one-unit ICA-R, conventional
LD (cLD) [89] and xDAWN [84].
In this study, EEG recording from each session was prepared by using the proced-
ure similar to the previous section, except that, for classification purposes, the EEG
recordings were bandpass-filtered4 to between 0.5 and 12 Hz. This was then followed
by the application of ocular artifact removal. Once completed, every target and non-
target epoch was extracted, as a 1000-ms EEG segment starting from the stimulus
onset, followed by a baseline correction using the 200 ms EEG segment prior to the
stimulus onset. Lastly, every epoch was downsampled from 1000 Hz to 50 Hz5.
Fig. 6.4 illustrates an overview of the overall ERP classification system designed
for evaluating the quality of a selected P300 time region. The detail procedure is as
follows:
1. In this study, a 5-fold cross-validation method was employed, in which, all the
target and non-target epochs were divided into five partitions. In each round of
validation, four partitions were used as training data while the remaining parti-
tion was selected as test data.
2. In the cases that apply the mKM and a2KM algorithm, the P300 time region
was decided by performing the segmentation with the available training epochs.
In particular, these training epochs were first used to obtain the trial-averaged
3In practice, spatial filters such as CSP, xDAWN, and some variants of LD are commonly trained
based on the samples taken from the entire training epochs [82][84][75]. In this dataset, this step is also
equivalent to selecting a time region that covers from 0 to 1000 ms.
4A combination of a forward-backward 2nd order elliptic highpass and 10th order elliptic lowpass
filters.
5It is a common practice to perform downsampling and keeping the number of features less than the
number of training epochs during ERP classification so that the problem of overfitting in the classifier,
or also known as the curse of dimensionality, can be avoided [139].






























Figure 6.4: The overall ERP classification system used to examine the quality of a
selected P300 time region.
signals XT and XNT. After that, the same ERP segmentation procedure described
in Section 6.3.2 was applied to determine the P300 time region.
3. After obtaining the P300 time region, all multi-channel measurement vectors
from the selected time region of the training epochs were used to train a spatial
filter. This newly obtained spatial filter was then applied on the training epochs to
extract the P300 ERPs. Subsequently, at this stage, each epoch was an extracted
signal with a dimension of 1×51.
4. All the training epochs were taken as feature vectors for training the popular
Bayesian Linear Discriminant Analysis (BLDA) classifier. The reason for using
BLDA is mainly because unlike SVM, it does not require any further cross-
validation to fine-tune the parameters [101].
5. For classification, the constructed spatial filters and classifiers were applied to
the test epochs. It should be noted that for all different combinations of time
region and spatial filter, ERP classifications are performed with the same number
of features (or the same time length for the extracted signal).
6. Lastly, the classifier scores obtained from all test epochs were used to construct a
Receiver-Operating-Characteristic (ROC) curve whose Area-Under-Curve (AUC)
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was computed to represent the classification performance of a given combination
of P300 time region and spatial filter.
6.3.4 Results and discussion
6.3.4.1 Qualitative examination
In this section, for the ease of examination, the signals and segmentation results from
the different EEG sessions were concatenated in the order that every six rows of signals
represent respectively sessions 2d00, 2d30, 2d70, 3d00, 3d30, and 3d70 from a specific
subject. For comparison, channel Pz is selected for evaluating the performance of the
proposed algorithm.
Figure 6.5: (a) The trial-averaged signals given by channel Pz from XT of different
EEG sessions (b) The trial-averaged signals given by channel Pz from the rectified
signals Xr of different EEG sessions. The black dots represent the location of P (t)
peaks (see Section 6.2.2). Note that, the EEG sessions from 10 different subjects are
concatenated in the order that every six sessions represent the EEG session 2d00, 2d30,
2d70, 3d00, 3d30, and 3d70 from a specific subject respectively (e.g. session no. 1–6
referred to subject 1, session no. 7–12 referred to subject 2 and so on so forth.)
Firstly, Fig. 6.5(a) and (b) shows respectively the heatmap of the concatenated sig-
nals from channel Pz of XT and Xr from different EEG sessions. Fig. 6.5(a) shows that
the P300 is readily observed between 300 ms and 600 ms of the trial-averaged target
signals XT. However, its time location and duration varies across different subjects and
experiment sessions, which is also the reason why an adaptive segmentation algorithm
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is crucial for obtaining the P300 time region. To perform our proposed segmentation
algorithm successfully, Fig. 6.5(b) shows the importance of the signal conditioning
step in eliminating the irrelevant ERPs. In Fig. 6.5(b), it can be clearly seen that the
traces of early ERPs around 200 ms are significantly reduced in the rectified signal Xr.
Eventually, when compared to the original target signals XT, the P300 and non-P300
time regions are also more distinct in the rectified signals Xr.
Figure 6.6: (a) The P300 time regions (black) identified in each EEG sessions through
the proposed a2KM algorithm. The green dots represent the location of P (t) peaks
which are used for cluster selection. (b) The P300 time regions given by a2KM when
the constraint is imposed to retain only the connected time region that contains the
P (t) peak.
Fig. 6.6(a) shows the P300 time region identified by our proposed automatic seg-
mentation algorithm. The results reveal that the identified P300 time regions are similar
to the P300 time regions observed in both XT and Xr as seen in Fig. 6.5(a) and (b).
A closer examination indicates that the success to find the P300 time region automat-
ically can be also attributed to the reliable P300 time location provided by the peak
of P (t) [see (6.6)]. By examining the location of the P (t) peak in Fig. 6.5(a) and
(b), the results show that its location is always situated within the P300 time regions.
Subsequently, this also helps our proposed a2KM to select the correct cluster for rep-
resenting the P300 time region.
However, it should be noted that in some occasions, mislabeling does happened
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Figure 6.7: (a) The P300 time regions (black) identified in each EEG sessions through
the conventional mKM algorithm. The green dots represent the location of P (t) peaks
which are used for cluster selection. (b) The P300 time regions given by mKM when
the constraint is imposed to retain only the connected time region that contains the
P (t) peak.
in our proposed a2KM where short and meaningless time segments6 were found in
the identified P300 time regions. Our observations suggest that there are two major
reasons why such anomalies occurred. Firstly, as discussed in Section 5.5.4.1, certain
subjects such as subject 2, 3 and 6 [or row 7-12, 13-18 and 31-36 in Fig. 6.5(a)] tends
to have weaker P300 waveforms when compared to the other subjects. As a result,
these EEG sessions are prone to mislabeling. Secondly, we observe that for those
subjects with strong P300 ERPs, occasionally, their identified P300 time regions may
also contain mislabeled segments at around 200 ms [see sessions 36, 50, 53 of Fig.
6.6(a)]. These results suggest that in these sessions, the residuals of the earlier positive
P200 ERPs were not fully suppressed and thus they were falsely included in the P300
time region. To eliminate these short and meaningless time segments, we therefore
constrained the segmentation results by only retaining the connected time region that
covers the peak of P (t). In this case, our results in Fig. 6.6(b) shows that the identified
P300 time regions are better represented with less noises. A more detailed illustration
on the P300 time region with respect to the trial-averaged target and non-target signals
6As mentioned in Section 3.3.3.2, the clustering algorithms usually treat the segmentation problem
globally by by ignoring the temporal relationships between different multi-channel measurement vectors
x(t). As a result, it causes short and meaningless time segments to arise.
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is shown in Fig. 5.16 of the previous chapter.
Fig. 6.7(a) shows the P300 time regions found by the conventional mKM algorithm
when our proposed cluster selection method is applied. In this study, mKM uses an
average of 7.3 ± 1.9 clusters to represent the underlying ERPs from target and non-
target signals. In Fig 6.7(a), the results show that the P300 time regions determined
by mKM are different from our proposed algorithm. The differences are possibly
caused by the different distance measures employed by both methods. By examining
the P300 time regions found by mKM in Fig 6.7(a), the results indicate that these time
regions suffered from a greater number of mislabeled time segments. Moreover, Fig.
6.7(b) reveals that in some sessions, the mKM segmentation results also display sign of
under-segmentation when the constraint is applied to remove the short time segments.
6.3.4.2 Quantitative Examination
AUC is a common measure for evaluating the performance of a classifier [141][142].
In general, an AUC of 1 reflects perfect classification while an AUC of 0.5 is equival-
ent to classification by chance. In this study, the AUC7 performance of the different
combination of spatial filters and time regions are tabulated in Table 6.1.
Table 6.1: The mean classification performance (in AUC) of the spatial filter across 60
EEG sessions when the samples from different time regions of the target and non-target
epochs were used to train the spatial filter.
0–1000 ms 300–600 ms mKM a2KM
ICA-R1 0.812 ± 0.110 0.875 ± 0.097 0.888 ± 0.093 0.888 ± 0.095
cLD2 0.812 ± 0.106 0.874 ± 0.095 0.886 ± 0.089 0.891 ± 0.090
xDAWN3 0.832 ± 0.106 0.861 ± 0.106 0.859 ± 0.109 0.867 ± 0.107
Average 0.819 ± 0.107 0.870 ± 0.099 0.878 ± 0.097 0.882 ± 0.097
1 ICA-R can also be trained by using the time region of 0–1000 ms, but this is not
the intended method (see Section 5.2.4).
2 conventional LDA-based LD spatial filter (See Chapter 4).
3 Assuming that the P300 is the largest component in the signal [135][136], the
eigenvector with the largest eigenvalue is taken as the spatial filter (See Chapter 3).
By examining the overall AUC performance achieved by using the entire epoch
(0-1000 ms), the results show that this time region does provide a good classification
performance with AUC of at least 0.81. However, when compared to other shorter
and yet more representative time regions, it leads to poorer performance. From the
7For more information about the typical AUC range for P300 ERP classification, see [143].
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results, it can be easily seen that the estimated statistics of the P300 ERP (e.g. mean
spatial pattern and spatial covariance matrix) is not optimal for training a spatial filter
to extract the P300 ERP. The main reason is that this time region covers all ERPs
within the epochs and thus the estimated statistics about P300 are corrupted by the
irrelevant ERPs. However, if a time region is carefully selected to cover the desired
P300 ERP, one can observe that the overall AUC performance for all spatial filters
increases substantially from 0.819 in 0–1000 ms to 0.870 in 300-600 ms.
As observed above, defining a time region that is limited to the desired ERP time
region is very important. To determine whether the mKM and the proposed a2KM are
able to identify the P300 ERP time region correctly, the AUC performance by the time
region of 300–600 ms is taken to be the baseline for examining the AUC performance
of both segmentation algorithms. Overall, the results suggested that although the time
selection is performed in an automated way, both methods are able to identify the
P300 time region correctly. In addition, the results from Table 6.1 also suggest that
both algorithms can provide a representative P300 time region. Therefore, when the
spatial filters were trained by using the samples from these identified time region, they
achieve better AUC performance compared to those which use a the fixed time region.
However, when comparing the conventional mKM and the proposed a2KM, our results
showed that the proposed a2KM algorithm is better in that it achieves an average AUC
of 0.882 ± 0.097 across all spatial filters compared to 0.878 ± 0.097 achieved by the
mKM algorithm.
6.4 Experimental study on P300 speller dataset
6.4.1 Overview
The P300 speller is a kind of BCI that assists the user to spell a character through their
P300 ERPs. The traditional P300 speller usually presents a 6 × 6 character matrix
on the screen. During each presentation run, 6 rows and 6 columns of characters are
highlighted, and only those row and column of characters which contains the desired
character will evoke a P300. Subsequently, the task of P300 speller is to predict the
users’ intended character by identifying the row and column that evokes the P300.
P300 speller is another potential application for the proposed ERP segmentation
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algorithm. Although many studies have been conducted on the P300 speller, investig-
ations on the automatic time selection method for P300 ERP are rarely studied. Often,
the P300 time regions that have been used are fixed and are selected to be as large as
possible to ensure the P300 ERP are always captured. The fixed time regions that have
been used in various studies are shown in Table 6.2.
Table 6.2: The choices of fixed time region used in various published works on P300




2003 Xu et al. [113] 0–650
2004 Kaper et al. [144] 0–600
2006 Mirghasemi et al. [145] 0–600
2008 Hoffmann et al. [101] 0–1000
Krusienski et al. [97] 0–800
Rivet et al. [84] 0–1000
Rakotomanonjy et al. [140] 0–667
2009 Chumerin et al. [146] 0–1000
2011 Jin et al. [147] 0–500
Pires et al. [75] 0–1000
2013 Yin et al. [148] 0–800
Choosing a suitable sample size for each EEG epoch is important for the P300
speller since it determines the classification performance and also the amount of fea-
tures to be used. A longer epoch segment can guarantee the P300 ERP is always
captured and thus a good classification performance can be achieved. However, it is
also inefficient because the extended time region will increase the features but without
necessarily improving the prediction accuracy.
In this study, to demonstrate that a shorter and more representative epoch segment
can achieve a good prediction accuracy, we first performed an exhaustive search by
evaluating every possible combination of starting and ending time for an epoch seg-
ment. From there, we identified the epoch segments that should be extracted to achieve
a good prediction accuracy in the P300 speller, in which, the result forms the basis of
our evaluation. Next, the proposed a2KM algorithm is applied to the selected dataset.
To examine the possibility of using the proposed a2KM algorithm for finding a reli-
able epoch segment for prediction, its identified P300 time regions are compared to
the results obtained from the baseline exhaustive search method. Note that, unlike the
work reported in Section 6.3.4.1, in this section, the ERP classification is performed in
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a conventional way without involving any ERP extraction method. The main reason is
to demonstrate that the proposed a2KM algorithm is a general tool that is suitable for
initializing both ERP extraction and classification methods.
6.4.2 Dataset
For this study, the P300 speller dataset from BCI competition III was chosen. Similar
to the dataset from BCI competition II (see chapter 5), this dataset was recorded under
the same recording conditions, that is, there are 64 EEG electrodes and at a sampling
frequency of 240 Hz . The only difference is that this dataset contains EEG recordings
of two different subjects. For each subject, training and testing data were provided,
each containing 85 and 100 characters respectively. In this dataset, for each character,
a total of 15 different presentation runs were performed. As a result, there are a total of
180 responses (30 targets and 150 non-targets) collected for each individual character.
6.4.3 Classifier training and testing
Firstly, the training and testing data were bandpass-filtered8 to between 1-10 Hz before
being downsampled from 240 Hz to 20 Hz. During the training phase, a 1000 ms epoch
was extracted after every stimulus onset. Using these epochs, a trial-averaged target
XT and a non-target XNT response were computed and fed into the proposed segment-
ation algorithm to search for the P300 time region. Then, based on the outcome, those
EEG measurements that were not within the time region were removed while the rest
were reshaped into a one-dimensional feature vector by concatenating the EEG meas-
urements from different channels. All 64 EEG channels were used in this study. As a
result, each feature vector has a dimension of (64NT ) × 1 where NT is the number of
time samples in each channel.
With the provided class label of target and non-target, a total of 15300 (12 flashes
× 15 runs × 85 characters) feature vectors were obtained and fed into the BLDA
classifier for training. In this study, instead of applying the ensemble SVM used by
the competition winner [140], the BLDA classifier is used because of its ability to be
fine-tuned automatically without any cross-validation.
8A combination of a forward-backward 2nd order elliptic highpass and 8th order elliptic lowpass
filters.
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During testing, instead of using 1000 ms EEG segment, each epoch was extracted
only from the identified time region after stimulus onset. Similarly, each test epoch
was reshaped into a feature vector for classification. By applying the classifier, the row
and column epoch with the highest accumulated classifier score after each run were
chosen to predict the character [144].
Meanwhile, for the exhaustive search method, in each iteration, the epoch segment
of different starting and ending times was extracted for classifier training and testing.
After examining its prediction accuracy through the BLDA classifier, the process was
iterated until every possible combination of starting and ending time for epoch segment
was examined.
6.4.4 Results and discussion
6.4.4.1 Conditions that an epoch segment should fulfill
For the exhaustive search method, a total of 231 different combinations of starting and
ending time were tested. For Subject A, the prediction accuracy of every epoch seg-
ment that were extracted under these combinations of starting and ending times were
plotted in Fig. 6.8(a) and (b). Specifically, Fig. 6.8(a) and (b) show the prediction
accuracies after 5 runs and 15 runs respectively, where every non-white square corres-
ponds to a valid epoch segment (i.e. starting time t1 ≤ ending time t2).
Figure 6.8: (a) Prediction accuracies after 5 runs and (b) 15 runs for different epoch
segments in Subject A dataset.
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Similar to the observations reported in [150], it can be seen from Fig. 6.8(a) and (b)
that there are two minimum conditions that an epoch should fulfill in order to achieve
an acceptable prediction accuracy in the P300 speller. By visually examining both Fig.
6.8(a) and (b), the results show that regardless of the number of epochs used to predict
a character (i.e. 5 runs or 15 runs), these two conditions are (i) the starting time t1 of
an epoch which must be less than or equal to 0.50 s and (ii) the ending time t2 of an
epoch which must be greater than or equal to 0.25 s.
Firstly, by taking Fig. 6.8(b) as an example, the results indicate that those epoch
segments that do not meet the two conditions (i.e. either the ending time is less than
0.25 s or the starting time is greater than 0.50 s) always yield poor performance, with
average prediction accuracy less than ∼50%. In other words, these results imply that
the measurements taken from these time range are generally less useful for prediction.
Table 6.3: The minimum, mean and maximum prediction accuracies of those epoch
segments in Subject A dataset that fulfill the conditions of t1 ≤0.50 s, t2 ≥0.25 s and
t1 ≤ t2.
min (%) mean (%) max (%)
5 runs 16.0 54.7 72.0
15 runs 39.0 87.6 99.0
In contrast, Table 6.3 shows the minimum, mean and maximum prediction ac-
curacies achieved by those epoch segments that fulfill the aforementioned conditions.
The results show that if the two aforementioned conditions are fulfilled, an epoch seg-
ment can achieve an average of 54.7 % and 87.6 % prediction accuracy after 5 and 15
runs respectively. However, as shown in Table 6.3, it should be noted that even if they
fulfill these two conditions, an epoch segment can still yield poor performance with
minimum 16 % and 39 % prediction accuracy after 5 and 15 runs respectively. This
situation occurs mostly with epoch segments that do not cover significant amount of
time samples between 250 and 500 ms. For example, a poor performing epoch segment
may have a time region of 0–300 ms or 450–800 ms.
In other words, besides fulfilling the two conditions, an epoch segment must also
cover a significant portion of EEG samples between 250 ms and 500 ms to achieve a
good prediction accuracy. By examining this time region (i.e. 250–500 ms) with the
trial-averaged target signal waveform from Subject A in Fig. 6.9(a), this time region
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Figure 6.9: (a) Trial-averaged target (solid) and non-target (dotted) signal from Chan-
nel Pz of subject A. The grey region represent the P300 time region identified by the
proposed a2KM algorithm while the green line represent. (b) The mean scalp distribu-
tion across the identified P300 time region. Similar graphs are plotted for subject B in
(c)-(d).
is highly correlated with the P300 ERP time region. Thus, it also implies that the
discriminative time region possibly lies within the P300 ERP time region. To find
this discriminative P300 time region, another potential way is therefore to perform the
proposed a2Km algorithm. Interestingly, by applying our proposed a2KM algorithm,
the identified P300 time region for Subject A is also 250–500 ms, which coincides
with the discriminative time region from the exhaustive search method. Our results
are similar to the exhaustive search method possibly because the ERP segmentation is
performed on the downsampled EEG training data. Nonetheless, from these results, it
suggests that in practice, we may avoid the time-consuming exhaustive search method
and adopt the proposed a2KM segmentation algorithm to provide a suggestion on the
time region for extracting the epochs.
Similarly, the same observations can also be made on the Subject B dataset in
Fig. 6.10(a) and (b). However, with slight differences, visual examination from the
exhaustive search results suggest that the two conditions that an epoch segment should
fulfill are (i) t1 ≤ 450 ms and (ii) t2 ≥ 200 ms. Table 6.4 shows the minimum, mean
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and maximum prediction accuracies achieved by those epoch segments that fulfill the
aforementioned conditions. For Subject B, those epoch segments that fulfill the two
conditions can yield an average of 65.0 % and 87.2 % prediction accuracies after 5 and
15 runs.
Figure 6.10: (a) Prediction accuracies after 5 runs and (b) 15 runs for different epoch
segments in Subject B dataset.
Table 6.4: The minimum, mean and maximum prediction accuracies of those epoch
segments in Subject B dataset that fulfill the conditions of t1 ≤450 ms, t2 ≥200 ms
and t1 ≤ t2.
min (%) mean (%) max (%)
5 runs 11.0 65.0 82.0
15 runs 21.0 87.2 97.0
For Subject B dataset, based on the exhaustive search method, the results imply
that the P300 ERP time region are from 200 to 450 ms. This result is similar to the
P300 time region found by our proposed a2KM algorithm as shown in Fig. 6.9(b).
Again, this result suggests that the proposed a2KM algorithm is potentially useful for
finding the relevant epoch segment that should be included in the P300 speller.
6.4.4.2 Prediction accuracy based on the proposed a2KM algorithm
In recent years, there is an increasing trend of selecting a generous epoch segment
covering more than 700 ms after stimulus onset for the P300 speller to ensure the
P300 ERP is always included in the target epochs. However, as shown in the previous
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Table 6.5: Subject-averaged prediction accuracy achieved by different classifiers after
5 and 15 runs for P300 speller from the BCI competition III.
Classifier Type 5 runs(%) 15 runs(%) features
BLDA a2KM 60.5 90.0 384
a2KM ± 50 ms 71.0 94.5 512
a2KM ± 100 ms 76.0 96.5 640
a2KM ± 150 ms 76.0 96.0 768
BLDA fixed (0–650 ms) 76.0 97.0 896
BLDA fixed (0–1000 ms) 76.5 96.5 1344
BLDA exhaustive search 77.0 98.0 928/6402
sSVM1 fixed (0–667 ms) 69.5 96.5 896
eSVM1 fixed (0–667 ms) 73.5 96.5 896
1 The prediction accuracy of single SVM (sSVM) and ensemble SVM
(eSVM) as reported by the BCI competition III winner in [140].
2 The best epoch segment for subject A and B after 5 runs are 150–950
ms (72%) and 100–650 ms (82%) respectively. With slight difference, the
best epoch segment for subject A and B after 15 runs are 150–500 ms
(99%) and 100–650 ms (97%) respectively.
section, the results from the exhaustive search method suggest that the time regions
that cover the signal samples outside the 200 ms and 500 ms interval are generally less
useful for prediction. Based on the literature, these observations are reasonable mainly
because the P300 ERP appears less frequently outside this time interval [29]. For
this reason, although a longer epoch segment guarantees a good prediction accuracy,
the method can be inefficient. This is mainly because a larger epoch segment may
include the irrelevant time regions and subsequently increase the number of features9
without necessarily improving the prediction accuracy. Thus, an intuitive idea to strike
a balance between the prediction performance and the number of features is to choose
an epoch segment that is sufficiently wide enough to cover the P300 time region.
Table 6.5 shows the average prediction accuracy achieved when using the time re-
gion provided by the proposed a2KM algorithm. As a baseline comparison, the table
also includes the performance achieved by the BCI competition winner who uses en-
semble SVM10 (eSVM) with a time region of 0-667 ms [140]. Besides that, since our
prediction is based on BLDA classifier, the performance of BLDA with epochs taken
from 0–650 ms and 0–1000 ms were also included. First, when the epoch segment
9The number of features is an important factor that affects the time required to train the classifier, the
amount of stored data and the computational load required before an epoch can be used for prediction.
10This approach involves the generation of 17 SVM classifiers that are trained on different partitions
of the training data.
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is taken from 0 to 650 ms, both eSVM and BLDA achieve almost identical predic-
tion accuracy, but with BLDA performed slightly better than eSVM. Besides that, for
BLDA, the results also show that there is no significant performance difference for us-
ing the epoch segments taken either from 0–650 or 0–1000 ms. This suggests that the
extended time region does not necessarily provide better performance.
From the table, it can be seen that when using the P300 time region found by the
proposed a2KM algorithm, the average prediction accuracy for both Subjects A and
B is 90%. Although this accuracy is 6.5% lower compared to the eSVM, the amount
of features extracted from the identified P300 time region is only 384, which is 512
features less than the one used by the eSVM in [140]. Thus, this result implies that
most of the discriminative features are concentrated within the estimated P300 time
region. By expanding the width of the estimated time region 100 ms to the left and
100 ms to the right of the time axis, it is found that the expanded time region can
help BLDA achieving the prediction accuracy similar to the eSVM in [140]. Most
importantly, the expanded time region only requires an average of 640 features which
is still 256 features less than the one used in the eSVM.
6.5 Conclusion
P300 is one of the important ERPs that have been extensively used in both ERP stud-
ies and BCI applications. The importance of identifying the P300 time region can be
observed in the two different experiments conducted in this chapter. In the first ex-
periment that involves the oddball paradigm, the result shows that the generation of a
reliable P300 spatial filter relies heavily on the P300 time region. A more represent-
ative P300 time region is always necessary to ensure a quality P300 extraction. In the
second experiment with the P300 speller dataset, the results showed that the accuracy
of the P300 speller is governed by the time region used for P300 detection. Ideally, an
epoch segment should encompass a significant portion of the P300 time region since
they represent the most discriminative time region in the P300 speller.
In practice, determining the P300 time region at trial-averaged signal level remains
difficult since P300 ERPs normally varies with subjects and experimental conditions.
Thus, one of the most effective ways of determining the P300 time region accurately
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is through solving the ERP segmentation problem. For this reason, in this chapter, a
new segmentation algorithm namely a2KM that combines signal-conditioning and the
clustering technique is developed. Based on our study, the proposed a2KM algorithm
is able to identify the P300 time region autonomously and adaptively. Therefore, when
combined with the existing ERP extraction methods, not only a good extraction per-
formance can be achieved, a fully-autonomous P300 extraction framework can also be
obtained. In addition, when compared to the conventional mKM algorithm, the pro-
posed algorithm does not require any re-estimation on the number of clusters used to
represent the underlying ERPs. Thus, this also makes it a more computationally ef-
ficient and practical tool for real-time applications. On the other hand, the proposed
a2KM algorithm is also a potential tool for identifying the P300 time region which is
necessary to achieve a good prediction accuracy in the P300 speller.
Chapter 7
Conclusion and Future Works
7.1 Summary
Today’s technological advancement has offered us the ability to measure EEG signals
simultaneously from multiple sites of the scalp. In turn, this provides us with new
opportunities to study both the spatial and temporal characteristic of ERPs. To analyze
a specific ERP without interference from other ERPs and background noises, this thesis
explored new ways of extracting the ERP-of-interest at single-trial level by utilising the
signals from multiple EEG channels.
In Chapter 2, the basics of EEG/ERP were introduced and the characteristics of
the ERPs were explained. Current literature suggests that besides polarity, every ERP
tends to present itself as a unique scalp distribution that spans across a specific time
region. This finding was found to be highly relevant and has been exploited throughout
this thesis.
In Chapter 3, the existing single-trial multi-channel ERP extraction methods were
reviewed. In general, the existing multi-channel extraction methods can be divided into
data-independent and data-driven methods. Each method has its own merits and draw-
backs. Most data independent methods are designed specifically for ERP extraction.
However, their strong assumption on the scalp distribution and the temporal waveform
of the ERP-of-interest is less desired in practice since these ERP characteristics may
vary between subjects with experimental conditions. In contrast, although data-driven
methods can avoid such assumptions, most of them cannot extract the ERP-of-interest
directly. Often, human intervention is required to complete the extraction. As a result,
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the extraction procedure is usually subjective and not replicable.
Accordingly, to address the aforementioned issues, the main contribution of this
thesis is to develop new data-driven extraction methods that extract the ERP-of-interest
directly without human intervention.
In Chapter 4, a new LD method namely ENE-LD was developed based on the
concept that each ERP has its unique scalp distribution that appears over a particular
time region. To perform the extraction, ENE-LD is trained to learn the differences
in the scalp distribution between the ERP and non-ERP time regions. The simulation
study showed that the method is able to differentiate and extract the desired ERP-of-
interest in the presence of multiple ERPs. Consequently, the extracted signal is useful
for examining the peak latency, scalp distribution and dynamics of the ERP at the
single-trial level. However, a closer inspection showed that the non-linear operation
(i.e. zero-ing the negative part of the signals) has caused the extracted signal to exhibit
an inevitable mismatch with the actual ERP waveform. As such, it introduces bias
when used to estimate the peak amplitude. Despite that, for general applications, the
results showed that the ENE-LD is still useful since it can extract weak ERPs (e.g.
P100 and N170) which is not possible with the conventional LD methods.
In Chapter 5, to overcome the problem that the ENE-LD method will always ex-
hibit a mismatch between the extracted and the actual ERP, one-unit ICA-R is pro-
posed. One-unit ICA-R is an extension to the traditional ICA method. Therefore, it
inherits the ICA’s well known ability to recover the EEG source signals. The main
advantage of the one-unit ICA-R is its ability to recover the ERP-of-interest directly
through the guidance of a reference signal. However, before the extraction can be per-
formed successfully, a new reference signal design is required. The main challenge is
to build a reference signal that resembles the actual ERP source signal. Based on our
examination, the signal extracted by the proposed ENE-LD method is useful since it
is able to approximate closely the trial-to-trial amplitude, latency and width variations
of the ERP-of-interest. Thus by combining both ICA-R and ENE-LD, a more accur-
ate ERP waveform can be extracted. Evaluations with the real P300 datasets revealed
that the proposed one-unit ICA-R can extract the P300 ERP successfully without any
human intervention. In addition, it also outperformed the traditional ICA methods in
terms of computational efficiency and extraction quality.
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As discussed in Chapter 6, ERP time region is important for initializing most ERP
extraction methods (e.g. the proposed one-unit ICA-R, xDAWN, cLD etc.). In prac-
tice, this time region is usually obtained from the trial-averaged signal. In Chapter 6, a
new ERP segmentation algorithm, a2KM, is proposed specifically to identify the P300
ERP time region. By finding the differences between trial-averaged target (P300) and
non-target (non-P300) signals, a2KM is able to determine the P300 time region adapt-
ively and autonomously. Evaluations using real ERP datasets suggest that when the
proposed a2KM is applied together with an ERP extraction method, not only a more
reliable P300 ERP can be extracted, a fully-autonomous P300 extraction framework
can also be obtained. Most importantly, this study demonstrates that (i) how ERP seg-
mentation problem can be addressed by the pattern recognition approach, and (ii) how
its solution to the ERP segmentation problem can be potentially used to initialize an
ERP extraction method. Additional tests also suggested that the proposed a2KM is a
potential tool for identifying the P300 time region in the P300 speller.
7.2 Future Works
1. Choices of classifier for the ENE-LD method
ENE-LD is a method that utilises the classifiers’ discriminative projection vector
and threshold to perform the extraction. In this thesis, as a proof of concept, a
simple binary linear classifier namely LDA was employed. However, to ensure
a more reliable ERP extraction, other binary linear classifiers which are well-
known for their robustness and also superior discriminativity such as BLDA and
SVM are potential candidates to replace the LDA method.
2. The effect of imbalanced data during ENE-LD training
3. Choices of the G(y) and ε(y, r) for the one-unit ICA-R
In the literature, the three popular non-quadratic convex function G(y) that can
be used for estimating the negentropy [122] are: (i) G1(y) = log{cosh(y)},
(ii) G2(y) = exp(−y
2
2
) and (iii) G3(y) = y4/4. In this thesis, the general pur-
pose function G1(y) was chosen. However, to optimize the one-unit ICA-R, an
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investigation can be conducted to find the optimum function G(y) for ERP ap-
plication. Similarly, another popular choice for the closeness measure ε(y, r) is
by finding the correlation between the extracted signal and the reference signal,
i.e. ε(y, r) = −E{yr}. Further investigation is still required to understand the
impact a closeness measure has on the performance of the one-unit ICA-R.
4. A better reference signal design for one-unit ICA-R
In Chapter 5, our simulation study shows that a good reference signal should
approximate the actual source signal as close as possible. Although our results
demonstrated that the ENE-LD based reference signal is a feasible solution to
guide the one-unit ICA-R, finding a better design for the reference signal can be
an interesting addition to this thesis. One possible solution is to use the extracted
signal as the new reference signal in an iterative manner. However, this gives
rise to the question of whether the method would converge and whether the new
reference signal would give a significant improvement in extraction.
5. A better ERP segmentation algorithm
Besides P300 ERP, the proposed a2KM algorithm is potentially useful for de-
termining the time regions of those ERPs which have large differences between
their target and non-target trials (e.g. N400, Mismatch Negativity, Error-Related
Potential etc.). Thus, an interesting extension to this thesis is to examine its per-
formance on the aforementioned ERPs. However, for other type of ERPs, further
investigation is still required.
6. Neurofeedback and neurotherapy applications
A promising future direction of this thesis is the application of ERP in the neur-
ofeedback and neurotherapy systems. In current ERP-based BCI, the ERP is
only used in a binary control system although its peak amplitude and latency of-
ten provide richer information about the user’s ability to perform a specific task
(i.e. face recognition). As observed, to fully utilise these information, an ERP
extraction method that can recover the desired ERP waveform directly and auto-
matically is a stepping stone for the neurofeedback and neurotherapy systems.
As demonstrated in this thesis, the proposed extraction methods hold all these
promising characteristics and therefore an investigation towards this direction
Chapter 7: Conclusion and Future Works 151
should be conducted.
7. Investigation based on low-cost EEG devices
Over the last few years, increasing number of low-cost EEG devices (e.g. Emotiv)
are introduced and foreseen as potential self-diagnostic tools in the near future.
However, these EEG devices usually come with less number of EEG channels,
lower resolution in analog-to-digital converter, lower grade of EEG electrodes
and sampling rate. Since the effect these limitations have on the ERP extraction
methods remains largely unexplored, evaluating the impact of these low-cost
EEG devices on the proposed ERP methods can be seen as an interesting exten-
sion to this thesis.
Appendix A
Other Linear Classifiers
Two popular linear classifiers such as Support Vector Machine (SVM) and Bayesian
LDA (BLDA) were employed in the P300-BCI datasets used in Chapter 5 and 6 re-
spectively. A brief summary on these techniques are provided in the following sec-
tions.
A.1 Support Vector Machine
SVM is a linear discriminative classifier whose objective is to find the ‘best’ de-
cision hyperplane that not only separates both classes, but also maximizes the distance
between the hyperplane and the samples closest to the hyperplane (the distance is also
known as margin) [151][152].
Let vi denotes the training samples with class labels qi ∈ {+1,−1}. Given the
discriminative hyperplane u and bias term b, assuming the samples of both classes can
be linearly separated by the margins parallel to the hyperplane, the projected samples
can be written as [151]:
u>vi + b ≥ +1 if qi = +1 (A.1)
u>vi + b ≤ −1 if qi = −1 (A.2)
The two inequalities above can be combined into one inequality as:
qi(u>vi + b) ≥ 1 (A.3)
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The distance between two corresponding margins are then given as:












Maximizing the above distance is also similar to minimizing ‖u‖. Thus, for binary






‖u‖2 s.t qi(u>vi + b) ≥ 1 for all i (A.5)
By solving the above problem as the generalized Lagrangian, for any test vector ṽ, the
resultant classification rule for SVM is given as [151]:








where αi is the Lagrangian multiplier. Those vectors with nonzero coefficient αi are











In some cases, the ‘best’ hyperplane which gives the least classification error may
not provide a clean margin between two classes. Or in other words, some outliers may
fall within the margins between two classes. For these type of linearly inseparable
cases, a soft margin is therefore introduced by adding the slack variable ξi into (A.5).









subject to qi(u>vi + b) ≥ 1− ξi
ξi ≥ 0, for all i (A.8)
where C is the penalty parameter and Nc is the number of training samples in each
class c.
A.2 Bayesian Linear Discriminant Analysis
Bayesian LDA (BLDA) is a variant of linear regression method [94] which has been
adapted and introduced to the BCI application by [101]. The adaptation is possible
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mainly because under specific condition, LDA and linear regression shares similar
solutions. A proof of their relationship can be found in [94]. The basic idea behind
Bayesian regression and consequently behind BLDA is to interpret the objective func-
tion of ridge regression as the exponent of a probability distribution from the expo-
nential family. As such, the posterior distribution of the projection vector u∗ and the
predictive distribution of the estimated value ẑ given any new input feature vector can
be estimated.
Let N denote the total number of training samples, v∗ denotes the modified feature
vector where v∗ has an additional feature of value ‘1’ in the last element of the vec-
tor so that the bias term b is integrated in the last element of u∗. V = [v∗1, v∗2, ..., v∗N ]
denotes the horizontal concatenation of all the modified features vectors while z =
[z1, z2, ...zN ] represents the ‘class labels’ for the feature vectors where instead of {+1,−1},




} with N+ and N− represent the total
number of training samples in class +1 and −1 respectively. By using D to represent
the training samples and its class labels as the pair {V, z}, the posterior distribution of
u∗ can be computed using Bayes rule as :




and the probability distribution of the predicted value y given any new input feature
vector v∗ is given as:
p(z|β, α, v∗,D) =
∫
p(z|β, v∗,u∗)p(u∗|β, α,D)du∗ (A.10)
where β and α are the unknown hyperparameters that has to be estimated iteratively.
Most importantly, by assuming p(D|β, u∗) and p(u∗|α) are Gaussian and only the
mean values of p(u∗|β, α,D) and p(z|β, α, v∗,D) are of interest, the resultant projec-
tion vector u∗ can be estimated as:
u∗ = β(βVV> + I′(α))−1Vz (A.11)
where I′(α) is a diagonal matrix with all its diagonal elements equal to α except the
last diagonal element which is a very small positive value. Meanwhile, the predicted
value z of any test vector ṽ is simply given as:
z = u∗>ṽ∗ (A.12)
More detail information on BLDA can be found in [101].
Appendix B
P300 Speller
B.1 How the P300 speller works
In general, the row/column based P300 speller contains a predefined set of alphanu-
meric characters, which are arranged in a 6 × 6 matrix as shown in Fig. B.1(a). As
shown in Fig. B.1(b), in each presentation run, 6 rows and 6 columns of characters are
randomly highlighted without repeating. During the presentation, the user is required
to focus on one desired character. As such, every time whenever the desired character
is highlighted, a P300 ERP will be elicited.
From the P300 speller perspective, the main objective for the P300 speller is to
identify the row and column that elicit the P300 ERP so that the user’s desired character
can be spelt correctly. At the low level, the process of predicting the user’s desired
character usually involves three major steps as shown in Fig. B.1(c). These three
major steps are performed as follows:
1. Epoch extraction
After each presentation run, 12 EEG epochs are extracted according to the stim-
ulus onset from each highlighted row and column. After that, every epoch goes
through feature extraction process and usually transformed into feature vectors
before fed into a classifier.
2. Classification
During classification, each epoch is evaluated and given a classifier score.
3. Character Prediction
155
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Figure B.1: (a) A traditional row/column based P300 speller, (b) The process of how
each presentation run is performed in the traditional P300 speller, (c) The low-level
processes which are involved to predict a character after each presentation run.
Based on the given scores, the P300 speller is then required to decide the row
and column epochs that are mostly likely to contain the P300 ERP. In this case,
assuming that only one presentation run is involved, the selection can be per-
formed easily by selecting the row and column epochs which contain the best
classifier score. Subsequently, their corresponding row and column are used to
predict the user’s intended character.
In practice, sometimes, it can be difficult to predict the user’s desired character
by running only one presentation run. Thus, multiple presentation runs are normally
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required to improve the prediction accuracy. In cases where mutliple runs were per-
formed, the two common approaches used to select the best row and column are either:
(i) to average each row/column epoch across multiple runs before evaluating them us-
ing a classifier [113][130], or (ii) to decide based on the accumulated classifier score
for each row/column epoch from every run [98][140][144].
Also, for the above reason, in the P300-BCI literature, the performance of an ERP
classification system is usually evaluated by examining the prediction accuracy ob-
tained after every run (or selected number of runs).
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B.2 Data structure for BCI competition dataset II
The P300 speller dataset provided from BCI competition dataset II contains EEG re-
cordings collected from one subject under three different sessions (i.e Session 10, 11
and 12). The data structure for this dataset is as follows:
Table B.1: Data structure of the BCI competition II P300 speller dataset
Session Part Target Word Set



















As shown in Table B.1, Session 10, 11 and 12 contains 5, 6 and 8 parts respectively
where different words were spelt in each part. For every character in each part, 15
presentation runs were performed. As a result, for each character, a total of 180 epochs
(12 stimulations × 15 runs) can be extracted.
For evaluation in Chapter 5, all the parts from different sessions are re-arranged
and concatenated into three different sets (i.e. Training, Test1 and Test2) as shown in
Table B.1.
Appendix C
Additional Results from Chapter 5
In Chapter 5, an analysis was performed to evaluate the median latency of P300 ERP
under different visual stimuli conditions by using our proposed one-unit ICA-R method.
For each session, the signal extracted from every target epoch was smoothed with a
forward-backward moving-average filter using 20 ms time window. This was then
followed by a simple peak detection to search for the maximum point in every target
epoch. Fig. C.1 shows the peak latency identified from the target epochs of every EEG
session. From the figure, the results show that most P300 peaks occur between 300 ms
and 600 ms. Table C.1 shows the median latency of each individual sessions (without
sessions from subject 2, 3 and 6).
Table C.1: Median latency estimated under different visual stimuli conditions (without
sessions from subject 2, 3 and 6.)
Subjects Median Latency (ms)2d00 2d30 2d70 3d00 3d30 3d70
S1 345 366 403 348 368 438
S4 375 396 406 403 391 407
S5 491 446 476 430 503 439
S7 371 409 425 364 401 444
S8 414 383 408 359 383 418
S9 366 400 416 394 365 426
S10 375 379 436 384 387 411
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Figure C.1: P300 peak latency identified from the target epochs of each session after
applying one-unit ICA-R (without sessions from subject 2, 3 and 6) where y-axis and
x-axis represents the trial number and time in second respectively.
Appendix D
Additional Results from Chapter 6
In Chapter 6, different time regions were compared for their qualities based on the ERP
classification performance (in AUC). The following figures show the detail AUC value
for different extraction methods (i.e. one-unit ICA-R, conventional LD and xDAWN)
when different time regions (i.e. 0–1000 ms, 300-600 ms, mKM and a2KM) were
used.
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