Abstract. Using bit-parallelism has resulted in fast and practical algorithms for approximate string matching under the Levenshtein edit distance, which permits a single edit operation to insert, delete or substitute a character. Depending on the parameters of the search, currently the fastest non-filtering algorithms in practice are the O(kn⌈m/w⌉) algorithm of Wu & Manber, the O(⌈km/w⌉n) algorithm of Baeza-Yates & Navarro, and the O(⌈m/w⌉n) algorithm of Myers, where m is the pattern length, n is the text length, k is the error threshold and w is the computer word size. In this paper we discuss a uniform way of modifying each of these algorithms to permit also a fourth type of edit operation: transposing two adjacent characters in the pattern. This type of edit distance is also known as the Damerau edit distance. In the end we also present an experimental comparison of the resulting algorithms.
Introduction
Approximate string matching is a classic problem in computer science, with applications for example in spelling correction, bioinformatics and signal processing. It has been actively studied since the sixties [8] . Approximate string matching refers in general to the task of searching for substrings of a text that are within a predefined edit distance threshold from a given pattern. Let T 1..n be a text of length n and P 1..m a pattern of length m. In addition let ed(A, B) denote the edit distance between the strings A and B, and k be the maximum allowed distance. Using this notation, the task of approximate string matching is to find from the text all indices j for which ed(P, T h..j ) ≤ k for some h ≤ j.
Perhaps the most common form of edit distance is the Levenshtein edit distance [6] , which is defined as the minimum number of single-character insertions, deletions and substitutions (Fig. 1a ) needed in order to make A and B equal. Another common form of edit distance is the Damerau edit distance [2] , which is in principle an extension of the Levenshtein distance by permitting also the operation of transposing two adjacent characters (Fig. 1b) . The Damerau edit distance is important for example in spelling error applications [5] . In this paper we use the notation ed L (A, B) to denote the Levenshtein edit distance and ed D (A, B) to denote the Damerau edit distance between A and B.
During the last decade, algorithms based on bit-parallelism have emerged as the fastest approximate string matching algorithms in practice for the Levenshtein edit distance [6] . The first of these was the O(kn⌈m/w⌉) algorithm of Wu & Manber [15] , where w is the computer word size. Later Wright [14] presented an O(mn log(σ)/w) algorithm, where σ is the alphabet size. Then Baeza-Yates & Navarro followed with their O(⌈km/w⌉n) algorithm. Finally Myers [7] achieved an O(⌈m/w⌉n) algorithm, which is an optimal speedup from the basic O(mn) dynamic programming algorithm (e.g. [11] ). With the exception of the algorithm of Wright, the bit-parallel algorithms dominate the other verification capable 1 algorithms with moderate pattern lengths [8] .
a) insertion:
cat → at substitution: cat → car In this paper we show how each of the above-mentioned three best bit-parallel algorithms can be modified to use the Damerau edit distance. Navarro [9] has previously extended the algorithm of Wu & Manber [15] for the Damerau distance. But that method adds O(k⌈m/w⌉) work to the original algorithm, whereas the additional cost of our method is only O(⌈m/w⌉). Our method is also more general in that its principle works with also the other two algorithms [1, 7] with very little changes.
We begin by discussing the basic dynamic programming solutions for the Levenshtein and Damerau distances. In this part we also reformulate the dynamic programming solution for the Damerau edit distance into a form that is easier to handle for the bit-parallel algorithms. Then we proceed to modify the bit-parallel algorithms of Wu & Manber [15] , Baeza-Yates & Navarro [1] and Myers [7] to facilitate the Damerau edit distance. Finally we present an experimental comparison of these modified algorithms.
In the following we assume that A 1..0 = ǫ, where ǫ denotes the empty string. In addition let |A| denote the length of the string A. We consider first the Levenshtein edit distance. In this case the dynamic programming algorithm fills a (|A| + 
. This can be done using the following well-known Recurrence 1.
Recurrence 1
The Damerau edit distance can be computed in basically the same way, but Recurrence 1 needs a slight change. The following Recurrence 2 for the Damerau edit distance is derived from the work of Du & Chang [3] . The superscript R denotes the reverse of a string (that is, if A = "abc", then A R = "cba").
Recurrence 2
Instead of computing the edit distance between strings A and B, the dynamic programming algorithm can be changed to find approximate occurrences of A somewhere inside B by changing the boundary condition
with the Damerau edit distance. Thus, if we set A = P and B = T , the situation corresponds to the earlier definition of approximate string matching. From now on we assume that the dynamic programming table D is filled in this manner.
Ukkonen ([12, 13] ) has studied the properties of the dynamic programming matrix. Among these there were the following two, which apply to both the edit distance and the approximate string matching versions of D: Even though these rules were initially presented with the Levenshtein edit distance, it is fairly straightforward to verify that they apply also to the Damerau edit distance.
The values of the dynamic programming matrix D are usually computed by filling it in a column-wise manner for increasing j, thus effectively scanning the string B (or the text T ) one character at a time from left to right. At each character the corresponding column is completely filled in the order of increasing i. This allows us to save space by storing only one or two columns at a time, since the values in column j depend only on one (Levenshtein) or two (Damerau) previous columns. Now we reformulate Recurrence 2 into a form that is easier to use with the three bit-parallel algorithms. Our trick is to investigate how a transposition relates to a substitution. Consider comparing the strings A = "abc" and
, where the one operation corresponds to substituting the first character of the transposable suffixes "bc" and"cb". When filling in the value D [3, 3] = ed D ("abc","acb"), the effect of having done a single transposition can be achieved by allowing a free substitution between the latter characters of the transposable suffixes. This is the same as declaring a match between them. In this way the cost for doing the transposition has already been paid for by the substitution of the preceding step. It turns out that this idea can be developed to work correctly in all cases. We find that the following Recurrence 3 for the Damerau edit distance is in effect equivalent with Recurrence 2. It uses an auxiliary |A| × (|B| + 1) boolean table M T as it is convenient for bit-parallel algorithms. The value M T [i, j] records whether there is the possibility to match or to make a free substitution when computing the value D[i, j].
Recurrence 3
We prove by induction that 
In the following two cases we assume that these two conditions hold.
If
The last possibility is that the equality
. Now both options in Recurrence 3 set the same value
In each case Recurrence 2 and Recurrence 3 assigned the same value for the cell D[i, j]. Therefore we can state by induction that the recurrences are in effect equivalent.
⊓ ⊔ The intuition behind the table M T in Recurrence 3 is that a free substitution is allowed at D[i, j] if a transposition is possible at that location. But we cannot allow more than one free substitution in a row along a diagonal, as each corresponding transposition has to be paid for by a regular substitution. Therefore when a transposition has been possible at D[i, j], another will not be allowed at D[i + 1, j + 1]. And as shown above, this restriction on when to permit a transposition does not affect the correctness of the scheme.
Modifying the Bit-parallel Algorithms
Bit-parallel algorithms are based on taking advantage of the fact that a single computer instruction manipulates bit-vectors with w bits (typically w = 32 or 64 in the current computers). If many data-items of an algorithm can be encoded into w bits, it may be possible to process many data-items within a single instruction (thus the name bit-parallelism) and achieve gain in time and/or space.
We use the following notation in describing bit-operations: '&' denotes bitwise "and", '|' denotes bitwise "or", '∧' denotes bitwise "xor", '∼' denotes bit complementation, and '<<' and '>>' denote shifting the bit-vector left and right, respectively, using zero filling in both directions. The ith bit of the bit vector V is referred to as V [i] and bit-positions are assumed to grow from right to left. In addition we use superscript to denote bit-repetition. As an example let V = 1001110 be a bit vector. Then
= 1, and we could also write V = 10 2 1 3 0.
The Bit-parallel NFA of Wu & Manber
The bit-parallel approximate string matching algorithm of Wu & Manber [15] is based on representing a non-deterministic finite automaton (NFA) by using bit-vectors. The automaton has (k +
The right side of the last row computes the disjunction of the different possibilities given by Recurrence 1 for a prefix of the pattern to match with d errors. The row R 0 is different as it needs to consider only matching positions between P and the character T j , and it also has to have its first bit set after the left-shift in order to let the first character match at the current position. When m ≤ w, the run time of this algorithm is O(kn) as there are O(k) operations per text character. The general run time is O(kn⌈m/w⌉) as a vector of length m may be simulated in O(⌈m/w⌉) time using O(⌈m/w⌉) bit-vectors of length w. In this paper we do not discuss the details of such a multi-word implementation for any of the bit-parallel algorithms. Navarro [9] has modified this algorithm to use the Damerau distance by essentially following Recurrence 2. He did this by appending the automaton to have a temporary state vector T d for each R d to keep track of the positions where transposition may occur. Initially each T d has the value 0 m . Navarro's formula is:
The formula adds 6k operations into the basic version for the Levenshtein R , the left "and" sets off the ith bit if row (i − 1) of M T had the value true in the previous column, and the "or" sets the bits in the positions where P i = T j . By combining the two left-shifts we get the following complete formula for updating the R d vectors:
Our formula adds a total of 6 operations into the basic version for the Levenshtein edit distance. Therefore it makes the same number of operations as Navarro's version when k = 1, and wins when k > 1. Baeza-Yates & Navarro encode also the pattern match vectors differently. Let P M D λ be their pattern match vector for the character λ. The role of the bits is reversed: a 0-bit denotes a match and a 1-bit a mismatch. To align the matches with the diagonals in RD, P M D λ has the form 0
Initially no diagonal has active states and so RD = (0 1 k+1 ) m−k . The formula for updating RD at text position j is: Because of the different way of representing R, our way of modifying the algorithm of Wu & Manber to use the Damerau edit distance does not work here without some changes. Now we use a bit-vector T CD instead of the vector T C of the previous section. T CD has the same function as T C, but its form corresponds to the algorithm of Baeza-Yates & Navarro. First of all the meaning of the bit-values is reversed: now a 0-bit corresponds to the value true and a 1-bit to the value false in the table T R of Recurrence 3. The second change is in the way we compute the positions where P i−1..i = (T j−1..j )
R . Because of the interleaving 0-bits in the pattern match vector P M D λ , the formula (P M D Tj << 1) | P M D Tj−1 does not correctly set only those bits to zero that correspond to a transposable position (note that also the roles of '&' and '|' are reversed). But by inspecting the form of BP D λ we notice that the desired effect is achieved by using the formula (P M D Tj >> (k + 2)) | P M D Tj−1 . Shifting (k + 2) bits to the right causes the (i − 1)th diagonal to align with the ith diagonal, and this previous diagonal handles the matches one step to the left in the pattern. The only delicacy in doing this is the fact that now the first diagonal will have no match-data. Because we need to have made a substitution before making a free substitution that corresponds to a transposition, a transposition will be possible only in diagonals 2..m−k. Thus the missing data can be replaced with mismatches. Note that we do not need to consider the states not present in the reduced automaton of Baeza-Yates & Navarro. By similar reasoning also the previous values of T CD will be shifted (k + 2) bits to the right instead of 1 bit to the left, and its missing data can be replaced by 'false' values. Initially T CD has only 'false' values and so T CD = (0 1 k+1 ) m−k . The modified formula for updating RD at text position j is:
Now the number of added operations is 7, as one "extra" operation arises from having to set the missing values (second row).
Myers' Bit-parallel Computation of D
The bit-parallel algorithm of Myers [7] is quite different from the previous two algorithms. We describe it here in a slightly simpler way than the original, even though the logic is in principle the same. The algorithm is based on representing the dynamic programming table D with vertical, horizontal and diagonal differences (see the adjacency and diagonal properties in Section 2). This is done by using the following length-m bit-vectors:
-The vertical positive delta vector V P : In the original work of Myers the information of the vector D0 was represented by two separate vectors x v and x h . Initially V P = 1 m and V N = 0 m . At text position j the algorithm first computes the vector D0 by using the old values V P and V N and the pattern match vector P M Tj (Section 3.1). Then the new HP and HN are computed by using D0 and the old V P and V N . Then finally the vectors V P and V N are updated by using the new D0, HN and HP . The complete formula for computing the updated vectors D0 ′ , HP ′ , HN ′ , V N ′ and V P ′ at text position j is: Because the algorithm of Myers uses the same pattern match vectors as the algorithm of Wu & Manber, it can be modified to use the Damerau distance by using exactly the same method as we used in Section 3.1. Thus the formula to update the vectors at text position j is simply:
There is again 6 added operations.
Test Results
We implemented and tested a Damerau edit distance -version of each of the three discussed bit-parallel algorithms. The version of the algorithm of Wu & Manber was implemented from scratch by us, and the other two were modified using the original implementations from those authors. We compared also the versions for the Levenshtein edit distance to see how our modification affects the respective performance of the algorithms. The computer used in the tests was a 600 Mhz Pentium 3 with 256 MB RAM and Linux OS. All code was compiled with GCC 3.2.1 and full optimization switched on.
The tests involved patterns of lengths 10, 20, and 30, and with each pattern length m the tested k values were 1..⌊m/2⌋. There were 50 randomly picked patterns for each (m, k)-combination. The searched text was a 10 MB sample from Wall Street Journal articles taken from the TREC-collection [4] .
The version of the algorithm of Baeza-Yates & Navarro was the one from [10] , which includes a smart mechanism to keep only a required part of the automaton active when it needs several bit-vectors. As the patterns lengths were ≤ w = 32, the other two algorithms did not need such a mechanism. Fig. 2 shows the results. In general the algorithms compare quite similarly to each other with and without our modification to use the Damerau edit distance. It is seen that with the Levenshtein edit distance the algorithm of Wu & Manber becomes slowest when k ≥ 4, whereas with the Damerau edit distance it becomes slowest already at k = 3. The algorithm of Baeza-Yates & Navarro is typically the fastest for low error levels irrespective of which of the two distances we use. But The algorithm of Baeza-Yates & Navarro behaved oddly with the Levenshtein edit distance in the case m = 10 and k < 3. We found no other reason than some intrinsic property of the compiler optimizer or the processor pipeline for the bad performance with these two values (even worse than the version modified to use the Damerau edit distance).
Conclusions
Bit-parallel algorithms are currently the fastest approximate string matching algorithms when Levenshtein edit distance is used. In particular the algorithms of Wu & Manber [15] , Baeza-Yates & Navarro [1] and Myers [7] dominate the field when the pattern length and the error level are moderate [8] . In this paper we showed how these algorithms can be modified to use the Damerau edit distance, which is an important distance especially in natural language [5] . Our modification adds only a constant amount of work per bit-vector the algorithm needs in encoding the pattern, and it is general in that essentially the same modification works with all the above-mentioned three bit-parallel algorithms. It also improves upon Navarro's [9] previous modification of the algorithm of Wu & Manber to use the Damerau edit distance. In the experiments we found that the respective performance of the algorithms is not changed much by the modification.
