Introduction
For some problems, such as fractional optimization problems for instance, a generalization of convexity is required. On the other hand it is sometimes useful to restrict one's attention to a special class of convex functions. The class of uniformly convex functions introduced by Polj ak [31] and studied in [36] , [38] , [41] is such a class. Independently of its own interest this class of functions has been successfully used in a grea,t variety of problems: classical ( *) Reçu le 23 (France) algorithms (gradient methods [16] , [25] , proximal algorithm [34] ), first and second order duality ([19] , [20] ), well-posedness of optimization problems ([24] , [42] ). Recently Attouch and Wets [4] introduced a related class of functions in view of devicing a quantitative approach to the study of stability of optimization problems. Similarly, the notion of differentiability can be made uniform and again this variant is useful in a number of problems, especially for the geometry of Banach spaces and its applications.
The usefulness of differentiability and uniform differentiability does not require long comments. The purpose of this paper is to give characterizations of the two classes of uniformly convex functions and uniformly smooth (or moderately convex) functions. We also relate these two classes through convex conjugation and inversion of subdifferentials, completing the work pioneered by Smulyan [35] in connection with the geometry of Banach spaces and culminating in the works of Asplund ~1~, Asplund and Rockafellar [3] , Vladimirov &#x26; al. ([39] , [40] ) and Zalinescu [41] . We show the complete equivalence of four properties characterizing uniform convexity (and the dual properties for uniform smoothness) :
(1) a convexity inequality, (2) a sub differential inequality involving the Weierstrass excess function, (3) a monotonicity property of the subdifferential, (4) an expansivity property of the sub differential. Most of this program has already been carried out in [41] . But If f =~o) ~ (see [1] ). 
for all t E ~ 0 , 1 ~ .
If f is u-smooth (or for some u with limt.~o+ = 0 (i.e. E S2) f is said to be uniformly smooth (or moderately convex). If g is p-convex (or p-rotund) for some firm function p, g is said to be uniformly convex.
In the special case
is said to be weakly convex (resp. strongly convex); a thorough study of these classes of functions is contained in [36] , [37] , [38] and [41] When c > 0 (resp. c 0) f is said to be strongly (resp. weakly convex). Proof. - [9] we can find (xn, The preceding proof shows that in (2*) and (3*) as in (2) and (3) we may replace G and H by G n r and H n r respectively. Proof. -In view of the preceding lemma it suffices to show that C = D.
Given x E C let r, s be as above and let be a net with limit * in .
Choosing y2, E for each i E I and observing that is bounded, we can find a subnet (yj) jE J of with weak* limit y. (1), (2), (3), (4) 
