We present an atomistic study of the solid-liquid interface stress in copper for four different interface orientations: (1 0 0), (1 1 0), (1 1 1) and (3 1 0). For the (1 1 0) and (3 1 0) orientations, the interface stress is found to be anisotropic, while for the (1 0 0) and (1 1 1) orientations it is isotropic by crystal symmetry. The magnitude and sign of the interface stress depend on the interface orientation. Examination of stress profiles across the interfaces reveals competition between the compression of a narrow solid layer and tension of the adjacent liquid layer within the interface region. The sign of the interface stress is dictated by balance between these tensile and compressive contributions.
Introduction
Thermodynamic properties of solid-liquid interfaces are important in many materials phenomena, especially in processes involving solidification and melting. The two most fundamental properties that characterize solid-liquid interfaces are the interface free energy γ and the interface stress tensorτ . The distinction between the two quantities was pointed out by Gibbs [1] . Gibbs defined the interface free energy (which he called 'tension') as reversible work of creation of a new unit area of the interface. He also noted that the area of an already existing solid-liquid interface can be changed by elastic stretching of the solid phase [1] . In the latter process, the reversible work to increase the interface area by a unit area, or to change its shape, is called the interface stressτ ('true tension', according to Gibbs) . While γ is a scalar quantity,τ is a 2 × 2 tensor as the work generally depends on the direction in which the interface is being deformed. Furthermore, while γ must be positive for all stable interfaces, the components ofτ are allowed to have any sign [2, 3] . An equation connecting γ andτ was derived by Shuttleworth for solid surfaces [4] . In Cahn's treatment ofτ , the coexisting phases were assumed to be in a hydrostatic state of stress. In recent papers [5, 6 ], Cahn's treatment was extended to non-hydrostatic systems by expressing the interface stress tensor as an appropriate excess over bulk stresses in the coexisting phases.
Solid-liquid interfaces have been extensively studied by computer simulations, see, e.g., [7] for a recent review. If the solid is perfectly hydrostatic, the average interface stress τ can be computed by [8] 
where P ⊥ and P || are the negatives of the stress components normal and parallel to the interface, z is the distance normal to the interface and L z is the system size in the z-direction. Using this hydrostatic approximation, τ was computed for several model systems. Negative values of τ were reported for Lennard-Jones (LJ) [8] [9] [10] [11] and hard-sphere [12] solid-liquid systems for several interface orientations. On the other hand, τ was found positive for systems described by the Stillinger-Weber and embedded-atom method (EAM) potentials [8] . It was suggested [8] that the different signs of the interface stress could be explained by the atomic density differences between the solid and liquid phases in the simulated systems. After the equilibration of an initially hydrostatic simulation block, its solid part is often found in a non-hydrostatic state of stress [8, 13] . Although the deviations from hydrostaticity can be small, equation (1) is strictly speaking not valid for such cases. Because the values of P || in the two bulk phases are different, the interface stress computed from equation (1) may depend on the sizes of the solid and liquid portions of the block. Using the full non-hydrostatic formulation of the interface stress proposed in [5, 6] , more accurate and stable values ofτ can be obtained. This approach was tested by computing the principal components ofτ for the (1 1 0) Cu solid-liquid interface with atomic interactions described by an EAM potential. Both principal components ofτ were found to be negative, suggesting that this particular interface is in a state of compression.
In this paper we investigate the orientation dependence of the interface stress by systematic calculations ofτ for the (1 0 0), (1 1 0), (1 1 1) and (3 1 0) orientations of the solid-liquid interface in Cu. Our goal is to evaluate the possible range of the orientation dependence ofτ in real metals using an accurate model of atomic interactions, and to determine if its sign can be changed by varying the interface orientation for the same material. Using our methodology described in sections 2 and 3, we compute the interface stress tensor for these orientations and present our results in section 4.
The interface stress as an excess quantity
The interface stress tensorτ is defined through a partial derivative of the total interface free energy γ A with respect to lateral components of the strain tensor e ij [5, 6] :
Here, indices i, j = 1, 2 are Cartesian coordinates parallel to the interface, δ ij is the Kronneker symbol, A is the interface area, σ ij is the stress averaged over a layer containing the solid-liquid interface, σ s ij is the bulk stress tensor in the solid, P is the pressure in the liquid, N and V are the numbers of atoms and volumes of the layer and of homogeneous solid (superscript s) and liquid (superscript l) regions, respectively. The thickness of the layer is chosen so that 
This equation shows that, although the bulk phases are hydrostatic, the interface stress is generally anisotropic. This equation is more general than equation (1) as it permits calculations of individual components τ ij . Taking a half of the trace of equation (3), the average interface stress τ reduces to equation (1) with P ⊥ ≡ P and P || ≡ −(σ 11 + σ 22 )/2. In this work, however, the interface stress tensor was computed from the most general equation (2).
Methodology of atomistic simulations

Simulated models
In this work we used copper as a model material, with atomic interactions described with an EAM potential [14] . The potential reproduces experimental and first principal data for the lattice parameter, cohesive energy, thermal expansion and a number of other properties of Cu. Prior to the molecular dynamics (MD) simulations, the block was pre-expanded by the thermal expansion factor at the simulated temperature in order to minimize the bulk stresses in the solid. In spite of this pre-expansion, the solid was still under some residual non-hydrostatic stresses arising from the statistical errors of the thermal expansion coefficient and other factors.
MD simulations
The prepared blocks were used as initial configurations for the MD simulations, which were performed in the NVE (microcanonical) ensemble. The solid-liquid coexistence could also be modeled in the NVT (canonical) ensemble. However, NVT simulations require the knowledge of the exact melting temperature T m in order to prevent a drift of the interface toward one of the phases. Even in this ideal case, the thermodynamic equilibrium is neutral and the interface can freely wander inside the simulation block by a random walk caused by thermal fluctuations. Over a long simulation time, this walk can result in a significant displacement of the interface in a randomly chosen direction. In some cases, the system can even completely melt or completely crystallize.
By contrast, in NVE simulations the total energy of the system is conserved and the solid-liquid coexistence is stable, preventing the interface from large displacements [15] . To understand why, consider a fluctuation away from the NVE equilibrium accompanied by melting of a small portion of the solid phase. The latent heat required for the melting will come from the kinetic energy of the atoms since the system is adiabatic. This will cause a decrease in temperature, which will stabilize the solid phase relative to the liquid and prevent the solid from further melting. Similarly, a spontaneous crystallization releases some amount of heat and increases the temperature, stabilizing the liquid against the solid. As a result, once the system has reached equilibrium, the interface can only implement limited displacements around its average position, accompanied by small temperature fluctuations around the melting point. This stability permits very long simulation runs without changing the average amounts of the phases.
In our simulations, the initial configuration was equilibrated by a 2 ns NVE run. To verify that the system has been equilibrated, the probability distribution of potential energy was computed and found to be Gaussian. The equilibration was followed by a 30 ns long production run. During this run, snapshots containing atomic positions and stresses on individual atoms were saved every 2 ps and used during post-processing. This interval is on the time scale of noticeable structural changes in the system. The stresses were computed using the standard virial expression. In addition, we monitored the interface position to verify that there was no significant change in the thickness of the solid portion of the block during the production run. The equilibrium temperature was found to be very close to 1327 K.
Interface positions and profiles
For each interface orientation, profiles of the number density of atoms and the stress components across the interface were computed at the post-processing stage. Although such profiles were not used directly for the interface stress calculations, it was instructive to examine their shapes and compare them for difference interface orientations.
To create a profile, the simulation block was divided into a set of bins of equal width. To obtain profiles independent of the binning process [12] , each atom was represented by a Gaussian instead of a single point. Accordingly, all properties such as density and stress were distributed over an interval of finite length (perpendicular to the interface) and weighted according to the Gaussian distribution. The property of interest was then averaged within each bin and plotted as a function of z. The Gaussian width of the atoms was adjusted to produce smooth profiles while preserving their detailed shapes in the interface region. The size of the bins reported in this paper was 0.3 Å.
Although the average amounts of the solid and liquid phases were preserved during the MD simulations, the interface could slightly migrate around its average position by simultaneous crystallization of material on one side and melting on the other. The interface movements led to an additional smearing of the profiles. To eliminate this extra smearing, the profiles computed for individual snapshots were centered relative to the instantaneous interface position and then averaged. The interface positions in individual snapshots were identified using the profile of the structure factor |S(k)|, where k is a reciprocal lattice vector chosen differently for each interface orientation. Its magnitude is inversely proportional to the crystal periodicity in the respective direction. The procedure was described in detail in our previous work [5, 6] . Although the interface positions defined through the structure factor may slightly depend on the choice of the k-vector, the final profile shape is not affected significantly. To compare the profiles computed for different interface orientations, their positions were centered at the Gibbsian dividing surface, which was found from the density profiles.
Interface excesses calculations
The interface stress was calculated directly from equation (2) . The quantities appearing in the determinants in equation (2) were computed for individual snapshots using homogeneous bulk regions and layers containing the interfaces. The obtained quantities were then averaged over all snapshots before inserting them in the determinants. To select the appropriate regions in a given snapshot, we first computed approximate positions of the solid-liquid interfaces and of the liquid surfaces. The positions of the solidliquid interfaces were determined using the profile of |S(k)|(z) [5, 6] . The positions of the liquid surfaces were identified with the maximum and minimum values of the z-coordinates of all atoms. Figure 1 illustrates how the regions were selected. The solid part of the block separated from the solid-liquid interfaces by a distance d was chosen as a bulk solid region. Two liquid regions separated from the solid-liquid interfaces and from the liquid surfaces by a distance d were identified as bulk liquid. The interface layer included two solid-liquid interfaces and its boundaries were located a distance d away from the liquid surfaces. This layer is designated by L in figure 1 . The distance d is chosen to be large enough to exclude any effect of the surfaces and interfaces on bulk properties while keeping the bulk regions as large as possible for better statistics. In this work we used d = 20 Å. When computing the quantities appearing in the determinants, the atoms of the chosen regions were represented by the same Gaussian as in calculations of profiles (section 3.3). The error bars were estimated by dividing the snapshots into several groups and computing the standard deviation of the group-averaged values from the global average. (1 1 0) and (1 1 1) interfaces. Note that the (1 1 0) interface tends to form facets with the (1 1 1) orientation. Such facets are dynamic, in that they constantly form and disappear in the course of the simulations. It is also apparent that the (1 0 0) and (1 1 1) interfaces are sharper than the (1 1 0) and (3 1 0) interfaces. Figure 3 shows the density profile computed for the (1 1 0) interface. The interface thickness estimated from this profile is a few angstroms, which is consistent with its atomic structure. The density profiles computed for other interface orientations look very similar and are not shown here.
Results and discussion
The profiles of the lateral components of the stress tensor across the interfaces are presented in figure 4 . By crystal symmetry, the principal directions of the stress tensor are parallel to the coordinate axes. Thus, σ 11 and σ 22 shown in these plots are two principal values of σ ij (the third principal value being σ 33 = −P = 0). Furthermore, due to the fourfold and threefold symmetries of the (1 0 0) and (1 1 1) interfaces, the stress tensor must be isotropic in these cases. Our calculations confirm that the profiles of σ 11 and σ 22 for these interfaces are indeed identical within statistical errors; accordingly, we plot only the average of σ 11 (1 1 0) and (3 1 0) interfaces, both stress components are shown and are seen to be different as expected. Figure 4 reveals that for the (1 0 0) and (3 1 0) interfaces, a narrow solid region adjacent to the interface is under lateral compression (negative stress) whereas the opposing liquid region is under lateral tension (positive stress). The same is true for σ 11 (parallel to [1 0 0]) in the (1 1 0) interface, but in this case σ 22 (parallel to [11 0] ) remains compressive in the entire interface Table 2 . Interface stress components (τ 11 region. For the (1 1 1) orientation, most of the interface region is under lateral compression in all directions. For all orientations, the stress becomes very small away from the interface region, but it is different from zero; it is too small to be seen clearly on the scale of figure 4. For the (1 0 0), (1 1 0) and (1 1 1) interfaces, the shapes of the computed stress profiles are similar to those observed in the previous hard-sphere [12] and LJ [11] calculations. This may reflect structural similarities between the interfaces modeled with different atomic interaction models. Table 2 summarizes the computed interface stresses for each orientation. The interface stresses of the (1 0 0) and (3 1 0) orientations are positive, i.e. these interfaces are under tension. The stress profiles of these interfaces (figure 4) suggest that the positive sign of their τ 11 and τ 22 originates primarily from the tensile state of the narrow liquid layer adjacent to the interface. Likewise, for the (1 1 0) and (1 1 1) orientations the negative sign of the interface stresses can be associated with the compressive state of the narrow solid layer next to the interface ( figure 4) . In other words, it appears that the sign of the interface stress is decided by competition between two trends in the stress behavior within the interface region: the liquid layer 'wants' to shrink while the solid layer 'wants' to expand. If the first trend is stronger than the second, the interface stress is positive; otherwise it is negative.
For the (1 0 0) and (1 1 1) orientations, the computed τ 11 and τ 22 are identical as expected from crystal symmetry. The (1 1 0) interface shows only a slight anisotropy in agreement with our previous calculations [5] . (In [5] , this interface was modeled using a Monte Carlo method and a much smaller simulation block.) The (3 1 0) interface has the smallest magnitude of the interface stress and the largest anisotropy.
Concluding remarks
In this work we computed the interface stress tensor for four different orientations of the solidliquid interface in EAM Cu. Our methodology of stress calculations is applicable to solids in a non-hydrostatic state of stress and does not require the construction of accurate profiles of stresses or any other properties across the interface region. All calculations are made in terms of extensive properties, such as the number of atoms, volume and integrated stress for selected regions. These extensive properties serve as input to the determinants defined by equation (2) . We find, however, that accurate profiles can be very useful as a guide during the selection of the homogeneous phase regions and at other steps of the data processing. Furthermore, they can be very helpful for understanding the interface structure and the origin of the interface stress.
Although the bulk stresses implemented in this work were small, making appropriate corrections for such stresses was important as it leads to more accurate and stable values of the interface stresses [5, 6] . In a future paper [16] , this methodology will be applied to study the effect of strong non-hydrostatic bulk stresses on the solid-liquid interface free energy and stress.
We have shown that the average interface stress τ can be positive or negative for the same material, depending on the interface orientation (table 2) . A change of sign with orientation was also observed in previous studies. For example, τ was computed for the (1 0 0), (1 1 0) and (1 1 1) interfaces in a LJ system [11] . For the (1 1 0) and (1 1 1) orientations, the stress was found to be negative in agreement with our calculations. For these two orientations, negative interface stresses were also reported in hard-sphere simulations [12] . For the (1 0 0) interface, however, the situation is more complex. In [11] , the interface stress was found to be negative at the critical point but increased with temperature and became positive at higher temperatures. The positive sign of τ for this interface is consistent with our calculations performed at a temperature which is much higher than the critical point. A positive τ for the (1 0 0) interface was also found in recent EAM Ni simulations [8] . But the same paper reported a negative value of τ for the same interface in a LJ system [8] . Thus, while the negative signs of the (1 1 0) and (1 1 1) interface stresses were reproduced in several studies using different atomic interaction models, the results for the (1 0 0) orientation are less robust. The reason is not apparent and requires further investigations.
Our calculations also demonstrate that the solid-liquid interface stress can be anisotropic, unless its isotropy is prescribed by crystal symmetry. In fact, we find that the (3 1 0) interface displays a very significant anisotropy, even though the magnitude of the stress is relatively small.
The fact that the interface orientation can reverse the sign of τ for the same material suggests that the explanations of the sign of τ based on just the solid and liquid densities and/or the type of interatomic bonding (e.g. pairwise versus many-body, with or without angular forces) [8] may need further refinement. An interesting trend revealed by the stress profiles (figure 4) is that the interface region contains adjacent liquid and solid layers that are under lateral tension and compression, respectively. The sign of τ is ultimately decided by balance between the tensile and compressive contributions, whose magnitudes vary with the interface orientation. For example, the relatively small magnitude of the (3 1 0) interface stress is the result of near cancellation of the tensile and compressive stresses in the interface region, although the magnitudes of these stresses are as large as for all other interface orientations (figure 4). A predictive model should include a link between the lateral stresses developed in the solid and liquid layers and the crystallography of the solid surface abutting the liquid.
