A critical problem in repeated measurement studies is the occurrence of nonignorable missing observations. A common approach to deal with this problem is joint modeling the longitudinal and survival processes for each individual on the basis of a random effect that is usually assumed to be time constant. We relax this hypothesis by introducing time-varying subject-specific random effects that follow a first-order autoregressive process, AR(1). We also adopt a generalized linear model formulation to accommodate for different types of longitudinal response (i.e. continuous, binary, count) and we consider some extended cases, such as counts with excess of zeros and multivariate outcomes at each time occasion. Estimation of the parameters of the resulting joint model is based on the maximization of the likelihood computed by a recursion developed in the hidden Markov literature. This maximization is performed on the basis of a quasi-Newton algorithm that also provides the information matrix and then standard errors for the parameter estimates. The proposed approach is illustrated through a Monte Carlo simulation study and the analysis of certain medical datasets.
Introduction
A relevant problem in the analysis of longitudinal data is due to missing observations, in particular when the missing mechanism is nonignorable (missing not at random, MNAR). 1 In the statistical literature there exist different approaches to model an MNAR mechanism. Among the best known, we recall the selection approach, 2 in which a model is specified for the marginal distribution of the complete data and the conditional distribution of the missing indicators, given these data. On the other hand, according to the pattern-mixture approach, 3 a model is formulated for the marginal distribution of the missing indicators and the conditional distribution of the complete data, given these indicators.
Here we focus on the shared-parameter approach for longitudinal data, [4] [5] [6] [7] [8] [9] which introduces random effects to capture the association between the sequence of measurements and the missing process. An example of sharedparameter approach is represented by joint models (JMs). [10] [11] [12] [13] In the standard formulation, a JM is characterized by a generalized linear mixed model 14 for the longitudinal process, with time constant and normally distributed random effects (i.e. random intercept or random intercept and slope), and by a proportional hazard Cox's model 15 for the survival process, where the risk of the event of interest at a given time depends on the expected value of the longitudinal response at the same time. Such an event typically corresponds to the death of a patient.
Potentially, the misspecification of the standard assumption of normality of the random effects may be problematic in JMs as these effects are used to capture both the correlation between the repeated measurements in the longitudinal process and the association between the latter and the survival process; besides, the nonrandom dropout caused by the occurrence of a certain event related with the longitudinal responses complicates matters. However, many simulation studies lead to the conclusion that parameter estimates and standard errors have a certain degree of robustness with respect to misspecification. 16, 17 In this regard, Song et al. 18 propose a flexible semiparametric approach based on a class of smooth densities for the random effects; see also the review of Proust-Lima et al. 19 for a joint latent class model which assumes that a latent class structure entirely captures the correlation between the longitudinal process and the risk of the event.
The assumption of time constancy of the subject-specific random effects is more problematic, since it rules out the impact of temporal shocks on the longitudinal trajectory. This restrictive assumption may be relaxed by introducing a latent process. For instance, Henderson et al. 11 and Xu and Zeger 20 introduce a latent Gaussian process shared by the model for the longitudinal responses and that for the survival time, whereas Taylor, 21 Lavalley and DeGruttula, 22 and Wang and Taylor 23 specify an integrated Ornstein-Uhlenbeck process, which is the continuous time analog of a discrete-time first-order autoregressive, AR(1), process. These approaches are limited to the case of continuous longitudinal responses. The only exception is Xu and Zeger 20 that formulate a model in terms of a generalized linear model (GLM), but the implementation of the estimation algorithm is still limited to the case of a single continuous response. Overall, the implementation of the mentioned model formulations, in which repeated measurements and time-to-event data are jointly modeled with time-varying random effects, may lead to computational difficulties. Recent proposals that try to compound the computational difficulties and the assumption of time-varying random effects come from Barrett et al. 24 and Bartolucci and Farcomeni, 25 which are illustrated in more detail in the following. Barrett et al. 24 propose an approach based on the discretization of the time-to-event measurements, which can be made arbitrarily fine, so as to reach a good compromise between a feasible computational effort and a good approximation of its continuous time limit. For the survival process, Barrett et al. 24 adopt a sequential probit approach, instead of a Cox's model, so as to model the probability of surviving a time interval conditional on having survived all the previous intervals. They also consider a continuous timescale for the repeated measurements and they adopt a linear mixed Gaussian model for the longitudinal process. This approach allows for different specifications of the random-effects structure, which include models based on a random intercept only, a random intercept and slope, a stationary Gaussian process, and a combination of the last with random intercept and slope. A drawback of this approach is that its use is limited to normally distributed longitudinal outcomes, as maximum likelihood estimation is based on results specific of this distribution and based on the family of extended skew normal distributions. 26 A discrete time-to-event history approach for the nonignorable missing process is also adopted by Bartolucci and Farcomeni. 25 However, their proposal differs from Barrett et al. 24 in the way the assumption of time constancy of the random effects is relaxed. In particular, they consider random effects that follow a first-order Markov chain with a finite number of states. In addition, their approach accounts for a time-constant unobserved heterogeneity represented by a latent variable having a discrete distribution. Moreover, a generalized linear random-effects parameterization is adopted so that multivariate longitudinal data of different types are allowed. A drawback of this approach is the instability of parameter estimates due to the presence of local maxima of the log-likelihood function, which is typical of complex statistical models based on latent variables having a discrete distribution. Moreover, the choice of the number of latent states is necessary.
In this article, we generalize the approach of Barrett et al. 24 based on a stationary Gaussian process to different longitudinal outcomes, by adopting a GLM formulation. In such a way, different types of longitudinal response may be considered. Besides, we adopt a sequential logit parameterization for the survival process. Moreover, we show that our proposal presents a high level of flexibility, as it may be easily adapted to longitudinal outcomes which are not generated from a distribution belonging to the exponential family considered in GLMs (e.g. the zero-inflated Poisson (ZIP)), and we also deal with multivariate longitudinal response processes.
Our proposal is based on a latent AR(1) process instead of a discrete one, so that the resulting model is more parsimonious and stable than that of Bartolucci and Farcomeni. 25 As illustrated in the following, we adopt a discretization of the timescale for events, and each repeated observation, which is measured in continuous time, is considered as lying in a certain ''time window.'' As exact likelihood inference is no longer applicable for the proposed model, we rely on the quadrature method illustrated in Bartolucci et al. 27 in a longitudinal context without missing data to obtain estimates of model parameters and perform likelihood inference. We also use recursions developed in the hidden Markov (HM) literature. 28 The main feature of the proposed estimation method is that its complexity increases linearly, rather than exponentially, with the number of time occasions; see also Zucchini and MacDonald 29 and Bartolucci et al. 30 In the end, the proposed approach combines the main advantages of the models of Barrett et al. 24 and Bartolucci and Farcomeni, 25 being more general with respect to the first, as longitudinal responses of a different nature may be modeled by a GLM parameterization, and more stable with respect to the second, due to a more regular likelihood function.
In the following, we assess the properties of the proposed estimation method and the robustness of the AR(1) formulation to model misspecification by means of a series of simulations. Moreover, we compare our proposal with more traditional formulations based on time-constant random intercept and random slope; the comparison is done in terms of goodness of fit in the context of applications to medical data.
The remainder of the paper is organized as follows. In Section 2 we illustrate the proposed JM and its extensions, whereas in Section 3 we develop likelihood inference for this model. Monte Carlo simulations to assess the performance of the proposed method are described in Section 4, whereas in Section 5 we illustrate three applications based on data coming from medical studies in which the longitudinal outcomes of interest are of different types. Through these applications, the proposed approach is compared with more traditional JM approaches. Some concluding remarks are presented in Section 6. The proposed estimation method is implemented by means of a set of R functions that are available, together with the code to run the illustrative examples, at https://sites.google.com/site/bartstatistics/SM_JM.zip
The proposed model
As in the standard formulation, 13 the proposed JM is based on two submodels, one for the longitudinal process and the other one for the survival time, which are linked through random effects and a specific association parameter accounting for the nonignorable missing mechanism. In the following, we clarify the assumptions of the proposed approach and then we introduce the resulting likelihood function.
Assumptions
Regarding the longitudinal process, we assume that for every subject i, with i ¼ 1, . . . , n, m i measurements are scheduled at time occasions t ij , j ¼ 1, . . . , m i . We then let y ij ¼ y i ðt ij Þ be the observed response of subject i at time t ij which is seen as a realization of the random variable Y ij ; any type of response is admitted, such as continuous, binary, and count. Let also x ij ¼ x i ðt ij Þ be a vector of time-varying covariates, which typically includes t ij itself and, in certain cases, it may contain a function of this quantity. The key point of the proposed approach is that each observation j for subject i is taken at a time falling in a certain ''time window'' s ij ¼ sðt ij Þ, with s ij ¼ 1, . . . , v i and v i ¼ sðt im i Þ. Note that, in general, v i 6 ¼ m i , as an individual may have a varying number of measurements in each time window, but also v i > m i is possible when there are ''sparse'' measurements.
The submodel for the longitudinal process is formulated in terms of a random intercept GLM, as follows
with gðÁÞ denoting a suitable link function and ij denoting the conditional expected value of Y ij . Moreover, b is the vector of regression coefficients and is ij is the time-varying and subject-specific random intercept. The sequence of these random intercepts is assumed to be constant within each time window, but it may change from one time window to another according to the AR(1) process
where i1 ¼ i1 , the error terms is are independently distributed as Nð0, 2 Þ, and ¼ corð i,sÀ1 , is Þ is the autocorrelation parameter. A special case is obtained with ¼ 1, which corresponds to the time-constant subject-specific random interecept (RI) model; in fact, ¼ 1 implies that is ¼ i,sÀ1 with probability 1 for s ¼ 2, . . . , v i . Equation (1) specifies different types of GLM according to the chosen link function gðÁÞ. In the case of continuous responses, gðÁÞ is the identity function; therefore, this equation may be expressed as
with " ij being independent error terms with distribution Nð0,
In the case of binary responses, the longitudinal submodel may be based on a logit link of type
whereas, in the case of count data, the following log-linear formulation results
As usual, under the formulation based on equation (3) or (4), the response variables are assumed to follow a Bernoulli or a Poisson distribution, respectively. Concerning the submodel for the survival process, and similarly to Barrett et al., 24 we adopt a sequential logit formulation based on the following assumption for the random variable S i corresponding to the number of periods that subject i survives
where the conditioning argument S i ! s vanishes for s ¼ 1. In the previous expression, w is denotes the vector of covariates that are operative at time s and whose effect on the survival time is measured by the regression coefficients in vector d; covariates in w is may be the same as those in x ij , for s ¼ sðt ij Þ. Finally, parameter measures the association between the longitudinal and the survival process. The case ¼ 0 corresponds to a model incorporating the assumption of ignorable missingness or missing at random (MAR) data.
1 In summary, model based on assumptions (1) and (5) generalizes to generic longitudinal outcomes (i.e. continuous, binary, count) the proposal of Barrett et al. 24 based on a stationary Gaussian process. Moreover, as in that approach, dropout implies that the scheduled observations y ij are missing for each j such that sðt ij Þ 4 s i , where s i denotes the value assumed by S i . The number of available longitudinal observations is then denoted by j i m i . It is also worth noting that, although we adopt a discretization of the timescale for event, we can also obtain survival curves for a group of individuals in each sðt ij Þ, as illustrated in detail in Section 5.3. Finally, it is important to remind that s i may be censored so that we introduce the indicator variable d i for the final status of subject i. In a typical medical application, d i is equal to 1 if subject i is alive at the end of period s i (censored data) and to 0 otherwise (uncensored data).
A possible alternative to the proposed longitudinal submodel in (1), which is based on time-varying AR(1) random effects, consists in formulating a JM under the assumption of a time-constant subject-specific random intercept, i , and through a subject-specific random slope for the time, i (named hereafter as random intercept and slope, RIS, assumption), as follows
where ð i , i Þ 0 have bivariate normal distribution with mean ð0, 0Þ 0 and variance-covariance matrix the variance of random time slope i , and the correlation between these two random effects. Then, the survival submodel in equation (5) is modified as
where parameter represents the association between the longitudinal and the survival processes, as previously mentioned. Note that a more general model formulation may be obtained by specifying two different association parameters for i and i . However, this solution is less parsimonious and it does not present any significant advantage in terms of model interpretation.
An important issue is how the proposed model based on an AR(1) latent process compares with the RIS model. In our view, the first is suitable when, during the period of observation, the longitudinal responses and the probability of the event possibly causing the dropout may be affected by changes in the unobservable covariates that are rather unpredictable. On the other hand, the RIS model, that is more commonly used, rules out this possibility as it uses time-constant random effects, but it admits unobservable heterogeneity in terms of intercept and regression coefficient of time. Then, which model is more suitable depends on the specific application. In this regard, we suggest comparing the two models by some statistical criteria; see, for instance, the applications illustrated in Section 5, from which a certain advantage of our formulation emerges. It is also worth noting that, from the computational point of view, the estimation of the proposed model is less demanding than that of the RIS model; more details about this point are provided at the end of Section 3.1.
Extended models
We now show how the proposed model, relying on a GLM framework, may be extended to account for different types of longitudinal outcome, which are not generated from a distribution belonging to the exponential family considered within GLMs. Motivated by specific applications, which will be illustrated in Sections 5.2 and 5.3, we focus in particular on the ZIP distribution and we illustrate the extension of the proposed approach to deal with multivariate longitudinal data. In the latter case, more outcomes, and of a different nature, are available at each period of observation. It is also worth noting that the proposed approach may be easily extended to longitudinal outcomes of a different nature, such as categorical or ordinal, using a parameterization of the type adopted by Bartolucci et al. 27 for the longitudinal submodel.
Longitudinal zero-inflated count outcomes
For longitudinal count data, the problem of the excess of zero values often occurs in medical and sociological applications. The ZIP model 31 can be effectively used to deal with this problem. It assumes that data come from a mixture of a regular count distribution, such as the Poisson distribution, and a degenerate distribution at zero, that is Y ij $ 0 with probability , Poissonð ij Þ with probability 1 À :
The proposed model formulation described in Section 2.1 may be extended by allowing the longitudinal process to follow the previous ZIP distribution, instead of adopting a GLM parameterization, as follows
Concerning the submodel for the survival process, we again adopt a sequential logit formulation as in equation (5). Also note that the probability could be modeled so as to depend on individual covariates by means of a logit parameterization; see, among others, Min and Agresti. 
Multivariate longitudinal outcomes
In the multivariate case, we observe the response variables Y hij , h ¼ 1, . . . , r, for each unit i and occasion j. These variables may be of a different nature; for instance, in Section 5.3 we deal with a case of two response variables, the first of which is continuous and the second is binary. In order to extend the proposed approach to this case, we first note that a formulation equivalent to that in Section 2.1 may be based on a standardized AR(1) process relying on the assumption
and Ã is $ Nð0, 1Þ. In this case, assumption (1) is replaced by
and assumption (5) is replaced by
Parameter in equation (10) corresponds to the square root of 2 , which is the stationary variance of the latent AR(1) in the original formulation, whereas parameter in equation (11) corresponds to the product between this square root and parameter used in the initial survival model (5) .
To deal with the multivariate case, we extend the above formulation in equation (10) by assuming that
with g h ðÁÞ denoting a suitable link function and hij denoting the conditional expected value of Y hij . Moreover, b h is the vector of regression coefficients for the hth response variable, and h rules the dependence of the longitudinal responses on the random effects. Finally, assumption (11) is retained, exactly in the same form, for the survival process.
It is worth noting that the above formulation is based on assuming a single latent process shared by all longitudinal responses, so that the responses are correlated. This approach is justifiable when these responses correspond to different manifestations of the same biological process. Obviously, a more flexible formulation could be based on adopting a specific latent AR(1) process for each longitudinal response sequence, allowing all these processes to affect the survival time through the use of specific coefficients. However, assuming that these latent processes are independent is not very sensible when the responses share common factors. On the other hand, assuming that these processes are somehow correlated implies a computational complexity that increases exponentially with the number of responses. Consequently, in this paper we focus on the formulation based on a single latent AR(1) process which is illustrated above and that may be used in a simple way with an arbitrary number of responses. As shown in Section 5.3, the resulting model is competitive in terms of goodness of fit with less parsimonious models, while having a simpler interpretation and providing more stable results in terms of parameter estimates.
Finally, in the multivariate case we may also formulate the longitudinal submodel according to the RIS assumption for the random effects in a way similar to that described above. More in detail, let ð Ã i , i Þ 0 be the random intercept and slope, which have bivariate normal distribution with mean ð0, 0Þ 0 and variance-covariance matrix 1 2 :
The longitudinal submodel (12) is now replaced by
and the survival submodel (11) by
Model likelihood
Assuming independence between the n sample units, the likelihood function for the model proposed in Section 2.1 has components corresponding to the manifest distribution pðy i ,
is the observed vector of longitudinal responses and X i and W i are matrices of covariates with columns x ij and w is , respectively, for j ¼ 1, . . . , j i and s ¼ 1, . . . , s i . The model log-likelihood is then
where h is the vector of all model parameters. The previous distribution is defined as
The distributions involved in the previous expression are defined as follows
with pð y ij j is ij , x ij Þ defined according to the assumed model for the longitudinal responses, see equation (1), and the probabilities referred to S i defined according to equation (5). The above expressions may be simply adapted to deal with the multivariate formulation illustrated in Section 2.2.2, considering that at each time occasion we observe a vector of outcomes rather than a single outcome. In general, an explicit expression for the s i -dimensional integral in equation (15) is not available. In the following section, we propose a method to solve this integral and then performing maximum likelihood estimation of the model parameters.
Under the RIS assumption, expression (15) may be formulated as
which is based on integrating out both i and i from
where the two distributions involved in the previous expression are defined similarly to equations (16) and (17).
Proposed estimation approach
In order to compute the likelihood function of any model in the proposed class, as defined in equation (14), we rely on a quadrature method based on an equally spaced grid of points and on a recursion developed in the HM literature; 28 see also Heiss 33 for a related sequential quadrature method and Bartolucci et al. 27 for a related application to the estimation of models for longitudinal data. The R implementation of the estimation method illustrated in the following is available at https://sites.google.com/site/bartstatistics/SM_JM.zip
Sequential quadrature method
The proposed method to compute the integral in equation (15) is based on expressing this integral as
where
In the expression above, f ð i1 Þ is the density of a normal distribution centered on zero and with variance 2 , whereas f ð is j i,sÀ1 Þ is the density of the conditional distribution
Þ. Moreover, we compute the previous integrals through a uniform quadrature method based on a set of k nodes, denoted by a 1 , . . . , a k , in a certain interval. In our applications, we initially use k ¼ 51 points in the grid from -5 to 5. The weights corresponding to the first time occasion are obtained as
whereas the weights for the following time windows are obtained as
In practice, the proposed approach to obtain the model likelihood amounts to perform the following recursion for every sample unit i ¼ 1, . . . , n:
(1) Compute
Obtain the manifest distribution of y i , s i , and d i as
On the basis of the recursion defined above, we obtain the log-likelihood function 'ðhÞ as defined in equation (14) with a computational complexity that directly depends on the product of the number of time occasions and the square of the number of quadrature points. How to use this function for likelihood inference on the model parameters is clarified in the following section. For the moment, it is worth noting that the proposed quadrature method amounts to approximate the latent variable distribution, which is continuous, with a discrete distribution. In other terms, we are approximating the proposed model by an HM model 29, 30 based on initial probabilities u and transition probabilities uu which depend on the parameters 2 and through definitions (19) and (20), respectively, and we are using a forward recursion developed in the HM literature 28, 34 for computing these probabilities. Note that the sequential quadrature approach proposed by Heiss 33 for dealing with simpler models based on an AR(1) latent process is similar, but the integral at each step is computed in a different way. As we experienced, the recursion we propose here is more stable as it relies on normalized weights which sum up to 1, as it is already clarified in Bartolucci et al. 27 Under the RIS formulation, the manifest distribution of y i , s i , and d i is computed by a bidimensional quadrature method, which is necessary to marginalize out the random intercept i and the random slope i from the integral in equation (18), as follows
In the above expression, a uv and b uv (u, v ¼ 1, . . . , k) are the quadrature nodes defined in suitable certain interval and uv are the corresponding weights computed on the basis of the density function of a bivariate normal distribution with mean ð0, 0Þ 0 and the variance-covariance matrix defined in Section 2.1. We observe that the number of operations required by the above bidimensional quadrature method under the RIS formulation is of the same order than that required by the sequential unidimensional quadrature under the proposed AR(1) approach, being proportional to the product of number of time occasions and the square of the number of quadrature points. However, the algorithm for RIS approach is more computationally intensive as the probabilities involved in q iuv have to be computed for a number of quadrature points equal to k 2 s i , due to the presence of a random slope in addition to a random intercept.
Likelihood inference
We use the log-likelihood function 'ðhÞ computed as above to estimate the model parameters collected in h. For this aim we use a numerical maximizer of quasi-Newton type and, to make the maximization faster, we also provide the maximizer with the score function
The derivative of pðy i , s i , d i jX i , W i Þ, used in the expression above, is computed by a recursion that follows the same steps as the recursion illustrated in Section 3.1 and recalls that introduced by Lystig and Hughes 35 for HM models. The quasiNewton maximizer also provides the observed information matrix, computed as minus the numerical derivative of the score vector; this is used to compute the standard errors for the parameter estimates in the usual way.
Regarding the initialization of the estimation algorithm we use both a deterministic and a random rule, the latter repeated a given number of times, so as to check for the presence of local maxima. More in detail, the deterministic initialization of the algorithm consists in adopting as starting values the coefficients obtained by estimating separate simple models on the same data: a GLM (without random effects) for the longitudinal outcome, where the link function is specified in a suitable way according to the nature of the response variables, and a binary logit model for the dropout. In order to obtain random starting rules, these coefficients are perturbed by adding random values generated from a normal distribution with mean zero and standard deviation equal to the corresponding standard error. The maximization process is based on the quasi-Newton maximizer implemented in the R function optim. Under both initialization rules, to balance computational time and precision of the estimates at convergence (limiting the number of steps), we perform three steps. We first rely on the NelderMead optimization method using k ¼ 51 nodes until convergence, then, starting from this solution, we rely on the BFGS quasi-Newton method that also uses the score function. In the last step, we run again the maximization algorithm based on the BFGS method with k ¼ 101 nodes using, as starting values, the estimates obtained at the previous step.
It is worth recalling that the method of Barrett et al., 24 based on exact likelihood inference, is applicable only to longitudinal outcomes having normal distribution; their approach also requires a probit parameterization for the survival process. On the other hand, our estimation method, based on a sequential quadrature, allows for longitudinal outcomes of a different nature, including the normal case as a special one. A comparison between the two approaches is performed in Section 5.1 on the basis of a dataset with a continuous response.
Finally, concerning the comparison with the alternative RIS model, it is worth noting that the maximization of the log-likelihood is performed along the same lines as above. However, since the bidimensional quadrature required by the RIS approach is slower than the proposed sequential quadrature, the estimation of the AR(1)-based model may be performed with a larger number of quadrature points.
Simulation study
In the following, we illustrate two Monte Carlo simulation studies aimed at evaluating the performance of the proposed method. The first study assesses the appropriateness of the proposed estimation process for different types of longitudinal outcome and parameter setting. In this case, the same model with MNAR and AR(1) random effects is used to generate data and to estimate the model parameters.
Then, we analyze the robustness of the proposed approach with respect to model misspecification. In particular, we generate data according to a RIS model and we show a summary of the estimates of the model parameters under the alternative specifications of random effects, that is the proposed AR(1) process, RI, and RIS assumptions.
Performance of the proposed approach

Simulation design
The simulation design recalls that of Barrett et al. 24 In particular, univariate longitudinal data are simulated with dropout for n ¼ 1000, 2000 individuals and different longitudinal submodels. In this design, the longitudinal measurements are randomly distributed over v i ¼ 5, 10 time windows, with a maximum of m i ¼ 10, 20 repeated measurements per individual. Note that each individual may have a varying number of visits in each time window. A continuous uniform distribution between 0 and v i is adopted for the visit time and the dropout may occur during any time interval. For the survival model, the timescale is discretized rounding up the generated value of visit time.
The simulation design considers continuous, binary, and count response variables. Moreover, following Barrett et al., 24 it considers two covariates in both longitudinal and survival models, supposed to be: age, with initial values generated from a continuous uniform distribution from the interval (10, 30) , and a binary covariate (sex), which assumes value 1 with probability 0.5. Two different true values are considered for the association parameter, ¼ 0:05, 0:5, and for the autocorrelation coefficient, ¼ 0:7, 0:9. For the variance of the random effects, it is assumed 2 ¼ 1, 4, in the case of continuous and binary outcomes, and 2 ¼ 0:25, 1, for count data. In this case, 2 ¼ 1 is a value quite large for the variance as the mean of the outcome variable is an exponential function of the combination of fixed and random effects; see, for a similar setting, Xu et al. 36 Finally, for continuous outcomes, we have 2 " ¼ 1, 4, with 2 " denoting the variance of the repeated measures. Overall, the simulation study is based on a total of 22 different scenarios. For the sake of parsimony, we focus on the results concerning 12 of these scenarios (i.e. four scenarios for each type of longitudinal outcome) that are the most informative; the results of the remaining scenarios are presented in Appendix 1.
The first type of scenario (Scenario 1) assumes a parameter setting similar to that considered in Barrett et al. 24 More in detail, we have n ¼ 1000, Tables 1 to 3 report the estimation results obtained under the four different scenarios described above, with reference to continuous, binary, and count outcomes, respectively, and based on 500 datasets generated under each scenario. The performance of the proposed estimation method is evaluated in terms of mean, standard deviations (sd), and root mean square errors (RMSE) of the considered estimator. We also report the average estimated standard errors (se) obtained on the basis of the observed information matrix, as described in Section 3.2.
Results
The results in Table 1 , referred to the case of continuous data, lead us to the conclusion that the bias of the estimator is close to 0 under all scenarios. More in detail, Scenario 1 confirms the SGP II results of Barrett et al. 24 This allows us to validate the proposed estimation method. Under Scenario 2, we observe larger standard errors for the longitudinal parameters than those obtained under Scenario 1. Even the standard errors and the RMSE of deviations of estimates of the parameters in d. However, the behavior of estimators of b and remains almost unchanged with respect to Scenario 1. Moreover, the worsening of the performance of the AR(1) parameter estimators is more evident than that observed for continuous data. Scenario 4 shows an improvement of all estimators when the sample size increases from n ¼ 1000 to n ¼ 2000. As in the context of continuous data, under all scenarios for binary data, the proposed method produces reliable estimates of the standard errors. The results of the simulations involving longitudinal count data (Table 3 ) are in agreement with the results already discussed for the previous cases. In summary, the standard deviation and RMSE of the parameter estimates in b are larger when we assume a higher variance of the random effects. On the other hand, the behavior of the estimator of the association parameter improves when 2 ¼ 1. The accuracy of the estimated parameters of the survival process increases when the number of time windows v i increases. Even in this case, and as expected, a larger value of n leads to better results in terms of accuracy and efficiency of the parameter estimates.
The additional scenarios considered in Appendix 1 confirm that an increase of the maximum number of repeated measurements per individual, m i , leads to a lower standard error and RMSE of the estimators of the parameters of the longitudinal process. Moreover, also the standard errors and RMSE of the estimators of with respect to the benchmark design. We also note that the association parameter and the autocorrelation parameter do not seem to have a substantial influence on the estimation performance.
Robustness to model misspecification
Simulation design
In order to assess the robustness of the proposed approach to model misspecification, univariate longitudinal data are simulated with dropout, from a RIS model for n ¼ 1000 individuals with different longitudinal submodels (with continuous, binary, and count outcomes). Longitudinal measurements are considered having a random distribution over v i ¼ 5 time windows, with a maximum of m i ¼ 10 repeated measurements per individual. Even in this setting, each individual may have a varying number of visits in each time window and a continuous uniform distribution is adopted for every visit time.
As in the previous simulation design, the dropout may occur during any time interval and two covariates are included, in both longitudinal and survival models: age and sex. Here, the true association parameters are set equal to ¼ 0:05. Under the RIS formulation, we assume a time-constant subject-specific random intercept together with a subject-specific random slope to account for time dependence. The variance of the random intercept is set equal to Tables 4 to 6 report the estimation results for continuous, binary, and count data obtained under the alternative specifications for the random effects, that is RIS, AR(1), and RI, based on 500 simulated datasets. We remind that data are always generated from a RIS model; therefore, the estimation results allow us to evaluate the robustness of the proposed method with respect to model misspecification. As above, the results are reported in terms of mean, standard deviation, and RMSE of the parameter estimators, and average of the estimated standard error based on the observed information matrix provided by the quasi-Newton maximizer. Note that, as in the previous Table 4 . Mean of the parameter estimates, standard deviation (sd), average estimated standard error (se), and root mean square error (RMSE) for continuous data generated according to a RIS model.
Results
RIS
AR (1) simulations, we also report the results concerning the estimation of the variance-covariance matrix components of the random effects. However, we remind that a comparison between these estimates is not sensible, as the simulated data are fitted according to a different model with respect to the model used to generate them.
On the basis of the simulation results for continuous data (Table 4) , we conclude that the proposed method with AR(1) random effects provides reliable estimates of the parameters of the longitudinal process and of survival process also with data generated under the RIS model. The same conclusion holds for the parameters estimated under the assumption of RI, which are quite similar, in terms of mean and standard deviation, to those estimated under the RIS model. Obviously, the main differences are observed for the estimates of the variance of the random intercept 2 and of the repeated measurements 2 " . In such a case, we observe that, although the data are simulated Table 6 . Mean of the parameter estimates, standard deviation (sd), average estimated standard error (se), and root mean square error (RMSE) for count data generated according to a RIS model.
AR (1) according to a RIS model, the proposed hypothesis of random effects following an AR(1) process allows us to properly estimate the idiosyncratic error, with a small loss of efficiency with respect to the estimation under the RIS model. Table 5 reports the estimation results for longitudinal binary data. In such a context, we observe a slight worsening of the behavior of the estimators of the parameters for the longitudinal process, when AR(1) random effects are considered. Moreover, the estimator of the association parameter is slightly biased. On the other hand, parameters for the survival process are accurately estimated also under model misspecification, with standard errors and RMSE almost equal to those obtained assuming the true RIS model.
From the results of the simulation study involving longitudinal count data (Table 6) , we observe that model misspecification mainly affects the behavior of the estimator of the association parameter which is underestimated under the AR(1) specification. A higher bias is also observed when data are estimated according to an RI model, with negative estimates of the association parameter. The remaining estimates confirm what previously stated for continuous and binary data.
Applications
We illustrate three applications of the proposed class of JMs, which are based on some medical datasets characterized by different types of longitudinal outcome: continuous, count with excess of zeros, and bivariate with a normal and a binary response. The first example, involving a continuous longitudinal response variable, is mainly used to show the validity of our proposal in comparison with that of Barrett et al. 24 Then, the more general capability of application of the proposed model is illustrated through the other examples. For each example we provide the estimates of model parameters under the assumption of AR (1) random effects and under the two alternative specifications for random effects: RI and RIS.
Example 1: Lung functioning in patients affected by cystic fibrosis
In order to validate our model and the related estimation method, we compare it with the SGP II model of Barrett et al., 24 which is equivalent to our proposal in the case of a normally distributed repeated outcome. The analyzed dataset comes from the UK Cystic Fibrosis registry and covers years 2007-2013. The data concern n ¼ 3627 patients affected by cystic fibrosis, which is a genetic chronic disease influencing the physiological functioning of lungs, pancreas, liver, kidneys, and intestine; usually, patients die as a consequence of respiratory complications. An important biomarker of the lung functioning of a patient is the percentage of predicted forced expiratory volume in 1 s (FEV1), which is measured once a year. The total number of FEV1 measurements is 21578 and ranges from 1 to 7 for each patient with an average of 3.68, a standard deviation of 1.92, and a median of 4.00. Our aim is detecting a possible association between values of FEV1 and probability of survival, other than estimating the time trend, after adjusting for sex and age at baseline. The timescale is continuous and detects the number of years from the initial visit; for the survival model it is discretized into yearly windows.
The sample variogram 37 of ordinary least square residuals is shown in Figure 1 . The increasing trend of variogram suggests a sort of time dependence, which supports an AR(1) process rather than a RIS formulation of the random effects. In the latter context, a more sharply increasing trend should be expected as the variance increases quadratically in time.
Under the assumption that the longitudinal outcome is normally distributed, the longitudinal submodel is specified as in equation (2) under the AR(1) assumption and according to the corresponding linear formulation deriving from equation (6) under the RIS assumption.
In Table 7 we first show the estimation results referred to the SGP II model of Barrett et al. 24 ,a (columns 2-4) and to the JM under the MNAR assumption with AR(1) random effects (columns 5-7). Note that, in order to make comparable the original probit formulation involved in SGP II with the logit formulation of our proposed model, the regression coefficients of the survival submodel are transformed in a suitable way. We observe that, with univariate continuous outcomes, the proposed estimation method provides parameter estimates and standard errors that strongly resemble those obtained through the exact likelihood method proposed by Barrett et al., 24 while being more general of the latter. Table 7 also shows (columns 8-10) the parameter estimates under the MNAR assumption with RIS formulation, other than values of log-likelihood at convergence and Akaike's Information Criterion 38 (AIC) and Bayesian Information Criterion 39 (BIC) indices. We observe that, on the basis of both information criteria, the proposed model with time-varying random effects presents a better compromise between goodness of fit and parsimony with respect to the RIS model. We conclude for a significant negative effect of age at baseline on FEV1 and on the probability of survival and a positive, although not significant, effect of males with respect to females. Moreover, the estimated value of parameter denotes a positive association between the lung functioning and the probability of survival.
Finally, it is worth noting that the proposed estimation algorithm (Section 3) is highly stable. In particular, in order to assess the convergence to the global maximum of the model log-likelihood, a series of 100 random initializations of the proposed estimation algorithm is performed, following the strategy described in Section 3.2. The log-likelihood at convergence equals the best solution 81 times out of 100. 
Example 2: Effect of b-carotene in prevention of nonmelanoma skin cancer
The effect of -carotene is analyzed in preventing nonmelanoma skin cancer in high-risk individuals. The dataset used in this application comes from a randomized study 40 involving 1683 individuals randomized to placebo or to a treatment based on -carotene for a period of five years. The response variable of interest is the count of yearly new skin cancers per individual. The total number of observations is 7081 with a great prevalence of zeros (83.55%). As the longitudinal outcome is well described by a ZIP distribution, the longitudinal submodel is specified as in equations (7) and (8) .
The number of observed counts ranges from 1 to 5 for each individual with just 811 patients (48.19%) having a complete pattern of five measurements. Therefore, it is reasonable to account for the possible association between the longitudinal response process and the dropout, where the status of an individual is equal to 1 if he/she is in the follow up at a given time and to 0 if the individual drops out and, then, the count of yearly new skin cancers is missing.
Following Hasan et al., 41 who analyze the same data through a pattern-mixture ZIP model to account for informative dropout, in the proposed model certain baseline covariates are considered, which affect both the longitudinal and the survival processes: age (in years), type of skin (1 for burned individuals and 0 otherwise), sex (0 for females and 1 for males), number of previous skin cancers (exposure), treatment (0 for placebo and 1 for -carotene), time (in years, from 1 to 5). The timescale is discrete and corresponds to the year of measurement, which is the same for all patients; then the sequence of time windows for the survival model coincides with the original timescale of the data.
In Table 8 we report the parameter estimates of the JM under the general assumption of MNAR with AR(1) random effects (columns 2-4) and under the specific assumptions of MNAR with RI (columns 5-7) and with RIS (columns [8] [9] [10] .
Results concerning the longitudinal process are perfectly in agreement with those obtained by Hasan et al., 41 both in terms of estimated coefficients and in terms of statistical significance. More in detail, the risk of skin cancer is significantly higher for older males with burned skin and with a previous history of skin cancer rather than for younger females having a nonburned skin and not previous skin cancers. On the other hand, the data at issue do not provide any evidence of a significant effect of the treatment based on -carotene (p-values greater than 0.10), coherently with the results obtained by Greenberg et al. 40 and Hasan et al. 41 Moreover, although the effect of time is not significant, the estimated value of the autocorrelation coefficient ( ¼ 0:85) is in favor of AR(1) random effects, especially as the model specified under this assumption is preferable to the two models under the RI and RIS assumptions (compare AIC and BIC values in Table 8 ).
Concerning the survival process, the association parameter estimated under the three formulations for the random effects is always negative, but it is not statistically significant (p-values greater than 0.05). This result agrees with the conclusions of Hasan et al. 41 and provides evidence in favor of the MAR assumption. Furthermore, the parameter estimates obtained under the MAR assumption (reported in Table 9 ) are very similar to those obtained under the MNAR assumption (Table 8 ). The better performance of the AR(1) specification for random effects is confirmed also under the assumption of ignorable dropout, as outlined by values of the AIC and BIC indices reported in Table 9 .
Different to the pattern-mixture model of Hasan et al., 41 the proposed JM (both with AR(1) and with timeconstant random effects) provides a deeper insight of the dropout process. We observe that males with burned skin and treated with -carotene tend to exit from the follow-up significantly in advance with respect to other individuals.
Finally, as outlined in the previous section, also in this context the proposed estimation algorithm is highly stable: the log-likelihood at convergence obtained through the random rule equals the best solution 99 out of 100 times and corresponds to the solution reached by the deterministic initialization strategy.
Example 3: Bivariate analysis of two biomarkers of primary biliary cirrhosis
A dataset is analyzed concerning 312 patients affected by primary biliary cirrhosis, which represents a chronic and fatal liver disease characterized by destruction of bile ducts and, eventually, by cirrhosis of the liver. The data were collected by the Mayo Clinic from 1974 to 1984 42 within a randomized study for the treatment of primary biliary cirrhosis through a D-penicillamine-based drug. Patients affected by this disease present several biomarkers associated with the disease progression. Here we focus on the (logarithm of) serum bilirubin (in mg/dl) and on the possible presence of edema that are a consequence of accumulation of toxic compounds and fluids. The total number of measurements is 1945 and ranges from 1 to 16 for each patient with an average of 6.2, a standard deviation of 3.8, and a median of 5.0; then the dropout represents a relevant aspect of the study that we need to address appropriately.
The effect of D-penicillamine on the serum bilirubin and on the presence of edema is studied jointly with the status of patients, being the status equal to 1 if the patient is transplantation-free alive and to 0 in case of death or transplantation at a certain time occasion. Concerning the logarithm of serum bilirubin, which is a continuous variable, the increasing trend of the sample variogram, 37 displayed in Figure 2 , makes the assumption of timedependent random effects reasonable.
Since the first longitudinal outcome is described by a continuous normal variable and the second longitudinal outcome is described by a binary variable, the link functions of submodel (12), with r ¼ 2, are specified as an identity function and a logit function, similarly to equations (2) and (3), respectively; the same holds for the link functions of submodel (13) , under the RIS assumption.
Following Bartolucci and Farcomeni, 25 who perform a similar analysis on the same data adopting a mixed latent Markov model, we also account for the following baseline covariates: age, gender, albumin in mg/dl, logarithm of alkaline phosphatase in U/L, logarithm of transaminase (SGOT) in U/ml. Besides, we adjust for the effect of time and for the interaction between time and treatment. The timescale is continuous and corresponds to the number of years from the enrollment and the visit; for the survival model, this time is discretized into sixmonth time windows, in which a varying number of measurements of the serum bilirubin and of the presence of edema may be observed and death or transplantation may occur. Table 10 shows the parameter estimates of the JM under the assumption of AR(1) random effects (columns 2-4) and under the RI (columns 5-7) and RIS (columns 8-10) assumptions. We also display, for each model, the number of free parameters, the log-likelihood at convergence, and the values of the indices on which AIC and BIC are based. Both indices agree in detecting very similar levels of fit for models under AR(1) and RIS assumptions, with a slight advantage for the latter. We also report the survival curves (Figure 3 ) under the three assumptions about random effects for a generic patient having average characteristics at baseline and randomized to placebo (left panel) or treatment based on Dpenicillamine (right panel). As concerns the random effects, the average of 1000 values is adopted, which are simulated according to the AR(1) process defined in equation (9), a standard Gaussian distribution, or a standard bivariate Gaussian distribution, in the case of AR (1), RI, and RIS assumptions, respectively. The results obtained under the estimated models lead to the conclusion that the treatment based on Dpenicillamine has a beneficial effect on the log serum bilirubin and on the presence of edema; however, this effect is not statistically significant. The same result is obtained for the probability of transplantation-free survival (see also Figure 3 ). Concerning the other covariates, the expected values of log serum bilirubin increase with the levels of alkaline phosphatase and transaminase (SGOT) at baseline and decrease with the level of albumin and are lower for females with respect to males; the effect of age is not significant. On the other hand, the probability of edema increases with age and with levels of transaminase at the baseline and, on the contrary, it reduces as albumin increases, whereas the effect of the level of alkaline phosphatase is not significant. Besides, the effect of gender on the presence of edema has an opposite direction with respect to the effect on the log serum bilirubin: indeed, edema is more common in females rather than in males.
Regarding the survival process, the probability of transplantation-free survival significantly decreases with age and with the levels of transaminase, whereas it is higher for females and patients having higher levels of albumin. The status of any patient is also negatively correlated (^ equals to À1.59 in the case of AR(1) random effects, to À1.36 in the case of RI, and to À1.16 in the case of RIS) with the two longitudinal processes, confirming that the log serum bilirubin and the presence of edema are two relevant biomarkers of the health status and cannot be ignored. As expected, both the log serum bilirubin and the probability of edema tend to increase over time and, at the same time, the probability of transplantation-free survival reduces.
Finally, the results in terms of transplantation-free survival under the three different assumptions about the random effects are quite different. As shown in Figure 3 , the model with autocorrelated random effects (solid lines) provides a more positive trend for the probability of surviving in comparison with the model under the RIS assumption (dotted lines) and that under the RI assumption (dashed lines), both under placebo and treatment based on D-penicillamine.
With respect to the analysis on the same data proposed by Bartolucci and Farcomeni, 25 we observe that our results are only partially aligned with those obtained by the authors under their ''best'' model (see their Table 3 , columns 8-10), although our model has a lower value of BIC. Moreover, it is important to note that the mixed latent Markov model proposed by the authors is less parsimonious with respect to our model and it provides results that depend on the number of latent classes that have to be a priori chosen.
Finally, as observed for the two previously described applications, the estimation algorithm here proposed does not suffer from the problem of local maxima of the log-likelihood: in the case of bivariate data, the 100% of loglikelihood values at convergence of the estimation algorithm, obtained starting from the random values, are equal to the best solution, which corresponds to the solution reached by the deterministic strategy.
Conclusions
In this article we propose a JM approach to deal with longitudinal data affected by nonignorable dropout, which is commonly encountered in medicine as well as in other fields of application. The approach is based on accounting for the unobserved heterogeneity between subjects in a dynamic fashion, by adopting an AR(1) process for the random effects. This latent process has also the role of connecting the longitudinal response process with the survival process, and the strength of this association is measured on the basis of suitable parameters. In this way we generalize the typical JM approach [10] [11] [12] [13] in which the random effects are assumed to be time constant. Our approach is very flexible, as it may deal with response variables of any nature through a GLM parameterization, and even with counts having an excess of zeros and categorical/ordinal responses. Moreover, the approach may also be used in the presence of multivariate longitudinal data in which we observe a vector of outcomes at each time occasion. Parameter estimation of the proposed model relies on a sequential quadrature algorithm that is rather simple to be implemented and that has been used by Bartolucci et al. 27 in the simple context in which longitudinal responses are not affected by dropout.
Overall, the proposed approach is comparable with two very recent approaches in the literature about joint modeling a longitudinal response and a survival process. We refer in particular to the proposals of Barrett et al. 24 and Bartolucci and Farcomeni. 25 Both these contributions are based on a discretization of the time-to-event measurements; however, they differ in the way the time constancy of the random effects assumption is relaxed. Barrett et al. 24 adopt a linear mixed Gaussian model for the longitudinal process and a sequential probit model for the survival process, so as to accommodate different specifications of random effects. On the contrary, Bartolucci and Farcomeni 25 assume that the random effects follow a first-order Markov chain with a finite number of latent states. Different from the proposal of Barrett et al., 24 the approach we propose is more general, since it allows us to deal with response variables of any type and, with respect to the approach of Bartolucci and Farcomeni, 25 it has advantages in terms of stability. The advantages are illustrated by three applications on medical real data. The first application involves a continuous longitudinal outcome and allows us to validate the proposed estimation approach through a comparison with the same model estimated by means of the algorithm proposed by Barrett et al. 24 The second application concerns count data with excess of zeros and shows the potentialities of our proposal in applications involving longitudinal outcomes whose distribution does not necessarily belong to the exponential family. Finally, the third application involves a bivariate longitudinal outcome characterized by two variables of a different nature (continuous and binary). In all examples, the proposed approach leads to highly stable estimation results. Moreover, in these examples the proposed model is compared with the more traditional JM based on random intercept and random slope for the time. From this comparison, a certain advantage of our proposal emerges, mainly in the univariate cases, when the AR(1) approach presents a better fit with respect to the RIS approach. Moreover, from the computational point of view, our approach is less demanding and it allows us to adopt a higher number of quadrature points.
Finally, we stress that a key point of the proposed approach is that it has a simple interpretation and, at the same time, it is flexible and estimable by an algorithm that we make available to the reader. Given this, we avoid to explicitly consider versions of the proposed model for multivariate data which are based on a specific AR(1) process for each longitudinal response process. In fact, as we remark at the end of Section 2.2.2, the resulting model would require much more sophisticated computational tools, based on adaptive quadrature methods, 43 or even Bayesian inference tools. However, as we experimented by some attempts for bivariate longitudinal data, the resulting improvement in terms of goodness of fit might be not enough to justify the additional computational effort. 
