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Strictly Hyperbolic Equations with Coefficients
Low-Regular in Time and Smooth in Space
Massimo Cicognani and Daniel Lorenz
Abstract. We consider the Cauchy problem for strictly hyperbolic m-th
order partial differential equations with coefficients low-regular in time
and smooth in space. It is well-known that the problem is L2 well-posed
in the case of Lipschitz continuous coefficients in time, Hs well-posed
in the case of Log-Lipschitz continuous coefficients in time (with an,
in general, finite loss of derivatives) and Gevrey well-posed in the case
of Hölder continuous coefficients in time (with an, in general, infinite
loss of derivatives). Here, we use moduli of continuity to describe the
regularity of the coefficients with respect to time, weight sequences for
the characterization of their regularity with respect to space and weight
functions to define the solution spaces. We establish sufficient conditions
for the well-posedness of the Cauchy problem, that link the modulus
of continuity and the weight sequence of the coefficients to the weight
function of the solution space. The well-known results for Lipschitz,
Log-Lipschitz and Hölder coefficients are recovered.
Mathematics Subject Classification (2010). 35S05, 35L30, 47G30.
Keywords. higher order strictly hyperbolic Cauchy problem, modulus of
continuity, loss of derivatives, pseudodifferential operators.
1. Introduction
We consider the strictly hyperbolic Cauchy problem
Dmt u =
m−1∑
j=0
Am−j(t, x, Dx)D
j
tu+ f(t, x),
Dk−1t u(0, x) = gk(x), (t, x) ∈ [0, T ]× Rn, k = 1, . . . , m,
(1.1)
where
Am−j(t, x, Dx) =
∑
|γ|+j=m
am−j,γ(t, x)D
γ
x +
∑
|γ|+j≤m−1
am−j,γ(t, x)D
γ
x ,
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and Dt =
1
i ∂t, D
γ
x = (
1
i ∂x)
γ , as usual. We are interested in well-posedness
results for the above Cauchy problem, when the regularity of the coefficients
with respect to time is Lipschitz or below Lipschitz. We obtain a sufficient
result for well-posedness which links the regularity of the coefficients in time
to their regularity in space and the possible solution spaces.
It is well-known that the strictly hyperbolic Cauchy problem is not well-
posed in C∞, H∞, respectively, if the regularity of the coefficients in time is
lower than Lipschitz. Usually, one has to compensate for the low regularity in
time by assuming higher regularity in space. Colombini et al. [6] proved this
fact for second-order equations with Hölder continuous coefficients which only
depend on t. Considering operators whose coefficients are Hölder continuous
in time and Gevrey in the spatial variables, Nishitani [16] and Jannelli [10]
were able to extend the results of [6].
Colombini and Lerner [7] considered second-order operators with coef-
ficients which are Log-Lipschitz in time and C∞ in space (with some addi-
tional L∞ conditions). They proved well-posedness in Sobolev-spaces (with
finite loss of derivatives) and established the Log-Lipschitz regularity as the
natural threshold beyond which no Sobolev well-posedness could be expected.
Cicognani [4] extended the results of [7, 10, 16] to equations of order m
and considered Log-Lipschitz and Hölder continuous coefficients, which also
depend on x.
For second order equations Cicognani and Colombini [5] provided a
classification, linking the loss of derivatives to the modulus of continuity of
the coefficients with respect to time.
In this paper, we consider the strictly hyperbolic Cauchy problem (1.1),
where we assume that the coefficients am−j, γ satisfy∣∣Dβxam−j, γ(t, x)−Dβxam−j, γ(s, x)∣∣ ≤ CK|β|µ(|t−s|), 0 ≤ |t−s| ≤ 1, x ∈ Rn,
where µ is a modulus of continuity describing their regularity in time and
Kp is a weight sequence describing their regularity in space. To describe the
regularity of the initial data, the right hand side and the solution, we use the
spaces
Hνη, δ(R
n) =
{
f ∈ S ′(Rn); eδη(〈Dx〉)f(x) ∈ Hν(Rn)},
where Hν(Rn) = Hν, 2(Rn) denotes the usual Sobolev-spaces and δ > 0 is a
constant. Under suitable conditions we are able to prove that our problem is
well-posed and that we have a global (in time) solution which belongs to the
space
m−1⋂
j=0
Cm−1−j
(
[0, T ]; Hν+jη, δ (R
n)
)
.
As to be expected from the know results of the above-mentioned authors, the
modulus of continuity µ is linked to the weight function η. In this paper, we
describe how µ and η are related to each other and give sufficient conditions
for the well-posedness of problem (1.1) which link µ to η and the sequence
Kp.
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The paper is organized as follows: Section 2 reviews some definitions
and useful propositions related to moduli of continuity. It also provides an
introduction to the pseudodifferential calculus used in this paper. Section 3
states the main results of this paper and also features some examples and re-
marks. Finally, in Section 4 we proceed to prove the theorems of the previous
section.
2. Definitions and Useful Propositions
Let x = (x1, . . . , xn) be the variables in the n-dimensional Euclidean space
R
n and by ξ = (ξ1, . . . , ξn) we denote the dual variables. Furthermore, we set
〈ξ〉2 = 1+ |ξ|2. We use the standard multi-index notation. Precisely, let Z be
the set of all integers and Z+ the set of all non-negative integers. Then Z
n
+ is
the set of all n-tuples α = (α1, . . . , αn) with ak ∈ Z+ for each k = 1, . . . , n.
The length of α ∈ Zn+ is given by |α| = α1 + . . .+ αn.
Let u = u(t, x) be a differentiable function, we then write
ut(t, ξ) = ∂tu(t, x) =
∂
∂t
u(t, x),
and
∂αx u(t, x) =
(
∂
∂x1
)α1
. . .
(
∂
∂xn
)αn
u(t, x).
Using the notation Dxj = −i ∂∂xj , where i is the imaginary unit, we write also
Dαx = D
α1
x1
· · ·Dαnxn .
Similarly, for x ∈ Rn we set
xα = xα11 · · ·xαnn .
In the context of pseudodifferential operators and the related symbol calculus,
we sometimes use the notation
a
(α)
(β)(x, ξ) = ∂
α
ξ D
β
xa(x, ξ).
Let f be a continuous function in an open set Ω ⊂ Rn. By supp f we
denote the support of f , i.e. the closure in Ω of {x ∈ Ω, f(x) 6= 0}. By
Ck(Ω), 0 ≤ k ≤ ∞, we denote the set of all functions f defined on Ω, whose
derivatives ∂αx f exist and are continuous for |α| ≤ k. By C∞0 (Ω) we denote
the set of all functions f ∈ C∞(Ω) that have compact support in Ω. The
Sobolev-space Hk,p(Ω) consists of all functions that are k times differentiable
in Sobolev-sense and have (all) derivatives in Lp(Ω).
For two functions f = f(x) and g = g(x) we write
f(x) = o(g(x)) if lim
x→∞
f(x)
g(x)
= 0,
and we use the notation
f(x) = O(g(x)) if lim sup
x→∞
f(x)
g(x)
≤ C.
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We use C as a generic positive constant which may be different even in the
same line.
Furthermore, we introduce the following spaces.
Definition 2.1. Let η be a real, smooth, increasing function, ν ∈ R and δ > 0.
We define the space Hνη, δ = H
ν
η, δ(R
n) by
Hνη, δ(R
n) =
{
f ∈ S ′(Rn); eδη(〈Dx〉)f(x) ∈ Hν(Rn)},
where Hν(Rn) = Hν,2(Rn) denotes the usual Sobolev-spaces.
Definition 2.2. Let Kp be a positive, increasing sequence of real numbers. We
define the space B∞K = B
∞
K (R
n) by
B∞K (R
n) =
{
f ∈ C∞(Rn); sup
x∈Rn
|Dβxf(x)| ≤ CK|β| for all β ∈ Nn
}
.
By B∞ = B∞(Rn) we denote the space of all smooth functions that
have bounded derivatives.
2.1. Moduli of Continuity
As explained in Section 1, we use moduli of continuity to describe the reg-
ularity of the coefficients with respect to time. Let us briefly recall what we
understand by the term modulus of continuity.
Definition 2.3 (Modulus of Continuity and µ-Continuity). We call µ : [0, 1]→
[0, 1] a modulus of continuity, if µ is continuous, concave and increasing and
satisfies µ(0) = 0. A function f ∈ C(Rn) belongs to Cµ(Rn) if and only if
|f(x)− f(y)| ≤ Cµ(|x− y|),
for all x, y ∈ Rn, |x− y| ≤ 1 and some constant C.
Typical examples of moduli of continuity are presented in the following
table.
modulus of continuity commonly called
µ(s) = s Lipschitz-continuity
µ(s) = s
(
log
(
1
s
)
+ 1
)
Log-Lip-continuity
µ(s) = s
(
log
(
1
s
)
+ 1
)
log[m]
(
1
s
)
Log-Log[m]-Lip-continuity
µ(s) = sα, α ∈ (0, 1) Hölder-continuity
µ(s) =
(
log
(
1
s
)
+ 1
)−α
, α ∈ (0, ∞) Log−α-continuity
For convenience, we introduce the notion of weak and strong moduli of con-
tinuity (compared to the threshold of µ(s) = s log(s−1)).
Definition 2.4. We call a given modulus of continuity µ strong, if
lim
s→0+
µ(s)
s log(s−1)
≤ C,
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i.e. functions belonging to Cµ are Log-Lip-continuous or more regular. Con-
sequently, µ is called a weak modulus of continuity, if
lim
s→0+
s log(s−1)
µ(s)
= 0,
i.e. functions belonging to Cµ are less regular than Log-Lip.
2.2. Symbol Classes and Symbolic Calculus
We introduce the standard symbol classes of pseudodifferential operators fol-
lowing Hörmander [9].
Definition 2.5 (Smρ, δ and Ψ
m
ρ, δ). Letm, ρ, δ be real numbers with 0 ≤ δ < ρ ≤
1. Then we denote by Smρ, δ = S
m
ρ, δ(R
n ×Rn) the set of all a ∈ C∞(Rn ×Rn)
such that for all multi-indexes α, β the estimate
|Dβx∂αξ a(x, ξ)| ≤ Cα, β(1 + |ξ|)m−ρ|α|+δ|β|,
is valid for all x, ξ ∈ Rn and some constant Cα, β. We write S−∞ρ, δ =
⋂
m S
m
ρ, δ,
S∞ρ, δ =
⋃
m S
m
ρ, δ. For a given a = a(x, ξ) ∈ Smρ, δ, we denote by Op(a) =
a(x, Dx) the associated pseudodifferential operator, which is defined as
a(x, Dx)u(x) =
∫
Rn
eix·ξa(x, ξ)uˆ(ξ)đξ = Os−
∫∫
R2n
ei(x−y)·ξa(x, ξ)u(y)dyđξ,
where đξ = (2pi)−ndξ and Os− ∫∫
R2n
means the oscillatory integral.
By Ψmρ, δ = Ψ
m
ρ, δ(R
n) we denote the set of all pseudodifferential operators that
are associated to some symbol in Smρ, δ. Conversely, for a ∈ Ψmρ, δ, we denote
by σ(a) ∈ Smρ, δ the associated symbol.
Analogously, we define sets of weighted symbols and associated opera-
tors.
Definition 2.6 (Sm,ωρ, δ and Ψ
m,ω
ρ, δ ). Let m, ρ, δ be real numbers with 0 ≤ δ <
ρ ≤ 1. Let ω be a non-decreasing, continuous function satisfying ω(s) = o(s)
for s → +∞. Then we denote by Sm,ωρ, δ = Sm,ωρ, δ (Rn × Rn) the set of all
a ∈ C∞(Rn × Rn) such that for all multi-indexes α, β the estimate
|Dβx∂αξ a(x, ξ)| ≤ Cα, β(1 + |ξ|)m−ρ|α|+δ|β|ω(〈ξ〉),
is valid for all x, ξ ∈ Rn and some constant Cα, β . The set Ψm,ωρ, δ = Ψm,ωρ, δ (Rn)
is defined analogously to Ψmρ, δ.
As usual, if (ρ, δ) = (1, 0) we omit them and just write Sm, Sm,ω, Ψm,
Ψm,ω.
Since Ψm,ω ⊂ Ψm+1, the following composition result is obtained by
straightforward computation.
Proposition 2.7 (Composition of Ψm and Ψm,ω). Let a1 ∈ Sm1 and a2 ∈
Sm2, ω, then as operators in S or S ′
a1(x, Dx) ◦ a2(x, Dx) = b1(x, Dx),
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a2(x, Dx) ◦ a1(x, Dx) = b2(x, Dx),
where b1, b2 ∈ Sm1+m2, ω have the asymptotic expansions
b1(x, ξ) ∼
∑
α
1
α!
∂αξ a1(x, ξ)D
α
xa2(x, ξ),
b2(x, ξ) ∼
∑
α
1
α!
∂αξ a2(x, ξ)D
α
xa1(x, ξ).
Consider a pseudodifferential operator a ∈ Ψm and a non-negative,
increasing function ψ ∈ C∞(Rn). Throughout this paper we refer to the
transformation
aψ(x, Dx) = e
λψ(〈Dx〉) ◦ a(x, Dx) ◦ e−λψ(〈Dx〉)
as conjugation, where λ is a positive constant.
Proposition 2.8 (Conjugation in Ψm). Let a ∈ Ψm and let ψ ∈ C∞(Rn) be a
non-negative, increasing function satisfying∣∣∣∣ dkdskψ(s)
∣∣∣∣ ≤ Cks−kψ(s), k ∈ N, s ∈ R. (2.1)
We fix a constant λ > 0. Then the symbol aψ(x, ξ) = σ(aψ(x, Dx)) of
aψ(x, Dx) = e
λψ(〈Dx〉) ◦ a(x, Dx) ◦ e−λψ(〈Dx〉)
satisfies
aψ(x, ξ) = a(x, ξ) +
∑
0<|γ|<N
a(γ)(x, ξ)χγ(ξ) + rN (x, ξ), (2.2)
where
χγ(ζ) =
1
γ!
e−λψ(〈ξ〉)∂γν
(
eλψ(〈ν〉)
)∣∣∣
ν=ζ
, (2.3)
and
rN (x, ξ) =
N
(2pi)n
∑
|γ|=N
[
Os−
∫∫
R2n
1∫
0
(1 − ϑ)N−1e−iyζ
× a(γ)(x+ ϑy, ξ)χγ(ξ + ζ)dϑdydζ
]
.
(2.4)
Furthermore, we have the estimate
|∂αξ χγ(ξ)| ≤ Cα, γ〈ξ〉−|α|−|γ|(ψ(〈ξ〉))|γ| (2.5)
for ξ ∈ Rn and α ∈ Nn.
Proof. Relations (2.2), (2.3) and (2.4) are derived in [11, 13] for the case
ψ(s) = sκ. Deriving these equations for general ψ works just as described
there. Estimate (2.5) is obtained by straightforward calculation. We have
|∂αξ χγ(ξ)| =
1
γ!
∣∣∣∂αξ (e−λψ(〈ξ〉)∂γν (eλψ(〈ν〉))∣∣∣
ν=ξ
)∣∣∣
Strictly Hyperbolic Equations with Coefficients Low-Regular in Time 7
=
1
γ!
∣∣∣∂αξ (e−λψ(〈ξ〉)eλψ(〈ξ〉)Qγ(ξ))∣∣∣
≤ Cα, γ〈ξ〉−|α|−|γ|(ψ(〈ξ〉))|γ|,
where we used that
∂γν
(
eλψ(〈ν〉)
)∣∣∣
ν=ξ
= eλψ(〈ξ〉)Qγ(ξ),
and applied (2.1) to
Qγ(ξ) = Cγψ
′(〈ξ〉)|γ| +Rγ(ξ),
where Rγ(ξ) are lower order terms satisfying
|Rγ(ξ)| ≤ Cγψ′(〈ξ〉)|γ|−1ψ′′(〈ξ〉).
This yields estimate (2.5). 
Remark 2.9. By estimate (2.5) we are immediately able to conclude that
χγ ∈ S0 for all |γ| > 0, since ψ(〈ξ〉) = o(〈ξ〉).
Proposition 2.8 does not provide an estimate for rN (x, ξ). In order to
derive such an estimate we pose additional assumptions on the operator a
and the function ψ.
Proposition 2.10 (Estimating the remainder rN (x, ξ)). Take a ∈ Ψm and
ψ ∈ C∞ as in Proposition 2.8. Assume additionally that the symbol a =
a(x, ξ) ∈ Sm is such that
|∂αξ Dβxa(x, ξ)| ≤ CαK|β|〈ξ〉m−|α| (2.6)
for all x, ξ ∈ Rn. Here K|β| is a weight sequence such that
inf
p∈N
Kp
〈ξ〉p ≤ Ce
−δ0ψ(〈ξ〉) (2.7)
for some δ0 > 0. Furthermore, we suppose that the relation
ψ(〈ξ + ζ〉) ≤ ψ(〈ξ〉) + ψ(〈ζ〉) (2.8)
holds for all large ξ, ζ ∈ Rn. We assume that the constant λ > 0 is such that
there exists another positive constant c0 such that
δ0 − λ = c0 > 0. (2.9)
Then the remainder rN (x, ξ) given by (2.4) satisfies the estimate∣∣∂αξ DβxrN (x, ξ)∣∣ ≤ Cα, β,NλN 〈ξ〉m−|α|−Nψ(〈ξ〉)N (2.10)
for (x, ξ) ∈ Rn × Rn and α, β ∈ Nn.
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Proof. Our proof essentially follows the strategy presented in [11, 12]. We
have
|∂αξ DβxrN (x, ξ)| =
∣∣∣∣ N(2pi)n
∑
|γ|=N
α′+α′′=α
(
α
α′
)
Os−
∫∫
R2n
1∫
0
(1− ϑ)N−1
γ!
×F˜α′′, γ, β(x, y, ξ, ζ, ϑ)Gα′, γ(ξ, ζ)dϑdydζ
∣∣∣∣,
where
F˜α′′, γ, β(x, y, ξ, ζ, ϑ) = e
−iy·ζ∂α
′′
ξ D
γ+β
x a(x + ϑy, ξ), and
Gα′, γ(ξ, ζ) = ∂
α′
ξ
(
e−λψ(〈ξ〉)∂γν
(
eλψ(〈ν〉)
∣∣
ν=ξ+ζ
))
.
Considering Fα′′, γ, β = Fα′′, γ, β(x, ξ, ζ) with
Fα′′, γ, β = Os−
∫
Rn
1∫
0
(1 − ϑ)N−1F˜α′′, γ, β(x, y, ξ, ζ, ϑ)dϑdy,
and obtain for |ζ| ≥ 1 that
|ζκFα′′, γ, β | =
∣∣∣∣Os−
∫
Rn
1∫
0
(1− ϑ)N−1ζκe−iy·ζ∂α′′ξ Dγ+βx a(x+ ϑy, ξ)dϑdy
∣∣∣∣
=
∣∣∣∣Os−
∫
Rn
1∫
0
(1− ϑ)N−1e−iy·ζ∂α′′ξ DκyDγ+βx a(x+ ϑy, ξ)dϑdy
∣∣∣∣
≤ CN,α′′K|γ|+|β|+|κ|〈ξ〉m−|α
′′|,
where we used ζκe−iy·ζ = (−Dy)κe−iy·ζ and integrated by parts. For |ζ| ≥ 1
we know that 〈ζ〉 ≤ √2|ζ|. Hence, it is clear that
|Fα′′, γ, β | ≤ CN,α′′K|γ|+|β|+|κ|〈ξ〉m−|α
′′||ζ|−|κ|
≤
√
2
|κ|
CN,α′′K|γ|+|β|+|κ|〈ξ〉m−|α
′′|〈ζ〉−|κ|.
In the case |ζ| < 1 we have 〈ζ〉|κ| < √2|κ|. This allows us to conclude
|Fα′′, γ, β | ≤ Os−
∫
Rn
1∫
0
(1− ϑ)N−1
∣∣∂α′′ξ Dγ+βx a(x+ ϑy, ξ)∣∣dϑdy
≤ CN,α′′K|γ|+|β|〈ξ〉m−|α
′′|
≤
√
2
|κ|
CN,α′′K|γ|+|β|+|κ|〈ξ〉m−|α
′′|〈ζ〉−|κ|.
We combine the estimates of both cases and obtain
|Fα′′, γ, β(x, ξ, ζ)| ≤
√
2
|κ|
CN,α′′K|γ|+|β|+|κ|〈ξ〉m−|α
′′|〈ζ〉−|κ|
≤
√
2
|κ|
CN,α′′, γ, βK|κ|〈ξ〉m−|α
′′|〈ζ〉−|κ| (2.11)
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for all x, ξ, ζ ∈ Rn.
Next, we consider
Gα′, γ(ξ, ζ) = ∂
α′
ξ
(
e−λψ(〈ξ〉)∂γν
(
eλψ(〈ν〉)
∣∣
ν=ξ+ζ
))
,
and find that
∂γν
(
eλψ(〈ν〉)
∣∣
ν=ξ+ζ
)
= eλψ(〈ξ+ζ〉)Q1, γ(ξ + ζ),
∂α
′
ξ
(
e−λψ(〈ξ〉)∂γν
(
eλψ(〈ν〉)
∣∣
ν=ξ+ζ
))
= eλ(ψ(〈ξ+ζ〉)−ψ(〈ξ〉))Q2, γ, α′(ξ + ζ, ξ),
where
|Q1, γ(ξ + ζ)| ≤ Cγλ|γ|ψ′(〈ξ + ζ〉)|γ|, (2.12)
|Q2, γ, α′(ξ + ζ, ξ)| ≤ Cγ, α′ |Q1, γ(ξ + ζ)|λ|α
′|
∣∣ψ′(〈ξ + ζ〉)− ψ′(〈ξ〉)∣∣|α′|
≤ Cγ, α′λ|γ|+|α
′|ψ′(〈ξ + ζ〉)|γ|
∣∣ψ′(〈ξ + ζ〉)− ψ′(〈ξ〉)∣∣|α′|.
(2.13)
For some ϑ˜ ∈ (0, 1), we have the estimate
|ψ′(〈ξ + ζ〉) − ψ′(〈ξ〉)||α′| = |ψ′′(〈ξ + ζ〉 − ϑ˜〈ξ〉)||α′||〈ξ + ζ〉 − 〈ξ〉||α′|
≤ C
∣∣∣∣ψ(〈ξ + ζ〉 − ϑ〈ξ〉)|〈ξ + ζ〉 − ϑ˜〈ξ〉|2
∣∣∣∣
|α′|
〈ζ〉|α′|
≤ C〈ξ〉−|α′|〈ζ〉|α′|, (2.14)
where we applied assumption (2.1). Combining (2.12), (2.13) and (2.14), we
obtain
|Gα′, γ(ξ, ζ)| ≤ Cγ, α′λ|γ|+|α
′|eλ
(
ψ(〈ξ+ζ〉)−ψ(〈ξ〉)
)
ψ′(〈ξ + ζ〉)|γ|
×
∣∣ψ′(〈ξ + ζ〉)− ψ′(〈ξ〉)∣∣|α′|
≤ Cγ, α′λ|γ|+|α
′|eλ
(
ψ(〈ξ+ζ〉)−ψ(〈ξ〉)
)
ψ(〈ξ + ζ〉)|γ|
〈ξ + ζ〉|γ| 〈ξ〉
−|α′|〈ζ〉|α′|
≤ Cγ, α′λ|γ|+|α
′|eλ
(
ψ(〈ξ+ζ〉)−ψ(〈ξ〉)
) 〈ζ〉|α′|ψ(〈ξ + ζ〉)|γ|
〈ξ〉|α′|+|γ| .
In view of assumption (2.8), i.e. ψ(〈ξ + ζ〉) ≤ ψ(〈ξ〉) + ψ(〈ζ〉), we conclude
that
|Gα′, γ(ξ, ζ)| ≤ Cγ, α′λ|γ|+|α
′|eλψ(〈ζ〉)
〈ζ〉|α′|(ψ(〈ξ〉) + ψ(〈ζ〉))|γ|
〈ξ〉|α′|+|γ| . (2.15)
Combining (2.11) and (2.15) implies
|∂αξ DβxrN (x, ξ)| ≤
N
(2pi)nN !
∑
|γ|=N
α′+α′′=α
δ′+δ′′=α′
(
α
α′
)(
α′
δ′
)
CN,α, β
√
2
|κ|
Os−
∫
Rn
eλψ(〈ζ〉)
× λ|γ|K|κ|〈ζ〉−(|κ|−|α
′|)(ψ(〈ξ〉) + ψ(〈ζ〉))|γ|〈ξ〉m−|α|−|γ|dζ.
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We use K|κ| ≤ CαK|κ|−|α′| and apply assumption (2.7) to choose κ such that
K|κ|−|α′|〈ζ〉−(|κ|−|α
′|) ≤ Ce−δ0ψ(〈ζ〉).
This yields
|∂αξ DβxrN (x, ξ)| ≤
N
(2pi)nN !
∑
|γ|=N
CN,α, β
√
2
|κ|
λ|γ|Os−
∫
Rn
e−(δ0−λ)ψ(〈ζ〉)
×(ψ(〈ξ〉) + ψ(〈ζ〉))|γ|〈ξ〉m−|α|−|γ|dζ.
By assumption (2.9) there exists a positive constant c0 such that δ0 − λ =
c0 > 0. We conclude that
|∂αξ DβxrN (x, ξ)| ≤ Cα, β,N
∑
|γ|=N
〈ξ〉m−|α|−|γ|λ|γ|Os−
∫
Rn
e−c0ψ(〈ζ〉)
√
2
|κ|
×(ψ(〈ξ〉) + ψ(〈ζ〉))|γ|dζ
≤ Cα, β,NλN 〈ξ〉m−|α|−N
∑
|γ|=N
Os−
∫
Rn
e−c0ψ(〈ζ〉)
√
2
|κ|
×(ψ(〈ξ〉)|γ| + ψ(〈ζ〉)|γ|)dζ
≤ Cα, β,NλN 〈ξ〉m−|α|−Nψ(〈ξ〉)NOs−
∫
Rn
e−
c0
2 ψ(〈ζ〉)
√
2
|κ|
dζ
≤ Cα, β,NλN 〈ξ〉m−|α|−Nψ(〈ξ〉)N .
This concludes the proof. 
3. Statement of the Results
Depending on the modulus of continuity of the coefficients, we expect to have
an at most finite loss of derivatives (for strong moduli of continuity) or an
infinite loss of derivatives (for weak moduli of continuity). We account for
this difference by stating two different theorems, one for strong and one for
weak moduli of continuity.
In both cases we consider the Cauchy problem

Dmt u =
m−1∑
j=0
Am−j(t, x, Dx)D
j
tu+ f(t, x),
Dk−1t u(0, x) = gk(x), (t, x) ∈ [0, T ]× Rn, k = 1, . . . , m,
(3.1)
where
Am−j(t, x, Dx) =
∑
|γ|+j=m
am−j,γ(t, x)D
γ
x +
∑
|γ|+j≤m−1
am−j,γ(t, x)D
γ
x .
We assume in both cases the following conditions:
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(SH1) The Cauchy problem is strictly hyperbolic, i.e. that the characteristic
roots τk(t, x, ξ), k = 1, . . . , m, of the principal part
Pm(t, x, τ, ξ) = τ
m −
m−1∑
j=0
A(m−j)(t, x, ξ)τ
j
= τm −
m−1∑
j=0
∑
|γ|+j=m
am−j,γ(t, x)ξ
γτ j ,
are real when |ξ| 6= 0, simple and numbered in such a way that
τ1(t, x, ξ) < τ2(t, x, ξ) < . . . < τm(t, x, ξ),
for all t ∈ [0, T ], x, ξ ∈ Rn.
(SH2) The coefficients am−j, γ(t, x) of the lower order terms (i.e. |γ| + j ≤
m− 1) are continuous in time and the coefficients am−j, γ(t, x) of the
principal part (i.e. |γ|+ j = m) satisfy∣∣Dβxam−j, γ(t, x) −Dβxam−j, γ(s, x)∣∣ ≤ CK|β|µ(|t− s|),
for some constant C > 0 and a weight sequence Kp, all t, s ∈ [0, T ],
all β ∈ Nn and fixed x ∈ Rn, where µ is a strong or weak modulus of
continuity.
(SH3) The modulus of continuity µ in (SH2) can be written in the form
µ(s) = sω(s−1),
where ω(s) is a non-decreasing, smooth function on [0, 1].
3.1. Result for Strong Moduli of Continuity
We are able to prove the following well-posedness result if we assume (SH1),
(SH2) and (SH3) as well as the following conditions:
(SH1-S) The modulus of continuity µ in (SH2) is strong and the weight
sequence Kp is arbitrary.
(SH2-S) All the coefficients am−j, γ belong to C
(
[0, T ]; B∞
)
.
(SH3-S) The initial data gk belongs to H
ν+m−k for k = 1, · · · , m.
(SH4-S) The right-hand side f = f(t, x) ∈ C([0, T ]; Hν).
(SH5-S) The function ω is smooth and satisfies∣∣∣∣ dkdsk ω(s)
∣∣∣∣ ≤ Cks−kω(s) (3.2)
for all k ∈ N and large s ∈ R+.
Theorem 3.1. Consider the Cauchy problem (3.1). Under the above assump-
tions, there is a κ > 0 such that for every s ∈ R there exists a unique global
(in time) solution
u ∈
m−1⋂
j=0
Cm−1−j
(
[0, T ]; Hν+jω,−κT
)
.
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The solution satisfies the a-priori estimate
m−1∑
j=0
∥∥〈Dx〉ν+m−1−je−κtω(〈Dx〉)∂jtu(t, ·)∥∥2L2
≤ C
( m∑
k=1
∥∥〈Dx〉ν+m−kgk(0, ·)∥∥2L2 +
t∫
0
∥∥〈Dx〉νe−κzω(〈Dx〉)f(z, ·)∥∥2L2dz)
for 0 ≤ t ≤ T and some C = Cs > 0.
We note that the spaces Hνω, κT are imbedded into Sobolev spaces, since
we are dealing with strong moduli of continuity, i.e. ω(s) = O(log(s)). This
means, that for ω(s) = 1, i.e. Lipschitz-continuous coefficients, we have no
loss of derivatives. For coefficients that are Log-Lipschitz-continuous in time,
we have well-posedness in Hνlog,−κT = H
ν−κT with at most finite loss of
derivatives. In between both cases, the loss of derivatives is arbitrarily small.
3.2. Result for Weak Moduli of Continuity
We are able to prove the following well-posedness result if we assume (SH1),
(SH2) and (SH3) as well as the following conditions:
(SH1-W) The modulus of continuity µ in (SH2) is weak.
(SH2-W) All the coefficients am−j, γ belong to C
(
[0, T ]; B∞K
)
.
(SH3-W) The initial data gk belongs to H
ν+m−k
η, δ1
for k = 1, · · · , m.
(SH4-W) The right-hand side f = f(t, x) ∈ C([0, T ]; Hνη, δ2).
(SH5-W) The weight function η and the sequence of constants Kp satisfy the
relation
inf
p∈N
Kp
〈ξ〉p ≤ Ce
−δ0η(〈ξ〉)
for large |ξ| and some δ0 > 0.
(SH6-W) The functions η and ω are smooth and satisfy∣∣∣∣ dkdsk η(s)
∣∣∣∣ ≤ Cks−kη(s),
∣∣∣∣ dkdsk ω(s)
∣∣∣∣ ≤ Cks−kω(s), (3.3)
for all k ∈ N and large s ∈ R+ and
η(〈ξ + ζ〉) ≤ η(〈ξ〉) + η(〈ζ〉), ω(〈ξ + ζ〉) ≤ ω(〈ξ〉) + ω(〈ζ〉) (3.4)
for all large ξ, ζ ∈ Rn.
Theorem 3.2. Consider the Cauchy problem (1.1). Under the above assump-
tions, there is a unique global (in time) solution
u ∈
m−1⋂
j=0
Cm−1−j
(
[0, T ]; Hν+jη, δ
)
,
where δ < min{δ0, δ1, δ2}, provided that,
µ
(
1
〈ξ〉
)
〈ξ〉 = ω(〈ξ〉) = o(η(〈ξ〉)). (3.5)
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More specifically, for any t0 ∈ [0, T ], any sufficiently large κ and for any
T ∗ ∈ [0, T − t0] such that κT ∗ is sufficiently small, we have the a-priori
estimate
m−1∑
j=0
∥∥〈Dx〉ν+m−1−jeκ(T∗+t0−t)ω(〈Dx〉)∂jtu(t, ·)∥∥2L2
≤ C
( m∑
k=1
∥∥〈Dx〉ν+m−keκ(T∗+t0)ω(〈Dx〉)gk(t0, ·)∥∥2L2
+
t∫
t0
∥∥〈Dx〉νeκ(T∗+t0−z)ω(〈Dx〉)f(z, ·)∥∥2L2dz),
for t0 ≤ t ≤ t0 + T ∗.
We note that the spaces Hν+jη, δ are spaces of ultra-differentiable functions,
since we are dealing with weak moduli of continuity, i.e. ω(s) = o(log(s)). In
general, the loss of derivatives that occurs is infinite.
3.3. Examples and Remarks
Let us begin with some examples of strong moduli of continuity.
Example (Lipschitz-coefficients). Let the coefficients be Lipschitz continuous
in time, i.e. µ(s) = s and ω(s) = 1, and B∞ in space. The initial data gk and
right-hand side f are chosen such that
gk ∈ Hν+m−k, k = 1, . . . , m, f ∈ C
(
[0, T ]; Hν
)
.
All assumptions are satisfied and we a have global (in time) solution
u = u(t, x) ∈
m−1⋂
j=0
Cm−1−j
(
[0, T ]; Hν+j
)
,
i.e. we have Sobolev-well-posedness without a loss of derivatives. This result
is already well-known (see e.g. [2, 4, 5], [8, Chapter 9] and [15, Chapter 6]).
Example (Log-Lip-coefficients). Let the coefficients be Log-Lip-continuous in
time, i.e. µ(s) = s
(
log(s−1) + 1
)
and ω(s) = log(s) + 1, and B∞ in space.
The initial data gk and right-hand side f are chosen such that
gk ∈ Hν+m−k, k = 1, . . . , m, f ∈ C
(
[0, T ]; Hν
)
.
In this case, we have a global (in time) solution
u = u(t, x) ∈
m−1⋂
j=0
Cm−1−j
(
[0, T ]; Hν+j−κT
)
,
where κ > 0 is sufficiently large. We conclude that we have an at most finite
loss of derivatives, which is also a well-known result (see e.g. [2, 4, 5, 7]).
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Next, we consider weak moduli of continuity. Looking at Theorem 3.2,
assumptions (SH5-W) and (SH6-W) may not be as intuitive as the other
ones.
Assumption (SH5-W) describes the connection between the weight func-
tion η of the solution space and the behavior of the coefficients with respect
to the spatial variables. In a way, we may interpret this condition as a multi-
plication condition in the sense that the regularity of the coefficients in x has
to be such that the product of coefficients and the solution stays in the solu-
tion space. This means that the weight sequence Kp and the weight function
η have to be compatible in a certain sense. One way to ensure that they are
compatible is to choose them such that the function space of all functions
f ∈ C∞(Rn) with
sup
x∈Rn
|Dαxf(x)| ≤ CK|α|,
and the function space of all functions f ∈ L2(Rn) with
eη(〈Dx〉)f ∈ L2(Rn)
coincide. For results concerning the conditions on η and Kp under which both
spaces coincide, we refer the reader to [3, 17, 20].
Assumption (SH6-W) provides some relations that are used in the pseu-
dodifferential calculus. Condition (3.3) for η and ω is not really a restriction.
If η or ω happen to be not smooth, we can define equivalent weight functions,
that are smooth and satisfy (3.3).
The difficulty of checking whether condition (3.4), is satisfied, certainly
depends on the choice of η and ω. However, in some cases it may be easier
to verify that η and ω belong to a certain class of weights, for which (3.4) is
satisfied. An example of such a class is introduced in Definition 3.7 in [20].
In the following, we compute some examples for weak moduli of conti-
nuity. In each example, we first choose a certain modulus of continuity µ to
describe the regularity of the coefficients in time. Depending on this mod-
ulus of continuity, we look for a suitable weight function η which satisfies
(3.5). Having chosen η, we specify the regularity of the coefficients in space
by choosing a sequence of constants Kp such that (SH5-W) is satisfied.
Example (Log-Log[m]-Lip coefficients). Let the coefficients be Log-Log[m]-Lip
continuous in time, i.e. µ(s) = s
(
log
(
1
s
)
+ 1
)
log[m]
(
1
s
)
and ω(s) = (log(s)+
1) log[m](s), m ≥ 2. We choose
η(s) = log(s)
(
log[m](s)
)1+ε
+ cm,
where ε > 0 is arbitrarily small and cm > 0 is such that η(s) ≥ 1 for all
s ≥ 1. Finding a suitable weight sequence Kp is not obvious. In the literature
on weight sequences and weight functions (e.g. [3, 14, 18, 19]), for a given
weight functionM(t) one can compute the associated weight sequence {Mp}p
by considering
Mp = sup
t>0
tp
eM(t)
.
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Following this approach for our weight function η runs into the difficulty of
actually computing the above supremum. However, it is possible to compute
the associated sequence for ω, which is Mp,ω = (exp
[m](p))(p−1)e−p. From
this, we can get a possible sequence Kp by decreasing the growth of Mp,ω .
Setting Kp = (exp
[m](p))(p−1)e−p−ε˜, for some ε˜ > 0, yields a possible weight
sequence for η, in the sense that, for fixed ε˜ > 0 there is a ε > 0 such that
(SH5-W) is satisfied. However it is not clear how ε˜ is related to ε in general.
Furthermore, it is not clear whether the set of functions defined by Kp forms
a proper function space.
Another way to obtain a possible weight sequence Kp (which actually
defines a function space) is to guess a weight sequence {Mp}p and to compute
the associated weight function M(t) by considering
M(t) = sup
p∈N
log
( |t|p
Mp
)
if t 6= 0 and M(0) = 0.
Then we compare M(t) and η. If M(t) grows faster than η, then Mp is a
potential candidate for Kp. Of course, following this procedure, we cannot
ensure that the sequence Kp is optimal.
In our case, we consider the sequence {Mp}p = {pp2}p, which defines a
space of ultradifferentiable functions (see [18, 19]). We compute the associated
function M(ξ) and obtain
M(ξ) =
log(〈ξ〉)
2
eW
(
log(〈ξ〉)√e
2
)
− 12 ,
where W denotes the Lambert W function (also called product logarithm).
For sufficiently large ξ we find that M(ξ) < η(〈ξ〉) and, therefore, we obtain
the inequality
inf
p∈N
pp
2
〈ξ〉p ≤ Ce
−M(ξ) ≤ Ce−δ0η(〈ξ〉),
for some δ0 > 0.
Either way, condition (SH5-W) is satisfied if the coefficients am−j, γ are
Log-Log[m]-Lip-continuous in time, belong to B∞ in space and satisfy
|Dβxam−j, γ(t, x)| ≤ CK|β|,
uniformly in x, for fixed t.
The initial data gk and right-hand side f are chosen such that
gk ∈ Hν+m−kη, δ1 , k = 1, . . . , m, f ∈ C
(
[0, T ]; Hνη, δ2
)
.
Lastly, we check that assumption (SH6-W) is satisfied. Clearly,∣∣∣ dk
dsk
η(s)
∣∣∣ ≤ Cks−kη(s), ∣∣∣ dk
dsk
ω(s)
∣∣∣ ≤ Cks−kω(s)
for all k ∈ N and large s ∈ R.
Proving
η(〈ξ + ζ〉) ≤ η(〈ξ〉) + η(〈ζ〉), ω〈ξ + ζ〉) ≤ ω(〈ξ〉) + ω(〈ζ〉), (3.6)
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for large 〈ξ〉 and 〈ζ〉, is not so obvious. We use that η and ω belong to the
set W(R) which was introduced by Reich [20]. In [20] the author proves that
all functions in W(R) satisfy an even stronger condition than (3.6).
Thus, all assumptions are satisfied and we have a global (in time) solu-
tion u = u(t, x) ∈
m−1⋂
j=0
Cm−1−j
(
[0, T ]; Hν+jη, δ
)
with δ < min{δ0, δ1, δ2}. We
expect an infinite loss of derivatives since log(s) = o(η(s)).
Example (Hölder-coefficients). Let the coefficients be Hölder-continuous in
time, i.e. µ(s) = sα and ω(s) = s1−α, α ∈ (0, 1). We choose
η(s) = sκ,
where κ > 1− α is a constant. We use the well-known inequality
inf
p∈N
(p!)
1
κ (A〈ξ〉−1)p ≤ Ce−δ0η(〈ξ〉),
where A is a positive constant. This yields that condition (SH5-W) is satisfied
if the coefficients am−j, γ are Hölder-continuous in time and belong to the B
∞
in space and satisfy
|Dβxam−j, γ(t, x)| ≤ C(|β|!)
1
κA|β|,
uniformly in x, for fixed t. This defines the Gevrey space G
1
κ (Rn). The initial
data gk and right-hand side f are chosen such that
gk ∈ Hν+m−kη, δ1 , k = 1, . . . , m, f ∈ C
(
[0, T ]; Hνη, δ2
)
.
Lastly, we check that assumption (SH6-W) is satisfied. Clearly,∣∣∣ dk
dsk
η(s)
∣∣∣ ≤ Cks−kη(s), ∣∣∣ dk
dsk
ω(s)
∣∣∣ ≤ Cks−kω(s)
for all k ∈ N and large s ∈ R. Moreover,
ω(〈ξ + ζ〉) ≤ ω(〈ξ〉) + ω(〈ζ〉), and η(〈ξ + ζ〉) ≤ η(〈ξ〉) + η(〈ζ〉)
for sufficiently large 〈ξ〉 and 〈ζ〉.
Thus, all assumptions are satisfied and we have a global (in time) so-
lution u = u(t, x) ∈
m−1⋂
j=0
Cm−1−j
(
[0, T ]; Hν+jη, δ
)
with δ < min{δ0, δ1, δ2},
where the loss of derivatives is infinite, since log(s) = o(η(s)).
We remark, that Hνη, δ is the classical Gevrey space G
1
κ , which means
we have Gevrey-well-posedness (with infinite loss of derivatives), if κ > 1−α,
which is a well-known result (cf. e.g. [1, 4, 10, 16]).
Example (Log−α-coefficients). Let the coefficients be Log−α-continuous in
time, i.e. µ(s) =
(
log
(
1
s
)
+ 1
)−α
and ω(s) = s (log(s) + 1)
−α
, α ∈ (0, 1). We
choose
η(s) = s (log(s) + 1)
−κ
,
where 0 < κ < α is a constant. In view of Definition 9 and Example 25 in
[3], we find that condition (SH5-W) is satisfied if we choose
Kp = ((p+ 1)(log(e+ p)))
p.
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The initial data gk and right-hand side f are chosen such that
gk ∈ Hν+m−kη, δ1 , k = 1, . . . , m, f ∈ C
(
[0, T ]; Hνη, δ2
)
.
Lastly, we check that assumption (SH6-W) is satisfied. Clearly,∣∣∣ dk
dsk
η(s)
∣∣∣ ≤ Cks−kη(s), ∣∣∣ dk
dsk
ω(s)
∣∣∣ ≤ Cks−kω(s)
for all k ∈ N and large s ∈ R. The relations
ω(〈ξ + ζ〉) ≤ ω(〈ξ〉) + ω(〈ζ〉), and η(〈ξ + ζ〉) ≤ η(〈ξ〉) + η(〈ζ〉)
for sufficiently large 〈ξ〉 and 〈ζ〉, can be proved by using a similar approach
to the one used in Example 3.3.
Thus, all assumptions are satisfied and we have a global (in time) solu-
tion u = u(t, x) ∈
m−1⋂
j=0
Cm−1−j
(
[0, T ]; Hν+jη, δ
)
with δ < min{δ0, δ1, δ2}. We
expect an infinite loss of derivatives since log(s) = o(η(s)).
4. Proofs
In this section, we prove Theorem 3.1 and Theorem 3.2. Both proofs follow
the steps described below and are, in fact, identical until we perform the
change of variables. In the case of strong moduli of continuity, this change of
variables features pseudodifferential operators of finite order; for weak moduli
of continuity these pseudodifferential operators are of infinite order.
The first step of both proofs is to introduce regularized characteristic
roots λj which are smooth in time. We continue by rewriting the original
differential equation using the newly defined regularized roots and transform
the differential equation into a system of order one with respect to the deriva-
tives in time. After the diagonalization of the principal part, we perform a
change of variables (containing the loss of derivatives). Finally, we able to
apply sharp Gårding’s inequality and Gronwall’s lemma to derive a Hν-Hν-
estimate, this implies L2 well-posedness for the auxiliary Cauchy problem.
4.1. Regularize Characteristic Roots
The characteristic roots of the operator in (3.1) are the solutions τ1, . . . , τm
of characteristic equation
τm −
m−1∑
j=0
∑
|γ|+j=m
am−j, γ(t, x)ξ
γτ j = 0.
They are homogeneous of degree 1 in ξ and∣∣∂αξ Dβxτj(t, x, ξ)− ∂αξ Dβxτj(s, x, ξ)∣∣ ≤ CK|β|µ(|t− s|)〈ξ〉1−|α|,
due to the assumptions (SH1) and (SH2). Since the characteristic roots are
only µ-continuous in time, it is useful to approximate them by regularized
roots which are smooth in time.
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Definition 4.1. Let ϕ ∈ C∞0 (R) be a given function satisfying
∫
R
ϕ(x)dx = 1
and ϕ(x) ≥ 0 for any x ∈ R with suppϕ ⊂ [−1, 1]. Let ε > 0 and set
ϕε(x) =
1
ε
ϕ
(
x
ε
)
. Then we define for j = 1, . . . , m,
λj(t, x, ξ) := (τj(·, x, ξ) ∗ ϕε(·))(t, x, ξ).
Remark 4.2. The characteristic roots τj(t, x, ξ) are defined on [0, T ]×Rn×
R
n. For the above definition to be sensible, it is necessary to extend them to
[−ε, T + ε]×Rn×Rn, continuously. However, we do not distinguish between
τj(t, x, ξ) and their continuation but just write τj(t, x, ξ).
The following relations are obtained by straightforward computations.
Proposition 4.3. For ε = 〈ξ〉−1 we have λj ∈ C
(
[0, T ]; S1
)
. There exist
constants Cα > 0 such that the inequalities
(i)
∣∣∂αξ Dβx∂kt λj(t, x, ξ)∣∣ ≤ CαK|β|〈ξ〉k+1−|α|µ(〈ξ〉−1), for all k ≥ 1, j =
1, . . . , m,
(ii)
∣∣∂αξ Dβx(λj(t, x, ξ)− τj(t, x, ξ))∣∣ ≤ CαK|β|〈ξ〉1−|α|µ(〈ξ〉−1), for all j =
1, . . . , m, and
(iii) λj(t, x, ξ)− λi(t, x, ξ) ≥ C〈ξ〉, for all 1 ≤ i < j ≤ m,
are satisfied for all t ∈ [0, T ] and x, ξ ∈ Rn.
Remark 4.4. We observe that (i) and (ii) in Proposition 4.3 are equivalent
to
(i)
∣∣∂αξ Dβx∂kt λj(t, x, ξ)∣∣ ≤ CαK|β|〈ξ〉k−|α|ω(〈ξ〉) and
(ii)
∣∣∂αξ Dβx(λj(t, x, ξ)− τj(t, x, ξ))∣∣ ≤ CαK|β|〈ξ〉−|α|ω(〈ξ〉).
4.2. Factorization and Reduction to a Pseudodifferential System of First Or-
der
We are interested in a factorization of the operator P (t, x, Dt, Dx). Formally,
this leads to
P (t, x, Dt, Dx) = (Dt − τm(t, x, Dx)) · · · (Dt − τ1(t, x, Dx))
+
m−1∑
j=0
Rj(t, x, Dx)D
j
t ,
(4.1)
where the difficulty is that the operators τk(t, x, Dx) are not differentiable
with respect to t, which means that the compositionDt◦τk(t, x, Dx) may not
be well-defined. An idea to overcome this difficulty is to use the regularized
roots λk(t, x, Dx) in (4.1) instead of τk(t, x, Dx). This idea, however, comes
at the price of increasing the order of the lower order terms. How much their
order is increased depends on the terms
∣∣∂αξ Dβx(λj(t, x, ξ)− τj(t, x, ξ))∣∣. In
view of Proposition 4.3 and Remark 4.4 we define the operator
P˜ (t, x, Dt, Dx) = (Dt − λm(t, x, Dx) ◦ . . . ◦ (Dt − λ1(t, x, Dx)),
and observe that P˜ (t, x, Dt, Dx) is a factorization of P (t, x, Dt, Dx) in the
sense that
P (t, x, Dt, Dx) = P˜ (t, x, Dt, Dx) +
m−1∑
j=0
Rj(t, x, Dx)D
j
t , (4.2)
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where Rj(t, x, Dx) ∈ C
(
[0, T ]; Ψm−1−j, ω
)
, j = 1, . . . , m− 1.
Our next step is to transform the differential equation Pu = f into a
pseudodifferential system of first order. For this purpose, we consider P =
P (t, x, Dt, Dx) as given in (4.2) and introduce the change of variables U =
U(t, x) = (u0(t, x), . . . , um−1(t, x))
T , where
u0(t, x) = 〈Dx〉m−1v0(t, x), uj(t, x) = 〈Dx〉m−1−jvj ,
v0(t, x) = u(t, x), vj(t, x) = (Dt − λj(t, x, Dx))vj−1(t, x),
for j = 1, . . . , m − 1. By including the terms Dt − λj(t, x, Dx) (and not
just Dt) in the change of variables (i.e. also in the energy), the principal
part of the operator of the resulting system is already almost diagonal. More
precisely, this means that Pu = f is equivalent to
DtU(t, x)−A(t, x, Dx)U(t, x) +B(t, x, Dx)U(t, x) = (0, . . . 0, f(t, x))T ,
(4.3)
where
A(t, x, Dx) =


λ1(t, x, Dx) 〈Dx〉 0 . . . 0
0
. . .
. . .
...
...
. . .
. . . 0
...
. . . 〈Dx〉
0 . . . . . . 0 λm(t, x, Dx)


,
and B(t, x, Dx) = {bi,j(t, x, Dx)}1≤i, j≤m is a matrix of lower order terms
which satisfies
bi,j(t, x, Dx) = 0,
for i = 1, . . . , m− 1 and j = 1, . . . , m, and
|∂αξ Dβxbm,j(t, x, ξ)| ≤ Cα, βω(〈ξ〉), (4.4)
for i = m and j = 1, . . . , m.
4.3. Diagonalization Procedure
The principal part A(t, x, Dx) in (4.3) can be diagonalized and the regular-
ized roots λj can be replaced by the original characteristic roots τj since there
are invertible operators H and H−1 which satisfy the following proposition.
Proposition 4.5. Consider the matrix T (t, x, ξ) = {βp, q(t, x, ξ)}0≤p, q≤m−1,
where
βp, q(t, x, ξ) = 0, p ≥ q;
βp, q(t, x, ξ) =
(1− ϕ1(ξ))〈ξ〉k−j
dp, q(t, x, ξ)
, p < q;
dp, q(t, x, ξ) =
q−1∏
r=p
(
λq(t, x, ξ)− λr(t, x, ξ)
)
, ϕ1 ∈ C∞0 , ϕ1 = 1 for |ξ| ≤M,
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where M is a large parameter. We define H(t, x, Dx) and H
−1(t, x, Dx) to
be the pseudodifferential operators with symbols
H(t, x, ξ) = I + T (t, x, ξ), and
H−1(t, x, ξ) = I +
m−1∑
j=1
(−1)jT j(t, x, ξ).
Then the following assertions hold true.
(i) The operators H(t, x, Dx) and H
−1(t, x, Dx) are in C
(
[0, T ]; Ψ0
)
.
(ii) The composition (H−1 ◦H)(t, x, Dx) satisfies
H−1(t, x, Dx) ◦H(t, x, Dx) = I +K(t, x, Dx),
where K(t, x, Dx) ∈ C
(
[0, T ]; Ψ−1
)
.
(iii) The operator (DtH)(t, x, Dx) belongs to C
(
[0, T ]; Ψ0, ω
)
.
(iv) The operator Â(t, x, Dx) = H
−1(t, x, Dx) ◦ A(t, x, Dx) ◦ H(t, x, Dx)
belongs to C
(
[0, T ]; Ψ1
)
and its full symbol may be written as
Â(t, x, ξ) =


τ1(t, x, ξ)
. . .
τm(t, x, ξ)

+M(t, x, ξ),
where M(t, x, ξ) ∈ C([0, T ]; S0, ω) is a lower order term.
(v) The operator B̂(t, x, Dx) = H
−1(t, x, Dx) ◦ B(t, x, Dx) ◦H(t, x, Dx)
belongs to C
(
[0, T ]; Ψ0, ω
)
.
We perform the described diagonalization by setting Û = Û(t, x) =
H−1(t, x, Dx)U(t, x) and obtain that
P (t, x, Dt, Dx)U(t, x) =
(
0, . . . 0, f(t, x)
)T
,
is equivalent to
Dt ◦H(t, x, Dx)Û(t, x) −A(t, x, Dx) ◦H(t, x, Dx)Û(t, x)
+B(t, x, Dx) ◦H(t, x, Dx)Û(t, x)
= H(t, x, Dx)DtÛ(t, x)−A(t, x, Dx) ◦H(t, x, Dx)Û(t, x)
+ (DtH)(t, x, Dx)Û(t, x) +B(t, x, Dx) ◦H(t, x, Dx)Û(t, x)
=
(
0, . . . 0, f(t, x)
)T
.
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We set F = F (t, x) =
(
0, . . . 0, f(t, x)
)T
and apply H−1(t, x, Dx) to both
sides of the previous pseudodifferential system to obtain
DtÛ(t, x) +K(t, x, Dx)DtÛ(t, x)
−H−1(t, x, Dx) ◦A(t, x, Dx) ◦H(t, x, Dx)Û(t, x)
+H−1(t, x, Dx) ◦ (DtH)(t, x, Dx)Û(t, x)
+H−1(t, x, Dx) ◦B(t, x, Dx) ◦H(t, x, Dx)Û(t, x)
= H−1(t, x, Dx)F (t, x).
(4.5)
Applying Proposition 4.5 yields
H−1(t, x, Dx) ◦A(t, x, Dx) ◦H(t, x, Dx) =A(t, x, Dx) +M(t, x, Dx),
H−1(t, x, Dx) ◦B(t, x, Dx) ◦H(t, x, Dx) = B̂(t, x, Dx) ∈ C
(
[0, T ]; Ψ0, ω
)
,
H−1(t, x, Dx) ◦ (DtH)(t, x, Dx) ∈ C
(
[0, T ]; Ψ0, ω
)
,
where M(t, x, Dx) ∈ C
(
[0, T ]; Ψ0, ω
)
and
A(t, x, Dx) =


τ1(t, x, Dx)
. . .
τm(t, x, Dx)


is diagonal. Hence, setting
B(t, x, Dx) = B̂(t, x, Dx)−M(t, x, Dx)+H−1(t, x, Dx) ◦ (DtH)(t, x, Dx),
the pseudodifferential system (4.5) may be written as(
I +K(t, x, Dx)
)
DtÛ(t, x)−A(t, x, Dx)Û(t, x) +B(t, x, Dx)Û(t, x)
= H−1(t, x, Dx)F (t, x).
We now observe, that I+K(t, x, Dx) is invertible for sufficiently large values
ofM . Recall, that K(t, x, Dx) ∈ C
(
[0, T ]; Ψ−1
)
. Therefore we may estimate
the operator norm of K(t, x, Dx) by CM
−1, where M is the parameter in-
troduced in the definition of H(t, x, Dx) in Proposition 4.5. Choosing M
sufficiently large ensures that the operator norm of K(t, x, Dx) is strictly
smaller than 1, which guarantees the existence of
(
I +K(t, x, Dx)
)−1
=
∞∑
k=0
(−K(t, x, Dx))k ∈ C
(
[0, T ]; Ψ0
)
.
This means, that
P (t, x, Dt, Dx)U(t, x) =
(
0, . . . 0, f(t, x)
)T
is equivalent to
L(t, x, Dt, Dx)Û(t, x) = H˜
−1(t, x, Dx)F (t, x), (4.6)
where
L(t, x, Dt, Dx) = Dt − A˜(t, x, Dx) + B˜(t, x, Dx),
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with
H˜−1(t, x, Dx) =
(
I +K(t, x, Dx)
)−1 ◦H−1(t, x, Dx) ∈ C([0, T ]; Ψ0),
A˜(t, x, Dx) =
(
I +K(t, x, Dx)
)−1 ◦A(t, x, Dx) ∈ C([0, T ]; Ψ1),
B˜(t, x, Dx) =
(
I +K(t, x, Dx)
)−1 ◦B(t, x, Dx) ∈ C([0, T ]; Ψ0, ω).
From this point on, the proofs of Theorem 3.1 and Theorem 3.2 differ.
We first discuss how to proceed in the case of strong moduli of continuity
and then conclude this chapter by finishing the proof for weak moduli of
continuity as well.
4.4. Conjugation for Strong Moduli of Continuity
Before we apply sharp Gårding’s inequality and Gronwall’s lemma we perform
another change of variables, which allows us to control the lower order terms
B˜(t, x, Dx).
We set Û(t, x) = 〈Dx〉−νeκtω(〈Dx〉)V (t, x), t ∈ [0, T ], where κ is a
suitable positive constant, which is determined later and ν is the index of
the Sobolev space Hν which is related to the space in which we want to
have well-posedness. We obtain that the pseudodifferential system (4.6) is
equivalent to
L˜(t, x, Dt, Dx)V (t, x) = 〈Dx〉νe−κtω(〈Dx〉)H˜−1(t, x, Dx)F (t, x), (4.7)
where
L˜(t, x, Dt, Dx) = Dt − 〈Dx〉νe−κtω(〈Dx〉) ◦ A˜(t, x, Dx) ◦ eκtω(〈Dx〉)〈Dx〉−ν
+ 〈Dx〉νe−κtω(〈Dx〉) ◦ B˜(t, x, Dx) ◦ eκtω(〈Dx〉)〈Dx〉−ν − iκω(〈Dx〉).
Applying the composition rule for pseudodifferential operators of finite
order, we obtain that
〈Dx〉νe−κtω(〈Dx〉) ◦ A˜ ◦ eκtω(〈Dx〉)〈Dx〉−ν = A˜(t, x, Dx) +B1(t, x, Dx),
〈Dx〉νe−κtω(〈Dx〉) ◦ B˜ ◦ eκtω(〈Dx〉)〈Dx〉−ν = B˜(t, x, Dx) +B2(t, x, Dx),
where B1, B2 ∈ C
(
[0, T ]; Ψ0
)
.
We conclude that, for t ∈ [0, T ], the pseudodifferential system (4.6) is
equivalent to
L˜(t, x, Dt, Dx)V (t, x) = 〈Dx〉νe−κtω(〈Dx〉)H˜−1(t, x, Dx)F (t, x), (4.8)
where
L˜(t, x, Dt, Dx) = Dt − A˜(t, x, Dx) + Bˇ(t, x, Dx)− iκω(〈Dx〉),
and Bˇ ∈ C([0, T ]; Ψ0, ω).
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4.5. Well-Posedness of an Auxiliary Cauchy Problem for Strong Moduli of
Continuity
We consider the auxiliary Cauchy problem
∂tV =
(
iA˜(t, x, Dx)− iBˇ(t, x, Dx)− κω(〈Dx〉)
)
V
+i〈Dx〉νeρ(t)ω(〈Dx〉)H˜−1(t, x, Dx)F (t, x),
(4.9)
for (t, x) ∈ [0, T ]× Rn, with initial conditions
V (0, x) =
(
v0(x), . . . , vm−1(x)
)T
,
where
vj(x) = 〈Dx〉νe−κtω(〈Dx〉)H−1(0, x, Dx)〈Dx〉m−1−j
× (Dt − λj(0, x, Dx)) · · · (Dt − λ1(0, x, Dx))u(0, x)
for j = 0, . . .m− 1.
Recalling that ∂t‖V ‖2L2 = 2Re
[
(∂tV, V )L2
]
we obtain
∂t‖V ‖2L2 =2Re
[
((iA˜− iBˇ − κω(〈Dx〉))V, V )L2
]
+2Re
[
(〈Dx〉νe−κtω(〈Dx〉)H˜−1F, V )L2
]
.
We observe that
Re
[
iA˜(t, x, ξ)− iBˇ(t, x, ξ)− κω(〈ξ〉)] = −Re [iBˇ(t, x, ξ) + κω(〈ξ〉)],
since Re
[
iA˜(t, x, ξ)
]
= 0 (by assumption (SH1)). Taking account of Bˇ ∈
C
(
[0, T ]; Ψ0, ω
)
it follows
Re
[
iBˇ(t, x, ξ) + κω(〈ξ〉)] ≥ Re [− CBω(〈ξ〉) + κω(〈ξ〉)] ≥ 0
if we choose κ > CB, where CB > 0 depends on Bˇ and, hence, it is determined
by the coefficients of the original differential equation. Thus, we are able to
apply sharp Gårding’s inequality to obtain
2Re
[(
(iA˜− iBˇ − κω(〈Dx〉))V, V
)
L2
] ≤ C‖V ‖2L2.
This yields
∂t‖V ‖2L2 ≤ C‖V ‖2L2 + C‖〈Dx〉νe−κtω(〈Dx〉)H˜−1F‖2L2 . (4.10)
We apply Gronwall’s Lemma to (4.10) and obtain
‖V (t, ·)‖2L2 ≤ C‖V (0, ·)‖2L2
+ C
t∫
0
‖〈Dx〉νe−κzω(〈Dx〉)H˜−1(z, x, Dx)F (z, ·)‖2L2dz,
(4.11)
for t ∈ [0, T ]. We recall that H˜−1(t, x, Dx) is a pseudo-differential operator
of order zero and use assumption (SH4-S) to obtain that
‖〈Dx〉νe−κzω(〈Dx〉)H˜−1(z, x, Dx)F (z, ·)‖2L2 ≤ Cs, z <∞,
similarly, in view of assumption (SH3-S), it is clear that,
‖V (0, ·)‖2L2 = ‖〈Dx〉νH˜−1(0, x, Dx)U(0, x)‖2L2 ≤ C <∞.
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We conclude that
‖〈Dx〉νe−κtω(〈Dx〉)Û(t, ·)‖2L2 ≤ C‖〈Dx〉νÛ(0, ·)‖2L2
+ C
t∫
0
‖〈Dx〉νe−κzω(〈Dx〉)H˜−1(z, x, Dx)F (z, ·)‖2L2dz,
which means that the solution Û to (4.6) belongs to C([0, T ];Hνω,−κT ). Re-
turning to our original solution u = u(t, x) we obtain that
m−1∑
j=0
∥∥〈Dx〉νe−κtω(〈Dx〉)∂jt u(t, ·)∥∥2L2 ≤C(
m−1∑
j=0
∥∥〈Dx〉νgj(0, ·)∥∥2L2
+
t∫
0
∥∥〈Dx〉νe−κzω(〈Dx〉)f(z, ·)∥∥2L2dz),
for 0 ≤ t ≤ T and some C = Cν > 0. This, in turn means that the original
Cauchy problem (3.5) is well-posed for u = u(t, x), with
u ∈
m−1⋂
j=0
Cm−1−j([0, T ]; Hν+jω,−κT ).
This concludes the proof for strong moduli of continuity.
4.6. Conjugation for Weak Moduli of Continuity
In Section 4.3 we left off by observing that
P (t, x, Dt, Dx)U(t, x) =
(
0, . . . 0, f(t, x)
)T
is equivalent to
L(t, x, Dt, Dx)Û(t, x) = H˜
−1(t, x, Dx)F (t, x), (4.6)
where
L(t, x, Dt, Dx) = Dt − A˜(t, x, Dx) + B˜(t, x, Dx)
with
H˜−1(t, x, Dx) ∈ C
(
[0, T ]; Ψ0
)
,
B˜(t, x, Dx) ∈ C
(
[0, T ]; Ψ0, ω
)
, and
A˜(t, x, Dx) =


τ1(t, x, Dx)
. . .
τm(t, x, Dx)

 ∈ C([0, T ]; Ψ1)
is diagonal. As in the case of strong moduli of continuity, this time we also
perform a change of variables to control the lower order terms B˜(t, x, Dx).
However, this time the involved pseudodifferential operators are of infinite
order.
We set
Û(t, x) = 〈Dx〉−νe−κ(T
∗−t)ω(〈Dx〉)V (t, x), t ∈ [0, T ∗],
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where κ and T ∗ are suitable positive constants, which are determined later
and s ∈ R. We obtain that the system (4.6) is equivalent to
L˜(t, x, Dt, Dx)V (t, x) = 〈Dx〉νeκ(T
∗−t)ω(〈Dx〉)H˜−1(t, x, Dx)F (t, x),
(4.12)
where
L˜(t, x, Dt, Dx) = Dt − 〈Dx〉νeκ(T
∗−t)ω(〈Dx〉) ◦ A˜ ◦ e−κ(T∗−t)ω(〈Dx〉)〈Dx〉−ν
+ 〈Dx〉νeκ(T
∗−t)ω(〈Dx〉) ◦ B˜ ◦ e−κ(T∗−t)ω(〈Dx〉)〈Dx〉−ν
− iκω(〈Dx〉).
Remark 4.6. We note that the operator eκ(T
∗−t)ω(〈Dx〉) is of infinite order
since o(ω(s)) = log(s). Therefore, we cannot apply the standard asymptotic
expansion of the product of pseudodifferential operators of finite order.
We write ρ(t) = κ(T ∗ − t) and choose T ∗ such that the conjugation
condition
ρ(t) = κ(T ∗ − t) ≤ κT ∗ < δ0
is satisfied for all t ∈ [0, T ∗], where δ0 is the constant given by assumption
(SH5-W) and κ > 0 is determined later on. In view of condition (3.5) and by
assumption (SH5-W) it is clear that
inf
l∈N
Kl
〈ξ〉l ≤ Ce
−δ0η(〈ξ〉) ≤ Ce−δ0ω(〈ξ〉). (4.13)
Assumption (SH6-W) and (4.13) enable us to apply Proposition 2.8 and
Proposition 2.10, which allow us to conclude that
A˜ω(t, x, Dx) = 〈Dx〉νeρ(t)ω(〈Dx〉) ◦ A˜(t, x, Dx) ◦ e−ρ(t)ω(〈Dx〉)〈Dx〉−ν , and
B˜ω(t, x, Dx) = 〈Dx〉νeρ(t)ω(〈Dx〉) ◦ B˜(t, x, Dx) ◦ e−ρ(t)ω(〈Dx〉)〈Dx〉−ν ,
(4.14)
satisfy
A˜ω(t, x, ξ) = A˜(t, x, ξ) +
∑
0<|γ|<N
DγxA˜(t, x, ξ)χγ(ξ) + rN (A˜; x, ξ), and
B˜ω(t, x, ξ) = B˜(t, x, ξ) +
∑
0<|γ|<N
DγxB˜(t, x, ξ)χγ(ξ) + rN (B˜; x, ξ),
where
|∂αξ χγ(ξ)| ≤ Cα, γρ(t)|γ|〈ξ〉−|α|−|γ|(ω(〈ξ〉))|γ|,
and ∣∣∂αξ DβxrN (A˜; x, ξ)∣∣ ≤ Cα, β,Nρ(t)N 〈ξ〉1−|α|(ω(〈ξ〉)〈ξ〉
)N
, and
∣∣∂αξ DβxrN (B˜; x, ξ)∣∣ ≤ Cα, β,Nρ(t)N 〈ξ〉−|α|ω(〈ξ〉)(ω(〈ξ〉)〈ξ〉
)N
,
for t ∈ [0, T ∗]. Thus,
A˜ω(t, x, ξ) = A˜(t, x, ξ) +
∑
0<|γ|≤N
Rγ(A˜; t, x, ξ), and
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B˜ω(t, x, ξ) = B˜(t, x, ξ) +
∑
0<|γ|≤N
Rγ(B˜; t, x, ξ),
where
Rγ(A˜; t, x, ξ) ∈ C
(
[0, T ];S1−|γ|,ω
|γ|) ⊂ C([0, T ∗];S0, ω), and
Rγ(B˜; t, x, ξ) ∈ C
(
[0, T ];S−|γ|,ω
|γ|+1) ⊂ C([0, T ∗];S0, ω).
The above observations show that the conjugation we perform in (4.14), does
not change the principal part of the operators A˜(t, x, Dx) and B˜(t, x, Dx)
but introduces more lower order terms. We denote these new lower order
terms by
R(A˜, B˜; t, x, Dx) =
∑
0<|γ|≤N
Rγ(A˜; t, x, Dx) +Rγ(B˜; t, x, Dx),
and set
Bˇ(t, x, Dx) = B˜(t, x, Dx) +R(A˜, B˜; t, x, Dx) ∈ C
(
[0, T ∗]; Ψ0, ω
)
with
|∂αξ DβxBˇ(t, x, ξ)| ≤ Cα, β(1 + ρ(t))〈ξ〉−|α|ω(〈ξ〉). (4.15)
We conclude that, for t ∈ [0, T ∗], the system (4.6) is equivalent to
L˜(t, x, Dt, Dx)V (t, x) = 〈Dx〉νeκ(T
∗−t)ω(〈Dx〉)H˜−1(t, x, Dx)F (t, x),
(4.16)
where
L˜(t, x, Dt, Dx) = Dt − A˜(t, x, Dx) + Bˇ(t, x, Dx)− iκω(〈Dx〉).
Rearranging the system (4.16) yields
∂tV =
(
iA˜(t, x, Dx)− iBˇ(t, x, Dx)− κω(〈Dx〉)
)
V
+i〈Dx〉νeρ(t)ω(〈Dx〉)H˜−1(t, x, Dx)F (t, x).
4.7. Well-Posedness of an Auxiliary Cauchy Problem for Weak Moduli of
Continuity
In this section we consider the auxiliary Cauchy problem
∂tV =
(
iA˜(t, x, Dx)− iBˇ(t, x, Dx)− κω(〈Dx〉)
)
V
+i〈Dx〉νeρ(t)ω(〈Dx〉)H˜−1(t, x, Dx)F (t, x).
(4.17)
for (t, x) ∈ [0, T ∗]× Rn, with initial condition
V (0, x) =
(
v0(x), . . . , vm−1(x)
)T
,
where
vj(x) = 〈Dx〉νeρ(0)ω(〈Dx〉)H−1(0, x, Dx)〈Dx〉m−1−j
× (Dt − λj(0, x, Dx)) · · · (Dt − λ1(0, x, Dx))u(0, x),
for j = 0, . . .m− 1.
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Recalling that ∂t‖V ‖2L2 = 2Re
[
(∂tV, V )L2
]
we obtain
∂t‖V ‖2L2 =2Re
[(
(iA˜− iBˇ − κω(〈Dx〉))V, V
)
L2
]
+2Re
[(〈Dx〉νeρ(t)ω(〈Dx〉)H˜−1F, V )L2].
We observe that
Re
[
iA˜(t, x, ξ)− iBˇ(t, x, ξ)− κω(〈ξ〉)] = −Re [iBˇ(t, x, ξ) + κω(〈ξ〉)],
since Re[iA˜(t, x, ξ)] = 0 (by assumption (SH1)). In view of (4.15) we obtain
Re
[
iBˇ(t, x, ξ) + κω(〈ξ〉)] ≥ Re [− CB(1 + ρ(t))ω(〈ξ〉) + κω(〈ξ〉)]
≥ Re [− CB(1 + κT ∗)ω(〈ξ〉) + κω(〈ξ〉)] ≥ 0,
if we choose T ∗ such that T ∗CB < 1 and κ is sufficiently large. Thus, we are
able to apply sharp Gårding’s inequality to obtain
2Re
[(
(iA˜− iBˇ − κω(〈Dx〉))V, V
)
L2
] ≤ C‖V ‖2L2.
This yields
∂t‖V ‖2L2 ≤ C‖V ‖2L2 + C
∥∥〈Dx〉νeρ(t)ω(〈Dx〉)H˜−1F∥∥2L2 . (4.18)
We apply Gronwall’s Lemma to (4.18) and obtain
‖V (t, ·)‖2L2 ≤C‖V (0, ·)‖2L2
+ C
t∫
0
‖〈Dx〉νeρ(z)ω(〈Dx〉)H˜−1(z, x, Dx)F (z, ·)‖2L2dz,
(4.19)
for t ∈ [0, T ∗]. We recall that H˜−1(t, x, Dx) is a pseudodifferential operator
of order zero and use assumption (SH4-W) to obtain that
‖〈Dx〉νeκ(T
∗−z)ω(〈Dx〉)H˜−1(z, x, Dx)F (z, ·)‖2L2 ≤ Cz <∞,
similarly, in view of assumption (SH3-W), it is clear that,
‖V (0, ·)‖2L2 = ‖〈Dx〉νeκT
∗ω(〈Dx〉)H˜−1(0, x, Dx)U(0, x)‖2L2 ≤ C <∞.
At the moment, we only know that
‖V (t, ·)‖2L2 = ‖〈Dx〉νeρ(t)ω(〈Dx〉)H˜−1(t, x, Dx)U(t, ·)‖2L2 ≤ C <∞,
for t ∈ [0, T ∗]. We use a continuation argument to prove that
‖〈Dx〉νeδ
∗η(〈Dx〉)H˜−1(t, x, Dx)U(t, ·)‖2L2 ≤ C <∞,
for t ∈ [0, T ]. For this purpose, we choose δ∗ < min{δ0, δ1, δ2}, and observe
that, by the definition of V (t, x),
‖〈Dx〉νeδ
∗η(〈Dx〉)H˜−1(t, x, Dx)U(t, ·)‖2L2
≤ C‖eδ∗η(〈Dx〉)e−ρ(t)ω(〈Dx〉)V (t, ·)‖2L2 .
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Next, we use that
‖eδ∗η(〈Dx〉)e−ρ(t)ω(〈Dx〉)V (t, ·)‖2L2 ≤ C‖eδ
∗η(〈Dx〉)e−ρ(0)ω(〈Dx〉)V (0, ·)‖2L2
+C
t∫
0
‖eδ∗η(〈Dx〉)〈Dx〉νeρ(s)ω(〈Dx〉)H˜−1(s, x, Dx)F (s, ·)‖2L2ds,
(4.20)
which can be proved by applying eδ
∗η(〈Dx〉) to both sides of (4.17). Indeed,
we have
∂t
(
eδ
∗η(〈Dx〉)V
)
= eδ
∗η(〈Dx〉)Λ(t, x, Dx)e
−δ∗η(〈Dx〉)eδ
∗η(〈Dx〉)V
+ eδ
∗η(〈Dx〉)i〈Dx〉νeρ(t)ω(〈Dx〉)H˜−1(t, x, Dx)F (t, x),
where Λ(t, x, Dx) = iA˜(t, x, Dx) − iBˇ(t, x, Dx) − κω(〈Dx〉). Again, we use
assumptions (SH6-W) and (SH5-W) to apply Proposition 2.8 and Proposi-
tion 2.10 and obtain that
eδ
∗η(〈Dx〉)Λ(t, x, Dx)e
−δ∗η(〈Dx〉) ∼ Λ(t, x, Dx)− Cδ∗η(〈Dx〉).
We use (3.5) to satisfy the hypothesis of the sharp form of Gårding’s inequal-
ity without any restrictions on t, more precisely, we have
Re[iBˇ(t, x, ξ) + κω(〈ξ〉) + Cδ∗η(〈ξ〉)]
≥ Re[−CB(1 + ρ(t))ω(〈ξ〉) + Cδ∗η(〈ξ〉)]
= Re
[
δ∗η(〈ξ〉)
(
C − CB(1 + ρ(t))
δ∗
ω(〈ξ〉)
η(〈ξ〉)
)]
≥ 0,
for sufficiently large |ξ|. Application of Gronwall’s Lemma then yields (4.20).
Lastly, we find that
‖eδ∗η(〈Dx〉)e−ρ(0)ω(〈Dx〉)V (0, ·)‖2L2
≤ C‖〈Dx〉seδ
∗η(〈Dx〉)H˜−1(0, x, Dx)U(0, ·)‖2L2 ,
which is bounded due to (SH3-W). From these observations, we conclude that
U(T ∗, ·) ∈ Hνη, δ∗ .
Since U(T ∗, ·) ∈ Hνη, δ∗ , we are able to prove well-posedness of prob-
lem (4.17) for t ∈ [T ∗, 2T ∗] and may conclude that U(2T ∗, ·) ∈ Hνη, δ∗∗ , by
using the same argument as above, where δ∗∗ < δ∗. Iteration of this proce-
dure then yields well-posedness for all times t ∈ [0, T ] and we may conclude
that the solution U = U(t, x) to problem (4.3) belongs to C([0, T ]; Hνη, δ),
where δ < min{δ0, δ1, δ2}. Since U(t, x) = (u0(t, x), . . . , um−1(t, x))T , with
uj(t, x) = 〈Dx〉m−1−j(Dt − λj(t, x, Dx)) . . . (Dt − λ1(t, x, Dx))u(t, x),
we conclude that the original Cauchy problem (3.5) has a unique global (in
time) solution u = u(t, x), with
u ∈
m−1⋂
j=0
Cm−1−j([0, T ]; Hν+jη, δ ),
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where δ < min{δ0, δ1, δ2}. The proof of Theorem 3.2 is complete.
References
[1] Agliardi, R., Cicognani, M.: Operators of p-evolution with nonregular coeffi-
cients in the time variable. J. Differential Equations 202.1 (2004), 841–845, doi:
10.1090/S0002-9939-03-07092-8.
[2] Agliardi, R., Cicognani, M.: The Cauchy problem for a class of Kovalevskian
pseudo-differential operators. Proc. Amer. Math. Soc. 132.3 (2004), 143–157,
doi: 10.1016/j.jde.2004.03.028.
[3] Bonet, J., Meise, R., Melikhov, S.M.: A comparison of two different ways to
define classes of ultradifferentiable functions. Bull. Belg. Math. Soc. 14.3 (2007),
425–444.
[4] Cicognani, M.: Strictly hyperbolic equations with non regular coefficients with
respect to time. Ann. Univ. Ferrara Sez. VII (N.S.) 45 (1999), 45–58.
[5] Cicognani, M., Colombini, F.: Modulus of continuity of the coefficients and loss
of derivatives in the strictly hyperbolic Cauchy problem. J. Differential Equations
221.1 (2006), 143–157, doi: 10.1016/j.jde.2005.06.019.
[6] Colombini, F., De Giorgi E., Spagnolo, S.: Sur les équations hyperboliques avec
des coefficients qui ne dépendent que du temps. Ann. Scuola. Norm.-Sci. 6.3
(1979), 511–559.
[7] Colombini, F., Lerner, N.: Hyperbolic operators with non-Lipschitz coefficients.
Duke Math. J. 77.3 (1995), 657–698, doi: 10.1215/S0012-7094-95-07721-7.
[8] Hörmander, L.: Linear Partial Differential Operators. Springer, Berlin, Heidel-
berg (1963).
[9] Hörmander, L.: The Analysis of Linear Partial Differential Operators III:
Pseudo-Differential Operators., Reprint of the 1994 ed., Springer, Berlin (2007).
[10] Jannelli, E.: Regularly hyperbolic systems and Gevrey classes. Ann. Mat. Pur.
Appl. 140.1 (1985), 133–145, doi: 10.1007/BF01776846.
[11] Kajitani, K.: Cauchy problem for nonstrictly hyperbolic systems in Gevrey
classes. J. Math. Kyoto Univ. 23.3 (1983), 599–616.
[12] Kajitani, K., Wakabayashi, S.: Microhyperbolic operators in Gevrey
classes. Publ. Res. Inst. Math. Sci. 25.2 (1989), 169–221, doi:
10.2977/prims/1195173608.
[13] Kajitani, K., Yuzawa, Y.: The Cauchy problem for hyperbolic systems with
Hölder continuous coefficients with respect to the time variable. Ann. Scuola.
Norm.-Sci. 5.4 (2006), 465–482.
[14] Komatsu, H.: Ultradistributions and Hyperbolicity. In: Garnir, H.G. (ed.)
Boundary Value Problems for Linear Evolution Partial Differential Equations:
Proceedings of the NATO Advanced Study Institute held in Liège, Belgium,
September 6–17, 1976, pp. 157–173. Springer Netherlands, Dordrecht (1977).
[15] Mizohata, S: The theory of partial differential equations. Cambridge University
Press, New York (1973).
[16] Nishitani, T.: Sur les équations hyperboliques à coefficients höldériens en t et
de classe de Gevrey en x. Bull. Sci. Math. 107.2 (1983), 113–138.
30 Cicognani and Lorenz
[17] Pascu, M.: On the definition of Gelfand-Shilov spaces. Ann. Univ. Buchar.
Math. Ser. 1.1 (2010), 125–133.
[18] Pilipovich, S., Teofanov, N., Tomić, F.: On a class of ultradifferentiable func-
tions. Novi Sad J. Math. 45.1 (2015), 125–142.
[19] Pilipovich, S., Teofanov, N., Tomić, F.: Beyond Gevrey regularity. Journal of
Pseudo-Differential Operators and Applications 7.1 (2016), 113–140.
[20] Reich, M.: Superposition in Modulation Spaces with Ultradifferentiable Weights.
arXiv:1603.08723 [math.FA] (2016). Accessed 28 November 2016.
Massimo Cicognani
Universita di Bologna, Dipartimento di Matematica
Piazza di Porta San Donato, 5,
40126 Bologna, Italy
e-mail: massimo.cicognani@unibo.it
Daniel Lorenz
TU Bergakademie Freiberg, Faculty of Mathematics and Computer Science
Institute of Applied Analysis
Prüferstraße 9,
09599 Freiberg, Germany
e-mail: daniel.lorenz@math.tu-freiberg.de
