We consider the system of reaction-di usion equations known as the Sel'kov model. This model has been applied to various problems in chemistry and biology. We obtain a priori bounds on the size of the positive, steady state solutions of the system, de ned on bounded domains in R n , 1 n 3 (this is the physically relevant case). Previously, such bounds had been obtained in the case n = 1 under more restrictive hypotheses. We also obtain regularity results on the smoothness of such solutions and show that non-trivial solutions exist for a wide range of parameter values.
Introduction
We consider the steady state solutions of the system of reaction-di usion equations known as the Sel'kov model (see Sel'kov 14] ). This system was rst proposed as a model for glycolysis and in various forms has been used in the study of morphogenesis, population dynamics and autocatalytic oxidation reactions (see 9, 11, 13] respectively). In its simpli ed and non-dimensionalised form, the system is ? 2 u = 1 ? uv p ]; in ; (1) ? v = uv p ? v]; in ; (2) @u @ = @v @ = 0; on @ ; (3) where is a bounded domain in R n with boundary @ , @=@ denotes the normal derivative on @ , and the parameters , and p are taken to be positive. The variables u and v represent concentrations or densities and so are usually considered to be non-negative. In the following we will only consider positive classical solutions (u; v), i.e., solutions in which u; v 2 C 2 ( ) and u; v > 0 in (with @ chosen as below, it can be shown using the maximum principle, that if (u; v) is a non-negative classical solution then it must be positive). Previous numerical and analytical studies of the system (1){(3) have focused on changes to the local and global structure of the solution set as the parameter is varied. (This parameter may be considered as a measure of the domain size.) Studies of the global behaviour have, in the main, been restricted to numerical simulations in one (see 8, 10] ) or two (see 3, 7] ) spatial dimensions. These indicate that an intricate web of interlinking solution branches exists in -(u; v) space. The structure of this web is dependent on the boundary conditions (Neumann or Dirichlet) and on parameter values, in particular on the value of p.
In 8], Eilbeck and Furter consider positive classical solutions (u; v) of the system (1){(3) in the case where n = 1 and p > 1 (with = (0; 1)). They obtain a priori bounds for u and v, and deduce that u; v 2 C 1 ( ). However, their method is restricted to the case n = 1.
In the following we consider positive classical solutions of (1){(3) in the physically relevant cases 1 n 3 and p > 0 where R n is a bounded domain with C 1 boundary (this condition on the boundary could be relaxed in much of the analysis). In Sections 2 and 3, we obtain a priori bounds for u and v, and deduce that u; v 2 C 1 ( ). In Section 4 we consider the global existence of non-trivial solution. Using the results derived in Sections 2 and 3 and global bifurcation theory, we show that non-trivial solutions exist for a wide range of values of the parameter .
Obtaining a priori bounds for solutions is of importance when investigating the complex bifurcation diagrams that occur for this type of reaction-di usion system. Such results help to clarify certain global properties of the behaviour of the web of interlinking solutions. Also, when solving this type of problem numerically, a priori knowledge of the smoothness of solutions implies that spectral collocation methods will have superalgebraic accuracy, i.e., a high degree of accuracy can be obtained from a low number of collocation points (see 8]).
The techniques used here are not solely applicable to the Sel'kov model and could be used in the study of a wide range of reaction-di usion systems. In 2], Brown and Davidson use somewhat similar methods in the study of the global structure of the solutions to the Brusselator model. However, due to the speci c structure of the nonlinearity in that model, the analysis in 2] is more straight forward than in this paper. We remark also that for the model studied here, similar results to those described above could be obtained for n = 4 or 5, but the range of p values allowed becomes very restricted.
A Priori Bounds
The notation k k, ( ; ) will denote, respectively, the standard norm and inner product on L 2 ( ), while k k k;r will denote the standard norm on the Sobolev space W k;r ( ), for any integer k 1 and any number r > 1, see 1].
Theorem 2.1 Let , P be positive numbers with, if n = 3, P < 3. Then there exists a constant K, which depends only on , P , n, and , such that if 0 < , 0 < p P , then any positive classical solution (u; v) of the system (1) ? (3) (7) where c is a positive constant which depends only on n and .
We will obtain W 1;2 ( ) bounds onû andv. From (5) and (6) it follows that t = 1. Taking the inner product of (1) (6)). This shows that s 0 and also, from (7), we obtain kûk 1;2 C 1 1=2 s 1=2 ; (8) where C 1 = c ?1 j j 1=2 . It follows from this that s > 0, since s = 0 implies that u = 0, which does not satisfy (1) . Next, adding (1) and (2) (9) where C 2 = c 2 C 1 .
Having obtained W 1;2 ( ) bounds forû andv in terms of s, we will now obtain an a priori bound for s. In the following, for ease of notation we will use the symbol in place of K where, as in the statement of the theorem, K is a constant depending only on , P , n, and . Of course, the constant may be di erent each time.
It follows from (4) and u = s +û that
We will obtain a bound for the right hand side of (10) . From now on we suppose that s 1. Since we are trying to obtain an upper bound for s this entails no loss of generality. The Sobolev embedding theorem (see Theorem 5.4 in 1] for all the embedding results used here on) shows that the embedding W 1;2 ( ) , ! L q ( ) is continuous for 1 q < 1 if n = 1 or 2, and for 1 q 2n=(n ? 2) if n > 2. Now, if n = 1 or 2, let r = 2 maxf2; P g, while if n = 3, let r = n=(n ? 2) = 3 > P (by the hypotheses on P in the theorem).
Then applying H older's inequality twice to the right hand side of (10) 
Also, from the embedding theorem and the bounds (8) and (9) 
i.e., s is also bounded in this case. Now suppose that 0 < p < 1. The H older inequality in (14) is not valid in this case and we require a further bound. Taking the inner product of (1) and (2) (by a similar argument to that used to derive (12)), which, since r > 2 and 0 < p < 1, implies that Z v p+1 dx 1: (15) Now, since 0 < p < 1, we can apply H older's inequality to (5) and use (13) and (15) Hence, s is also bounded in this case, which completes the proof of Theorem 2.1.
Regularity
Using regularity results for the Laplacian we can now improve Theorem 2.1. The notation j j k , j j k; will denote, respectively, the standard norms on the Banach spaces C k ( ), 
Proof
In the case n = 1, it follows from the continuity of the embedding W 1;2 ( ) , ! C 0; ( ), for = 1=2, and Theorem 2.1 that juj 0; + jvj 0; 1. Hence juv p j 0; 1. Therefore from (1), (2) and the regularity theory for elliptic operators, juj 2; + jvj 2; 1. The theorem now follows, in this case, from standard bootstrapping arguments.
In the case n = 2, the embedding W 1;2 ( ) , ! L q ( ), is continuous for all q 1 and so, letting q = 4(1 + P ) > 4, it follows from Theorem 2.1 that kuk q + kvk q 1 (k k q denotes the L q ( ) norm). Thus by H older's inequality kuv p k 2 1, and so from (1), (2) and regularity theory, kuk 2;2 + kvk 2;2 1. Now, the embedding W 2;2 ( ) , ! C 0; ( ), is continuous for = 1=2, so juj 1; + jvj 1; 1, and the result follows in this case, again by bootstrapping.
In the case n = 3, the embedding W 1;2 ( ) , ! L q ( ) is continuous for q = 2n=(n?2) = 6, so by Theorem 2.1, kuk 6 + kvk 6 1. Thus it follows from H older's inequality that kuv p k r 1, where r = 6=(P + 1) > 3=2. Therefore from (1), (2) and the regularity theory, kuk 2;r + kvk 2;r 1. The space W 2;r ( ) is continuously embedded in C 0; ( ), for = 2 ? 3 r , if 3=2 < r 3, and in C 1; ( ), for = 1 ? 3 r , if r > 3, so the result now follows by bootstrapping as in the previous cases. This completes the proof of the theorem. 
Global Existence
In this section we consider p and to be xed and, regarding as a bifurcation parameter, we obtain some global existence and bifurcation results for the system (1){(3). Clearly, (u; v) = (1; 1) (i.e., u(x) = v(x) = 1 for all x 2 ) is a solution of (1){(3) for all 2 R.
We will regard these solutions as trivial and look at bifurcation from this set of trivial solutions. To do this it is convenient to reformulate the problem slightly. 
where the function f p : D ! R is analytic on the set D = f(z 1 ; z 2 ) 2 R 2 : z 1 ; z 2 > ?1g
and f p (z 1 ; z 2 ) = O(z 2 1 + z 2 2 ) near (z 1 ; z 2 ) = (0; 0). Thus (b u; b v) = (0; 0) is a solution of (16) for all , corresponding to the solution (1; 1) of (1){(3). We will regard these solutions as trivial solutions of (16) .
We now reformulate (16) We will say that a number is a singular point of the family of linear operators L if the operator L( ) is singular; we will say that is a simple singular point of L if 0 is a simple eigenvalue of L( ) (i.e., has algebraic multiplicity equal to 1). As in 10] it can be shown that the singular points of L are the numbers geneous Neumann boundary conditions. For`generic' domains of the kind considered in this paper, it is known that each eigenvalue j , j 1 is simple (see 15] for a more precise discussion of this). We will therefore assume this to be the case. Now, it is clear that the operator L(0) has a double eigenvalue at 0 but, except for a countable set of values of the parameter , no other two singular points de ned by (18) coincide, i.e., all the other singular points are simple. Since we wish to consider bifurcation from positive singular points we must also assume that these exist, which places some further restrictions on and p (in particular, p > 1) via the formula (18). Thus, in the following we will assume, without signi cant loss of generality, that the domain and the parameters p and are such that there exist positive singular points of L, which are all simple and are labelled by a strictly increasing sequence 0 < 1 < 2 < : : : :
It is now straight forward to show that standard local bifurcation results (see 4]) apply to equation (17) C j corresponds to a continuum C j of solutions of (1){(3) (here we regard elements ( ; u; v) 2 R X 2 as solutions of (1){(3)). Using similar arguments to those in 2] it can be shown that for any ( ; u; v) 2 C j , we must have > 0 (i.e., C j cannot cross the set = 0 in R X 1 ) and also (u; v) must be positive and the values of the functions u and v are bounded away from 0 along C j , at least on bounded intervals (i.e., b C j cannot meet the boundary of D(F)).
To complete the proof we now suppose that the theorem is false, i.e., there exists an integer J 1 and a number 2 ( 2J?1 ; 2J ) such that there is no positive, non-trivial solution ( ; u; v) of (1){(3). In particular, none of the continua C j , j = 1; : : : ; 2J ? 1;, can cross the set = in R X 1 . Then, for each j = 1; : : : ; 2J ? 1, these restrictions on the continuum C j , together with Theorem 3.1 (with k = 2 and = ), show that C j is bounded in R X 1 . It now follows from Theorem 1 of 5] that C j must meet an even number of singular points j 0 , 1 j 0 2J ? 1. Furthermore, by the construction of the continua as maximal connected sets of solutions it follows that any two continua are either disjoint or equal to each other. Thus, letting S j denote the set of singular points that C j meets, it follows that the cardinality of the set S = S 2J?1 j=1 S j must be even. But it is clear that the cardinality of S is 2J ? 1, which is odd. This contradiction completes the proof of the theorem.
We note that Theorem 4.1 is consistent with Fig. 1 in 8 ] which, for low values of j, shows closed loops of solutions linking the singular points 2j?1 , 2j , and regions in the intervals ( 2j ; 2j+1 ) with no corresponding non-trivial solutions.
