Abstract-A consolidated tactical network architecture provides an integrated shipboard local area network infrastructure for disparate afloat platforms operating with multiple security level enclaves. In this modeling and simulation study, a simulated network test bed is developed to investigate the performance trade-offs in a consolidated tactical network architecture. A baseline network traffic profile is defined in this study. Failover and traffic growth test scenarios are presented to study the performance of tactical applications under these network conditions. The results show that network traffic is redirected properly during failover conditions. The results also show that performance of the applications are scaled according to the network traffic growth.
I. INTRODUCTION
The U.S. Navy has developed a plan to revolutionize the future of its fleets' communication and networking capabilities by consolidating all shipboard network-centric communication systems to a common architecture known as Consolidated Afloat Networks and Enterprise Services (CANES) [1] [2] [3] [4] . CANES implements a Common Computing Environment (CCE), which includes an integrated Local Area Network (LAN) infrastructure for disparate afloat platforms operating with multiple security level enclaves [4] . The operational view of the afloat networks in Fig. 1 illustrates that CANES interfaces with Automated Digital Network System (ADNS) 1 to provide end-to-end (ETE) network services across the Global Information Grid (GIG). Inspired by the concept of Service Oriented Architecture (SOA), CANES consists of loosely coupled hardware devices capable of hosting a wide variety of tactical applications. The design of the hardware architecture utilizes open architecture Commercial-Off-TheShelf (COTS) products which are modular and scalable. The core services are comprised of reusable software applications that can be efficiently adapted to support rapidly changing demands in a wide range of tactical operations.
In the traditional system-centric design paradigm, each type of tactical communication system was designed to support a single warfighting function [4] . This design paradigm created 1 ADNS interfaces with shipboard radio equipments to provide wide area network (WAN) connectivity for the afloat platforms [5] . many stove-piped systems, each developed in isolation and without considering the requirements for interoperability with existing and future technologies. A stove-piped system typically requires an unique set of hardware devices, software applications, and a distinct network infrastructure. Depending on its application, the system is often inefficiently utilizing the available processing resources. The development of the software applications is based upon the specific hardware architecture of the host. In addition, as the demands for network capability increase, the total number of required stove-piped systems can potentially grow into an unmanageable state for both operations and maintenance staff. It also increases the complexity of system integration, training, and supportability [4] . From a security perspective, these individual networks are difficult to certify and defend against potential network attacks [2] . A consolidated tactical network architecture has the advantage of reduced total system component count, and furthermore has the ability to mitigate the risks incurred with integrating many stove-piped systems. The future shipboard network-centric communication systems developed around the common computing architecture will require less power, smaller rack space, lighter weight, and lower overall cost in system development and maintenance.
The objective of this study is to develop a simulated network test bed using OPNET Modeler for the performance evaluation The remaining portion of this paper is structured as follows. Section II describes the configuration of the network test bed architecture including network topology, encryption device model, network traffic generation, and performance statistics. Section III formulates simulation scenarios for the performance evaluation. Section IV discusses the simulation results and findings. Section V concludes this investigation and provides recommendations for future work.
II. NETWORK TEST BED CONFIGURATION
A simulated network test bed based on COTS products is developed to represent a consolidated network architecture. As illustrated in Fig. 2 , the network test bed incorporates multiple security level enclaves to model a consolidated LAN infrastructure on a typical tactical afloat platform. Each security level enclave is modeled with a LAN client entity and a respective service provider. This network test bed serves as the baseline architecture for each test scenario in Section III.
A. Network Topology
The topology of the consolidated network architecture is illustrated in Fig. 2 . The network supports users from multiple security levels, including Top Secret, Secret, Unclassified and CENTRIXS 2 enclaves. All security level enclaves are joined together at the core switching network. The core switching network has the provision for network redundancy to prevent service interruption from potential link or node failures. All network components are interconnected with 100BaseT Ethernet links. The links joining the two core switching devices are configured as trunk ports to prevent any service interruption due to failures. Since the High Assurance Internet Protocol Encryptor (HAIPE) model currently only supports Routing Information Protocol (RIP), the nodes connected to the HAIPE models are configured to use RIP protocol. The core switching network is configured with Open Shortest Path First protocol (OSPF).
B. Encryption Device
Tactical networks regularly rely on Internet Protocol (IP) encryption devices to ensure that data is securely transported. HAIPE is a Type 1 encryption device that complies with National Security Agency (NSA) security requirements. In a consolidated network architecture with multiple levels of security, each security enclave requires peering HAIPE devices to provide the secure end-to-end data delivery. When the security association policies are configured in the peering HAIPE devices, a secure network tunnel is created in the ciphertext network in order to maintain the data separation between security enclaves. The network test bed is configured such that data can only be sent and received within its respective security enclave. Plain-text data packets are encrypted by a HAIPE device before being injected into the cipher-text only core switching network. The data packets are decrypted by the peering HAIPE device before being forwarded to a destination Since all data passes through peering encryption devices, the HAIPE model affects the overall throughput and packet latency in the network architecture.
C. Service Classes (Network Traffic Generation)
Network traffic models are typically derived from the output of a dynamic stochastic processes (i.e., random) which require challenging modeling techniques. OPNET Modeler provides a convenient solution to represent standard applications such as Database Query, E-mail, FTP, HTTP, Remote Login, Telnet, Video, Voice and other custom applications in its application configuration model [6] . Various network traffic behaviors can be modeled by adjusting application parameters such as object size, request inter-arrival time, packet distributions, start/end times, duration, repeatability, and others. Before investigating the performance statistics of various simulation scenarios, it is important to construct a common network traffic profile representing the behavior of the actual network applications and to understand its basic characteristics. This study assumes the configuration of mixed applications as shown in Table I , which includes four major service classes commonly used in tactical applications. The control and management class typically consumes very low network bandwidth with nearconstant login or polling of the system status. It is important to ensure the control and management packets are delivered on time and with low packet loss. The inelastic real-time, preferred elastic, and elastic traffic have low, medium, and high tolerance, respectively, in term of packet loss, delay, and jitter parameters. Fig. 3 illustrates the network traffic throughput of the mixed applications used in this study. The asymmetric network traffic throughput in both directions shows that there is more network traffic from a server to a client due to FTP downloading.
D. Performance Statistics
OPNET Modeler provides built-in performance statistics collection that supports both global and local statistics [6] . Global statistics illustrate the overall performance characteristics of a network scenario. Local statistics provide performance data for particular objects such as nodes, links, and modules. Common performance parameters such as throughput, delay, delay variation (i.e., jitter), and packet loss are included in the performance statistics collection. These performance parameters are briefly discussed herein.
The channel capacity of a network connection can be characterized by the throughput parameter. Throughput may be unidirectional and is defined as the average rate that data is being successfully sent or received over a fixed time interval. It is typically rated in terms of bits-per-second (bits/sec) or packets-per-second (pkt/sec).
The latency of an IP network is measured by the delay parameter. Typically, ETE delay is a critical parameter for studying the performance of time-sensitive applications such as video and voice applications. The ETE delay is the elapsed time for a packet traveling from a source to a destination. In an IP network, the ETE delay can be further divided into time intervals taken in various stages such as processing, queuing, transmission, and propagation. Processing delay is the total computing time required to assemble and disassemble a network packet. Queuing delay refers to the waiting and servicing time in a queuing buffer. Transmission delay is the required time interval for pushing all data bits in a packet onto the physical connection (e.g., wired Ethernet or wireless IEEE 802.11). Propagation delay refers to the elapsed time that a packet is in transit on the physical connection.
= Delay (processing) + Delay (queuing)
Packet delay variation (v k or σ k 2 ) is sometimes loosely defined as "jitter", which is the difference between an absolute packet delay time (d k ) and a predefined reference packet delay time (d ref ) [9] . A predefined reference packet delay time must be a selected value which maintains an acceptable quality of service (QoS) for the particular application. The average packet delay (d) in the same network connection flow can sometimes be used as a reference packet delay time.
This parameter greatly affects the quality of the real-time applications such as video and voice services.
Packet loss is the number of packets that fail to reach their destinations in a timely manner. Packet loss frequently occurs under congested network conditions, as the packets are dropped when the queuing buffers in the network devices are overflowed. Packet loss ratio illustrates the likelihood of packets not being delivered successfully in a network. In order to maintain the desirable efficiency of the applications, packet loss must be minimized in a network architecture.
P acketLoss ratio = P ackets (lost) P ackets (transmitted)
III. PERFORMANCE EVALUATION
Failover and traffic growth test scenarios were developed based on the previously described network test bed architecture to investigate the behavior of the network traffic and the effect on the mixed applications performance, respectively. Failover minimizes service interruption by switching over to a redundant system upon failure(s) in the network architecture. A sufficient number of redundant components must be implemented in the consolidated network architecture in order to fulfill various failover conditions.
In addition to failover requirements, it is very important to understand the behavior of the mixed applications as the network traffic growth is scaled to utilize more link bandwidth. The results of the traffic growth scenario guide the 
A. Failover Test Scenarios
Network failures are commonly caused by link-down or node-down conditions. The failover scenarios in this study were developed as an attempt to understand the behavior of the network traffic under failover conditions. In other words, "How does the consolidated network architecture behave during failover conditions?" 1) Effects of Failover Links: In this test scenario, each Ethernet link connecting the client-side switches to the core switches are configured to fail for a fixed time interval during the simulation run. The labels of all network links are from the consolidated network test bed architecture shown in Fig.  2 . During the initial five minutes, all network links connecting to both core switches are operational. The network links then undergo failure and recovery modes according to the link failure/recovery timing diagram shown in Fig. 4(a) . Each network link fails sequentially at a specific time. The duration of each link failure is set to five minutes. Once a network link is recovered, it remains operational until the end of the simulation.
2) Effects of Failover Nodes: Similar to the failover links scenario, the failover nodes scenario follows a predefined node failure/recovery timing diagram shown in Fig. 4(b) . Both core switches are operational during the initial 10 minutes of the simulation time. The Blackcore Switch1 fails at T = 10 minutes and then recovers at T = 20 minutes. At that time, the Blackcore Switch2 enters the failure mode and then recovers later at T = 30 minutes. Upon recovery of a core switch, it remains operational until the end of the simulation. 
B. Traffic Growth Test Scenario
A network traffic profile of the background load is configured in order to investigate the application performance as a function of the network traffic growth. Fig. 6 illustrates a predefined network traffic profile for loading the background traffic. This profile gradually increases the background load every five minutes until reaching 98 Mbps, which nearly utilizes most of the 100BaseT Ethernet link bandwidth. This scenario is an attempt to understand what happens to the performance statistics at the application layer when the background network traffic loads are gradually increased.
IV. RESULTS AND DISCUSSION
The test results of the failover scenarios are presented in Fig. 5 . The test results were taken from a single enclave since all security level enclaves are symmetrical in the network test bed architecture. As a natural behavior of the routing protocol, the network traffic is redirected to the destination through an alternative path. This effect is illustrated in both failover scenarios. The results of the failover links scenario in Fig. 5(a) and 5(b) show that primary link TS1 transports the data packets in the enclave under normal operating conditions. Upon failure of the TS1 link, the network traffic is rerouted through the secondary link TS2. The test results show that it takes less than one minute for the secondary link TS2 to take over the network traffic load from the primary link TS1 and vice versa. Since the packets are not configured to be distributed across both links, both Fig. 5(a) and 5(b) show that failure in the secondary link TS2 has no effect in the network traffic throughput.
The results of the failover nodes scenario are illustrated in Fig. 5(c) and Fig. 5(d) . As expected, the results show similar traffic behavior as in the failover links scenario. In the failover nodes scenario, Blackcore Switch1 is the primary node and Blackcore Switch2 is the secondary node. The network traffic is redirected through Blackcore Switch2 during the failure mode of Blackcore Switch1 from T = 10 minutes to T = 20 minutes. The results show that it takes less than one minute to redirect all network traffic through the secondary core switch.
Both Fig. 7 and Fig. 8 summarize the results of the traffic growth scenario. Fig. 7 illustrates the expected behavior such that the throughput is increasing according to the predefined background load shown in Fig. 6 . The summary of mixed applications in Fig. 8 shows that the response time for Email, FTP, and HTTP applications scale up as the background load increases the bandwidth of the network links. Application response time remains steady until 60 Mbps (or 60%) of the link bandwidth is utilized. Beyond this threshold, the response time and delay time experience greater increases as a function of the background traffic load. This performance data creates a baseline to determine if QoS policies are required in the consolidated network architecture to maintain service-level requirements.
V. CONCLUSION
The main contribution of this study is the development of a network test bed architecture using OPNET Modeler to simulate a consolidated network architecture. Test scenarios such as the failover scenario and traffic growth scenario were developed to baseline performance for further investigation of other aspects of the network architecture. The test results show that failover requirements can be fulfilled by implementing redundant systems with a routing protocol enabled. The test results also show that response times for mixed applications degrade quickly after 60% of the link bandwidth has been utilized. These performance statistics were collected to provide valuable insights which will aid the developement of future tactical network architectures.
Future works include QoS study, network topology study, performance study with other COTS products and crossdomain related scenarios. The network test bed can also be combined with ADNS and radio communication systems to further evaluate ETE performance across the GIG. Furthermore, validation of the results may be required to increase the credibility of the simulation results. 
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