Generalized group actions in a global setting  by Konjik, Sanja & Kunzinger, Michael
J. Math. Anal. Appl. 322 (2006) 420–436
www.elsevier.com/locate/jmaa
Generalized group actions in a global setting
Sanja Konjik a,1, Michael Kunzinger b,∗
a Faculty of Agriculture, University of Novi Sad, Trg Dositeja Obradovic´a 8, 21000 Novi Sad, Serbia and Montenegro
b Faculty of Mathematics, University of Vienna, Nordbergstr. 15, A-1090 Wien, Austria
Received 25 January 2005
Available online 10 October 2005
Submitted by C. Rogers
Abstract
We study generalized group actions on differentiable manifolds in the Colombeau framework, extending
previous work on flows of generalized vector fields and symmetry group analysis of generalized solutions.
As an application, we analyze group invariant generalized functions in this setting.
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1. Introduction
Lie group analysis of differential equations is an indispensable tool for studying invariance
properties of solutions of PDE as well as for finding explicit solutions, with a wealth of applica-
tions (cf. [4,25]). In [19,29–31], a study of invariance properties of distributions and distributional
solutions of linear partial differential equations was initiated. Later on, symmetry group analysis
of PDEs in generalized functions and systematic methods of deriving group invariant fundamen-
tal solutions using infinitesimal techniques of group analysis were developed [1–3,11]. Clearly,
in the distributional setting a restriction to linear equations and linear projectable transformation
groups is unavoidable. On the other hand, many applied problems (e.g., systems of conservation
laws) underline the need for an extension of the above techniques in order to handle nonlinear
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dressing such questions in a coherent way. This line of research was initiated in [24,27,28] in the
framework of the ‘nowhere dense’ algebras of E.E. Rosinger.
An alternative approach, based on Colombeau’s theory of algebras of generalized functions
[5,6,20], was developed in [7,14,21,22] and will form the basis for the present paper. In particu-
lar, in [7,14] criteria for classical symmetry groups to transform weak (distributional, Colombeau
or associated) solutions of a given (smooth) system of differential equations into other solutions
of the same type were given. In [7,14,21,22], additionally both the differential operators and
the group actions are allowed to be given by generalized functions. The setting of generalized
functions employed in these works is that of Gτ , the space of tempered Colombeau functions.
As elements of Gτ are characterized by global bounds, this setting appears unsuitable for an
extension of the theory to the manifold setting. To lift this limitation, in the present work we
employ the recently developed theory of Colombeau generalized functions taking values in dif-
ferentiable manifolds [13,18] as well as the theory of generalized flows of singular vector fields
[15] to extend symmetry group analysis in Colombeau generalized functions to a global setting.
The paper is divided into 6 sections. Section 2 provides basic notations and definitions from
Colombeau’s theory of algebras of generalized functions (in particular in the manifold setting)
and symmetry group analysis. In Section 3 we consider generalized group actions and provide
a notion of rank of a generalized function, which will be crucial for the infinitesimal criteria to
be developed in Section 5. The question of localizing Colombeau generalized functions and an
analysis of solution sets of generalized equations is the focus of Section 4. By borrowing a notion
from nonstandard analysis we introduce the concept of near-standard points and show that these
suffice to characterize equality of Colombeau functions. In Section 5 we prove an infinitesimal
criterion for symmetry groups of generalized algebraic equations and apply the obtained results
in Section 6 to symmetry group analysis of differential equations in the Colombeau framework.
Finally, in Section 7 we turn to the topic of group invariant generalized functions in this setting.
Based on a recent result of Pilipovic´ et al. [26] we provide an affirmative answer to an open
question posed by M. Oberguggenberger in [22] whether standard rotations suffice to character-
ize rotational invariance of Colombeau generalized functions.
2. Notations
In what follows, M and N will denote smooth, connected, paracompact Hausdorff manifolds
of dimensions m and n, respectively.
Set I = (0,1] and denote by P(M) the space of linear differential operators on M . The spaces
of moderate respectively negligible nets in M are defined as
EM(M) :=
{
(uε)ε ∈ C∞(M)I : ∀K M, ∀P ∈P(M) ∃p ∈N: sup
x∈K
∣∣Puε(x)∣∣=O(ε−p)},
N (M) :=
{
(uε)ε ∈ EM(M): ∀K M, ∀m ∈N0: sup
x∈K
∣∣uε(x)∣∣=O(εm)}
(due to [10, Chapter 1, Theorem 1.2.3], for the characterization ofN (M) as a subspace of EM(M)
it is sufficient to estimate only the 0th order derivative). Clearly, N (M) is an ideal of the differ-
ential algebra EM(M). The special Colombeau algebra G(M) on M is defined as the quotient
EM(M)/N (M); it is an associative, commutative differential algebra whose elements are equiv-
alence classes denoted by u = [(uε)ε]. G(_) is a fine sheaf of differential algebras with respect
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injective sheaf morphisms embedding D′(_) linearly into G(_).
A point value characterization of Colombeau generalized functions is based on the concept of
compactly supported generalized points [9,23]. The space of compactly supported generalized
points Mc is the set of all nets (xε)ε ∈ MI for which xε stays in a fixed compact set for ε small.
In Mc one introduces an equivalence relation ∼ in the following way: for (xε)ε, (yε)ε ∈ Mc,
(xε)ε ∼ (yε)ε ⇔ dh(xε, yε) = O(εm), for each m > 0, where dh denotes the distance function
induced on M by one (hence any) Riemannian metric h. The quotient space M˜c := Mc/∼ is
called the space of compactly supported generalized points on M , and we denote its elements by
x˜ = [(xε)ε]. In the case M =R one also defines the ring of generalized numbers R˜ as the quotient
of the set of moderate nets of numbers (rε)ε ∈ RI with |rε| = O(ε−p) for some p ∈ N modulo
the set of negligible nets (rε)ε with |rε| = O(εm) for each m. It is the ring of constants in the
Colombeau algebra. Insertion of a compactly supported generalized point into any representative
of a Colombeau generalized function produces a well-defined element of R˜. Moreover, elements
of G(M) are uniquely determined by their values on M˜c.
In order to describe generalized functions on the manifold M taking values in the manifold N
one introduces the space G[M,N ] of compactly supported (or c-bounded for short) generalized
functions. A net (uε)ε ∈ C∞(M,N)I is called c-bounded if
∀K M ∃ε0 > 0 ∃K ′ N ∀ε < ε0: uε(K)⊆K ′.
A c-bounded net is moderate if it satisfies:
∀k ∈ N, for each chart (V ,ϕ) in M , each chart (W,ψ) in N , each L V and each L′ W
there exists p ∈N with
sup
x∈L∩u−1ε (L′)
∥∥D(k)(ψ ◦ uε ◦ ϕ−1)(ϕ(x))∥∥=O(ε−p).
Denote by EM [M,N ] the set of all moderate c-bounded nets. Introduce an equivalence rela-
tion ∼ in EM [M,N ] in the following way: (uε)ε, (vε)ε ∈ EM [M,N ], (uε)ε ∼ (vε)ε if
(i) ∀K M , supx∈K dh(uε(x), vε(x))→ 0 (ε → 0) for some (hence every) Riemannian metric
h on N .
(ii) ∀k ∈N0 ∀m ∈N, for each chart (V ,ϕ) in M , each chart (W,ψ) in N , each L V and each
L′ W :
sup
x∈L∩u−1ε (L′)∩v−1ε (L′)
∥∥D(k)(ψ ◦ uε ◦ ϕ−1 −ψ ◦ vε ◦ ϕ−1)(ϕ(x))∥∥=O(εm).
The space of c-bounded Colombeau generalized functions from M to N is defined as the
quotient G[M,N ] := EM [M,N ]/∼.
Alternative characterizations of the notions of moderateness and equivalence for the ele-
ments of C∞(M,N)I are: (uε)ε ∈ EM [M,N ] ⇔ (f ◦ uε)ε ∈ EM(M), ∀f ∈ C∞(N) [18, Propo-
sition 3.2] and (uε)ε ∼ (vε)ε ((uε)ε, (vε)ε) ∈ EM [M,N ]) ⇔ (f ◦ uε − f ◦ vε)ε ∈ N (M),
∀f ∈ C∞(N) [18, Theorem 3.3]. Similarly as for the elements of G(M), if u ∈ G[M,N ] and
x˜ ∈ M˜c then u(x˜) = [(uε(xε))ε] is a well-defined element of N˜c, and elements of G[M,N ] are
uniquely determined by their values on all compactly supported generalized points on M , i.e.
u= v ⇔ u(x˜)= v(x˜), ∀x˜ ∈ M˜c [18, Theorem 3.5].
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of E, and by P(M,E) the space of linear differential operators Γ (M,E)→ Γ (M,E). The mod-
ule of generalized sections of E, ΓG(M,E), is defined as the quotient ΓEM (M,E)/ΓN (M,E)
where
ΓEM (M,E) :=
{
(sε)ε ∈ Γ (M,E)I : ∀P ∈P(M,E) ∀K M ∃p ∈N:
sup
x∈K
∥∥Puε(x)∥∥h =O(ε−p)
}
,
ΓN (M,E) :=
{
(sε)ε ∈ ΓEM (M,E): ∀K M ∀m ∈N: sup
x∈K
∥∥uε(x)∥∥h =O(εm)
}
,
where ‖‖h is the norm on the fibers of E induced by any Riemannian metric on M . ΓG(_ ,E) is
a fine sheaf of projective and finitely generated G(M)-modules, and
ΓG(M,E)= G(M)⊗C∞(M) Γ (M,E).
If E is some tensor bundle T rs M we write Grs (M) instead of ΓG(M,T rs M); in particular, if E
is the tangent bundle TM(= T 10 M) then G10(M) is the space of generalized vector fields on M .
We say that a generalized vector field ξ ∈ G10(M) is locally bounded, respectively locally of
L∞-log type, if for all K M and one (hence every) Riemannian metric h on M we have for
any representative (ξε)ε and ε sufficiently small
sup
x∈K
∥∥ξε|x∥∥h  C, respectively sup
x∈K
∥∥ξε|x∥∥h  C| log ε|.
ξ is called globally bounded with respect to h if for some (hence every) representative (ξε)ε of ξ
there exists C > 0 with
sup
x∈M
∥∥ξε|x∥∥h C,
for ε small (cf. [15, Definition 3.4]).
To conclude this section we fix some notations from symmetry group analysis of differential
equations, following [25]. Let X and U be spaces of independent and dependent variables and
suppose that G is a local Lie group of transformations acting regularly on some open subset
M ⊆ X × U ; for the group action we write g · (x,u) = (Ξg(x,u),Ψg(x,u)), with appropriate
smooth functions Ξg and Ψg . If Ξg does not depend on the dependent variables the group action
is called projectable. The n-jet space of M will be denoted by M(n) and the nth prolongation
of a group action g, respectively vector field v, by pr(n)g, respectively pr(n)v. If Δν(x,u(n)) = 0
(1  ν  l) is a system of nth order differential equations on M , where Δ : X × U(n) → Rl is
a smooth function, then the solution set of Δ is the subvariety SΔ := {(x,u(n)): Δ(x,u(n)) = 0}
of X × U(n). We say that a function f is a solution of the system if the n-jet of the graph
Γf = {(x, f (x)): x ∈ Ω} ⊂ X × U of f , i.e. Γ (n)f is contained in SΔ. A symmetry group of Δ
is a local transformation group G acting on M with the property that whenever u = f (x) is a
solution of the system and g · f (g ∈G) is defined, then g · f is again a solution of Δ.
3. Generalized group actions
To begin with we recall the following definitions from [15].
Definition 3.1. A generalized group action on a manifold M is an element Φ ∈ G[R × M,M]
with the following properties:
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(ii) Φ(η1 + η2, x)=Φ(η1,Φ(η2, x)) in G[R2 ×M,M].
In the following definition we make use of Gh, the space of hybrid Colombeau functions
defined on a manifold and taking values in a vector bundle which was introduced in [17] (see
also [10]).
Definition 3.2. Let ξ ∈ G10(M) be a generalized vector field such that there exists a unique gen-
eralized group action Φ ∈ G[R×M,M] satisfying
d
dη
Φ(η, x)= ξ(Φ(η,x)) in Gh[R×M,TM]. (1)
Then ξ is called the infinitesimal generator of Φ and both ξ and its generalized flow Φ are called
G-complete. We call ξ and Φ strictly G-complete if, in addition, there exist representatives (ξε)ε ,
(Φε)ε such that Φε is the flow of ξε for each ε ∈ I .
Even for not necessarily G-complete group actions Φ we shall call a generalized vector field
ξ an infinitesimal generator of Φ if (1) holds. In practice, since in order to show G-completeness
one usually works componentwise, the condition of strict G-completeness is normally no addi-
tional restriction, cf. the following remark.
Remark 3.3. Sufficient conditions for G-completeness of a generalized vector field ξ have been
derived in [15, Theorem 3.5], for the case of (M,h) a complete Riemannian manifold, to wit:
(i) ξ is globally bounded with respect to h, and
(ii) for each first-order differential operator P ∈P(M,TM), Pξ is locally of L∞-log-type.
In fact, these conditions even ensure strict G-completeness of ξ .
One of our main interest in generalized group actions in this work will be symmetry properties
in the following sense.
Definition 3.4. Let F ∈ G(M) and let Φ be a G-complete generalized group action on M . Φ is
called a symmetry group of the equation
F(x)= 0
in G(M) if for any x˜ ∈ M˜c with F(x˜) = 0 ∈ R˜ we have F(Φ(η˜, x˜)) = 0 in R˜, for every η˜ ∈ R˜c
(i.e., η → F(Φ(η, x˜)) = 0 in G(R)). If F = (Fν)lν=1 ∈ G(M)l , then Φ is called a symmetry
group of the equation F = 0 if it is a symmetry group of each equation Fν = 0 (1 ν  l).
We note that, since G[M,R] is naturally contained in G(M), the above definitions and results
directly apply to c-bounded generalized functions as well.
As in the classical case (cf. [25, Chapter 2]) our first aim is to derive infinitesimal criteria
characterizing symmetries of “algebraic” equations as in Definition 3.4. In the smooth setting,
one supposes a maximal rank condition on F and then uses distinguished local charts to obtain
the desired result. In our present context, however, a direct transfer of classical methods is im-
possible due to the lack of structure of the space M˜c of compactly supported generalized points
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possesses a representative contained in a suitable compact set in M . We therefore call an open
set U ⊆M a neighborhood of x˜ = [(xε)ε] if
∃ε0 ∃K U s.t. xε ∈K ∀ε < ε0.
Moreover, in the absence of an inverse function theorem in the generalized function setting, it is
a priori not clear how to define the rank of a generalized function. Since, on the positive side,
inversion of generalized functions is possible in G[M,N ] we suggest the following notion of
rank of a generalized map.
Definition 3.5. Let F ∈ G[M,N ], k ∈ {0, . . . ,min(m,n)} and x˜ ∈ M˜c. F is called of rank k in x˜
if there exist open neighborhoods U ⊆ M of x˜, V ⊆ N of F(x˜), open sets U ′ ⊆ Rm, V ′ ⊆ Rn,
ε0 > 0 and diffeomorphisms ϕε : U → U ′, ψε : V → V ′ for each ε ∈ (0, ε0] with ϕ = [(ϕε)ε] ∈
G[U,U ′], ϕ−1 := [(ϕ−1ε )ε] ∈ G[U ′,U ], ψ = [(ψε)ε] ∈ G[V,V ′], ψ−1 := [(ψ−1ε )ε] ∈ G[V ′,V ]
such that F |U ∈ G[U,V ] and
ψ ◦ F ◦ ϕ−1 = (x1, . . . , xm) → (x1, . . . , xk,0, . . . ,0)
in G[U ′,V ′]. If A⊆U then F is called of rank k globally on A.
It is straightforward to adapt this definition also to the case where F ∈ G(M)l (set N = Rn
and ψε = id for all ε).
According to the above discussion it is natural to ask whether a more strict localization than
the one used in Definition 3.5 is attainable in general. Before we proceed with the theory of sym-
metry groups of generalized algebraic equations we should therefore investigate the possibility of
localizing Colombeau generalized functions, respectively solution sets of generalized equations.
The following section is devoted to this purpose.
4. Localization
By the point value characterization of Colombeau generalized functions (cf. [16,18,23]), el-
ements of G(M) as well as of G[M,N ] are uniquely determined by their values on compactly
supported generalized points on M .
As was mentioned in the previous section, elements of M˜c are only weakly localized, so in
particular the existence of suitable open neighborhoods of x˜ ∈ M˜c as in Definition 3.5 is not
necessarily guaranteed. Therefore the question arises whether we need all elements of M˜c to
characterize elements of G(M) (or G[M,R]) or if more strongly localized generalized points
suffice. The following definition borrows a concept from nonstandard analysis to specify what is
meant by this notion.
Definition 4.1. A point x˜ ∈ M˜c is called near-standard if there exists x ∈M such that x˜ ≈ x (i.e.,
xε → x (ε → 0) for every representative of x˜).
In particular, any neighborhood of x is a neighborhood of x˜ ≈ x in the sense of Section 3.
Near-standard points indeed suffice to characterize Colombeau generalized functions.
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(i) Let u ∈ G(M). Then u= 0 if and only if u(x˜)= 0, for all near-standard points x˜ ∈ M˜c.
(ii) Let u,v ∈ G[M,N ]. Then u = v if and only if u(x˜) = v(x˜), for all near-standard points
x˜ ∈ M˜c.
Proof. (i) One direction is clear. So, suppose that u(x˜) = 0, for all near-standard points x˜ ∈ M˜c
and suppose that u = 0. Then
∃K M ∃m ∀k ∈N ∃xk ∈K ∃εk < min
(
1
k
, εk−1
)
:
∣∣uεk (xk)∣∣> kεmk . (2)
Since K is a compact set there exists a subsequence xkl which converges to x ∈K . Set xε := xkl
for ε ∈ (εkl+1 , εkl ] and x˜ := [(xε)ε] ∈ M˜c. x˜ is a near-standard point and from (2) it follows that
u(x˜) = 0, which gives a contradiction.
(ii) Necessity is again obvious. For the converse direction we use the characterization of
c-bounded generalized functions given in [18]. Let f ∈ C∞(N). Then f ◦ u and f ◦ v are well-
defined elements of G(M). For any near-standard point x˜ ∈ M˜c we have by (i) that
(f ◦ u)(x˜)= (f ◦ v)(x˜) ,
so f ◦u= f ◦v in G(M). Hence, (f ◦uε −f ◦vε)ε ∈N (M) and by [18, Theorem 3.3] it follows
that u= v. 
In the smooth setting, a maximal rank condition on the set of solutions of an equation
F(x) = 0 allows to derive an infinitesimal criterion for symmetry groups of the equation (cf.
[25, Chapter 2]). In the generalized case, however, the assumption of maximal rank in each near-
standard point x˜ ∈ M˜c which is a solution of F(x) = 0, F ∈ G(M), may be insufficient. We
illustrate this by the following example.
Example 4.3. Set M =R, I = (0,1] and J =⋃∞n=1( 12n+1 , 12n ]. Let
xε =
{
0, ε ∈ J,
1, ε ∈ I \ J, (3)
Fε(x)=
{
x, ε ∈ J,
x − 1, ε ∈ I \ J. (4)
Then Fε(xε)= 0 for all ε and x˜ := [(xε)ε] is not a near-standard point. We claim that the solution
set SF = {y˜ ∈ R˜c | F(y˜)= 0} does not contain any near-standard point. To see this, suppose that
y˜ = [(yε)ε] satisfies F(y˜)= 0. Then
Fε(yε)= yε − 1 on I \ J
and
Fε(yε)= yε on J.
Suppose that y˜ is a near-standard point and choose y ∈ R such that yε → y when ε → 0. Then
since F(y˜)= 0 we obtain y − 1 = 0 = y, a contradiction. Moreover, the above reasoning implies
that x˜ is in fact the only zero of the equation F(x)= 0 in R˜c.
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does not contain any near-standard points. In order to obtain infinitesimal criteria for an equation
F(x) = 0 we will therefore have to require a maximal rank condition in a neighborhood of all
of SF , no matter which types of generalized points belong to it.
An alternative localization strategy consists in considering an open covering U of M . Since G
is a sheaf, F = 0 on M if and only if F = 0 on each open set U ⊆ M . Also, if Φ is a symmetry
group of the equation
F(x)= 0 in G(M)
then for every open covering U of M , Φ is a symmetry group of
F |U(x)= 0
for each U ∈ U . However, a localization to near-standard points fails in general: consider again
Example 4.3. Let U1 = (−∞, 12 ) and U2 = ( 14 ,∞). Then the intersection of SF with both (U˜1)c
and (U˜2)c is empty, although SF itself is nonempty, consisting precisely of the generalized point
x˜ from (3).
5. Infinitesimal criteria
Our aim in this section is to derive infinitesimal criteria for symmetry groups of algebraic
equations in the Colombeau setting. To this end we will need the following auxiliary result.
Lemma 5.1. Let ψε : M → N (ε ∈ I ) be a net of diffeomorphisms such that ψ = [(ψε)ε] ∈
G[M,N ] and ψ−1 = [(ψ−1ε )ε] ∈ G[N,M]. If Φ is a strictly G-complete group action on N with
generator ξ ∈ G10(N) then ψ∗Φ = [(ψ∗Φε)ε] is a strictly G-complete group action on M with
infinitesimal generator ψ∗ξ = [(ψ∗ξε)ε].
Proof. Choose representatives (ξε)ε , (Φε)ε as in the definition of strict G-completeness. Then
for each fixed ε ∈ I , ψ∗Φε(η, x) = ψ−1 ◦ Φε(η,ψ(x)) is a group action on M with gen-
erator ψ∗ξε = T ψ−1 ◦ ξε ◦ ψ . Since Eq. (1) transfers componentwise from N to M , strict
G-completeness of the pullback follows. 
In the formulation of Theorem 5.2 we will make use of the following definition: a subset of Rn
is called an n-dimensional box if it is a product I1 × · · · × In of n finite or infinite open intervals
in R.
Theorem 5.2. Let Φ be a strictly G-complete group action on M with generator ξ . Let F ∈
G(M)l be of maximal rank on some U with U˜c ⊇Φ((−η0, η0)∼c ×SF ) (η0 > 0) via a generalized
chart ψ ∈ G[U,V ], where SF := {x˜ ∈ M˜c | F(x˜) = 0}. Set ξ¯ := (ψ−1)∗ξ and suppose that one
of the following conditions holds:
(i) V =Rm and ξ¯ possesses a representative (ξ¯ε)ε satisfying:
∃C, ε0 > 0 such that
∣∣ξ¯ε(x)∣∣ C(1 + |x|) (x ∈Rn, ε < ε0).
(ii) V is a box and Dξ¯ is locally of L∞-log-type.
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Fν(x)= 0 (1 ν  l) (5)
if and only if
ξ(Fν)|x˜ = 0 1 ν  l, ∀x˜ ∈ SF . (6)
Proof. Let Φ be a symmetry group of (5). Then for each x˜ ∈ SF , the generalized function
η → F (Φ(η, x˜))
equals 0 in G(R). Therefore,
0 = d
dη
∣∣∣∣
0
F
(
Φ(η, x˜)
)= ξ(F )|x˜ .
Conversely, by assumption we have F ◦ψ−1 = pr : V ⊆Rm →Rl . By Lemma 5.1, (ψ−1)∗ξ
is a strictly G-complete vector field on V with flow Φ¯(η, x) := (η, x) → ψ ◦ Φ(η,ψ−1(x)).
Write
ξ¯ = (ψ−1)∗ξ =
m∑
i=1
ξ¯i∂xi
and
F¯ := (ψ−1)∗F = (x1, . . . , xm) → (x1, . . . , xl).
Then SF¯ = ψ(SF ) = {x˜ ∈ V˜c | F¯ (x˜) = 0 in R˜lc} = {x˜ ∈ V˜c | (x˜1, . . . , x˜l) = 0 in R˜lc}. Moreover,
ξ¯ (F¯ ) = 0 on SF¯ means that ξ¯i |V∩({0}×Rm−l ) = 0 in G(V ∩ ({0} × Rm−l)), for i = 1,2, . . . , l.
Hence, ξ¯ |V∩({0}×Rm−l ) has a representative (ξ¯ε)ε with ξ¯1ε, . . . , ξ¯lε ≡ 0. Write ξ¯ = (ξ¯ ′, ξ¯ ′′) ∈
G(V )l × G(V )m−l and let x˜ ∈ SF¯ . Then x˜ has a representative (xε)ε such that xε = (0, x′′ε ) ∈
(Rl ×Rm−l)∩ V for all ε.
Suppose now that assumption (i) is satisfied. Then the initial value problem
d
dη
φ(η)= ξ¯ ′′(0, φ(η)),
φ(0)= x˜′′ (7)
possesses a solution on {0} ×Rm−l (see the existence part of the proof of Theorem 3.2 in [15]).
Set x˜′′ := [(x′′ε )ε] with x′′ε as above. Let φ be a solution of (7). Then Φ¯(η, x˜)= (0, φ(η)). Indeed,
let Φ˜(η, x) := (0, φ(η)). Then
Φ˜(0, x˜)= (0, x˜′′)= x˜
and
d
dη
Φ˜(η, x˜)= (0, φ′(η))= (0, ξ¯ ′′(0, φ(η)))= ξ¯(0, φ(η))= ξ¯(Φ˜(η, x˜)).
Hence Φ¯ and Φ˜ both solve the initial value problem
d
dη
Φ(η)= ξ¯(Φ(η)),
Φ(0)= x˜. (8)
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Φ¯ = Φ˜ on ({0} × Rm−l)∼c and Φ¯(η, x˜) ∈ SF¯ , for all η and all x˜ ∈ SF¯ , i.e. Φ¯ is a symmetry of
F¯ = 0.
Alternatively, let us assume that (ii) obtains. We have to show that pr1 ◦ Φ¯(η˜, x˜) = 0 for all
η˜ ∈ R˜c and x˜ ∈ SF . Let 1 k  l. Then for representatives as above, Φ¯kε(0, xε)= 0 and since V
is a box, (σ Φ¯ ′ε(τ, xε), Φ¯ ′′ε (τ, xε)) ∈ V for σ ∈ [0,1] and τ ∈ (−η0, η0). Therefore,
Φ¯kε(η, xε)=
η∫
0
d
dτ
Φ¯kε(τ, xε) dτ =
η∫
0
ξ¯kε
(
Φ¯ε(τ, xε)
)
dτ
=
η∫
0
(
ξ¯kε(Φ¯1ε(τ, xε), . . . , Φ¯lε(τ, xε)︸ ︷︷ ︸
=:Φ¯ ′ε(τ,xε)
, Φ¯l+1ε(τ, xε), . . . , Φ¯mε(τ, xε)︸ ︷︷ ︸
=:Φ¯ ′′ε (τ,xε)
)
− ξ¯kε
(
0, Φ¯ ′′ε (τ, xε)
))
dτ
=
η∫
0
1∫
0
d
dσ
ξ¯kε
(
σΦ¯ ′ε(τ, xε), Φ¯ ′′ε (τ, xε)
)
dσ dτ
=
η∫
0
1∫
0
l∑
j=1
Dj ξ¯kε
(
σΦ¯ ′ε(τ, xε), Φ¯ ′′ε (τ, xε)
) · Φ¯jε(τ, xε) dσ dτ.
Since Φ¯ is c-bounded and Dξ¯ is locally of L∞-log type, the claim therefore follows by applying
Gronwall’s inequality. 
Remark 5.3. We list some sufficient conditions for the respective assumptions of the above
theorem:
(i) In case M is a Riemannian manifold with Riemannian metric h (e.g., a submanifold of Rn
with the induced metric) it suffices to assume that ξ and Pψ are globally bounded with
respect to h for each differential operator P of first order.
(ii) To secure this condition it suffices to suppose that Pξ is locally bounded for each differential
operator P of order  1 and that Pψ is locally bounded for each differential operator P of
order  2.
Examples 5.4. In certain algebraically special cases a global chart ψ as in Theorem 5.2 can
immediately be read off.
(i) Suppose that (after a possible renumbering of the coordinates) F ∈ G(Rn)l is given in the
form
F1(x1, . . . , xn)= x1 − f1(x2, . . . , xn),
F2(x1, . . . , xn)= x2 − f2(x3, . . . , xn),
...
Fl(x1, . . . , xn)= xl − fl(xl+1, . . . , xn)
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ψ(y1, . . . , yn)=
(
F1(y1, . . . , yn), . . . ,Fl(y1, . . . , yn), yl+1, . . . , yn
)
and writing ψ−1(x1, . . . , xn) = (y1, . . . , yn), ψ−1 is determined recursively by yi = xi (l <
i  n) and yi = xi + fi(yi+1, . . . , yn) for i  l. Since composition of c-bounded generalized
functions can be carried out unrestrictedly [18, Theorem 3.6], ψ is a global generalized chart.
For l = 1 we obtain [14, Theorem 4.7] (formulated there in the Gτ -setting) as a special case.
(ii) A ∈ R˜n×nc is an invertible matrix of generalized numbers if and only if det(A) is strictly
nonzero in R˜ (cf. [10, Theorem 1.2.38 and Lemma 1.2.41]). If, in addition, ψ : x →A−1 · x
is c-bounded then it is a global chart for the map F ∈ G(Rn)l , F(x) = prRn→Rl (A · x).
As a concrete example one may take for A a generalized rotation, i.e., an element of the
special orthogonal group SO(n, R˜) over the ring R˜ of generalized numbers (cf. [21,22] and
Section 7).
6. Differential equations
Based on the previous section, it is possible to derive a theory of symmetry groups of dif-
ferential equations in the space of c-bounded generalized functions. This development largely
parallels the one presented in [14, Section 4.2], though with the additional benefit of being for-
mulated in a global setting. Therefore we only point out the technical differences and omit proofs
which are analogous to the Gτ -setting used there.
Definition 6.1. A generalized group action Φ ∈ G[R×Rp+q,Rp+q ] is called projectable if
Φ
(
η, (x,u)
)= (Ξη(x),Ψη(x,u)), (9)
where Ξ ∈ G[R×Rp,Rp] and Ψ ∈ G[R×Rp+q,Rq ].
The group properties
Ξη1+η2(x)=Ξη1
(
Ξη2(x)
)
, Ψη1+η2(x,u)= Ψη1
(
Ξη2(x),Ψη2(x,u)
)
are to be understood as equations in G[R2 × Rp,Rp] and G[R2 × Rp+q,Rq ], respectively.
Ref. [18, Theorem 3.5], shows that any element u of G[M,N ] is uniquely determined by its
graph Γu. We have
Proposition 6.2. Let u ∈ G[Rp,Rq ] and let Φ be a projectable generalized group action on
R
p ×Rq . Then Φη(Γu)= ΓΦη(u) in R˜p+qc for each η ∈ R˜c, where Φη(u) denotes the element
x → Ψη
(
Ξ−η(x), u ◦Ξ−η(x)
) ∈ G[Rp,Rq ].
Proposition 6.3. Consider a system of PDEs
Δν(x,u
(n))= 0 (1 ν  l) (10)
in G[Rp,Rq ], where Δ ∈ G[(Rp ×Rq)(n),Rl]. Set
SΔ =
{
z˜ ∈ (R˜pc )(n): Δν(z˜)= 0, 1 ν  l}.
Then u ∈ G[Rp,Rq ] is a solution of the system if and only if Γpr(n)u ⊆ SΔ.
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be a projectable generalized group action on Rp ×Rq , z ∈ (Rp ×Rq)(n) and choose a function
h ∈ C∞(Rp,Rq) such that (z1, . . . , zp,pr(n)h(z1, . . . , zp)) = z. The nth prolongation of Φ is
defined as
pr(n)Φ(η, z) := (Ξη(z1, . . . , zp),pr(n)(Φη(h))(Ξη(z1, . . . , zp))).
By [10, 3.2.59], it follows that pr(n)Φ ∈ G[R × (Rp+q)(n), (Rp+q)(n)]. As in [14, Lemma 4.12
and Proposition 4.13], it is seen that this definition does not depend on the particular choice of h
and that pr(n)Φ is a generalized group action on (Rp ×Rq)(n).
Proposition 6.4. Let Φ be a projectable generalized group action on Rp ×Rq such that pr(n)Φ
is a symmetry group of the algebraic equation Δ(z)= 0. Then Φ is a symmetry group of (10).
Definition 6.5. Let ξ be a G-complete generalized vector field. The nth prolongation of ξ is the
infinitesimal generator of the nth prolongation of the generalized group action Φ corresponding
to ξ :
pr(n)ξ |z = d
dη
∣∣∣∣
0
pr(n)Φη(z).
If pr(n)ξ is G-complete, then both ξ and Φ are called G-n-complete.
Theorem 6.6. Let
Δν
(
x,pr(n)u
)= 0 (1 ν  l) (11)
be a system of partial differential equations with Δ ∈ G(Rp)l . Let Φ be a generalized group
action on Rp × Rq with infinitesimal generator ξ and suppose that Δ and pr(n)Φ satisfy the
assumptions of Theorem 5.2. If
pr(n)ξ(Δ)(z˜)= 0 ∀z˜ ∈ (R˜pc × R˜qc )(n) with Δ(z˜)= 0,
then Φ is a symmetry group of (11).
Proof. Immediate from Theorem 5.2 and Proposition 6.4. 
As in [14, Theorem 4.17], we may now conclude that the classical algorithm for determining
symmetries of a given system of differential equations carries over to the generalized setting:
make an ansatz for the infinitesimal generators, calculate the prolongations according to the
classical formulas (cf. [25, Theorem 2.36]) and then apply Theorem 6.6 to derive a system of
determining equations in the space of c-bounded Colombeau functions. Solutions of this system
verifying the conditions of Theorem 6.6 yield generalized symmetries of (11).
Examples 6.7. (i) Consider a scalar conservation law of the form
ut + F(u)ux = 0
with the propagation velocity F a strictly decreasing function of u which is allowed to suffer
one or more jumps (cf. [21]). We are looking for projectable generalized symmetries of the form
ξ(x, t, u)=X(x, t)∂x + T (x, t)∂t +U(x, t, u)∂u. The determining equations in this case read:
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−Xx + FTt + T Ft +UFu − FXx + F 2Tx +XFx = 0.
Note that these contain nonlinear terms in the non-smooth function F as well as derivatives
thereof, which means that the problem cannot be treated on the distributional level. By em-
bedding F into G[R,R], however, the problem becomes accessible to the symmetry group
analysis laid out in this section. As a particular solution of the determining equations (now
to be viewed as equations in the Colombeau setting) we obtain ξ(x, t, u) = xt∂x + t2∂t +
(x − tF (u))/F ′(u)∂u. This infinitesimal generator is G-complete, transforming any solution
u ∈ G[R2,R] into F−1(ηx(1 + ηt)−1 + F(u(x(1 + ηt)−1, t (1 + ηt)−1))(1 + ηt)−1). Depend-
ing on the particular form of F this new solution may be associated to (i.e., have a distributional
limit) of the form of a piecewise smooth function with jumps or kinks which is a new generalized
solution of the original equation.
(ii) More generally, F may be assumed to be a symmetric n × n-matrix of C1-functions. In
this case the generalized symmetries of the resulting quasilinear system have been studied in [7]
in the Gτ -setting. The results achieved there carry over to our present situation since the general-
ized solutions of the system remain c-bounded. In particular, so-called associated symmetries are
analyzed in [7], and infinitesimal criteria for the transformation of solutions in the sense of as-
sociation into other such solutions are derived. These criteria are applicable to the study of weak
solutions and extend work of Berest in the linear case [1,2]. An extended study of associated
symmetries of conservation laws can be found in [7,12].
7. Group invariant generalized functions
In this final section we analyze the notion of invariance of Colombeau generalized functions
under generalized group actions. As in classical analysis and distribution theory this concept
plays an important role with respect to applications (cf. the calculation of group invariant funda-
mental solutions in D′, respectively, G in [1,2,21]).
We shall need the fact that composition of Colombeau generalized functions and c-bounded
generalized functions is always well defined.
Lemma 7.1. Let u = [(uε)ε] ∈ G[M,N ], v = [(vε)ε] ∈ G(N). Then v ◦ u := [(vε ◦ uε)ε] is a
well-defined element of G(M).
Proof. To show that (vε ◦ uε)ε ∈ EM(M), let K  V for some chart (V ,ϕ) in M . Since v is
c-bounded, there exist K ′  N and ε0 > 0 such that vε(K) ⊆ K ′ for all ε < ε0. Without loss
of generality we may assume that K ′ is contained in some chart (W,ψ) of N . Then the mod-
erateness estimates for vε ◦ uε = (vε ◦ ψ−1) ◦ (ψ ◦ uε) on K follow from the chain rule and
the respective estimates for (uε)ε and (vε)ε . Suppose now that [(uε)ε] = [(u′ε)ε] in G[M,N ]
and let x˜ = [(xε)ε] ∈ M˜c. Then by [10, Proposition 3.2.56], [(uε(xε))] = [(u′ε(xε))] in M˜c
and hence [(vε ◦ uε(xε))] = [(vε ◦ u′ε(xε))] in M˜c by [10, Proposition 3.2.7]. By the same re-
sult, [(vε ◦ uε)ε] = [(vε ◦ u′ε)ε] in G(M). Finally, if (vε)ε ∈ N (N) it is immediate from the
c-boundedness of (uε)ε that (vε ◦ uε)ε ∈N (M). Hence v ◦ u is well defined, as claimed. 
In particular, for Φ a generalized group action on M and f ∈ G(M), it follows that f ◦Φ is a
well-defined element of G(R×M).
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under Φ if f ◦Φ = f ◦ π2 in G(R×M) (with π2 :R×M →M , π2(η, x)= x).
By the point value characterization of generalized functions (cf. [10, Theorem 3.2.8]) the
above condition can equivalently be stated as follows:
f
(
Φ(η˜, x˜)
)= f (x˜) ∀η˜ ∈ R˜c ∀x˜ ∈ M˜c.
Proposition 7.3. Let f ∈ G(M) and let Φ be a generalized group action on M with infinitesimal
generator ξ . Then the following statements are equivalent:
(i) f is Φ-invariant;
(ii) ξ(f )= 0 in G(M).
Proof. (i) ⇒ (ii). Since f is Φ-invariant we have
0 = d
dη
∣∣∣∣
0
(
f
(
Φ(η,x)
))= ξ(f )|x in G(M).
(ii) ⇒ (i). Conversely, let ξ(f )= 0 in G(M). Then
d
dη
f
(
Φ(η, x˜)
)= ξ(f )|Φ(η,x˜) = 0 in G(R) ∀x˜ ∈ M˜c.
Therefore, for each x˜ the map η → f (Φ(η, x˜)) is constant in G(R), so f ◦Φ = f ◦π2, again by
[10, Theorem 3.2.8]. 
Invariance properties of Colombeau generalized functions under generalized group actions
have first been studied in [21,22]. In particular, the following basic result was derived ([22, The-
orem 2], formulated there in the Gτ -setting):
Theorem 7.4. Let u ∈ G(Rn). The following are equivalent:
(i) u(x˜1 + η, x˜2, . . . , x˜n)= u(x˜) for all x˜ ∈ R˜nc , η ∈ R˜c.
(ii) ∂x1u= 0 in G(Rn).
(iii) u has a representative (uε)ε such that ∂x1uε ≡ 0 for all ε.
It remained an open question there whether (i)–(iii) is equivalent to
(i′) u(x˜1 + η, x˜2, . . . , x˜n)= u(x˜) for all x˜ ∈ R˜nc , η ∈R,
i.e., whether standard translations suffice to characterize translational invariance of Colombeau
generalized functions. Meanwhile, Pilipovic´, Scarpalezos and Valmorin have provided two alter-
native proofs (based on a Baire argument respectively on the construction of a parametrix) which
show that this question can be answered affirmatively [26]. In what follows we shall make use of
this result to resolve a further open question raised in [21] in the context of generalized rotations.
Recall from Example 5.4(ii) that we denote by SO(n, R˜) the space of generalized rotations.
Rotational invariance of Colombeau functions has been characterized in [21,22] and has been em-
ployed there to provide a new method of calculating rotationally invariant fundamental solutions,
e.g., of the Laplace equation. The main characterization result is as follows [21, Theorem 4.2].
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(i) u ◦A= u in G(Rn) for all A ∈ SO(n, R˜).
(ii) ξu= 0 in G(Rn) for all infinitesimal generators of SO(n,R).
(iii) u possesses a representative (uε)ε such that each uε is rotationally invariant.
The following result affirmatively answers an open question from [22].
Theorem 7.6. Items (i)–(iii) in Theorem 7.5 are equivalent with
(i′) u ◦A= u in G(Rn) for all A ∈ SO(n,R),
i.e., standard rotations suffice to characterize rotational invariance of Colombeau generalized
functions.
Proof. Obviously (i) implies (i′). To prove the converse we first treat the case n = 2. Let A˜ ∈
SO(2, R˜). Then by [22, Section 3, Lemma 1], there exists some η˜ ∈ R˜c such that
A˜=
[(
cos(ηε) − sin(ηε)
sin(ηε) cos(ηε)
)
ε
]
.
Given x˜, y˜ ∈ R˜c we have to show that u(A˜ · (x˜, y˜)t ) = u(x˜, y˜) in R˜. We may write (x˜, y˜) =
[(rε cos(θε), rε sin(θε))] for suitable rε  0, θε . Now set vε := θ → uε(rε cos(θ), rε sin(θ)). Then
v = [(vε)ε] ∈ G(R) and by assumption v(θ˜ + η) = v(θ˜) in R˜ for all θ˜ ∈ R˜c and all η ∈ R. But
then the equivalence of (i) and (i′) in Theorem 7.4 shows that v is, in fact, a generalized constant.
This immediately gives the result in the 2D-case.
In the general case n  2 we verify (ii) of Theorem 7.5. Let 1  i < j  n and let ξ =
xi∂xj − xj ∂xi be an infinitesimal generator of SO(n,R). Fix compactly supported generalized
numbers x˜1, . . . , x˜i−1, x˜i+1, . . . , x˜j−1, x˜j+1, . . . , x˜n and consider the maps
wε : (xi, xj ) → uε(x˜1, . . . , x˜i−1, xi, . . . , x˜j−1, xj , . . . , x˜n).
Then w = [(wε)ε] ∈ G(R2) and from our assumption it follows that w ◦ A = w in G(R2) for
all A ∈ SO(R2). By what we have already proved in the 2D-case and Theorem 7.5 it follows
that ξw = 0 in G(R2). Hence from the point value characterization of Colombeau generalized
functions it follows that ξu= 0 in G(Rn) for each ξ ∈ SO(Rn), as claimed. 
Remark 7.7. Let a˜ be a strictly nonzero (i.e., invertible, cf. [10, Theorem 1.2.38]) generalized
number and consider the generalized vector field ξ = a˜(y∂x − x∂y) on R2. Then ψ = [(ψε)ε]
with
ψε : (r, θ) →
(
r cos(aεθ), r sin(aεθ)
)
is a generalized chart in G[R+ × (0,2π),R2 \ (R+0 ×{0})]. Moreover, the pullback ψ∗ξ of ξ un-
der ψ is the smooth vector field ∂
∂θ
. This provides a simple case of “straightening out” a (strictly)
nonzero generalized vector field. In the case of standard polar coordinates (a˜ = 1) ψ allows to
directly transform standard generators of SO(2,R) to translations, albeit only on R2 \ {0}. How-
ever, there exist elements of G(R2) with support {0} which are not rotationally invariant: choose
some ϕ ∈D(R2) whose support is not rotationally invariant and set u= [(ϕ( . ))ε]. Therefore, theε
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lation setting of Theorem 7.4), since, contrary to the smooth setting, rotational invariance on
R
2 \ {0} is not equivalent to rotational invariance on R2 for Colombeau functions. (The situation
for D′(R2) is similar: for example, ∂1δ is a distribution supported in {0} which is not rotationally
invariant.)
Nevertheless, generalized charts induced by matrix transformations as above and the related
question of straightening out infinitesimal generators of matrix groups over the ring of gen-
eralized numbers are likely to play an important role in a further analysis of group invariant
generalized functions. They should also provide valuable test cases for the development of in-
verse function theorems in the Colombeau setting [8].
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