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Re´sume´
L’e´valuation des modifications des caracte´ristiques d’un syste`me dynamique non-stationnaire
est e´tudie´e suivant les modifications des parame`tres modaux. Pour cela, nous e´tudions en pre-
mier l’obtention de ces parame`tres, a` l’aide des me´thodes d’identification a` partir des re´ponses
vibratoires mesure´es. Trois me´thodes d’identification sont e´tudie´es : la me´thode de De´composition
Orthogonale Propre (POD), la me´thode de De´composition en Valeurs Singulie`res (SVD) et la
me´thode de De´composition Orthogonale Re´gularise´e (SOD). Ensuite, trois e´tapes sont conside´re´es
pour suivre les changements de masse des syste`mes non-stationnaires a` partir des variations des pa-
rame`tres modaux : la localisation de l’instant du changement (e´tape 1), la de´tection de la position
du changement (e´tape 2) et la quantification de la valeur du changement (e´tape 3). Pour l’e´tape 1,
la transforme´e en ondelettes (TO) qui est une analyse temps-fre´quence est applique´e. Ensuite, trois
me´thodes de de´tection de la position du changement de la masse sont de´veloppe´es dans l’e´tape 2.
Enfin, la variation relative des fre´quences propres est utilise´e pour la quantification de la variation
relative de la masse dans l’e´tape 3. Toutes ces me´thodes ont e´te´ teste´es nume´riquement. De plus
une maquette simplifie´e de baˆtiment a e´te´ instrumente´e sous excitations de choc. Ces essais ont
permis de valider les me´thodes de´veloppe´es dans cette the`se.
Mots clefs : syste`me dynamique, identification modale, parame`tres modaux, de´composition
orthogonale, transforme´e en ondelettes, transforme´e de Fourier.
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Abstract
Modification of modal parameters is considered the main tool for the evaluation of characte-
ristic changes of a non stationary dynamic system. Therefore, our first interest is to obtain these
modal parameters from vibration measures using identification methods. Three methods are dis-
cussed here : Proper Orthogonal Decomposition (POD), Singular Value Decomposition (SVD) and
Smooth Orthogonal Decomposition (SOD). Then, in order to evaluate the mass changes in non
stationary systems, three steps are proposed : instant localization of mass changes (step 1), deter-
mination of geometrical location of the mass changes (step 2) and quantification of mass changes
(step 3). The Wavelet transform (WT), considered to be a time-frequency analysis, is indented in
step 1. In step 2, three methods for the detection of the position of the mass changes are develo-
ped. Finally, the relative variation of the natural frequencies of the system is used to evaluate the
relative variation of the mass in step 3. The efficiency of these methods is verified by numerical
tests. Moreover a building experimental model, instrumented with accelerometers, is studied in the
case of after-shock vibrations. These experimental tests permit to validate the methods proposed
in this thesis.
Keywords : dynamic systems, modal identification, modal parameters, orthogonal decomposi-
tion, wavelet transform, Fourier Transform.
xii
Table des matie`res
Acronymes xvii
Table des figures xix
Liste des tableaux xxvi
Glossaire xxvii
Introduction ge´ne´rale xxix
1 Pre´sentation de la the`se 1
1.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.2 Proble`me inverse . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.2.1 Pre´sentation du proble`me inverse conside´re´ . . . . . . . . . . . . . . . . . . 4
1.2.2 POD, SVD et SOD pour l’identification des parame`tres modaux . . . . . . 5
1.3 Me´thodes de de´tection et de localisation de la modification . . . . . . . . . . . . . 7
1.4 De´marche de la recherche . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2 Proble`me direct : syste`me dynamique line´aire discret 9
2.1 Syste`me dynamique line´aire d’ordre 2 a` n d.d.l . . . . . . . . . . . . . . . . . . . . 11
2.2 Re´solution du syste`me dynamique . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.2.1 Modes propres et re´solution du syste`me homoge`ne . . . . . . . . . . . . . . 12
2.2.2 Modes propres et re´solution du syste`me non homoge`ne . . . . . . . . . . . . 15
2.3 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
3 Me´thodes de de´composition orthogonale base´es sur la corre´lation 19
3.1 De´composition Orthogonale Propre (POD) . . . . . . . . . . . . . . . . . . . . . . 21
3.2 De´composition en Valeurs Singulie`res (SVD) . . . . . . . . . . . . . . . . . . . . . 22
3.3 De´composition Orthogonale Re´gularise´e (SOD) . . . . . . . . . . . . . . . . . . . . 24
3.4 Comparaison et analyse critique de ces me´thodes . . . . . . . . . . . . . . . . . . . 25
3.5 Comment trouver les modes propres avec une pre´cision fixe´e . . . . . . . . . . . . . 26
xiv TABLE DES MATIE`RES
3.5.1 Choix de la fre´quence d’e´chantillonnage . . . . . . . . . . . . . . . . . . . . 27
3.5.2 Choix du temps d’observation total T . . . . . . . . . . . . . . . . . . . . . 28
3.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
4 Transforme´e en ondelettes continue 35
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
4.2 Historique . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
4.3 De la transforme´e de Fourier a` la transforme´e en ondelettes . . . . . . . . . . . . . 39
4.4 La transforme´e en ondelettes continue de Cauchy . . . . . . . . . . . . . . . . . . . 42
4.4.1 L’ondelette me`re de Cauchy ou de Paul et la TOCC . . . . . . . . . . . . . 42
4.4.2 Les effets de bords . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
4.4.3 Extraction des areˆtes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
4.5 Estimation des parame`tres modaux . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
4.5.1 Cas de la pseudo-pulsation propre . . . . . . . . . . . . . . . . . . . . . . . 47
4.5.2 Cas du taux d’amortissement . . . . . . . . . . . . . . . . . . . . . . . . . . 47
4.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
5 Proble´matique e´tudie´e 49
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
5.2 Pre´sentation de l’e´tude . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
5.2.1 Proble`me dynamique sans amortissement . . . . . . . . . . . . . . . . . . . 55
5.2.2 Choix du type de donne´es de mesures . . . . . . . . . . . . . . . . . . . . . 56
5.3 Matrice de rigidite´ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
5.3.1 Cas ge´ne´ral . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
5.3.2 Cas particulier . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
5.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
6 Localisation en temps des modifications de la masse 61
6.1 De´tection de la modification : E´tape 1 . . . . . . . . . . . . . . . . . . . . . . . . . 63
6.2 Exemples nume´riques . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
6.2.1 Augmentations des masses locales d’un syste`me . . . . . . . . . . . . . . . . 64
6.2.2 Diminutions des masses locales d’un syste`me . . . . . . . . . . . . . . . . . 72
6.3 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
TABLE DES MATIE`RES xv
7 De´tection de la position de la modification de la masse 83
7.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
7.2 Recherche de la position connaissant les modes propres avant et apre`s le changement
de la masse . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
7.2.1 Permutation des modes propres . . . . . . . . . . . . . . . . . . . . . . . . . 85
7.2.2 Me´thodes de recherche de la position de la modification . . . . . . . . . . . 89
7.3 Comparaison des trois me´thodes sur des exemples nume´riques . . . . . . . . . . . . 91
7.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
8 Quantification des modifications de la masse 99
8.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
8.2 Description des essais nume´riques . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
8.3 Analyse nume´rique pre´alable . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
8.3.1 Cas des syste`mes ayant subi des augmentations de leurs masses locales . . . 107
8.3.2 Cas des syste`mes ayant subi des diminutions de leurs masses locales . . . . 109
8.3.3 Cas des syste`mes ayant subi plusieurs augmentations et diminutions de leurs
masses locales . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
8.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
9 Mise en œuvre expe´rimentale 115
9.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117
9.2 Description de l’expe´rience . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117
9.3 Analyse des donne´es de mesure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
9.4 Recherche de la position de l’ajout de la masse . . . . . . . . . . . . . . . . . . . . 125
9.4.1 Un ajout de masse de 2, 5 % de la masse totale . . . . . . . . . . . . . . . . 126
9.4.2 Un ajout de masse de 5 % de la masse totale . . . . . . . . . . . . . . . . . 130
9.4.3 Un ajout de masse de 7, 5 % de la masse totale . . . . . . . . . . . . . . . . 130
9.4.4 Variation de l’e´tage d’excitation . . . . . . . . . . . . . . . . . . . . . . . . 132
9.5 Estimation de la variation relative de la masse . . . . . . . . . . . . . . . . . . . . 132
9.5.1 Un ajout de 12 % de la cinquie`me masse . . . . . . . . . . . . . . . . . . . . 133
9.5.2 Un ajout de 25 % de la deuxie`me masse . . . . . . . . . . . . . . . . . . . . 134
9.5.3 Un ajout de 38 % de la quatrie`me masse . . . . . . . . . . . . . . . . . . . . 135
9.5.4 Trois ajouts de 12 % chacun . . . . . . . . . . . . . . . . . . . . . . . . . . . 136
9.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137
Conclusions et perspectives 138
Annexes 143
xvi TABLE DES MATIE`RES
A De´composition de la matrice de re´ponse X suivant une SVD pour le cas d’un
syste`me conservatif 145
B E´valuation nume´rique d’une modification de la masse d’un syste`me dynamique153
C Les fre´quences calcule´es par la FFT des essais expe´rimentaux 159
D Recherche de la position de l’ajout de la masse 163
D.1 Un ajout de masse de 5 % de la masse totale . . . . . . . . . . . . . . . . . . . . . 163
D.2 Un ajout de masse de 7, 5 % de la masse totale . . . . . . . . . . . . . . . . . . . . 166
D.3 Variation de l’e´tage d’excitation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 169
Bibliographie 172
Acronymes
TF Transforme´e de Fourier (Fourier Transform)
LNM Mode propre line´aire (Linear Normal Mode)
MAC Matrice de corre´lation modale (Modal Assurance Criterion)
PCA Analyse en composantes principales (Principal Component Analysis)
POD De´composition orthogonale en modes propres (Proper Orthogonal Decomposition)
POM Mode propre orthogonal (Proper Orthogonal Mode)
POV Valeur propre orthogonale (Proper Orthogonal Value)
SVD De´composition en valeurs singulie`res (Singular Value Decomposition)
SOD De´composition orthogonale re´gularise´e (Smooth Orthogonal Decomposition)
TO Transforme´e en ondelettes (Wavelet Transform)
xviii Acronymes
Table des figures
4.1 Re´solution en temps et en fre´quence : (a) de la fonction analysante ψ(t) et (b) de la
fonction b-translate´e et a-dilate´e avec b quelconque et a > 0 [21]. . . . . . . . . . . 41
4.2 Repre´sentations temporelle, fre´quentielle et temps-fre´quence du signal e´tudie´. . . . 45
4.3 Les deux areˆtes du signal x(t) = e−t sin(2π.3t) + 12 sin
(
2π.(t2 + 4t)
)
. . . . . . . . 46
4.4 Le squelette du signal (e´chelle logarithmique) : ln |Tψn [xk(t)] (b, ark(b))| pour k va-
riant de 1 a` 2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
5.1 Sche´matisation des 3 e´tapes de l’e´volution du syste`me. . . . . . . . . . . . . . . . . 52
5.2 Identification des caracte´ristiques des syste`mes a` 1 ou a` 2 e´tats. . . . . . . . . . . . 53
5.3 Sche´matisation des trois pe´riodes E0, ET et E1 au cours du temps [0;T ]. . . . . . . 54
5.4 Syste`me masse-ressort encastre´-encastre´ a` n masses mi et a` n+1 ressorts de raideur
ks. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
5.5 Syste`me masse-ressort encastre´-libre a` n masses mi et a` n ressorts de raideur ki. . 58
5.6 Syste`me masse-ressort encastre´-encastre´ a` n masses m et a` n+1 ressorts de raideur k. 58
5.7 Syste`me masse-ressort encastre´-libre a` n masses m et a` n ressorts de raideur k. . . 59
6.1 La TO des acce´le´rations du syste`me ayant subi une augmentation de masse apre`s
15 minutes (900 secondes) du de´but de l’observation. . . . . . . . . . . . . . . . . . 65
6.2 La TO, sur dix bandes de fre´quences, des acce´le´rations du syste`me ayant subi une
augmentation de masse apre`s 15 minutes (900 secondes) du de´but de l’observation. 66
6.3 La TO des acce´le´rations du syste`me ayant subi une augmentation de deux masses
apre`s 10 minutes (600 secondes) du de´but de l’observation. . . . . . . . . . . . . . 68
6.4 La TO, sur dix bandes de fre´quences, des acce´le´rations du syste`me ayant subi une
augmentation de deux masses apre`s 10 minutes (600 secondes) du de´but de l’obser-
vation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
6.5 La TO des acce´le´rations du syste`me ayant subi une augmentation de masse apre`s 10
minutes (600 secondes) puis une deuxie`me augmentation de masse apre`s 20 minutes
(1200 secondes) du de´but de l’observation. . . . . . . . . . . . . . . . . . . . . . . . 70
6.6 La TO, sur dix bandes de fre´quences, des acce´le´rations du syste`me ayant subi des
augmentations de deux masses apre`s 10 minutes (600 secondes) puis apre`s 20 minutes
(1200 secondes) du de´but de l’observation. . . . . . . . . . . . . . . . . . . . . . . . 71
xx TABLE DES FIGURES
6.7 La TO des acce´le´rations du syste`me ayant subi une diminution de masse apre`s 15
minutes (900 secondes) du de´but de l’observation. . . . . . . . . . . . . . . . . . . . 74
6.8 La TO, sur dix bandes de fre´quences, des acce´le´rations du syste`me ayant subi une
diminution de masse apre`s 15 minutes (900 secondes) du de´but de l’observation. . 74
6.9 La TO des acce´le´rations du syste`me ayant subi une diminution de deux masses apre`s
10 minutes (600 secondes) du de´but de l’observation. . . . . . . . . . . . . . . . . . 76
6.10 La TO, sur dix bandes de fre´quences, des acce´le´rations du syste`me ayant subi une
diminution de deux masses apre`s 10 minutes (600 secondes) du de´but de l’observation. 78
6.11 La TO des acce´le´rations du syste`me ayant subi deux diminutions successives de
masse : la premie`re apre`s 10 minutes (600 secondes) et la deuxie`me apre`s 20 minutes
(1200 secondes) du de´but de l’observation. . . . . . . . . . . . . . . . . . . . . . . . 79
6.12 La TO, sur dix bandes de fre´quences, des acce´le´rations du syste`me ayant subi deux
diminutions de masses apre`s 10 minutes (600 secondes) puis 20 minutes (1200 se-
condes) du de´but de l’observation. . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
7.1 Repre´sentation en 2D des valeurs de la matrice MAC de l’e´quation (7.2). . . . . . 86
7.2 Repre´sentation en 2D des valeurs de la matrice MAC de l’e´quation (7.5). . . . . . 88
7.3 Repre´sentation du calcul de la permutation des modes propres, de la matrice de
diffe´rence ∆ et des vecteurs Max et Ind. . . . . . . . . . . . . . . . . . . . . . . . 90
7.4 De´tection de la position de la modification de la masse. Augmentation forte de 80%
de la masse locale au niveau de la masse 4. . . . . . . . . . . . . . . . . . . . . . . 92
7.5 De´tection de la position de la modification de la masse. Diminution de 80% de la
masse locale au niveau de la masse 4. . . . . . . . . . . . . . . . . . . . . . . . . . . 93
7.6 De´tection de la position de la modification de la masse. Augmentation de 20% de la
masse locale au niveau de la masse 6. . . . . . . . . . . . . . . . . . . . . . . . . . . 94
7.7 De´tection de la position de la modification de la masse. Diminution de 20% de la
masse locale au niveau de la masse 6. . . . . . . . . . . . . . . . . . . . . . . . . . . 95
7.8 De´tection de la position de la modification de la masse. Augmentation de 10% de la
masse locale au niveau des masses 5 et 9. . . . . . . . . . . . . . . . . . . . . . . . 96
7.9 De´tection de la position de la modification de la masse. Diminution de 80% de la
masse locale au niveau des masses 2 et 5. . . . . . . . . . . . . . . . . . . . . . . . 97
8.1 Les fre´quences avant et apre`s une augmentation de 50 % de la masse locale a` la
33e`me position. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
8.2 Les fre´quences avant et apre`s une diminution de 50 % de la masse locale a` la 33e`me
position. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
8.3 Les fre´quences avant et apre`s une diminution simultane´e de 50 % de la masse locale
sur les positions 5, 33 et 62. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
8.4 Les trois derniers modes avant (en bleu e´toile´) et apre`s (en rouge cercle´) une dimi-
nution de 50% des masses locales sur les positions 5, 33 et 62 : (a) les modes 100,
(b) les modes 99 et (c) les modes 98. . . . . . . . . . . . . . . . . . . . . . . . . . . 106
TABLE DES FIGURES xxi
8.5 En rouge, le trace´ de
∆m+
mT
. En bleu, le trace´ de l’oppose´ de la variation relative des
fre´quences suite a` une augmentation de 50 % de la masse locale sur la 33e`me position.107
8.6 En rouge, les trace´s de
∆m+
mT
,
2∆m+
mT
et
3∆m+
mT
. En bleu, le trace´ de l’oppose´ de la
variation relative des fre´quences suite a` trois augmentations respectives de 90 % de
la masse locale sur les 5e`me, 15e`me et 33e`me masses. . . . . . . . . . . . . . . . . . . 108
8.7 En rouge, le trace´ de −∆m−
mT
. En bleu, le trace´ de l’oppose´ de la variation relative
des fre´quences suite a` une diminution de 50 % de la masse locale sur la 33e`me masse. 110
8.8 En rouge, les trace´s de −∆m−
mT
, −2∆m−
mT
et −3∆m−
mT
. En bleu, le trace´ de l’oppose´ de
la variation relative des fre´quences suite a` trois diminutions sur les 5e`me, 15e`me et
33e`me masses de 90 % de la masse locale de chacune des celles-ci. . . . . . . . . . . 111
8.9 En rouge, les trace´s de 0,
∆m+
mT
,
2∆m+
mT
, −∆m−
mT
, −2∆m−
mT
et −3∆m−
mT
. En bleu, le
trace´ de l’oppose´ de la variation relative des fre´quences suite a` deux augmentations
de 60 % de la masse locale sur les 5e`me et 33e`me masses et a` trois diminutions de
40 % de la masse locale sur les 62e`me, 78e`me et 84e`me masses. . . . . . . . . . . . . 112
9.1 Dispositif compose´ de 5 e´tages lie´s par des lames. . . . . . . . . . . . . . . . . . . . 119
9.2 Cinq capteurs d’acce´leration attache´s a` chaque e´tage. . . . . . . . . . . . . . . . . . 119
9.3 Marteau utilise´ pour engendrer la force exte´rieure. . . . . . . . . . . . . . . . . . . 120
9.4 La carte d’acquisition avec des modules de 4 entre´es chacun. . . . . . . . . . . . . . 120
9.5 Les essais effectue´s suivant la valeur de l’ajout de la masse, la position de chaque
ajout, l’e´tage d’excitation et le nombre d’essais. . . . . . . . . . . . . . . . . . . . . 121
9.6 Trace´ de la courbe du vecteur force en fonction du temps d’observation en secondes. 122
9.7 Trace´ de la courbe du vecteur de de´placement du cinquie`me e´tage en fonction du
temps d’observation enregistre´ a` l’aide du capteur laser. . . . . . . . . . . . . . . . 123
9.8 Trace´ des courbes des vecteurs d’acce´le´ration de chacun des 5 e´tages en fonction du
temps d’observation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
9.9 Nombre de points a` enlever avant l’impact du choc. . . . . . . . . . . . . . . . . . . 124
9.10 Cœfficient d’amortissement en pourcentage de chaque acce´le´ration pour les trois essais.124
9.11 Cas ide´al pour la de´tection de la position 3 du changement de la masse en utilisant
les re´sultats de la me´thode OI, de la me´thode EC et de la me´thode EM. . . . . . . 126
9.12 Recherche de la position pour les trois essais avec un ajout de la masse ∆m1 sur le
premier e´tage et en tapant sur le troisie`me e´tage. . . . . . . . . . . . . . . . . . . . 127
9.13 Recherche de la position pour les trois essais avec un ajout de la masse ∆m1 sur le
deuxie`me e´tage et en tapant sur le troisie`me e´tage. . . . . . . . . . . . . . . . . . . 127
9.14 Recherche de la position pour les trois essais avec un ajout de la masse ∆m1 sur le
troisie`me e´tage et en tapant sur le troisie`me e´tage. . . . . . . . . . . . . . . . . . . 128
9.15 Recherche de la position pour les trois essais avec un ajout de la masse ∆m1 sur le
quatrie`me e´tage et en tapant sur le troisie`me e´tage. . . . . . . . . . . . . . . . . . . 128
xxii TABLE DES FIGURES
9.16 Recherche de la position pour les trois essais avec un ajout de la masse ∆m1 sur le
cinquie`me e´tage et en tapant sur le troisie`me e´tage. . . . . . . . . . . . . . . . . . . 129
9.17 Cœfficient d’amortissement en pourcentage, en bleu, des acce´le´rations des masses
du syste`me ayant subi un ajout de ∆m3 sur l’e´tage 4. En rouge, l’amortissement
moyen entre les 5 masses pour chacun des trois essais. . . . . . . . . . . . . . . . . 131
9.18 L’oppose´ de la variation relative des fre´quences moyennes pour le syste`me expe´rimental
ayant subi un ajout de ∆m1 sur la cinquie`me masse locale. . . . . . . . . . . . . . 134
9.19 L’oppose´ de la variation relative des fre´quences moyennes pour le syste`me expe´rimental
ayant subi un ajout ∆m2 sur la deuxie`me masse locale. . . . . . . . . . . . . . . . 135
9.20 L’oppose´ de la variation relative des fre´quences moyennes pour le syste`me expe´rimental
ayant subi un ajout de ∆m3 sur la quatrie`me masse locale. . . . . . . . . . . . . . 136
9.21 L’oppose´ de la variation relative des fre´quences moyennes pour le syste`me expe´rimental
ayant subi trois ajouts successifs de la masse ∆m1 sur chacun des cinq e´tages. . . . 137
B.1 La TO des acce´le´rations du syste`me ayant subi une diminution d’une masse apre`s
30 minutes (1800 secondes) du de´but de l’observation. . . . . . . . . . . . . . . . . 154
B.2 Calcul des fre´quences par la TO suivant 10 bandes de fre´quences diffe´rentes. . . . . 155
B.3 De´tection de la position de la masse du syste`me ayant subi une diminution de 40%
de la septie`me masse locale. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 156
B.4 Le trace´ des fre´quences avant et apre`s une diminution de la septie`me masse de 40%
de la masse locale de celle-ci. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 157
B.5 En rouge, le trace´ de ∆m
mT
. En bleu, le trace´ de l’oppose´ de la variation relative des
fre´quences suite a` une diminution de la septie`me masse de 40 % de la masse locale
de celle-ci. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 158
D.1 Recherche de la position pour les trois essais avec un ajout de la masse ∆m2 sur le
premier e´tage et en tapant sur le troisie`me e´tage. . . . . . . . . . . . . . . . . . . . 164
D.2 Recherche de la position pour les trois essais avec un ajout de la masse ∆m2 sur le
deuxie`me e´tage et en tapant sur le troisie`me e´tage. . . . . . . . . . . . . . . . . . . 164
D.3 Recherche de la position pour les trois essais avec un ajout de la masse ∆m2 sur le
troisie`me e´tage et en tapant sur le troisie`me e´tage. . . . . . . . . . . . . . . . . . . 165
D.4 Recherche de la position pour les trois essais avec un ajout de la masse ∆m2 sur le
quatrie`me e´tage et en tapant sur le troisie`me e´tage. . . . . . . . . . . . . . . . . . . 165
D.5 Recherche de la position pour les trois essais avec un ajout de la masse ∆m2 sur le
cinquie`me e´tage et en tapant sur le troisie`me e´tage. . . . . . . . . . . . . . . . . . . 166
D.6 Recherche de la position pour les trois essais avec un ajout de la masse ∆m3 sur le
premier e´tage et en tapant sur le troisie`me e´tage. . . . . . . . . . . . . . . . . . . . 167
D.7 Recherche de la position pour les trois essais avec un ajout de la masse ∆m3 sur le
deuxie`me e´tage et en tapant sur le troisie`me e´tage. . . . . . . . . . . . . . . . . . . 167
D.8 Recherche de la position pour les trois essais avec un ajout de la masse ∆m3 sur le
troisie`me e´tage et en tapant sur le troisie`me e´tage. . . . . . . . . . . . . . . . . . . 168
TABLE DES FIGURES xxiii
D.9 Recherche de la position pour les trois essais avec un ajout de la masse ∆m3 sur le
quatrie`me e´tage et en tapant sur le troisie`me e´tage. . . . . . . . . . . . . . . . . . . 168
D.10 Recherche de la position pour les trois essais avec un ajout de la masse ∆m3 sur le
cinquie`me e´tage et en tapant sur le troisie`me e´tage . . . . . . . . . . . . . . . . . . 169
D.11 Recherche de la position apre`s un ajout de la masse ∆m3 sur le quatrie`me e´tage et
en tapant sur le premier e´tage. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 170
D.12 Recherche de la position apre`s un ajout de la masse ∆m3 sur le quatrie`me e´tage et
en tapant sur le deuxie`me e´tage. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 170
D.13 Recherche de la position apre`s un ajout de la masse ∆m3 sur le quatrie`me e´tage et
en tapant sur le quatrie`me e´tage. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 171
D.14 Recherche de la position apre`s un ajout de la masse ∆m3 sur le quatrie`me e´tage et
en tapant sur le cinquie`me e´tage. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 171
xxiv TABLE DES FIGURES
Liste des tableaux
4.1 Ondelette me`re de Cauchy - De´finitions . . . . . . . . . . . . . . . . . . . . . . . . 43
6.1 Les fre´quences en Hz obtenues par la TO avant et apre`s une augmentation de masse
de ∆m = 1 kg tel que
∆m
mT
= 0, 05. . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
6.2 Les fre´quences en Hz obtenues par la TO avant et apre`s une augmentation de deux
masses, en un meˆme instant, de ∆m = 2× 1, 2 = 2, 4 kg tel que ∆m
mT
= 0, 12. . . . 69
6.3 Les fre´quences en Hz obtenues par la TO avant et apre`s deux augmentations de
masse, en deux instants diffe´rents, de la masse ∆m1 = 0, 6 kg tel que
∆m1
mT
= 0, 03
puis de la masse ∆m2 = 1, 2 kg tel que
∆m2
mT
= 0, 06. . . . . . . . . . . . . . . . . . 72
6.4 Les fre´quences en Hz obtenues par la TO avant et apre`s une diminution de masse
de ∆m = 1 kg tel que
∆m
mT
= 0, 05. . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
6.5 Les fre´quences en Hz obtenues par la TO avant et apre`s la diminution simultane´e
de deux masses de ∆m = 1, 2 kg tel que
∆m
mT
= 0, 06. . . . . . . . . . . . . . . . . . 77
6.6 Les fre´quences en Hz obtenues par la TO avant et apre`s deux diminutions, en deux
instants diffe´rents, de la masse ∆m1 = 0, 6 kg tel que
∆m1
mT
= 0, 03 et de la masse
∆m2 = 1, 2 kg tel que
∆m2
mT
= 0, 06. . . . . . . . . . . . . . . . . . . . . . . . . . . 81
9.1 Probabilite´ pour chacune des trois me´thodes de trouver la bonne position de l’ajout
∆m1 sur chacun des cinq e´tages successivement et en tapant sur le troisie`me e´tage.
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
9.2 Probabilite´ pour chacune des trois me´thodes de trouver la bonne position de l’ajout
∆m2 sur chacun des cinq e´tages successivement et en tapant sur le troisie`me e´tage.
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130
9.3 Probabilite´ pour chacune des trois me´thodes de trouver la bonne position de l’ajout
∆m3 sur chacun des cinq e´tages successivement et en tapant sur le troisie`me e´tage.
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131
xxvi LISTE DES TABLEAUX
9.4 Probabilite´ pour chacune des trois me´thodes de trouver la bonne position de l’ajout
∆m3 sur l’e´tage 4 et en tapant sur chacun des cinq e´tages successivement.
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132
9.5 Les cinq fre´quences calcule´es par la FFT du vecteur acce´le´ration de chacun des 5
masses. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133
9.6 Probabilite´ totale de l’efficacite´ des trois me´thodes pour tous les essais expe´rimentaux
e´tudie´s dans ce chapitre. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138
B.1 Les fre´quences obtenues par la TO avant et apre`s une diminution d’une masse locale
de ∆m = 2 Kg tel que
∆m
mT
= 0, 04. . . . . . . . . . . . . . . . . . . . . . . . . . . 155
C.1 Les fre´quences moyennes en Hz obtenues par la FFT a` l’e´tat initial du syste`me. . 159
C.2 Les fre´quences moyennes obtenues en Hz par la FFT apre`s un ajout de ∆m1 sur
chacun des 5 e´tages. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 160
C.3 Les fre´quences moyennes obtenues en Hz par la FFT apre`s un ajout de ∆m2 sur
chacun des 5 e´tages. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 160
C.4 Les fre´quences moyennes obtenues en Hz par la FFT apre`s un ajout de ∆m3 sur
chacun des 5 e´tages. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 160
C.5 Les fre´quences obtenues en Hz par la FFT apre`s un ajout de ∆m3 sur le quatrie`me
e´tage en excitant les e´tages 1, 2, 4 et 5. . . . . . . . . . . . . . . . . . . . . . . . . 161
Glossaire
M matrice de masse syme´trique, de´finie et positive (n× n)
C matrice d’amortissement (n× n)
K matrice de rigidite´ syme´trique, de´finie et positive (n× n)
X matrice de de´placement (n×m)
A matrice carre´e syme´trique, de´finie et positive (n× n)
P matrice orthogonale dont les colonnes sont les vecteurs propres de A (n× n)
D matrice diagonale des valeurs propres de A (n× n)
φ matrice modale des vecteurs propres ϕi (n× n)
R matrice de correlation t.q. R = 1
m
XTX (n× n)
ψ matrice des POMs (vecteurs propres de R) (n× n)
U matrice orthogonale des vecteurs singuliers a` gauche (n× n)
Σ matrice pseudo-diagonale des valeurs singulie`res (n×m)
V matrice orthogonale des vecteurs singuliers a` droite (m×m)
I matrice identite´ (n× n)
z vecteur des forces exte´rieures (n)
x vecteur de de´placement en fonction du temps t (n)
x˙ vecteur de´rive´e de x par rapport au temps (n)
x¨ vecteur de´rive´e seconde de x par rapport au temps (n)
ϕi vecteurs propres de M
−1K (1 ≤ i ≤ n) (n)
q vecteur de transformation de base (n)
pi vecteurs propres de A (1 ≤ i ≤ n) (n)
ψi vecteurs propres de R (1 ≤ i ≤ n) (n)
r vecteur de transformation de base (n)
s vecteur de transformation de base (n)
f vecteur des forces (n)
ui vecteurs singuliers a` gauche de X
T (1 ≤ i ≤ n) (n)
vi vecteurs singuliers a` droite de X
T (1 ≤ i ≤ n) (m)
n degre´ de liberte´
m nombre d’e´chantillons en temps
mij composantes de la matrice M (1 ≤ i, j ≤ n)
cij composantes de la matrice C (1 ≤ i, j ≤ n)
kij composantes de la matrice K (1 ≤ i, j ≤ n)
ω pulsation
θ de´phasage
xxviii Glossaire
λi valeurs propres du syste`me (1 ≤ i ≤ n)
µi valeurs propres de R (1 ≤ i ≤ n)
ζi amortissement du mode i (1 ≤ i ≤ n)
σi valeurs singulie`res de X
T (1 ≤ i ≤ n)
r rang de la matrice A
h re´ponse impulsionnelle
Introduction ge´ne´rale
Le temps, les phe´nome`nes naturels, les guerres, ont tous une influence sur les caracte´ristiques
des structures et leur re´sistance. Pour conserver le bagage culturel de chaque re´gion, la protection
des monuments historiques est tre`s importante. De plus, e´valuer les endommagements de toutes
constructions (baˆtiments, ponts, etc.) est une ne´cessite´ pour les restaurer et pour prendre des
mesures de protection afin d’anticiper des catastrophes humaines. Ainsi, e´tudier les structures et
de´tecter tout changement de leurs caracte´rsitiques, reveˆt une importance capitale.
S’il est plus simple de faire ces e´tudes en laboratoires, il est toutefois impossible d’y transporter
des monuments comme des baˆtiments. De plus, en ge´ne´ral, pour faires de telles e´tudes, le syste`me
doit eˆtre mis hors service pendant une certaine dure´e de temps, ce qui peut causer des perturba-
tions (de trafics routiers par exemple, s’il s’agit d’un pont), ou des pertes financie`res. D’ou` l’inte´reˆt
de de´velopper des me´thodes qui permettent une analyse non-destructive, i.e. une analyse se fai-
sant sur place sans de´placement des syste`mes et si possible sans les mettre hors service. Ce type
d’analyses attire de plus en plus l’attention des industriels puisqu’il permet d’e´valuer et de pre´dire
le fonctionnement des structures sans les endommager. Avec le de´veloppement rapide des techno-
logies, l’analyse non-desctructive est devenue tre`s utile dans divers domaines, tels la re´sistance des
structures face aux activite´s sismiques, aux vents violents, etc. Cette analyse repose sur l’e´tude
des donne´es de mesures re´alise´es sous sollicitation exte´rieure pouvant eˆtre obtenue par vibration
me´canique, par rayonnement e´lectromagne´tique, etc.
La recherche sur l’identification des endommagements base´e sur la vibration a connu une ex-
pansion rapide au cours des dernie`res anne´es. Le principe de ces me´thodes se base sur l’e´tude
des parame`tres modaux (les fre´quences et modes propres, et l’amortissement modal), qui sont des
fonctions des proprie´te´s physiques de la structure (la masse, l’amortissement et la rigidite´). Par
conse´quent, les changements dans les proprie´te´s physiques provoquent des changements de´tectables
dans les proprie´te´s modales.
Le proble`me auquel nous nous inte´ressons dans notre e´tude, consiste d’abord a` approcher les
caracte´ristiques modales des structures puis a` de´tecter et e´valuer toute variation de masse du
syste`me. Ainsi, nous cherchons a` de´terminer l’instant, la position et la valeur du changement de
masse par rapport a` l’e´tat initial du syste`me.
Si nous connaissons les proprie´te´s physiques des structures, la de´termination de leurs ca-
racte´ristiques modales et de leurs re´ponses vibratoires est assez simple et classique (chapitre 2).
Or en pratique, nous ne disposons pas de ces informations. C’est pourquoi, nous cherchons a`
approcher les caracte´ristiques modales des structures en n’ayant pour donne´es initiales que la ma-
trice des donne´es de mesures vibratoires du syste`me. En effet, graˆce a` ces donne´es, nous pouvons
cre´er une matrice appele´e matrice de corre´lation, dont les vecteurs propres peuvent approcher
les modes propres de la structure. Ainsi, pour pouvoir approcher ces modes qui sont orthogonaux,
nous nous sommes inte´resse´s aux me´thodes de de´composition orthogonale base´es sur la corre´lation.
xxx Introduction ge´ne´rale
Nous avons e´tudie´ en particulier trois me´thodes : la De´composition Orthogonale Propre (POD), la
De´composition en Valeurs Singulie`res (SVD) et la De´composition Orthogonale Re´gularise´e (SOD).
Apre`s une description de´taille´e et une analyse critique de chacune de ces me´thodes (chapitre 3),
nous avons cherche´ a` obtenir des conditions pre´cises pour l’application de la POD afin d’obtenir
des approximations avec une pre´cision donne´e.
Une fois que les parame`tres modaux sont approche´s, nous pouvons alors analyser leur e´volution,
sachant que celle-ci re´sulte des modifications des caracte´ristiques physiques des syste`mes.
Ainsi, nous utilisons et de´veloppons diffe´rentes me´thodes base´es sur la variation des fre´quences
et des modes propres afin de de´tecter l’instant, la position et la valeur de tout changement de
masse (chapitres 6, 7 et 8). La re´solution de cette proble´matique qui est pre´sente´e dans le chapitre
5, ne´cessite la connaissance de l’e´volution en temps des fre´quences propres du syste`me. Comme
la transforme´e de Fourier est incapable de nous donner de telles informations, nous nous sommes
inte´resse´s aux analyses temps-fre´quences, et en particulier a` la transforme´e en ondelettes (chapitres
4 et 6).
Les me´thodes de´veloppe´es dans cette the`se sont particulie`rement inte´ressantes tant d’un point
de vue the´orique que d’un point de vue pratique, e´tant donne´ qu’elles ne ne´cessitent pas d’effectuer
des mesures couˆteuses. De plus, nous avons prouve´ l’efficacite´ de ces me´thodes en les appliquant
sur des donne´es expe´rimentales obtenues en laboratoires (chapitre 9).
Chapitre 1
Pre´sentation de la the`se
C
e chapitre pre´sente le proble`me de la de´tection et de l’e´valuation des modifications des ca-
racte´ristiques d’un syste`me dynamique line´aire. Cette e´tude est base´e sur l’identification des
caracte´ristiques modales a` partir de re´ponses vibratoires mesure´es. Trois me´thodes sont e´tudie´es
plus particulie`rement et compare´es.
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1.1 Introduction
L’objectif de cette the`se est d’e´tudier si a` partir de mesures vibratoires, on peut identifier
les parame`tres modaux d’un syste`me dynamique, pour ensuite de´tecter, localiser et estimer les
modifications des caracte´ristiques de ce syste`me.
Notre e´tude est centre´e sur les syste`mes dynamiques line´aires discrets puisque le traitement
nume´rique conduit a` discre´tiser les syste`mes continus. Il s’agit d’e´tudier les modifications des ca-
racte´ristiques de ces syste`mes. Leurs caracte´ristiques sont conside´re´es constantes durant un certain
temps d’observation. Mais ces caracte´ristiques peuvent subir un changement brutal comme la rup-
ture d’un fil dans un cable ou un changement lent comme l’apparition de la rouille. Mais avant et
apre`s ce changement, le syste`me peut eˆtre conside´re´ comme stationnaire pendant le temps de la
mesure du comportement vibratoire. En conclusion il y a deux e´chelles de temps : la dure´e de vie
de la structure d’une part et la dure´e d’une instrumentation pour faire des mesures d’autre part.
L’identification de ces caracte´ristiques peut eˆtre :
- une identification des parame`tres me´caniques (matrice de masseM, matrice d’amortissement
C et matrice de rigidite´ K),
- une identification des parame`tres modaux (fre´quences propres, modes propres et coefficient
d’amortissement).
Les caracte´ristiques me´caniques d’un syste`me dynamique line´aire a` n degre´s de liberte´, de type
masse-ressort amortisseur, ne sont pas en ge´ne´ral accessibles a` une mesure directe. Par contre on
peut assez facilement mesurer les re´ponses vibratoires et a` partir des ces re´ponses en de´duire les
parame`tres modaux : fre´quences propres, modes propres et coefficients d’amortissement.
Cette identification permet de connaˆıtre l’e´tat actuel d’un syste`me et de le comparer avec l’e´tat
initial. Chaque modification est e´tudie´e selon les trois e´tapes suivantes :
– E´tape 1 : localisation en temps de la variation,
– E´tape 2 : localisation en espace de la variation,
– E´tape 3 : quantification de la variation.
L’analyse de ces trois e´tapes effectue´e dans cette the`se pour des syste`mes dynamiques line´aires
discrets a pour but de servir aux inge´nieurs dans la pre´diction des modifications de leurs structures.
Que ce soient des baˆtiments, des caˆbles, des ponts ou tout autre structure, l’analyse non destruc-
tive des proble`mes me´caniques est une ne´cessite´ contre tout risque ou endommagement possibles.
Il est vrai que tous ces syste`mes me´caniques sont en re´alite´ continus, mais graˆce a` la me´thode des
e´le´ments finis, la discre´tisation en espace permet de re´cupe´rer ces syste`mes en dimension finie a` n
d.d.l ; d’ou` le choix de l’e´tude des syste`mes discrets.
Comme on l’a de´ja` mentionne´, rechercher des caracte´ristiques des syste`mes line´aires revient a`
trouver les fre´quences propres, les modes propres et les coefficients d’amortissement dans le cas des
syste`mes amortis. Une premie`re partie de la recherche dans la litte´rature bibliographique consiste
a` pre´senter des me´thodes d’identification des parame`tres de tels syste`mes.
La recherche des caracte´ristiques de ces syste`mes est un proble`me qui se pre´sente sous deux
formes : la premie`re qu’on appelle le “proble`me direct” et la deuxie`me le “proble`me indirect”. Le
proble`me direct consiste a` supposer connue les matrices initiales du syste`me dans le but de calculer
sa re´ponse vibratoire. Pourtant sur le plan pratique, que ce soit face a` des caˆbles, des ponts ou des
batiments, on ne connaˆıt pas l’e´tat initial. On ne posse`de que les signaux oscillatoires fournis par
des capteurs de de´placement, de vitesse ou d’acce´le´ration. D’ou` le proble`me indirect, aussi appele´
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proble`me inverse par les mathe´maticiens. En fait, c’est le proble`me qui consiste a` s’appuyer sur les
re´sultats de la vibration du syste`me pour trouver les parame`tres modaux caracte´risant la nature
et l’e´tat de celui-ci.
La pre´sentation du proble`me indirect des syste`mes stationnaires est donne´e dans le paragraphe
1.2.1. Les me´thodes d’identification des parame`tres modaux, trouve´es dans la litte´rature scienti-
fique, sont pre´sente´es et analyse´es dans le paragraphe 1.2.2. En supposant, tout au long de cette
the`se, que la rigidite´ est toujours constante, nous conside´rons pour la suite que la ou les masses
locales changent au cours du temps. Nous cherchons e´galement les me´thodes utilise´es pour la
de´tection et la localisation d’une modification de masse dans le paragraphe 1.3. Enfin, nous met-
tons en e´vidence les points faibles des me´thodes de la litte´rature et nous introduisons le plan de la
the`se dans le paragraphe 1.4.
1.2 Proble`me inverse
L’analyse du proble`me inverse est une analyse des donne´es de mesure enregistre´es graˆce a` des
capteurs de de´placement, de vitesse ou d’acce´le´ration ; en exerc¸ant des sollicitations me´caniques a`
distance ou de contact. Ainsi, on ne dispose pas des matrices de masse, de rigidite´ ni d’amortisse-
ment d’un syste`me mais uniquement de sa matrice de re´ponse. Le proble`me revient a` de´terminer,
a` partir des observations expe´rimentales (la matrice de re´ponse mesure´e) la nature du syste`me ;
c’est un proble`me inverse.
En ge´ne´ral, la re´solution de ce proble`me inverse est pre´ce´de´e par une e´tape dite proble`me direct,
qui de´crit le comportement des parame`tres des syste`mes. C’est un proble`me classique de re´solution
de syste`mes d’e´quations diffe´rentielles.
Ensuite, le proble`me consiste en l’identification des caracte´ristiques du syste`me connaissant son
e´tat actuel. Cette identification peut eˆtre soit parame´trique soit non parame´trique. Le premier cas
porte sur l’identification des parame`tres me´caniques (matrices de masse, de rigidite´ et d’amortisse-
ment), et le second sur la recherche des caracte´ristiques vibratoires du syste`me (fre´quences propres
et modes propres) ; c’est le proble`me de l’identification des parame`tres modaux.
On s’inte´resse dans notre e´tude a` l’identification des parame`tres modaux. Des me´thodes d’iden-
tification des parame`tres modaux utilise´es et de´veloppe´es par les chercheurs sont de´crites dans le
paragraphe 1.2.2.
1.2.1 Pre´sentation du proble`me inverse conside´re´
Le proble`me inverse conside´re´ consiste en la de´termination des parame`tres vibratoires d’un
syste`me dynamique. En pratique, les caracte´ristiques me´caniques du syste`me dynamique conside´re´
sont inconnues, et les donne´es expe´rimentales sont les re´ponses du syste`me a` certaines sollicitations.
Les donne´es mesure´es sont discre´tise´es en temps. Si n est le nombre de d.d.l et si l’e´chantillonnage
en temps est t1, ..., tm, la matrice des donne´es X est de dimension n×m.
Ne supposant connaˆıtre que cette matrice des donne´es de mesure, les scientifiques cherchent
des me´thodes d’identification des parame`tres qui permettent de caracte´riser le syste`me ayant X
pour matrice de re´ponse.
Pour pouvoir bien caracte´riser ce syste`me, nous avons besoin de re´cupe´rer tous les parame`tres
modaux : les fre´quences propres, les modes propres et les coefficients d’amortissement du syste`me.
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Dans ce qui suit, nous pre´sentons des me´thodes base´es sur l’utilisation de la matrice de
corre´lation R des re´ponses libres mesure´es. Dans le paragraphe suivant, une e´tude bibliographique
a e´te´ re´alise´e concernant certaines de ces me´thodes, leurs proprie´te´s respectives ainsi que leurs
applications dans diffe´rents domaines.
1.2.2 POD, SVD et SOD pour l’identification des parame`tres modaux
Notre but est de chercher diffe´rentes me´thodes d’approximation des modes propres d’un
syste`me dynamique. Nous travaillons avec des syste`mes dynamiques ayant des modes propres
orthogonaux par rapport a` un certain produit scalaire lie´ a` la matrice de masse. D’ou` les me´thodes
de de´composition orthogonale qui peuvent approcher les modes propres du syste`me note´s POMs
(Proper Orthogonal Modes). Nous nous inte´ressons donc aux me´thodes de de´composition en base
orthogonale qui interviennent dans diffe´rents cas [54] :
– Le cas continu :
C’est le cas des syste`mes de cordes vibrantes, de caˆbles ou de poutres, etc., ayant un nombre
infini de d.d.l. La me´thode de de´composition propose´e est la de´composition de Karhunen-
Loe`ve (KLD - Karhunen-Loe`ve Decomposition) qui s’applique dans le cas des syste`mes conti-
nus [6]. Les POMs re´cupe´re´s avec la KLD sont des fonctions orthogonales par rapport a` un
produit scalaire avec un poids variant avec la densite´ line´ique. Une deuxie`me me´thode de
de´composition en vecteurs propres est e´tudie´e dans [8, 64] et qui est applicable pour des
syste`mes ayant n (d.d.l) conside´rablement plus grand que le nombre d’e´chantillons teste´s. De
tels syste`mes sont conside´re´s continus vu que la discre´tisation en espace est tre`s fine.
– Le cas probabiliste :
Ayant une base de donne´es probabilistes, deux me´thodes sont sugge´re´es : l’analyse en com-
posantes principales (PCA - Principal Component Analysis) et l’analyse en composantes
inde´pendantes (ICA - Independent Component Analysis). La PCA consiste a` effectuer une
de´composition orthogonale par rapport a` une certaine probabilite´ pour obtenir des POMs qui
sont des fonctions de´crivant des e´ve`nements probabilistes. L’ICA se base sur le meˆme principe
que la PCA, mais s’utilise pour des donne´es de probabilite´s ayant leur valeur moyenne nulle.
Ces deux me´thodes sont souvent applique´es pour la de´tection d’endommagement [38, 78, 81]
pour les cas line´aires [36, 37, 47], et pour la localisation de l’endommagement [66, 67].
– Le cas discret :
Pour des syste`mes issus de proble`mes continus disctre´tise´s ou directement discrets, plusieurs
me´thodes de de´composition orthogonale ont e´te´ de´veloppe´es et teste´es nume´riquement. En
particulier, nous citons les trois me´thodes les plus connus [52] : la de´composition orthogonale
propre (POD - Proper Orthogonal Decomposition), la de´composition en valeurs singulie`res
(SVD - Singular Value Decomposition) et la de´composition orthogonale re´gularise´e (SOD -
Smooth Orthogonal Decomposition).
Dans le cadre de l’e´tude effectue´e au cours de cette the`se, on s’inte´resse aux proble`mes discrets
ou discre´tise´s en espace pour les besoins de l’analyse. Pour cela, nous serons plutoˆt inte´resse´s par
les me´thodes de de´composition discre`tes. Examinons de plus pre`s ces me´thodes.
(a) La De´composition Orthogonale Propre :
La POD est une proce´dure line´aire, qui consiste a` de´terminer une base de modes propres
orthogonaux (les POMs) formant une bonne approximation de la base des modes propres du
syste`me [41, 42]. Ces POMs sont calcule´s a` partir de la matrice de corre´lation trouve´e graˆce
6 1. Pre´sentation de la the`se
a` la matrice des donne´es me´sure´es X [11, 45]. Au cours des anne´es, la POD est devenue un
outil attractif pour les scientifiques et applicable sur des champs varie´s.
De nos jours, il est de´montre´ que la POD est une technique utile dans le cas des syste`mes
non-line´aires [46], des syste`mes continus e´chantillonne´s discre`tement, lorsque la discre´tisation
est re´gulie`rement espace´e [24], et meˆme pour des discre´tisations non-uniformes avec des struc-
tures homoge`nes graˆce a` une version modifie´e de la POD [34]. La POD a aussi e´te´ teste´e sur
une poutre “cantilever” avec contraintes en 2003 par Feeny et Riaz [70].
De plus, des e´tudes ont aussi e´te´ mene´es sur l’application de la POD aux e´coulements tur-
bulents [8], aux e´coulements dans le domaine ae´rodynamique [64] et aux re´ponses dans le
domaine fre´quentiel pour extraire les modes normaux d’une structure ayant une distribu-
tion de masse non-homoge`ne [35]. La POD, est devenue aussi une technique efficace pour la
re´duction de l’ordre du mode`le [2, 44] comme par exemple la re´duction d’un mode`le physique
d’un cuivre pour la synthe`se sonore [5] ou aussi des proble`mes d’interaction entre un fluide
et une structure [53].
(b) La De´composition en Valeurs Singulie`res :
La SVD est une me´thode de factorisation des matrices rectangulaires re´elles ou complexes.
Cette de´composition permet a` une matrice qui n’est pas ne´cessairement carre´e d’eˆtre diago-
nalise´e en deux bases orthonorme´es de vecteurs singuliers [45] (vecteurs singuliers gauches
et vecteurs singuliers droits). Il est de´montre´ que les vecteurs singuliers gauches sont e´gaux
aux vecteurs POMs de la POD et que les racines carre´es des valeurs singulie`res sont e´gales
aux valeurs POVs de la POD [39]. De plus, les chercheurs ont trouve´ pertinente l’application
de la SVD dans diffe´rents domaines, tel le domaine des e´coulements turbulents [27] vu que
chaque vecteur singulier droit de la SVD est e´gal a` l’e´nergie de chaque mode propre. La SVD,
devenant un outil assez efficace (tout comme la POD), a e´te´ applique´e pour des syste`mes
line´aires ainsi que pour des syste`mes non line´aires [43].
(c) La De´composition Orthogonale Re´gularise´e :
La SOD est une technique d’analyse des donne´es multidimensionnelles, propose´e re´cemment
pour approcher les vecteurs propres des syste`mes de vibration a` plusieurs d.d.l [13]. Ces
vecteurs propres note´s les SOMs sont calcule´s a` partir de la matrice de corre´lation des
de´placements et celle des vitesses [23]. Les SOMs sont lie´es aux POMs par une relation
de´montre´e dans le chapitre 3. Contrairement a` la POD, la SOD ne ne´cessite par la connai-
sance a priori de la matrice de masse du syste`me [7, 79]. En plus de la de´tectoin d’un
endommagement, la SOD a e´te´ de´montre´e aussi efficace pour reconstruire la fatigue locale
[72] tant pour le line´aire que pour le non line´aire [73].
Ces trois me´thodes de de´composition orthogonale base´es sur la corre´lation sont devenues
tre`s utilise´es dans diffe´rents domaines et pour diffe´rentes applications. Malgre´ leur efficacite´, ces
me´thodes pre´sentes certaines limitations :
♦ Limites de la POD :
(a) Les modes propres du syste`me sont orthogonaux par rapport a` la matrice de masse M
alors que les POMs sont deux a` deux orthogonaux. Si la matrice de masse est proportion-
nelle a` la matrice identite´, alors les POMs sont bien une approximation des modes propres.
Sinon, pour retrouver les modes propres il faut calculer les vecteurs propres de la matrice
R×M.
(b) Lorsqu’il existe deux fre´quences tre`s proches, la POD ne permet plus de distinguer les
sous espaces propres de chacune.
1.3 Me´thodes de de´tection et de localisation de la modification 7
(c) Les POVs, valeurs propres de la matrice de corre´lation R ne sont pas lie´es aux fre´quences
propres. La POD n’est pas capable de donner des informations sur les valeurs propres du
syste`me.
♦ Limites de la SVD :
(a) Il est de´montre´ que les vecteurs singuliers gauches sont e´gaux aux POMs qui sont deux
a` deux orthogonaux. Par conse´quent, la SVD posse`de les deux limites de la POD de´crites
dans (a) et (b).
(b) Les valeurs singulie`res sont e´gales a` la racine carre´e des POVs. Il en re´sulte que la SVD
ne donne pas une approximation des fre´quences propres du syste`me.
♦ Limitation de la SOD :
La SOD ne ne´cessite pas la connaissance a priori de la matrice de masseM, par contre elle
utilise la notion de de´rivation en temps. La SOD permet d’approcher les modes propres et
les fre´quences propres du syste`me.
1.3 Me´thodes de de´tection et de localisation de la modification
Pour de´tecter une modification en comparant les fre´quences entre deux e´tats stationnaires,
il suffit d’utiliser la transforme´e de Fourier, ou plutoˆt, sa version nume´rique : la FFT (Fast Fourier
Transform).
Si les re´ponses vibratoires ont e´te´ mesure´es en continu et sur une longue pe´riode depuis l’e´tat
initial jusqu’a` l’e´tat modifie´, il est plus judicieux d’utiliser la transforme´e en ondelette (TO). Il
est alors possible de voir si la modification a e´te´ brutale ou progressive. Dans le premier cas on
peut alors de´terminer approximativement le moment du changement. Dans le second cas on peut
estimer la pe´riode transitoire et la rapidite´ du phe´nome`ne en e´tudiant la variation des fre´quences
au cours du temps.
Les techniques de traitement du signal temps-fre´quences sont assez re´centes et ont e´te´ applique´es
en identification modale a` partir des anne´es 90 comme la transforme´e en ondelettes [60, 62, 82].
Argoul et al. [3, 4] proposent une proce´dure d’identification des fre´quences propres, des taux d’amor-
tissement et des de´forme´es modales en utilisant la transforme´e en ondelettes. Les ondelettes sont
des fonctions oscillantes bien localise´es en temps et en fre´quence. L’ide´e principale de la trans-
forme´e en ondelettes permet une approche multi-re´solution. En effet, en regardant un signal sur
une grande zone nous distinguons des de´tails grossiers. De fac¸on similaire, des de´tails de plus en
plus petits sont observe´s en diminuant la taille de la zone d’observation.
Les transforme´es en ondelettes continues et discre`tes ont e´te´ utilise´es dans l’identification et
la caracte´risation des processus ale´atoires et transitoires concernant les tremblements de terre, le
vent et l’oce´anographie [32].
La litte´rature montre que la transforme´e en ondelettes a e´te´ aussi utilise´e dans le cas continu
[50, 63] et le cas complexe [1], et dans plusieurs domaines tels que le domaine de la compression
des images [56].
1.4 De´marche de la recherche
Dans ce chapitre, nous avons pre´sente´ une e´tude bibliographique sur des outils d’identification
des caracte´ristiques d’un syste`me (POD, SVD et SOD) ainsi que la transforme´e en ondelettes
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utilise´e pour localiser en temps la variation de masse subie ; cet outil e´tant aussi utilisable pour la
de´termination des parame`tres modaux.
Les me´thodes d’identification des parame`tres modaux (POD, SVD et SOD) pre´sentent des
limites dans leur utilisation. Une des e´tudes effectue´es au cours de cette the`se consiste a` pre´ciser
les conditions a` imposer pour obtenir une certaine pre´cision lors de l’utilisation de la POD ou de
la SVD.
Comme discute´ dans l’introduction de ce chapitre, il est inte´ressant de pouvoir suivre l’e´volution
d’un syste`me. La transforme´e en ondelettes est un outil efficace dans la localisation en temps de
toute variation ; c’est l’outil utilise´ dans l’e´tape 1 de l’e´valuation des modifications de masse.
Les e´tapes 2 et 3 consistent respectivement en la localisation en espace de la variation et en la
quantification de cette variation. Notre analyse se limitera a` l’e´tude des effets vibratoires suite a`
une modification de la masse ; nous supposerons que la rigidite´ est toujours constante.
Dans le chapitre 2 nous pre´sentons le proble`me direct, ainsi que la re´solution et le calcul des
modes propres et des fre´quences propres des syste`mes dynamiques.
Ensuite, dans le chapitre 3 nous de´taillons chacune des me´thodes de de´composition orthogo-
nale pour approcher les modes propres du syste`me et nous cherchons a` ame´liorer les conditions
d’utilisation de la POD. Nous proposons une condition suffisante sur le temps d’observation pour
obtenir une certaine pre´cision.
Dans le chapitre 4 nous pre´sentons la transforme´e en ondelettes et nous choisissons l’ondelette
de Cauchy. Nous pre´sentons les diffe´rentes e´tapes de calcul nume´rique ainsi que la recherche des
modes propres, des fre´quences propres et des cœfficients d’amortissement par la transforme´e en
ondelettes.
Le chapitre 5 introduit le syste`me dynamique e´tudie´ pour lequel des donne´es nume´riques simu-
lant des re´sultats de mesures sont construites. Ces donne´es seront plus tard utilise´es afin de tester
la pertinence des diffe´rentes me´thodes de´veloppe´es pour : l’e´tape 1, la localisation en temps, l’e´tape
2, la localisation de la masse modifie´e et l’e´tape 3, l’e´valuation de la modification de la masse.
Le chapitre 6 utilise la transforme´e en ondelettes pour localiser en temps une ou plusieurs
variations de la masse ; c’est la me´thode utilise´e pour l’e´tape 1.
Nous proposons dans le chapitre 7 trois me´thodes de localisation en espace des modifications
de la masse (e´tape 2) que nous testons nume´riquement sur plusieurs cas.
L’objectif du chapitre 8 est de chercher a` quantifier la variation de la masse en utilisant la
variation des fre´quences propres, ce qui constitue l’e´tape 3 de notre e´tude.
Enfin, le chapitre 9 a pour but de mettre en œuvre les nouvelles me´thodes propose´es dans les
chapitres pre´ce´dents, sur un dispositif expe´rimental existant de´ja` au laboratoire de l’UR Navier
afin de ve´rifier la fiabilite´ de ces me´thodes.
Chapitre 2
Proble`me direct : syste`me dynamique
line´aire discret
L
’objectif de ce chapitre est de pre´senter une e´tude analytique d’un syste`me dynamique line´aire
discret. Apre`s avoir construit l’e´quation de mouvement d’un tel syste`me, nous calculons les
modes propres le caracte´risant puis nous cherchons a` re´soudre le syste`me homoge`ne ainsi que le
syste`me non homoge`ne.
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Pour commencer notre e´tude sur l’identification des parame`tres modaux des syste`mes dyna-
miques line´aires a` n d.d.l, une description de tels syste`mes est ne´cessaire. Cette description consiste
a` pre´senter le proble`me direct : les e´quations du mouvement ainsi que le calcul des modes propres
et la solution du syste`me. En effet, on aura besoin de construire des donne´es nume´riques a` partir
des solutions du syste`me. Et ces donne´es seront utilise´es pour tester des me´thodes d’identification
des parame`tres modaux. Ce proble`me indirect sera e´tudie´ dans le chapitre suivant.
Dans ce chapitre nous de´crivons tout d’abord dans le paragraphe 2.1 l’e´quation du mouvement
d’un syste`me dynamique line´aire discret d’ordre 2. Nous cherchons ensuite a` calculer les modes
propres et a` re´soudre le syste`me homoge`ne dans le paragraphe 2.2.1 et le syste`me non homoge`ne
dans le paragraphe 2.2.2.
2.1 Syste`me dynamique line´aire d’ordre 2 a` n d.d.l
Nous nous plac¸ons dans le cadre d’un comportement line´aire d’une structure me´canique
effectuant de petits de´placements autour d’un e´tat d’e´quilibre. L’e´quation d’e´quilibre dynamique
d’un syste`me a` n degre´s de liberte´ (d.d.l) peut eˆtre obtenue en e´crivant, pour chaque d.d.l que la
re´sultante des forces est nulle [68].
Pour chaque d.d.l i, ces forces sont :
– forces e´lastiques fSi(t),
– forces d’amortissement fDi(t),
– forces d’inertie fIi(t),
– forces exte´rieures zi(t).
L’e´quilibre ge´ne´ral du syste`me, pour chaque d.d.l “i” est ainsi donne´ par :
fSi(t) + fDi(t) + fIi(t) = zi(t) (2.1)
Chacune des forces re´sistantes (e´lastiques, d’amortissement ou d’inertie) s’exprime, de fac¸on
plus ge´ne´rale, a` l’aide de coefficients traduisant la de´pendance de la force en un point donne´ sur
la valeur du mouvement de tous les autres points. Posons x ∈ Mn,1(R) le vecteur de de´placement
en fonction du temps ; il est de la forme :
x =
 x1...
xn

Ainsi :
1. La force e´lastique, dont les composantes sont les fSi(t), est de´veloppe´e en fonction du de´placement
et s’exprime sous la forme matricielle :
fS = Kx (2.2)
La matrice K = (kij)i,j ∈ Mn(R) est la matrice de rigidite´ du syste`me. Elle est syme´trique,
de´finie et positive. Les kij repre´sentent la force engendre´e suivant le d.d.l i par un de´placement
unitaire impose´ au d.d.l j.
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2. La force d’amortissement, dont les composantes sont les fDi(t), et dans le cas d’un amortis-
sement visqueux proportionnel a` la vitesse, s’e´crit sous la forme matricielle suivante :
fD = Cx˙ (2.3)
La matrice C = (cij)i,j ∈ Mn(R) est la matrice d’amortissement du syste`me. Elle est
syme´trique. Les coefficients cij correspondent a` la force engendre´e suivant le d.d.l i par une
vitesse unite´ impose´e au d.d.l j. La de´rive´e de x par rapport au temps est repre´sente´ par x˙.
3. La force d’inertie, a pour composantes les fIi(t), et est exprime´e de fac¸on similaire :
fI =Mx¨ (2.4)
La matrice M = (mij)i,j ∈ Mn(R) est la matrice de masse du syste`me. Elle est syme´trique,
de´finie et positive. Les mij correspondent a` la force engendre´e suivant le d.d.l i par une
acce´le´ration unitaire impose´ au d.d.l j. La de´rive´e seconde de x par rapport au temps est
repre´sente´e par x¨.
En regroupant les e´quations (2.2), (2.3) et (2.4) dans l’e´quation (2.1) et en notant z le vecteur
ayant pour composantes les zi, l’e´quation d’e´quilibre dynamique du syste`me s’e´crit sous sa forme
matricielle :
Mx¨+Cx˙+Kx = z (2.5)
Les vibrations libres du syste`me sont solution de l’e´quation homoge`ne associe´e a` (2.5) :
Mx¨+Cx˙+Kx = 0 (2.6)
En partant de la matrice de masseM, la matrice de rigidite´ K et la matrice d’amortissement C
bien connues, nous calculons la matrice des de´placements X ayant pour composantes les vecteurs
x, apre`s avoir calcule´ les valeurs et vecteurs propres du syste`me et leurs proprie´te´s.
2.2 Re´solution du syste`me dynamique
Dans ce paragraphe, nous cherchons a` re´soudre les syste`mes homoge`nes et non homoge`nes
en utilisant la diagonalisation des matrices syme´triques pour transformer le syste`me a` n d.d.l en
un syste`me a` n e´quations de´couple´es. Nous ferons cette e´tude dans le cas d’un amortissement
proportionnel.
2.2.1 Modes propres et re´solution du syste`me homoge`ne
Nous conside´rons d’abord le syste`me homoge`ne donne´ par (2.6). Ainsi nous cherchons a`
re´soudre le syste`me amorti libre a` n d.d.l sous sa forme matricielle suivante :
Mx¨(t) +Cx˙(t) +Kx(t) = 0 (2.7)
ayant pour conditions initiales :
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x(0) = x0 et x˙(0) = x˙0
x, x˙ et x¨ e´tant les vecteurs de de´placements, de vitesses et d’acce´le´rations respectivement, et les
matrices M, C et K e´tant syme´triques et positives. De plus, M et K sont de´finies. Ainsi, nous
posons [29] :
x(t) =M−
1
2q(t) (2.8)
En multipliant par M−
1
2 on obtient alors :
q¨(t) +M−
1
2CM−
1
2 q˙(t) +M−
1
2KM−
1
2q(t) = 0 (2.9)
et les conditions initiales deviennent :
q(0) =M−
1
2x0 et q˙(0) =M
− 1
2 x˙0
Comme les matrices M et K sont syme´triques, de´finies et positives, la matrice M−
1
2KM−
1
2
l’est aussi. Or une matrice syme´trique est toujours diagonalisable dans une base orthonormale de
vecteurs propres pi.
Soit P la matrice dont les colonnes sont les vecteurs orthonorme´s pi, cette matrice est donc
unitaire (P−1 = PT).
Puisque M−
1
2KM−
1
2 est de´finie et positive, ses valeurs propres λi sont strictement positives.
En posant λi = ω
2
i avec ωi > 0 [29], nous obtenons :
M−
1
2KM−
1
2P = Pdiag(λi) (2.10)
Si C est syme´trique, alors la matrice M−
1
2CM−
1
2 est aussi syme´trique donc diagonalisable
par rapport a` une base orthogonale. Si sa diagonalisation se fait dans la meˆme base de vecteurs
propres pi que la matriceM
− 1
2KM−
1
2 , on dit que l’amortissement est proportionnel. Comme C est
positive, les valeurs propres µi deM
− 1
2CM−
1
2 sont positives ou nulles, et on peut e´crire µi = 2ωiζi
avec ζi ≥ 0 [29] et alors on a :
M−
1
2CM−
1
2P = Pdiag(µi) (2.11)
En posant,
q(t) = Pr(t) (2.12)
et en multipliant par P−1, le syste`me (2.9) s’e´crit en fonction des deux variables µi et λi sous la
forme suivante :
r¨(t) + diag(µi)r˙(t) + diag(λi)r(t) = 0 (2.13)
Ainsi pour tout i ∈ Nn = {1, ..., n},
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r¨i(t) + 2ωiζir˙i(t) + ω
2
i ri(t) = 0 (2.14)
Le syste`me ainsi obtenu est donc comple`tement de´couple´.
D’ou`, pour chaque ri(t), l’e´quation caracte´ristique est donne´e par :
s2 + (2ωiζi)s+ ω
2
i = 0 (2.15)
avec ∆ = 4ω2i
(
ζ2i − 1
)
.
Dans le cas d’un amortissement sous-critique, i.e. ζi < 1, ∆ < 0 et donc l’e´quation (2.15) admet
deux racines complexes de la forme :
s = −ωiζi ± iωi
√
1− ζ2i (2.16)
En posant ω˜i = ωi
√
1− ζ2i [29], la solution ge´ne´rale pour ri(t) est donne´e par :
ri(t) = e
−ωiζit
[
ri(0) cos(ω˜it) +
1
ω˜i
[r˙i(0) + ωiζiri(0)] sin(ω˜it)
]
(2.17)
Nous pouvons introduire la quantite´ ai telle que :
a2i = r
2
i (0) +
r˙2i (0)
ω˜2i
(
1 + ωiζi
ri(0)
r˙i(0)
)2
(2.18)
En introduisant l’angle θi ∈ [0, π] de´fini par :
tan θi =
− 1
ω˜i
[r˙i(0) + ωiζiri(0)]
ri(0)
(2.19)
nous pouvons e´crire la solution ge´ne´rale ri(t) sous la forme suivante :
ri(t) = e
−ωiζitai cos(ω˜it− θi) (2.20)
Or,
x(t) =M−
1
2q(t) =M−
1
2Pr(t) (2.21)
En introduisant
φ =M−
1
2P (2.22)
la solution ge´ne´rale x(t) du syste`me initial (2.7) s’e´crit en fonction des ri(t) et des vecteurs ϕi de
la matrice φ sous la forme :
x(t) =φr(t) =
n∑
i=1
ri(t)ϕi (2.23)
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Les ϕi e´tant les vecteurs colonnes de la matrice φ, ils peuvent avoir un roˆle dans la ca-
racte´risation du syste`me (2.7). En effet, comme ϕi = M
− 1
2pi d’apre`s l’e´quation (2.22) et comme
les pi forment une base orthonorme´e de vecteurs propres de M
− 1
2KM−
1
2 et de M−
1
2CM−
1
2 (dans
le cas proportionnel), alors pour tout i ∈ {1, ..., n} :
M−
1
2KM−
1
2pi = ω
2
i pi ⇐⇒M−
1
2Kϕi = ω
2
iM
1
2ϕi ⇐⇒M−1Kϕi = ω2iϕi (2.24)
et,
M−
1
2CM−
1
2pi = 2ωiζipi ⇐⇒M−
1
2Cϕi = 2ωiζiM
1
2ϕi ⇐⇒M−1Cϕi = 2ωiζiϕi (2.25)
Les ϕi forment ainsi a` la fois une base de vecteurs propres de M
−1K et de M−1C. Cette base
n’est pas orthonorme´e dans la norme L2. Mais comme on a φ =M
− 1
2P et PTP = I, I = In e´tant
la matrice unite´ ; donc φTM
1
2M
1
2φ = I. Ainsi,
φTMφ = I , φTKφ = diag(ω2i ) et φ
TCφ = diag(2ωiζi)
Par conse´quent, les ϕi qui forment une base de vecteurs propres de M
−1K et de M−1C sont
orthonorme´s par rapport a` la matrice de masse M.
De plus, comme φ =M−
1
2P, on a aussi :
φT = PTM−
1
2 (2.26)
Ces deux relations liant les ϕi, que l’on appelle les modes propres du syste`me, a` la base or-
thogonale forme´e par les pi entraˆınent la relation suivante qui nous sera utile lors de l’e´tude des
vecteurs propres de la matrice de corre´lation dans la section 3.5 du chapitre 3 :
φ−1 = PTM
1
2 = φTM (2.27)
2.2.2 Modes propres et re´solution du syste`me non homoge`ne
Cherchons maintenant a` resoudre le syste`me non homoge`ne associe´ :
Mx¨(t) +Cx˙(t) +Kx(t) = z(t) (2.28)
En suivant toujours la meˆme de´marche que celle du paragraphe 2.2.1, on obtient l’e´quation
suivante :
r¨(t) +PTM−
1
2CM−
1
2Pr˙(t) +PTAPr(t) = PTM−
1
2Ps(t) (2.29)
avec z(t) = Ps(t).
En notant f(t) = PTM−
1
2Ps(t) = PTφPs(t) ayant pour composantes fi, nous re´cupe´rons n
e´quations de´couple´es :
r¨i(t) + 2ωiζir˙i(t) + ω
2
i ri(t) = fi(t) (2.30)
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La solution ge´ne´rale de l’e´quation (2.30) est la somme de la solution ge´ne´rale de l’e´quation
homoge`ne et d’une solution particulie`re, note´e hi(t), de l’e´quation diffe´rentielle avec second membre.
Dans le cas ou` fi(t) = δ(t) le dirac en ze´ro, hi(t) est la re´ponse impulsionnelle et elle ve´rifie :
h¨i(t) + 2ωiζih˙i(t) + ω
2
i hi(t) = δ(t) (2.31)
En prenant la transformation de Laplace de hi(t) note´e Hi(p) on a :
(
p2 + 2ωiζip+ ω
2
i
)
Hi(p) = 1
Alors,
Hi(p) =
1
(p+ ωiζi)2 + ω2i (1− ζ2i )
(2.32)
d’ou`, en posant ω˜i = ωi
√
1− ζ2i ,
hi(t) =
{
1
ω˜i
e−ωiζit sin(ω˜it) pour t ≥ 0
0 pour t < 0
(2.33)
On en de´duit qu’une solution particulie`re de l’e´quation (2.30) ayant fi(t) pour second membre
est :
ri(t) = e
−ωiζit [Ai cos(ω˜it) +Bi sin(ω˜it)] + fi ∗ hi(t) (2.34)
ou` Ai = ri(0) et Bi =
1
ω˜i
[r˙i(0) + ωiζiri(0)].
Cherchons maintenant le vecteur des de´placements x a` partir de la solution r d’apre`s l’e´quation
(2.21) :
x(t) = φr(t) =
n∑
i=1
ri(t)ϕi (2.35)
Avec,
x(0) = φr(0)
et
x˙(0) = φr˙(0)
ou`, φ = [ϕ1,ϕ2, ...,ϕn] et ϕi sont les vecteurs propres de la matriceM
−1K, orthogonaux et norme´s
par rapport a` M.
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2.3 Conclusion
Dans ce chapitre, nous avons tout d’abord rappele´ l’e´quation du mouvement des syste`mes
dynamiques line´aires avec ou sans force exte´rieure. Ensuite, la recherche des valeurs propres et des
modes propres de ces syste`mes a e´te´ pre´sente´e. L’originalite´ de cette de´marche est d’avoir effectue´ un
changement de base permettant de travailler avec des matrices syme´triques et donc diagonalisables
dans une base orthogonale. Enfin, nous avons calcule´ la solution des syste`mes homoge`nes ainsi que
celle des syste`mes non homoge`nes. La solution ge´ne´rale est trouve´e en fonction des modes propres
de ces syste`mes.
En pratique, nous ne connaissons pas les matrices M, K et C caracte´risant le syste`me dyna-
mique. Nous ne disposons que des mesures obtenues graˆce a` des capteurs de de´placement, de vitesse
ou d’acce´le´ration. La matrice de re´ponses vibratoires du syste`me est compose´e de ces mesures. Par
conse´quent, l’identification des caracte´ristiques d’un syste`me dynamique repose sur la recherche
des modes propres de celui-ci. Des me´thodes base´s sur la matrice de corre´lation de la matrice des
mesures et permettant d’approcher les modes propres du syste`me seront pre´sente´es et e´tudie´es
dans le chapitre 3.
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Chapitre 3
Me´thodes de de´composition
orthogonale base´es sur la corre´lation
D
ans ce chapitre, nous de´crivons trois me´thodes de de´composition orthogonale base´es sur
la corre´lation : la POD, la SVD et la SOD. Nous pre´sentons ainsi les liens entre elles ainsi
que les diffe´rents proble`mes et contraintes rencontre´s lors de leur utilisation pour de´terminer les
parame`tres modaux. Enfin, nous pre´sentons des conditions permettant de s’assurer de la pre´cision
des re´sultats obtenus graˆce a` la POD.
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Que ce soit dans le domaine des e´coulements turbulents, des activite´s sismiques, de la me´te´o,
des syste`mes en vibrations, etc., les me´thodes de de´composition orthogonale s’ave`rent indispen-
sables au niveau de l’analyse des donne´es mesure´es. Notre but dans ce chapitre est de reconstruire
les caracte´ristiques modales d’un syste`me diffe´rentiel line´aire d’ordre 2 a` coefficients constants,
ne connaissant que la matrice des re´ponses X. Dans cet objectif, nous de´crivons trois techniques
d’analyse de donne´es qui permettent d’approcher ces caracte´ristiques.
La me´thode de De´composition Orthogonale Propre (Proper Orthogonal Decomposition - POD)
pre´sente´e dans le paragraphe 3.1 est une proce´dure line´aire, qui consiste a` de´terminer une base de
modes propres orthogonaux (Proper Orthogonal Modes - POMs) formant une bonne approximation
de la base des modes propres du syste`me [6, 39, 40, 41, 42, 70, 80].
La deuxie`me me´thode, la De´composition en Valeurs Singulie`res (Singular Value Decomposition
- SVD) de´crite dans le paragraphe 3.2 est une me´thode de factorisation des matrices rectangulaires
re´elles ou complexes. Cette de´composition, est une ge´ne´ralisation du the´ore`me spectral [48] et
permet a` une matrice qui n’est pas ne´cessairement carre´e d’eˆtre diagonalise´e par rapport a` deux
bases orthonorme´es de vecteurs singuliers [17, 27, 43, 52, 64].
La troisie`me me´thode, la De´composition Orthogonale Re´gularise´e (Smooth Orthogonal Decom-
position - SOD) introduite dans le paragraphe 3.3 est une technique d’analyse des donne´es pro-
pose´e re´cemment pour approcher les vecteurs propres des syste`mes de vibration a` plusieurs d.d.l
[7, 13, 23, 72, 73, 79]. Cet outil permet d’obtenir les valeurs propres du syste`me et ne ne´cessite pas
la connaisance de la matrice de masse.
Chacune de ces me´thodes s’appliquent a` des donne´es discre`tes mais ceci ne veut pas dire que
ces me´thodes ne sont pas utilisables dans le cas continu. En effet, les syste`mes continus sont le
plus souvent e´tudie´s a` partir des donne´es nume´riques discre´tise´es, d’ou` l’utilisation des me´thodes
portant sur des donne´es discre`tes. Ainsi, ces me´thodes sont aussi applicables sur des structures
physiques continues : poutres, caˆbles, etc. Dans ce cas la matrice des donne´es X, est forme´e de n
vecteurs lignes x repre´sentant les mesures issues des diffe´rents capteurs positionne´s en diffe´rents
points de la structure. Dans ce qui suit, ces mesures sont e´chantillonne´es en temps. La matrice X
est de dimension n×m et est forme´e comme suit :
X =
 x1(t1) . . . x1(tm)... . . . ...
xn(t1) . . . xn(tm)
 (3.1)
Dans le cas d’un syte`me discret, n repre´sente le nombre de degre´ de liberte´.
Examinons de plus pre`s chacune de ces me´thodes pre´sente´es dans la litte´rature et discutons
leur efficacite´.
3.1 De´composition Orthogonale Propre (POD)
La POD consiste a` essayer de retrouver les modes propres du syste`me diffe´rentiel initial
a` partir des modes propres d’une matrice R appele´e matrice de corre´lation. Celle-ci est de´finie a`
partir de la matrice des re´ponses X par :
R =
1
m
XXT (3.2)
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avec m qui repre´sente le nombre d’e´chantillons en temps.
Les vecteurs propres de la matrice R sont appele´s les modes propres orthogonaux (proper
orthogonal modes - POM). Ils approchent les modes propres line´aires (linear normal mode - LNM)
du syste`me diffe´rentiel lorsque la matrice de masse M est proportionnelle a` la matrice identite´.
Les valeurs propres de R sont appele´es les valeurs propres orthogonales (proper orthogonal value
- POV) et de´pendent des e´nergies porte´es par chaque mode [8, 64].
Dans le cas ou` la matrice de masse M est proportionnelle a` la matrice identite´, de nombreux
travaux [11, 25, 43] ont permis de ve´rifier nume´riquement que les POMs sont une bonne approxi-
mation des LNMs du syste`me [24].
Par ailleurs, il est montre´ que les POMs approchent les LNMs des syste`mes line´aires discrets
syme´triques non amortis [45] ainsi que ceux des syste`mes le´ge`rement amortis [26]. Cette me´thode
a e´te´ e´tendue au cas des syste`mes non-line´aires [28, 46].
Toutefois, l’application de la POD exige certaines pre´cautions. Lorsque la matrice de masse M
n’est pas proportionnelle a` la matrice identite´, les POMs re´cupe´re´s n’approchent pas directement
les LNMs. En effet, les LNMs sont orthogonaux par rapport a` la matrice de masse M (2.22) alors
que les POMs sont deux a` deux orthogonaux puisque R est une matrice re´elle syme´trique et de
dimension n × n. Dans le cas ou` la matrice de masse est diagonale il est ve´rifie´ dans [25] que
les modes propres du syste`me sont approche´s par les modes propres de R ×M. Cette proprie´te´
peut eˆtre e´tendue a` toute matrice de masse syme´trique, de´finie et positive comme on le verra
dans la section 3.5. Par conse´quent, la matrice de masse M doit eˆtre soit connue a priori soit
proportionnelle a` la matrice identite´. Ces deux contraintes de la POD ne sont pas les seules.
Un deuxie`me proble`me apparaˆıt lorsqu’il existe deux pulsations tre`s proches ou une pulsation
double ; la POD ne peut pas faire la distinction entre elles. Dans ce cas, Feeny et Han [35], montrent
qu’un seul POM converge vers son LNM approprie´. Cependant, il est possible de retirer les autres
POMs.
Une troisie`me limitation de la POD est que les valeurs propres POVs ne sont pas les fre´quences
propres du syste`me mais les e´nergies porte´es par chaque mode selon l’excitation du syste`me.
Ces diffe´rentes limitations de la POD nous ont incite´s a` chercher dans la litte´rature d’autres
me´thodes de de´composition, pouvant e´ventuellement surmonter ces limitations : la SVD et la SOD.
3.2 De´composition en Valeurs Singulie`res (SVD)
La SVD permet de retrouver les POMs et les POVs d’une manie`re diffe´rente. En effet, pour
toute matrice re´elle X de dimension n×m existe une factorisation re´elle nomme´e la SVD qui est
de la forme :
X = UΣVT (3.3)
avec, U et V deux matrices orthonormales :
U de dimension n× n (U−1 = UT) et
V de dimension m×m (V−1 = VT) ; et
Σ de dimension n×m, est une matrice pseudo-diagonale de´finie et positive, compose´e des valeurs
singulie`res σ1 ≥ ... ≥ σr ≥ 0 avec r = min(m,n) [17, 27, 52, 64].
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Les r premiers vecteurs colonnes de U sont les vecteurs singuliers gauches de X, alors que les r
premiers vecteurs de V sont les vecteurs singuliers droits de X :
UTX = ΣVT (3.4)
Comparons les valeurs singulie`res et les vecteurs singuliers de cette matrice rectangulaire X,
aux valeurs propres et vecteurs propres de la matrice carre´e XXT.
D’apre`s la De´composition en Valeurs Singulie`res (3.3) on a :
XXT = UΣTΣUT = UΣ2UT (3.5)
La matrice XXT est syme´trique, donc diagonalisable dans une base orthonormale de vecteurs
propres ayant pour de´composition :
XXT = P˜D˜P˜
−1
= P˜D˜P˜
T
(3.6)
avec,
P˜ la matrice orthogonale de dimension n× n dont les vecteurs colonnes sont les vecteurs propres
de XXT et
D˜ la matrice diagonale de dimension n×n dont les composantes sont les valeurs propres de XXT.
Par comparaison, les valeurs singulie`res σi de X sont les racines carre´es des valeurs propres µi
de XXT :
σi =
√
µi (3.7)
Dans le cas de valeurs propres multiples (par exemple si µi = µj), alors le sous-espace propre de
dimension 2 engendre´ par ui et uj est identique a` celui engendre´ par pi et pj . De plus, les vecteurs
singuliers gauches ui de X sont les vecteurs propres p˜i de XX
T.
Ici, il est utile de rappeler que la matrice de corre´lation est R =
1
m
XXT. Ceci nous permet de
de´duire que les POMs, e´tant les vecteurs propres de R, sont e´gaux aux vecteurs singuliers gauches
de X, et les POVs, e´tant les valeurs propres de R, sont e´gales au carre´ des valeurs singulie`res de
X divise´es par m. Ceci montre l’existence de relations entre la SVD et la POD.
Ces liens avec la POD nous permettent de de´duire que la SVD posse`de les meˆmes limitations
que la POD. En fait, la SVD a de´ja` e´te´ utilise´e par Feeny et Kappagantu [45] et par Kerschen [43]
dans le cas ou` la matrice de masse est proportionelle a` la matrice identite´ ; dans les autres cas, la
connaissance de M reste a priori une ne´cessite´. De plus, des proble`mes existent toujours lorsque
deux fre´quences de la re´ponse sont proches [35, 45].
En nous inspirant de l’e´tude effectue´e dans le chapitre 3 de la the`se de Kerschen [43], nous
cherchons a` re´e´crire la matrice de re´ponse X d’une forme repre´sentant une de´composition SVD.
Nous cherchons a` ve´rifier cet outil pour M non proportionnelle a` la matrice identite´ ainsi que
lorsque deux pulsations sont tre`s proches dans l’annexe A.
Nous de´crivons dans le paragraphe suivant une troisie`me me´thode de de´composition orthogo-
nale : la De´composition Orthogonale Re´gularise´e.
24 3. Me´thodes de de´composition orthogonale base´es sur la corre´lation
3.3 De´composition Orthogonale Re´gularise´e (SOD)
Contrairement a` la POD et la SVD, la SOD ne ne´cessite pas la connaissance a priori de
la matrice de masse M et peut identifier d’une manie`re unique les sous-espaces modaux ayant les
meˆmes POVs [13, 23].
Au de´part on ne connaˆıt que la matrice des de´placements X, qui est e´chantillonne´e m fois
avec un pas d’e´chantillonnage ∆t. Connaissant la matrice des de´placements, on construit alors la
matrice de vitesse V de dimension n× (m− 1).
Soient Rx et Rv respectivement la matrice de covariance des de´placements et la matrice de
covariance des vitesses. Elles sont de dimension n× n et sont donne´es par :
Rx =
1
m
XXT (3.8)
et
Rv =
1
m− 1VV
T (3.9)
Enfin, la SOD consiste a` re´soudre le proble`me de vecteurs propres suivant :
Rxψi = σiRvψi pour i = {1, ..., n} (3.10)
avec, ψi les modes re´gularise´s orthogonaux (Smooth Orthogonal Mode - SOM) et σi les valeurs
re´gularise´es orthogonales (Smooth Orthogonal Value - SOV) qui sont respectivement les vecteurs
propres et les valeurs propres de la matrice Rv
−1 ×Rx [23].
Il est utile de noter que la SOD est applicable avec des donne´es de de´placement et de vitesse
ainsi qu’avec des donne´es de vitesse et d’acce´le´ration.
Dans la suite, nous allons ve´rifier que les SOMs approchent les modes propres du syste`me
dynamique (3.11). Pour cela, on s’inte´resse a` trouver les relations existant entre les SOMs et les
SOVs d’une part et les modes propres et les valeurs propres du syste`me d’autre part.
Soit tout d’abord, pour des raisons de simplification, le syste`me dynamique libre non amorti
suivant :
Mx¨(t) +Kx(t) = 0 (3.11)
Comme il a de´ja` e´te´ de´montre´ dans le paragraphe 2.2.2, les ϕi sont les modes propres du
syste`me (3.11) et les λi les valeurs propres associe´es tels que :
Kϕi = λiMϕi pour i = {1, ..., n} (3.12)
La forme matricielle de l’e´quation (3.12) est donne´e par :
Kφ =MφΛ (3.13)
avec φ la matrice dont les vecteurs colonnes sont les modes propres ϕi et Λ la matrice diagonale
dont les composantes sont les valeurs propres λi.
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Il serait utile de noter que :
X¨T = −XTKTM−T (3.14)
Cette e´quation de´coule du syste`me (3.11).
Cherchons maintenant le lien entre la matrice des SOMs et la matrice φ. Conside´ront la forme
matricielle de l’e´quation (3.10) :
Rxχ = RvχΩ (3.15)
avec χ la matrice dont les vecteurs colonnes sont les SOMs ψi et Ω la matrice diagonale dont les
composantes sont les SOVs σi. Ainsi, χ et Ω constituent la solution du proble`me a` valeurs propres
ge´ne´ralise´ de Rx et de Rv.
En utilisant les e´quations (3.8) et (3.9) dans l’e´quation (3.15) on obtient :
XXTχ = VVTχΩ (3.16)
Les e´quations −XX¨T = VVT [13, 23] et (3.14) nous donnent :
χ = KTM−TχΩ (3.17)
Enfin, l’inverse de la transpose´e de l’e´quation (3.17) donne :
Kχ−T =Mχ−TΩ (3.18)
Vu que les e´quations (3.13) et (3.18) sont des de´compositions a` valeurs propres ge´ne´ralise´es de
deux matrices et puisque la solution de telle de´composition est unique, nous de´duisons que :
χ−T = φ (3.19)
Ainsi, l’inverse de la transpose´e des SOMs approche les modes propres du syste`me dynamique
libre. De plus, les POVs approchent les valeurs propres du syste`me.
Pour conclure, il est remarquable que la SOD ne ne´cessite pas la connaisance a priori de la
matrice de masseM pour approcher les modes propres et les valeurs propres du syste`me dynamique
libre.
3.4 Comparaison et analyse critique de ces me´thodes
Il a e´te´ de´montre´ dans le paragraphe 3.2 que les modes propres et les valeurs propres calcule´s
par la SVD sont e´gaux a` ceux de la POD. Ainsi, les diffe´rentes limitations de la POD sont aussi
celles de la SVD.
Nous rappelons que les valeurs propres de ces deux me´thodes n’approchent pas les valeurs
propres du syste`me. De plus, lorsqu’il existe deux pulsations proches, ces deux me´thodes ne peuvent
pas distinguer entre elles. En outre, pour pouvoir approcher les modes propres par les vecteurs
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propres de la matrice R×M, la connaissance a priori de la matrice de masse M est une ne´cessite´
quand elle n’est pas proportionnelle a` la matrice identite´.
Pour pouvoir conclure que les POM de la POD convergent bien vers les modes propres du
syste`me deux conditions sont impose´es, soit que le nombre d’e´chantillons m tende vers l’infini [26],
ou soit que le temps d’observation T tende vers l’infini [43], ce qui est e´quivalent pour un pas de
temps ∆t constant puisque T = m×∆t.
Mais l’infini n’e´tant pas accessible, nous nous posons la question suivante : quelles sont les
valeurs minimales a` partir desquelles, l’application de la POD sera efficace ?.
Nous nous proposons d’e´tudier dans le paragraphe suivant, les conditions suffisantes pour que
l’approximation des modes propres par les POM ait une certaine pre´cision [20]. En effet, en pratique
on ne peut pas avoir un temps d’observation infini et souvent la fre´quence d’e´chantillonnage est fixe´e
par les instruments de mesure. Il faut donc ve´rifier que ces quantite´s ont des valeurs convenables
pour avoir une estimation correcte.
3.5 Comment trouver les modes propres avec une pre´cision fixe´e
En pratique, les matrices initiales du syste`me dynamique sont inconnues, et les donne´es
expe´rimentales ou nume´riques, sont discre´tise´es en temps. La POD consiste a` essayer de retrouver
les modes propres du syste`me diffe´rentiel initial a` partir des modes propres d’une matriceR appele´e
matrice de corre´lation.
Pour n vecteurs colonnes x e´chantillonne´s m fois en temps, la matrice des donne´es X, de
dimension n×m est forme´e comme suit :
X =
 x1(t1) . . . x1(tm)... . . . ...
xn(t1) . . . xn(tm)
 (3.20)
La matrice de corre´lation est de´finie par :
R =
1
m
XXT
Comme on l’a vu dans l’e´quation (2.23),
x(t) = φr(t) =
n∑
i=1
ri(t)ϕi
donc, a` l’instant tk pour k = {1, ...,m} on a :
x(tk) =
n∑
i=1
ri(tk)ϕi
Alors, la nouvelle forme matricielle de X est :
X = φ
 r1(t1) . . . r1(tm)... . . . ...
rn(t1) . . . rn(tm)
 (3.21)
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et celle de R =
1
m
XXT est :
1
m
XXT =
1
m
φ
 r1(t1) . . . r1(tm)... . . . ...
rn(t1) . . . rn(tm)

 r1(t1) . . . rn(t1)... . . . ...
r1(tm) . . . rn(tm)
φT
= φ [rij ]φ
T
(3.22)
ou` pour 1 ≤ i, j ≤ n, le terme ge´ne´ral rij issu du produit scalaire de la ie`me ligne et j e`me colonne
est de la forme :
rij =
1
m
m∑
k=1
ri(tk)rj(tk) (3.23)
Dans le cas ou` la matrice de masse M est proportionnelle a` la matrice identite´, de nombreux
travaux ont permis de ve´rifier nume´riquement que les vecteurs propres de
1
m
XXT sont une bonne
approximation des modes propres du syste`me.
Nous allons exhiber des conditions suffisantes pour que cela soit le cas meˆme lorsque la ma-
trice M n’est pas proportionnelle a` la matrice identite´ (et meˆme pas diagonale). Ces conditions
concernent d’une part la fre´quence d’e´chantillonnage
1
∆t
des donne´es expe´rimentales et d’autre
part le temps total d’observation T = m ∆t . On retrouve bien la condition m −→ +∞, mais cette
condition est clairement insuffisante. On montre aussi que si deux fre´quences propres du syste`me
sont proches, alors cela ame`ne a` augmenter le temps total d’observation pour pouvoir distinguer
les deux modes propres correspondants.
La de´montration est faite d’abord dans le cas sans amortissement, puis elle est ge´ne´ralise´e au
cas avec amortissement proportionnel.
3.5.1 Choix de la fre´quence d’e´chantillonnage
On sait que pour toute fonction g continue sur un intervalle [0, T ], sa valeur moyenne est la
limite de la moyenne des valeurs prises en tk [15], avec tk = k∆t et m∆t = T , pour m→ +∞ :
1
m∆t
[
m∑
k=1
g(tk)
]
∆t −→
m→∞
1
T
∫ T
0
g(t)dt avec m∆t = T (3.24)
Pour que
1
m
m∑
k=1
g(tk) puisse eˆtre approche´e raisonnablement par la valeur moyenne de g sur
[0, T ] il faut que la condition de Shannon-Nyquist [15] soit ve´rifie´e, c’est a` dire que la fre´quence
d’e´chantillonage
1
∆t
soit supe´rieure a` au moins 2 fois la fre´quence maximale du signal g.
Pour le syste`me dynamique discret (3.11) les fre´quences sont fi =
ωi
2π
et il faut donc choisir ∆t
de sorte que :
1
∆t
>
max
1≤i≤n
(ωi)
π
(3.25)
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Alors pour T = m∆t ou` T est le temps d’observation et m est le nombre d’e´chantillons, on a
l’approximation suivante :
rij =
1
m
m∑
k=1
ri(tk)rj(tk) ≈ r˜ij = 1
T
∫ T
0
ri(t)rj(t)dt (3.26)
3.5.2 Choix du temps d’observation total T
Dans ce paragraphe, on e´tudie la limite de la matrice [r˜ij ] lorsque m→ +∞ tout d’abord
pour le cas sans amortissement dans le paragraphe 3.5.2.1 puis pour le cas avec amortissement
proportionel dans le paragraphe 3.5.2.2.
Tout au long de ce paragraphe nous supposons que i, j ∈ {1, ..., n}.
3.5.2.1 Cas sans amortissement
En utilisant l’expression (2.20) on de´duit l’expression de l’e´volution temporelle de chaque
mode dans le cas sans amortissement :
ri(t) = ai cos(ωit− θi) (3.27)
Il s’agit de montrer que, sous certaines conditions, la matrice [r˜ij ], tend vers diag
(
a2i
2
)
, lorsque
m→ +∞, avec
r˜ij =
1
T
∫ T
0
ri(t)rj(t)dt.
Plus pre´cisement pour des ai et aj non nuls, on va donner les conditions pour que :∣∣∣∣ r˜iia2i − 12
∣∣∣∣ ≤ ε2
et
∣∣∣∣ r˜ijaiaj
∣∣∣∣ ≤ ε2
pour ε arbitrairement petit.
• Pour i = j : cherchons les conditions suffisantes pour que∣∣∣∣ r˜iia2i − 12
∣∣∣∣ ≤ ε2 (3.28)
On a :
r˜ii =
1
T
∫ T
0
a2i cos
2(ωit− θi)dt (3.29)
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Or, cos2(ωit− θi) = 1 + cos(2(ωit− θi))
2
, ainsi :
∫ T
0
cos2(ωit− θi)dt = T
2
+
− sin(2(ωiT − θi)) + sin(2(−θi))
4ωi
≤ T
2
+
2
4ωi
(3.30)
On a donc :
∣∣∣∣ r˜iia2i − 12
∣∣∣∣ ≤ 24ωiT (3.31)
Pour avoir (3.28) pour un ε fixe´ a` l’avance, il suffit que :
1
2ωiT
≤ ε
2
c’est a` dire que T soit tel que :
T ≥ 1
ωiε
Comme ωi =
2π
Ti
, cette condition s’e´crit de la forme :
T ≥ Ti
2πε
(3.32)
Comme cette condition doit eˆtre ve´rifie´e pour tout i ∈ {1, ..., n}, il suffit que T soit tel que :
T ≥
max
1≤i≤n
(Ti)
2πε
(3.33)
•Pour i 6= j : cherchons les conditions suffisantes pour que
∣∣∣∣ r˜ijaiaj
∣∣∣∣ ≤ ε2 (3.34)
On a :
r˜ij =
aiaj
T
∫ T
0
cos(ωit− θi) cos(ωjt− θj)dt
Par souci de simplicite´, on fait l’hypothe`se que les de´phasages sont nuls. On a alors :
r˜ij =
aiaj
2T
∫ T
0
[cos ((ωi + ωj)t) + cos ((ωi − ωj)t)] dt
=
1
2
[
1
ωi + ωj
sin ((ωi + ωj)T ) +
1
ωi − ωj sin ((ωi − ωj)T )
]
Donc,
∣∣∣∣ r˜ijaiaj
∣∣∣∣ ≤ 12T
(
1
ωi + ωj
+
1
|ωi − ωj |
)
(3.35)
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Pour avoir (3.34), avec ε fixe´ a` l’avance, il suffit que :
1
2T (ωi + ωj)
≤ ε
4
(3.36)
et
1
2T |ωi − ωj | ≤
ε
4
(3.37)
Pour que (3.37) soit ve´rifie´e, il suffit que :
T ≥ 2
ε |ωi − ωj | (3.38)
Ainsi, il suffit donc de choisir
T ≥ 2
ε min
1≤i<j≤n
|ωi − ωj |
S’il existe ωi et ωj proches, il faut compenser ceci en augmentant T . Lorsque cette condition sur
T est ve´rifie´e, l’ine´quation (3.37) est ainsi vraie. Par conse´quent, l’ine´quation (3.36) est aussi
vraie. En effet, comme ωi ≥ 0 et ωj ≥ 0 pour i, j ∈ {1, ..., n}, |ωi − ωj | ≤ ωi + ωj et donc
1
2T (ωi + ωj)
≤ 1
2T |ωi − ωj | ≤
ǫ
4
.
• Pour conclure, dans le cas non amorti et pour que les coefficients de la matrice [r˜ij ] soient
e´gaux a`
ε
2
pre`s en valeur relative a` ceux de la matrice diagonale diag
(
a2i
2
)
, il suffit que :
T ≥ Tmax = max
 max1≤i≤n(Ti)
2πε
,
2
ε min
1≤i<j≤n
|ωi − ωj |
 (3.39)
3.5.2.2 Cas avec amortissement proportionnel
Dans ce cas l’expression de ri(t) est donne´e par (2.20) et donc,
ri(t) = aie
−ωiζit cos(ω˜it− θi) (3.40)
Encore une fois, simplement pour faciliter la pre´sentation, on suppose que tous les de´phasages
sont nuls.
Toujours suivant le meˆme principe, le but est de montrer que, sous certaines conditions, la
matrice [r˜ij ] , tend vers diag
(
a2i
2
)
, lorsque m → +∞. Plus pre´cisement pour des ai et aj non
nuls, on va donner les conditions pour que
∣∣∣∣ r˜iia2i − 12
∣∣∣∣ ≤ ε2 et
∣∣∣∣ r˜ijaiaj
∣∣∣∣ ≤ ε2 pour ε arbitrairement
petit.
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• Pour i = j : on a :
r˜ii =
a2i
T
∫ T
0
e−2ωiζit cos2(ω˜it)dt (3.41)
Comme le de´veloppement en se´rie de e−x est une se´rie alterne´e, on a l’encadrement suivant :
1− x ≤ e−x ≤ 1
pour x ≥ 0, donc pour 0 ≤ t ≤ T , on a :
1− 2ω˜iζiT ≤ 1− 2ω˜iζit ≤ e−2ω˜iζit ≤ 1 (3.42)
Les fonctions e−2ω˜iζit et cos2(ω˜it) e´tant positives, on a l’encadrement suivant :
(1− 2ω˜iζiT )
∫ T
0
cos2(ω˜it)dt ≤
∫ T
0
e−2ω˜iζit cos2(ω˜it)dt ≤
∫ T
0
cos2(ω˜it)dt
d’ou`,
(1− 2ω˜iζiT )
(
1
2
+
− sin(2ω˜iT )
4ω˜iT
)
≤ r˜ii
a2i
≤ 1
2
+
− sin(2ω˜iT )
4ω˜iT
On en de´duit l’encadrement de
r˜ii
a2i
− 1
2
:
−ω˜iζiT − (1− 2ω˜iζiT )sin(2ω˜iT )
4ω˜iT
≤ r˜ii
a2i
− 1
2
≤ 1
4ω˜iT
Si,
1
4ω˜iT
≤ ε
4
et ω˜iζiT ≤ ε
4
(3.43)
alors
∣∣∣∣(1− 2ω˜iζiT )sin(2ω˜iT )4ω˜iT
∣∣∣∣ ≤ (1− ε2) ε4
et
∣∣∣∣ω˜iζiT + (1− 2ω˜iζiT )sin(2ω˜iT )4ω˜iT
∣∣∣∣ ≤ ε4 + (1− ε2) ε4 ≤ ε2
alors on a bien
∣∣∣∣ r˜iia2i − 12
∣∣∣∣ ≤ ε2 (3.44)
Mais pour que (3.43) soit possible, il suffit que T ve´rifie pour tout i ∈ {1, ..., n} :
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1
ε
≤ ω˜iT ≤ ε
4ζi
(3.45)
Ceci impose que pour tout i ∈ {1, ..., n} on ait 4ζi ≤ ε2 . En notant η = max
i∈{1,...,n}
(ζi) , il faut donc
que 4η ≤ ε2. Ainsi, l’amortissement doit eˆtre d’autant plus faible que l’on souhaite une bonne
approximation.
Si on suppose que 4η ≤ ε2, alors pour avoir (3.44) il suffit que les conditions de l’e´quation (3.43)
soient ve´rifie´es. En posant ω˜i =
2π
T˜i
pour tout i ∈ {1, ..., n}, et en supposant que 4η ≤ ε2, il suffit
que :
1
ε
max
1≤i≤n
(T˜i)
2π
≤ T ≤ ε
4η
min
1≤i≤n
(T˜i)
2π
(3.46)
• Pour i 6= j : Cherchons les conditions suffisantes pour que
∣∣∣∣ r˜ijaiaj
∣∣∣∣ ≤ ε2 :
r˜ij =
aiaj
T
∫ T
0
e(−ωiζi−ωjζj)t cos(ω˜it− θi) cos(ω˜jt− θj)dt
Ici la fonction g(t) = cos(ω˜it− θi) cos(ω˜jt− θj) est continue mais de signe quelconque et
f(t) = e(−ωiζi−ωjζj)t est positive de´croissante, il est donc possible d’utiliser le second the´ore`me de
la moyenne [22] sur [a, b] :
∃c ∈ ]a, b[ tel que
∫ b
a
f(t)g(t)dt = f(a)
∫ c
a
g(t)dt
Or comme pre´ce´demment, on a :
∣∣∣∣∫ c
0
cos(ωit− θi) cos(ωjt− θj)dt
∣∣∣∣ ≤ 12
(
1
ωi + ωj
+
1
|ωi − ωj |
)
On a alors, ∣∣∣∣ r˜ijaiaj
∣∣∣∣ ≤ e02T
(
1
ω˜i + ω˜j
+
1
|ω˜i − ω˜j |
)
Pour avoir
∣∣∣∣ r˜ijaiaj
∣∣∣∣ ≤ ε2, avec ε fixe´ a` l’avance, il suffit de suivre la meˆme proce´dure que dans le
cas sans amortissement et de choisir :
T ≥
max
1≤i≤n
(T˜i)
2πε
et T ≥ 2
ε min
1≤i≤n
|ω˜i − ω˜j | (3.47)
Pour conclure, dans le cas non amorti, lorsque les conditions (3.25) sur l’e´chantillonnage et
(3.39) sur le temps d’observation sont ve´rifie´es, la matrice [rij ] se comporte comme [r˜ij ] qui peut
eˆtre approche´e par diag(σ2i ) avec σ
2
i =
a2i
2
, l’ “e´nergie” du ie`me mode, on a alors :
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R =
1
m
XXT ≃ φ [rij ] φT ≃ φ [r˜ij ] φT ≃ φ diag(σ2i ) φT (3.48)
sont les pi du syste`me initial. Comme on a φ
−1= φTM d’apre`s la relation (2.27), on en de´duit
que :
RM ≃ φ diag(σ2i ) φ−1 (3.49)
Donc les vecteurs propres de la matrice RM sont une approximation des modes propres ϕi du
syste`me initial (c’est a` dire les vecteurs propres de la matrice M−1K et de M−1C). Ces re´sultats
sont valables pour toute matrice M syme´trique, de´finie et positive.
Dans le cas amorti, si l’amortissement est assez faible par rapport a` la pre´cision ε escompte´e
(4ζi ≤ ε2) , alors il suffit que les conditions (3.25), (3.46) et (3.47) soient ve´rifie´es pour obtenir le
meˆme re´sultat.
3.6 Conclusion
Dans ce chapitre nous avons pre´sente´ trois techniques de de´composition orthogonale base´e
sur la corre´lation : la POD, la SVD et la SOD et nous avons trouve´ les liens entre elles. Ensuite,
diffe´rentes limites de la POD sont discute´es. En effet, la connaissance de la matrice de masse M
est une ne´cessite´ lorsque celle-ci n’est pas proportionnelle a` la matrice identite´. Dans ce cas les
modes propres du syste`me sont approche´s par les vecteurs propres de la matrice RM a` condition
que la matrice de masse soit de´finie, positive et syme´trique. De plus, lorsque deux fre´quences
propres du syste`me sont proches, les POMs de la POD n’approchent pas les deux modes propres
corespondants. La SVD a les meˆmes de´fauts que la POD car les vecteurs singuliers gauches de X
sont les vecteurs propres deR. Et ni l’une ni l’autre ne permettent d’obtenir une approximation des
valeurs propres du syste`me e´tudie´. La SOD permet de se passer de la connaissance de la matrice
de masse et donne une approximation des valeurs propres.
L’e´tude sur la pre´cision de l’approximation, fait apparaˆıtre que pour un pas d’e´chantillonnage
fixe´, si le temps global d’observation est suffisamment grand par rapport au maximum des diffe´rentes
pe´riodes et e´galement suffisamment grand dans le cas de fre´quences proches alors l’approximation
des modes peut eˆtre satisfaisante.
Dans la suite de cette e´tude, nous supposons que le syste`me est non-stationnaire (quasi-
stationnaire). Pour suivre l’e´volution en temps de ce syste`me nous introduisons dans le chapitre
suivant la transforme´e en ondelettes.
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Chapitre 4
Transforme´e en ondelettes continue
A
fin de de´terminer l’instant ou` une modification de parame`tres me´caniques est introduite dans
notre syste`me, nous pre´sentons dans ce chapitre une technique d’analyse temps-fre´quence :
la transforme´e en ondelettes continue. Parmi plusieurs types d’ondelettes me`res, nous choisis-
sons l’ondelette me`re de Cauchy ou de Paul. Applique´e a` des re´ponses libres de syste`mes non-
stationnaires, cette technique va nous permettre d’obtenir les fre´quences instantane´es contenues
dans le signal ainsi que l’e´volution temporelle des taux d’amortissement modaux.
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4.1 Introduction
Ce chapitre a pour objectif de rappeler brie`vement un outil de traitement des signaux
que nous allons utiliser par la suite : l’analyse continue en ondelettes. Cet outil va nous permettre
de trouver l’e´volution temporelle des parame`tres modaux du syste`me (fre´quences propres, amor-
tissements modaux et formes modales) et finalement localiser en temps le changement de masse
de notre syste`me dynamique discret. La transformation de Fourier est un outil tre`s re´pandu et
bien adapte´ pour l’analyse de nombreux signaux. Pourtant, les proble`mes occasionne´s par les sin-
gularite´s montre`rent les limites de cette approche. Un de´faut de la transforme´e de Fourier est de
cacher l’information sur le temps : elle nous informe quant au nombre de fre´quences contenues
dans le signal, mais tait l’instant d’e´mission des diverses fre´quences. Ainsi, vu notre souhait de
pouvoir re´cupe´rer l’instant auquel le syste`me change de masse, il nous est apparu inte´ressant de
travailler avec un outil qui de´compose un signal a` la fois en temps et en fre´quence : la transforme´e
en ondelettes continue (TOC) ou` les ondelettes seraient l’e´quivalent d’une partition pour un signal,
indiquant non seulement quelles notes (fre´quences) on doit jouer mais aussi a` quel moment on doit
les jouer.
Ce chapitre n’a pas la pre´tention de de´crire de fac¸on ge´ne´rale et de´taille´e la transformation
en ondelettes, il existe de nombreux ouvrages de mathe´maticiens reconnus comme Daubechies,
Mallat, Meyer ou Torre´sani pour n’en citer que quelques-uns, mais plutoˆt de donner des bases et
des proprie´te´s qui nous ont e´te´ utiles pour notre utilisation future de cet outil. Il est divise´ en
cinq paragraphes : le premier 4.2 redonne les grandes lignes de l’histoire de la transformation en
ondelettes. Ensuite, nous montrons les diffe´rences entre la transforme´e de Fourier et la transforme´e
en ondelettes dans le paragraphe 4.3. De plus, nous choisissons d’utiliser la transforme´e en on-
delettes continue de Cauchy et de´limitons un domaine temporel suffisant dans le paragraphe 4.4.
Enfin, nous cherchons a` estimer les parame`tres modaux d’un signal en utilisant la transforme´e en
ondelettes continue de Cauchy dans le paragraphe 4.5.
4.2 Historique
Historiquement [77], l’analyse en ondelettes posse`de de nombreuses origines diffe´rentes. Une
grande partie du de´veloppement de la transforme´e en ondelettes (TO) a e´te´ re´alise´e dans les anne´es
1930. A` l’e´poque, les efforts se´pare´s ne semblent pas faire partie d’une the´orie cohe´rente. Avant
1930, la branche principale des mathe´matiques menant aux ondelettes a commence´ avec Joseph
Fourier en 1807 avec ses the´ories de l’analyse en fre´quence, maintenant souvent de´signe´e comme la
transforme´e de Fourier (TF).
Apre`s 1807, en examinant de pre`s les fonctions f , la notion de convergence des se´ries de Fourier
et les syste`mes orthogonaux, les mathe´maticiens ont e´te´ amene´s progressivement de l’analyse en
fre´quence a` l’analyse en e´chelle. Cette analyse sur f se fait en cre´ant des structures mathe´matiques
qui varient en dimension, c’est-a`-dire en construisant une fonction, la de´plac¸ant d’un certain coeffi-
cient et en changeant son e´chelle. Les chercheurs appliquent cette structure a` l’approximation d’un
signal, puis re´pe`tent la proce´dure en prennant la structure de base, la de´plac¸ant et en changeant
encore une fois son e´chelle. Cette proce´dure est applique´e sur le meˆme signal afin d’obtenir une
nouvelle approximation et ainsi de suite. Il s’ave`re que ce genre d’analyse en e´chelle est moins
sensible au bruit, car il mesure les fluctuations moyennes du signal a` diffe´rentes e´chelles ; c’est
l’analyse temps-fre´quence.
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En effet, cette analyse est devenue indispensable dans le domaine du traitement des images,
la compression et le stockage d’une grande base de donne´es. Mathe´matiquement, l’analyse multi-
e´chelle se base sur le changement de l’e´chelle ; en d’autres termes, la compression et la dilata-
tion d’un objet. Ainsi, mathe´matiquement parlant, cette analyse est similaire a` l’analyse temps-
fre´quence qui se base sur l’analyse en bandes de fre´quences.
La premie`re notion sur les ondelettes apparaˆıt dans une annexe de la the`se de Haar en 1909 [33].
Une proprie´te´ de l’ondelette de Haar est qu’elle a un support compact, ce qui signifie qu’elle s’annule
en dehors d’un intervalle fini. Malheureusement, les ondelettes de Haar ne sont pas continuˆment
diffe´rentiables ce qui limite leur domaine d’applications.
Dans les anne´es 1930, plusieurs groupes travaillent inde´pendamment sur la recherche des
repre´sentations des fonctions a` l’aide des fonctions de base a` e´chelle variable. Comprendre les
concepts des fonctions de base et celles a` e´chelle variable est la cle´ pour la compre´hension des
ondelettes. Pour plus de de´tails sur les fonctions de base, le lecteur est invite´ a` consulter [12, 75].
En utilisant une fonction de base a` e´chelle variable appele´e aussi la fonction de base de Haar, le
physicien des anne´es 1930, Le´vy [57], a e´tudie´ le mouvement brownien : un type de signal ale´atoire.
Il a trouve´ que la fonction de base de Haar est plus favorable que celle de Fourier pour l’e´tude des
petits de´tails dans le mouvement brownien [61].
Une autre e´tude inte´ressante en 1930 par Littlewood et Paley [55] de´veloppe le calcul de l’e´nergie
d’une fonction. Le calcul donne des re´sultats diffe´rents si l’e´nergie est concentre´e autour de quelques
points ou distribue´e sur un intervalle plus grand. Ce re´sultat a perturbe´ les scientifiques car il
signifie que l’e´nergie n’est pas conserve´e. Plus tard, les chercheurs ont de´couvert une fonction qui
peut varier en taille et peut e´conomiser de l’e´nergie lors du calcul de l’e´nergie. Ce travail e´tant
utile, Marr [58] de´veloppe un algorithme efficace pour le traitement nume´rique de l’image avec les
ondelettes dans les anne´es 1980.
Entre 1960 et 1980, les mathe´maticiens Weiss et Coifman [16] ont e´tudie´ les e´le´ments les plus
simples d’une fonction spatiale, appele´s atomes, dans le but de trouver les atomes d’une fonction
commune aussi que les re`gles d’assemblage qui permettent la reconstruction de tous les e´le´ments
de la fonction spaciale a` l’aide de ces atomes. En 1980, Grossman et Morlet [31], un physicien et un
inge´nieur, de´finissent les ondelettes dans le cadre de la physique quantique. Ces deux chercheurs
ont fourni une nouvelle fac¸on de re´flexion pour les ondelettes base´e sur l’intuition physique.
En 1990, inspire´ par ces re´sultats, Meyer [61], un des auteurs marquants de ce domaine, a
construit les premie`res ondelettes non triviales : contrairement aux ondelettes de Haar [33], les
ondelettes de Meyer sont continuˆment diffe´rentiables, mais ne sont pas a` support compact. Les
e´tudes de Meyer forment une re´volution dans le domaine du traitement du signal, de la statis-
tique, et ont une influence profonde sur l’ensemble de l’analyse mathe´matique. En effet, si les
de´compositions multi-e´chelles e´tait un outil familier aux spe´cialistes du traitement du signal et
de l’image, la formalisation mathe´matique qu’en donnent les bases d’ondelettes leur donnent une
puissance incomparable. Parmi les proches collaborateurs d’Yves Meyer, et qui, a` ses coˆte´s, feront
le succe`s des ondelettes, on peut citer Mallat [59] qui de´couvrira les algorithmes de de´composition
rapide, outil indispensable pour transformer une belle the´orie mathe´matique en un outil utilisable
pour effectuer le traitement des signaux et des images en temps re´el. Quelques anne´es plus tard,
Daubechies [18] a utilise´ les travaux de Meyer pour construire un ensemble de fonction de base
orthonormale par les ondelettes qui sont devenues les plus re´pandues de nos jours. Elle de´couvrira
les ondelettes a` support compact.
L’analyse en ondelettes est ainsi devenue une me´thode inte´ressante pour re´soudre des proble`mes
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difficiles en mathe´matiques, physique et inge´nierie avec des applications aussi diverses que la pro-
pagation des vagues, la compression des donne´es, le traitement du signal, le traitement d’image,
la reconnaissance d’un mode`le, l’infographie, la de´tection des avions et sous-marins, la compres-
sion des empreintes digitales, le de´bruitage des donne´es bruite´es et autres technologie de l’image
me´dicale. Les ondelettes permettent e´galement aux donne´es de la musique, de la parole et des
images d’eˆtre de´compose´es en formes e´le´mentaires a` diffe´rentes positions et e´chelles et par la suite
reconstruites avec une grande pre´cision.
4.3 De la transforme´e de Fourier a` la transforme´e en ondelettes
La Transforme´e de Fourier (TF) est un outil puissant pour l’analyse fre´quentielle d’un
signal stationnaire. Soit x(t) la re´ponse d’un syste`me dynamique de´termine´e a` l’aide de capteurs
de de´placements. La transforme´e de Fourier d’un signal x(t) inte´grable est de´finie par [50, 56, 82] :
xˆ(ω) =
∫ +∞
−∞
x(t)e−iωtdt (4.1)
ou` ω de´signe la pulsation angulaire du signal. Il est possible de reconstruire le signal graˆce a` la
formule d’inversion :
x(t) =
1
2π
∫ +∞
−∞
xˆ(ω)eiωtdω (4.2)
La TF posse`de plusieurs proprie´te´s comme la transposition, la conjugaison, le changement
d’e´chelle, la translation, la modulation etc. On s’inte´resse a` deux proprie´te´s en particulier : la
line´arite´ de la transforme´e de Fourier, puisque la TF de la somme des signaux est e´gale a` la somme
des TF des signaux, et la de´rivation par rapport a` la variable temporelle t. En effet :
̂(x(m)(t))(ω) = (iω)mxˆ(ω) (4.3)
On en de´duit que, si xˆ(ω) est la TF du signal de de´placement, donc iωxˆ(ω) est celle du signal
de vitesse et par la suite −ω2xˆ(ω) est celle du signal d’acce´le´ration. Donc les re´sultats des TFs de
de´placement, de vitesse et d’acce´le´ration sont relie´s. Ainsi l’amplitude du module de la TF pour
les composantes haute fre´quence est amplifie´ par ω2 entre le signal de type de´placement et celui de
type acce´le´ration. Travailler avec des signaux de type acce´le´ration permet donc de mieux visualiser
la plus haute fre´quence contenu dans le signal.
La transforme´e de Fourier est riche d’informations sur le signal analyse´ : ainsi, par exemple, si
elle n’a que des faibles valeurs pour des valeurs e´leve´es de la variable de fre´quence, ceci signifie que le
signal varie lentement. Inversement, si elle prend des valeurs importantes pour les hautes fre´quences,
le signal contient une quantite´ non-ne´gligeable de hautes fre´quences, et donc varie rapidement, au
moins dans certaines zones. Nous touchons du doigt l’une des limitations importantes de l’analyse
de Fourier usuelle. La transforme´e de Fourier est incapable de localiser les portions du signal
dans lesquelles les variations sont rapides, ni celles ou` elles sont lentes. La loi de variation de la
fre´quence en fonction du temps est porteuse d’informations, tre`s difficile a` extraire par l’analyse
de Fourier comme le dit Yves Meyer( 1). Ainsi, les signaux transitoires qui e´voluent dans le temps
1. Citons a` ce propos, les mots du Professeur Yves Meyer : “l’impossible queˆte de la fre´quence instantane´e”.
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d’une manie`re impre´visible, ne peuvent plus eˆtre repre´sente´s comme une superposition d’ondes
mais comme une superposition d’ondes de courte dure´e (gaborettes, ondelettes).
Nous avons retenu la de´finition suivante pour la TO d’un signal x(t) continu par morceaux sur
t,
Tψ[x](b, a) =
1
a
∫ +∞
−∞
x(t)ψ¯
(
t− b
a
)
dt (4.4)
ou` ψ est la fonction analysante, appele´e ondelette me`re que l’on recherche avoir de bonnes
proprie´te´s de localisation en temps et en fre´quence et ψ¯ est le complexe conjugue´ de ψ. Dans la
relation (4.4), nous voyons apparaˆıtre une famille d’ondelettes ψ(b,a)(t) engendre´e par des dilatations
et translations d’une fonction ψ(t) :
ψ(b,a)(t) =
1
a
ψ
(
t− b
a
)
(4.5)
ou` a est un parame`tre relatif a` l’e´chelle qui mesure le degre´ de la compression ou de la dilatation
et b un parame`tre relatif au temps qui de´termine la translation en temps. Nous avons retenu la
normalisation des ondelettes en norme L1(R) de telle sorte que ‖ψ(b,a)‖1 = ‖ψ‖1.
Pour qu’une fonction analysante ψ soit candidate pour eˆtre une ondelette me`re, il faut que le
coefficient Cψ donne´ par :
Cψ =
∫ +∞
0
∣∣∣ψˆ(aω)∣∣∣2 da
a
(4.6)
soit fini, non nul et inde´pendant de ω.
La localisation en fre´quence d’une ondelette me`re ψ se de´finit par ωψ la moyenne (espe´rance)
de la TF de ψ(b,a) normalise´e, appele´e le centre fre´quentiel, et ∆ωψ son e´cart-type repre´sentant la
re´solution fre´quentielle.
Afin de quantifier cette localisation et afin de pouvoir diffe´rentier plusieurs ondelettes me`res,
Le et Argoul [51] ont introduit le facteur Q, bien connu en analyse fre´quentielle classique des filtres
a` Q constant. Ce facteur est de´fini comme le rapport entre le centre fre´quentiel et la re´solution
fre´quentielle de l’ondelette me`re :
Q =
ωψ
2∆ωψ
(4.7)
ou`,
ωψ =
∫
R
ω
∣∣∣ψ̂(ω)∣∣∣2∥∥∥ψ̂∥∥∥2
2
dω (4.8)
∆ωψ =
1∥∥∥ψ̂∥∥∥
2
√∫
R
(ω − ωψ)2
∣∣∣ψ̂(ω)∣∣∣2 dω (4.9)
L’absence de la notion temporelle de la TF dans l’analyse des syste`mes non stationnaires a e´te´
reme´die´e avec la TO. Pour conserver les informations sur le temps, ce que la TF ne peut pas faire,
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on prend une fonction analysante ψ qui soit localise´e en temps et en fre´quence [74]. On de´compose
ainsi un signal en atomes temps-fre´quence. Chaque atome se repre´sente symboliquement sur le plan
temps-fre´quence, par un rectangle dont l’abscisse est l’intervalle temporel et l’ordonne´e est l’inter-
valle fre´quentiel comme le montre la figure (4.1) (Erlicher et Argoul [21]). La localisation en temps
de cette fonction ψ se de´finit par tψ la moyenne (espe´rance) de l’ondelette me`re normalise´e appele´e
le centre temporel et ∆tψ son e´cart-type repre´sentant la re´solution temporelle. La translation et
la dilatation de la fonction ψ(t) sont conditionne´es par le principe d’incertitude de Heisenberg tel
que :
µψ = ∆tψ∆ωψ ≥ 1
2
(4.10)
Figure 4.1. Re´solution en temps et en fre´quence : (a) de la fonction analysante ψ(t) et (b) de la
fonction b-translate´e et a-dilate´e avec b quelconque et a > 0 [21].
La de´finition de l’ondelette me`re ne´cessite seulement qu’elle appartienne a` L2(IR)
⋂
L2(IR),
mais pour des raisons pratiques, la fonction ψ(t) jouant le roˆle d’une feneˆtre, il est pre´fe´re´ [14]
que ψ(t) ∈ L1(IR)⋂L2(IR). Cette condition assure que l’ondelette me`re est borne´e et que la
transforme´e en ondelettes correspondante l’est aussi.
Il a e´te´ aussi de´montre´ [50] que les re´sultats des transforme´es en ondelettes d’un signal de type
de´placement, de type vitesse et de type acce´le´ration sont relie´s entre elles au moyen des ondelettes
me`res et de leurs de´rive´es au premier et au deuxie`me ordre respectivement .
Dans l’e´quipe Dynamique a` Navier, trois ondelettes me`res complexes ont e´te´ choisies pour le
traitement des signaux module´s en temps et en fre´quence. La premie`re est l’ondelette me`re de
Morlet [1], la deuxie`me est l’ondelette de Cauchy [3] et la troisie`me est l’ondelette harmonique
propose´e par Newland [65].
Lorsque u(t) = cos(ω1t), on a : û(ω) = πδ(ω − ω1) + πδ(ω + ω1) et par suite :
Tψ [u] (b, a) =
1
2
(
ψ̂(aω1) e
iω1b + ψ̂(−aω1) e−iω1b
)
. Si l’ondelette analysante est progressive, alors
Tψ [u] (b, a) =
1
2
ψ̂(aω1) e
iω1b et |Tψ [u] (b, a)| = 1
2
∣∣∣ψˆ(aω1)∣∣∣.
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Cette dernie`re expression est inde´pendante de b ; elle est maximum lorsque
aω1 = max
ω
∣∣∣ψˆ(ω)∣∣∣ = ω(1). Par conse´quent, lorsque a = ω(1)ω1 , la TOC est maximum ce qui repre´sente
dans le plan temps-e´chelle (b, a), une demi-droite horizontale et introduit les notions d’areˆte et de
squelette qui seront ge´ne´ralise´es plus loin, pour un signal module´ en amplitude et en phase.
4.4 La transforme´e en ondelettes continue de Cauchy
Afin de choisir les ondelettes me`res les mieux adapte´es, Le [50], a propose´ dans sa the`se un
ensemble de crite`res. Il remarque que l’ondelette harmonique a une mauvaise localisation en temps
et donc retient l’ondelette de Morlet et l’ondelette de Cauchy. Il propose ensuite une me´thode
d’identification des parame`tres des syste`mes me´caniques line´aires et faiblement non line´aires en
rigidite´, fonde´e sur la transforme´e en ondelettes en comparant deux ondelettes me`res Morlet et
Cauchy. Il traite les re´ponses temporelles libres de la structure. Argoul et al. [4] utilisent les re´ponses
apre`s choc d’un test re´el (baˆtiment) et utilisent une proce´dure semblable pour la de´termination
des fre´quences propres, du taux d’amortissement et des de´forme´es modales par l’ondelette me`re de
Cauchy [63].
Plusieurs raisons nous ont conduit a` pre´fe´rer l’utilisation d’ondelettes progressives a` la place
d’ondelettes re´elles pour l’analyse de signaux re´els [76] : (1) facilite´ de reconstruction avec des
ondelettes progressives a` cause de la proprie´te´ hermitienne de la transforme´e de Fourier du signal
re´el e´tudie´ et (2) difficulte´s avec des ondelettes re´elles pour e´tablir un lien avec un spectre local
ne´cessairement re´el que l’on souhaiterait associer au signal re´el comme avec la trasformation de
Fourier.
4.4.1 L’ondelette me`re de Cauchy ou de Paul et la TOCC
Les relations de´finissant l’ondelette me`re ainsi que les parame`tres de re´solution pour
l’ondelette de Cauchy ou de Paul sont pre´sente´es dans le tableau (4.1). Dans ce tableau, n est
un parame`tre pouvant eˆtre modifie´ suivant la re´solution de´sire´e (qui sera de´termine´ en fixant le
facteur de qualite´ Q) et H est la fonction d’Heaviside [9].
Jusqu’a` pre´sent, la de´finition de la TO se pre´sente sous la forme d’une inte´grale en supposant
que les signaux e´tudie´s sont des fonctions continues. Or, en re´alite´, les signaux que nous e´tudions
sont des signaux discrets ou e´chantillonne´s.
Nous cherchons a` appliquer une version discre`te de la TO re´alise´e sous Matlab. Intuitivement,
nous pensons a` la discre´tisation de l’inte´grale, mais son algorithme est assez couˆteux en temps
de calcul [50]. Certains peuvent voir la TO comme le produit de convolution entre le signal et
l’ondelette. Cette proce´dure n’est pas tellement inte´ressante pour le cas des signaux pe´riodiques
[50]. Pour cela, nous retenons dans notre cas le calcul par la transformation de Fourier rapide. La
transformation de Fourier rapide applique´e a` des signaux a` support borne´ de longueur T approche
la transformation de Fourier du signal pe´riodise´ de pe´riode T . Dans le cas de nos signaux de
re´ponses transitoires dont l’amplitude de´croˆıt de fac¸on exponentielle, il est possible d’ajouter des
ze´ros (zero padding) afin de rendre le re´sultat de la transforme´e de Fourier rapide plus proche de
la transforme´e de Fourier du signal re´el.
Cette proce´dure s’effectue en utilisant les algorithmes fft et ifft de Matlab. Ceci revient a`
transposer le calcul de la TO dans le domaine fre´quentiel pour obtenir :
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Tψ[x](b, a) =
1
a
∫ +∞
−∞
x(t)ψ¯
(
t− b
a
)
dt =
1
2π
∫ +∞
−∞
x̂(ω)ψ̂ (aω) eiωbdω (4.11)
L’e´quation (4.11) peut eˆtre conside´re´e comme la transformation de Fourier inverse du produit
x̂(ω)ψ̂(aω). D’ou` l’ide´e du calcul de la TO avec les deux fonctions fft et ifft de Matlab.
De plus, a` partir de la transforme´e en ondelettes Tψ[x](b, a) d’un signal x(t), il est possible de
reconstruire ce signal tel que :
x(t) =
1
Cψ
∫ +∞
−∞
∫ +∞
0
1
a
Tψ[x](b, a)ψ
(
t− b
a
)
dadb (4.12)
si la condition d’admissibilite´ sur Cψ est ve´rifie´e :
0 < Cψ < +∞ (4.13)
Parame`tres de l’ondelette de Cauchy
ψ(t) =
(
i
t+i
)n+1
ψ̂(ω) = 2piω
ne−ω
n! H(ω)
Cψ =
4pi2
22n
(2n−1)!
(n!)2
tψ = 0
ωψ = n+
1
2
∆ωψ =
√
2n+1
2
∆tψ =
1√
2n−1
µψ =
1
2
√
1 + 22n−1
Q =
n+ 1
2√
2n+1
Tableau 4.1. Ondelette me`re de Cauchy - De´finitions
4.4.2 Les effets de bords
Du fait que le signal e´chantillonne´ a une dure´e finie, lors du calcul de la TO, il existe
une “anomalie” aux bords en temps du domaine temps-fre´quence, appele´e l’effet de bord [51].
Ce proble`me a e´te´ aborde´ par Salvic [71] et par Le [50] qui ont tente´ d’y reme´dier. Cependant,
il est montre´ [21] que l’on peut de´finir un domaine ou` l’effet de bord peut eˆtre ne´glige´. Le et
Argoul [21, 50] introduisent deux cœfficients re´els ct et cf supe´rieurs ou e´gaux a` 1 et tels que :
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lorsque t /∈ [tψ − ct∆tψ , t + ct∆tψ] et ω /∈ [ωψ − cf∆ωψ , ω + cf∆ωψ] , ψ(t) et ψ̂(ω) ont des
amplitudes tre`s faibles (proches de 0), conduisant a` de bonnes proprie´te´s de de´croissance des
fonctions correspondantes. Une e´tude sur la proprie´te´ de´croissante des ondelettes me`res de Cauchy
et de Morlet a e´te´ re´alise´e par Le, et finalement, Le conduise a` proposer de choisir : ct = cf = 5.
Une proce´dure plus ge´ne´rale pour estimer la valeur du parame`tre ct est donne´e dans [21] sans faire
re´fe´rence a` une ondelette particulie`re a` l’aide de l’ine´galite´ de Gauss-Winkler.
En posant L la longueur de temps du signal enregistre´, le domaine dans le plan temps-fre´quence
ou` les effets de bord sont ne´gligeables est limite´ par deux hyperboles et deux lignes horizontales
telles que :
– les deux hyperboles sont de´finies par :
ω =
2ctQµψ
b
(4.14)
et
ω =
2ctQµψ
L− b (4.15)
– les e´quations des deux lignes horizontales sont :
ω = 0 (4.16)
et,
ω =
2πfNyquist
1 +
cf
2Q
(4.17)
avec fNyquist =
1
2L .
Vu que les cœfficients ct ≥ 1 et cf ≥ 1, l’intervalle de temps utile est plus petit que la dure´e L
et l’intevalle de fre´quence utile est plus petit que la fre´quence fNyquist.
Ainsi, un domaine dans lequel l’effet de bord peut eˆtre ne´glige´ a e´te´ de´termine´ et sera utile lors
de la proce´dure d’identification pour limiter la proce´dure dans le domaine temps-fre´quence ou` les
informations restent “pertinentes”. Pour nos signaux transitoires, la repre´sentation au moyen de
la TO dans le plan temps-fre´quence se concentre le long des courbes appele´es areˆtes. La valeur de
la TO sur ces courbes areˆtes, appele´e “squelette” peut alors eˆtre calcule´e. La de´finition des areˆtes
et les relations entre le signal et le squelette sont donne´es dans le paragraphe suivant.
4.4.3 Extraction des areˆtes
Dans sa the`se, T.P. Le [50] de´finit une areˆte comme e´tant l’ensemble A1 des points (b, ar(b))
du plan temps-fre´quence tel que le module de la transforme´e en ondelettes est maximal :
A1 =
{
(b, ar(b)); ∀b ≥ 0, ‖ Tψ ‖ (b, ar(b)) = max
a
| Tψ[x](b, a) |
}
(4.18)
La restriction de la transforme´e en ondelettes a` l’areˆte est appele´e “squelette” et contient
l’information principale [9].
L’extraction des areˆtes peut se faire par plusieurs algorithmes propose´s par Torre´sani [76] et
Carmona et al. [10] comme la me´thode de Marseille, la me´thode Corona et la me´thode Crazy
Climbers. Nous avons choisi d’utiliser l’extraction des areˆtes par l’algorithme de Crazy Climbers
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de´veloppe´ au sein de l’e´quipe Dynamique de l’UR Navier [69]. Celui-ci est base´ sur le principe de
“recuit simule´”.
Figure 4.2. Repre´sentations temporelle, fre´quentielle et temps-fre´quence du signal e´tudie´.
Prenons ensuite un exemple pour illustrer nos propos. Soit le signal x(t) compose´ de la somme
du signal u1(t) = e
−t sin(2π.3t) et du signal u2(t) =
1
2
sin
(
2π.(t2 + 4t)
)
. Le premier terme est un
signal oscillant avec une amplitude de´croissante exponentiellement comme nos re´ponses transitoires.
Le second terme est aussi un terme oscillant mais cette fois avec une pe´riode variable en fonction
du temps (cas non stationnaire). Ce signal est illustre´ dans la figure (4.2) ou` sont trace´s les deux
composantes du signal, en bleu pour u1 et en rouge pour u2 (en haut a` gauche), le signal temporel
(en haut a` droite), le module de la TF du signal (en bas a` gauche) et enfin le module de la TO du
signal (en bas a` droite) ou` sont e´galement trace´es les deux hyperboles de´limitant le domaine ou`
l’effet de bord est ne´gligeable.
Les areˆtes arj(b) pour j variant de 1 a` 2 sont extraites par la me´thode du crazy climber et
trace´es dans la figure (4.3) ou` l’areˆte ar1(b) correspondant a` la composante u1 est en bleu (droite
horizontale) et celle ar2(b) correspondant a` la composante u2 est en rouge (droite de pente +2 dans
la zone ou` l’effet de bord est ne´gligeable).
Enfin le logarithme du squelette sur chaque areˆte (logarithme du module de la TO sur l’areˆte) :
ln |Tψn [xk(t)] (b, ark(b))| est trace´ pour chaque areˆte dans la figure (4.4) : en bleu pour la com-
posante u1 et en rouge pour la composante u2. On remarque que la pente de la courbe bleue
caracte´rise l’amortissement de cette composante tandis que la courbe rouge est dans le domaine
ou` l’effet de bord ne´gligeable, assimilable a` une droite horizontale (amortissement nul).
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Figure 4.3. Les deux areˆtes du signal x(t) = e−t sin(2π.3t) + 12 sin
(
2π.(t2 + 4t)
)
.
4.5 Estimation des parame`tres modaux
Comme nous l’avons vu dans les chapitres pre´ce´dents, les re´ponses libres pour des syste`mes
me´caniques a` n degre´s de liberte´ peuvent s’e´crire comme la somme de composantes xk(t) module´es
en amplitude et en phase :
x(t) =
∑
k
xk(t) =
∑
k
Ak(t) cos(αk(t)) (4.19)
Il peut eˆtre ensuite montre´ [51] que sous certaines conditions, ces signaux peuvent eˆtre conside´re´s
comme asymptotiques, ce qui signifie essentiellement que les variations dues a` la phase sont beau-
coup plus rapides que celles provenant de l’amplitude. Ces conditions sont ve´rifie´es lorsque le
syste`me est line´aire faiblement amorti ou lorsqu’il est faiblement non line´aire ou encore lorsque le
syste`me non line´aire a de petites oscillations autour de la position d’e´quilibre.
Pour des signaux asymptotiques, le signal analytique X(t) associe´ a` x(t) peut eˆtre approche´ de la
forme :
X(t) =
∑
k
xk(t) =
∑
k
Ak(t) e
iαk(t) (4.20)
La caracte´ristique principale de la transforme´e en ondelettes de signaux asymptotiques est
qu’elle se concentre le long de courbes dans le plan temps-fre´quence appele´es “areˆtes” et que
la restriction de la TO sur chacune des areˆtes appele´e le “squelette” de la TO contient un
maximum d’information : il est tre`s proche de la composante du signal correspondante [51].
Ainsi pour nos signaux transitoires asymptotiques de´finis par la relation (4.20), chaque compo-
sante xk(t) du signal global va produire une areˆte que nous notons ark(b). Parmi les diffe´rentes
manie`res d’extraire les areˆtes, nous avons retenu la recherche des maxima du module de la TO.
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Figure 4.4. Le squelette du signal (e´chelle logarithmique) : ln |Tψn [xk(t)] (b, ark(b))| pour k variant
de 1 a` 2.
Dans le cas pre´sent, pour chaque valeur de b, nous recherchons les valeurs de a telles que :
|Tψn [xk(t)] (b, ark(b))| = max
a
|Tψn [xk(t)] (b, a)|.
4.5.1 Cas de la pseudo-pulsation propre
La recherche des maxima locaux de la TO nous permet d’obtenir les courbes areˆtes qui
sont de´finis par :
ark(b) =
n
α˙k(b)
(4.21)
A partir de cette relation, nous pouvons en de´duire la fre´quence angulaire instantane´e pour chaque
composante du signal :
α˙k(b) =
n
ark(b)
(4.22)
La courbe ainsi obtenue caracte´rise l’e´volution temporelle de la pseudo-pulsation angulaire propre
instantane´e α˙k(b) pour le mode correspondant. Pour nos re´ponses libres de syste`mes line´aires
stationnaires, α˙k(b) est exactement la k
e`me pseudo pulsation propre de notre syste`me :
ω˜k = ωk
√
1− ζ2k , ou` ζk de´signe l’amortissement du ke`me mode.
4.5.2 Cas du taux d’amortissement
Torre´sani [76] a montre´ que pour une ondelette progressive (ici l’ondelette de Cauchy), la valeur
du squelette de la TO pour chaque composante xk(t) du signal peut s’e´crire sous la forme :
Tψn [xk(t)] (b, ark(b)) =
1
2
Ak(b) e
iαk(b)ψ̂n(n) + r(b, ark(b)) (4.23)
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Suivant les proprie´te´s de l’odelette me`re et la re´gularite´ de la composante xk(t), Torre´sani
donne dans [76] des majorants pour le reste r(b, a). Nous voyons donc qu’a` partir du squelette, on
peut re´cupe´rer l’amplitude de chaque composante Ak(b) du signal.
Pour calculer l’amortissement ζk du k
e`me mode, nous utilisons la notion de l’amplitude tempo-
relle Ak(t) de chaque composante modale que nous venons d’extraire a` partir du squelette de la
TO, qui est de´finie pour la re´ponse libre par :
Ak(t) = κe
−ζkωkt (4.24)
ou` κ est une constante re´elle positive et ωk la k
e`me pulsation propre. Si nous prenons le loga-
rithme de l’expression pre´ce´dente, nous obtenons l’e´quation d’une droite dont la pente ne´gative est
exactement −ζkωk.
Par conse´quent, dans le domaine ou` les effets de bords sont ne´gligeables, on peut approcher la
courbe ln |Ak(t)| par une droite (re´gression line´aire) dont la pente en valeur absolue nous donne
directement une estimation du produit ζkωk. Connaissant ω˜k et ζkωk, il est facile d’obtenir ζk.
Les modes propres peuvent eˆtre aussi identifie´s a` l’aide de la TO (cf. [51] pour les de´tails) mais
non pre´sente´s ici car ils ne seront pas utilise´s par la suite.
4.6 Conclusion
Dans ce chapitre nous avons rappele´ la de´finition et les proprie´te´s inte´ressantes de la TO
et plus particulie`rement celles en rapport avec l’ondelette me`re de Cauchy que nous avons retenue
pour notre e´tude future. La proce´dure pour le calcul nume´rique est divise´e en quatre e´tapes :
E´tape (a) : calcul nume´rique de la TO avec la fft et la ifft (transforme´es de Fourier
rapides directe et inverse)
E´tape (b) : de´termination des effets de bords pour le domaine
E´tape (c) : extraction des areˆtes et du squelette correspondant
E´tape (d) : identification des fre´quences modales et amortissements modaux si besoin.
Dans la suite, nous allons mettre en œuvre les outils pre´sente´s et nous les appliquerons sur des
simulations nume´riques et sur des re´ponses transitoires d’une structure re´elle de laboratoire.
Chapitre 5
Proble´matique e´tudie´e
N
ous pre´sentons dans ce chapitre la proble´matique e´tudie´e, c’est a` dire les changements
des caracte´ristiques d’un syste`me dynamique discret du type masse-ressort avec amortisseur.
Apre`s la description de l’e´tat quasi-stationnaire e´tudie´, des choix du type des donne´es de mesure
analyse´es et de la matrice de rigidite´ sont effectue´s.
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5.1 Introduction
Les me´thodes pre´sente´es dans les chapitres 3 et 4 ont pour but de de´tecter et d’e´valuer
des modifications des caracte´ristiques des syste`mes dynamiques divers. Tous ces syste`mes peuvent
eˆtre assimile´es a` un syste`me diffe´rentiel line´aire d’ordre deux avec ou sans amortissement. De tels
syste`mes peuvent fonctionner sur une tre`s longue dure´e en ayant subi des modifications. Cepen-
dant, nous conside´rons que durant le temps de la mesure, le syste`me en vibration est un syste`me
stationnaire. Il se peut parfois qu’apre`s la premie`re collecte de mesures, une e´volution brutale ou
lente des caracte´ristiques du syste`me ait lieu. Ensuite, une seconde collecte de mesures peut eˆtre
prise au cours d’un temps de mesure permettant d’assimiler, de nouveau, le syste`me a` un syste`me
stationnaire.
Dans le cas d’une modification lente ou continue, la transforme´e en ondelettes (TO) est un outil
puissant pour suivre l’effet de ces modifications sur les fre´quences propres. En outre, dans le cas
d’un changement brutal, la TO permet de de´tecter l’instant ou` ce changement est intervenu. Ainsi,
graˆce a` la TO, nous sommes capables de de´limiter un intervalle de temps avant le changement et
un autre intervalle de temps apre`s le changement.
Une fois la modification des caracte´ristiques du syste`me de´tecte´e, nous cherchons a` la pre´ciser.
L’e´tude qui suit se concentre sur l’e´tude de la variation de la masse : localisation en espace de
cette modification (e´tape 2) et quantification de sa valeur (e´tape 3). La description de cette
proble´matique (figure (5.1)) est pre´sente´e dans le paragraphe 5.2 et consiste a` trouver deux pe´riodes
ou` l’e´tat du syste`me est stationnaire se´pare´s par une pe´riode transitoire. En fait, on se place dans
le cas d’un syste`me dynamique non amorti ayant subi seulement des changements de masse et en
conside´rant que sa rigidite´ est constante tout le long de notre e´tude. Un tel syste`me dynamique,
ayant subi une ou plusieurs modifications de sa masse initiale, est ensuite pre´sente´ dans le para-
graphe 5.2.1. Les me´thodes utilise´es pour trouver les caracte´ristiques des syste`mes dynamiques a`
un ou deux pe´riodes stationnaires sont pre´sente´es dans la figure (5.2). De plus, ayant la possibilite´
d’analyser les de´placements ou les acce´le´rations du syste`me, un choix est effectue´ dans le para-
graphe 5.2.2. Enfin, nous calculons la matrice de rigidite´ suppose´e constante au cours du temps
d’observation d’un syste`me encastre´-encastre´ et encastre´-libre dans le paragraphe 5.3. Nous choi-
sissons dans la suite d’analyser des syste`mes encastre´s-libres car les donne´es expe´rimentales que
nous allons analyse´es au chapitre 9 concernent un syste`me de ce type.
5.2 Pre´sentation de l’e´tude
Dans le cadre du travail effectue´ au cours de cette the`se, nous cherchons a` suivre l’e´volution
en temps d’un syste`me dynamique lorsqu’une de ses masses locales change a` un certain instant
t1. Ce changement de masse au cours du temps d’observation conduit a` de´composer le temps en
trois pe´riodes : deux pe´riodes stationnaires, la premie`re E0 avant le changement de la masse, la
deuxie`me E1 apre`s la modification de la masse, et une pe´riode transitoire ET au cours laquelle le
syste`me a subi cette modification de masse (figure (5.3)).
Le but de la localisation en temps du changement de la masse est de pouvoir de´terminer deux
e´tats stationnaires du syste`me avant et apre`s changement. Pour re´sumer, l’ensemble des diffe´rentes
pe´riodes est sche´matise´ dans la figure (5.3).
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Figure 5.1. Sche´matisation des 3 e´tapes de l’e´volution du syste`me.
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Figure 5.2. Identification des caracte´ristiques des syste`mes a` 1 ou a` 2 e´tats.
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Figure 5.3. Sche´matisation des trois pe´riodes E0, ET et E1 au cours du temps [0;T ].
Connaissant les donne´es de mesures des deux pe´riodes E0 et E1, et apre`s avoir calcule´ les modes
de vibration, on veut localiser et quantifier la variation de la masse. Une revue des me´thodes de
de´tection, de localisation et de caracte´risation d’un endommagement des syste`mes me´caniques,
base´es sur les changements des re´ponses vibratoires, est propose´e dans [19].
Dans la suite, nous e´tudions la de´tection, la localisation et la quantification de la variation de la
masse initiale du syste`me en supposant la rigidite´ constante au cours du temps [0;T ] en examinant
les changements des parame`tres modaux.
La recherche des caracte´ristiques d’un tel syste`me consiste a` re´soudre trois proble´matiques
diffe´rentes :
E´tape 1 : De´tection de la modification pendant l’observation
Cette proble´matique consiste a` pouvoir de´tecter l’instant t1 de la modification de la masse. En
effet, comme nous l’avons de´ja` mentionne´, toute modification de la masse entraˆıne un changement
de fre´quence. Si l’une des masses du syste`me augmente a` l’instant t1, les fre´quences diminuent a`
partir de cet instant et vice versa. Pour cela, nous avons introduit dans le chapitre 4 la transforme´e
en Ondelettes (TO) comme outil de calcul des fre´quences a` tout instant pour la de´tection de toute
modification de la masse du syste`me. La TO permet ainsi de trouver les diffe´rentes pe´riodes au
cours du temps, en particulier la pe´riode transitoire ET localisant l’instant t1 de la modification.
E´tape 2 : Localisation en espace de la modification entre deux pe´riodes stationnaires
La localisation en espace revient a` chercher la position de la variation de densite´ localise´e d’un
syste`me continu. Une fois la de´tection de la modification effectue´e, on se trouve avec les deux e´tats
stationnaires E0 et E1. La localisation en espace de cette modification sera effectue´e au cours de
cette the`se en utilisant les modes propres avant et apre`s modification. Nous avons introduit dans
le chapitre 3 diffe´rentes me´thodes d’analyse de donne´es dans le but d’approcher les modes propres
du syste`me. Une fois les modes propres approche´s, nous allons nous en servir dans le chapitre 7
pour la de´tection de la position du changement.
E´tape 3 : Quantification de la modification entre deux e´tats stationnaires
Apre`s la de´tection des deux e´tats stationnaires E0 et E1 et apre`s la localisation de la variation
de la masse, nous cherchons a` quantifier la valeur de la variation de masse dans le chapitre 8. Nous
effectuons cette quantification graˆce a` la variation relative des fre´quences entre l’e´tat E0 et l’e´tat
E1.
Dans le cadre de l’e´valuation des endommagements possibles, les inge´nieurs sont inte´resse´s par
la quantification des variations de la masse de leurs syste`mes. Les baˆtiments, les ponts, les caˆbles,
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etc., sont tous des syste`mes sujets a` des endommagements faibles ou forts au cours du temps. Les
inge´nieurs, e´tant responsables de la dure´e de vie de leurs constructions, trouvent dans l’analyse
non destructive un moyen de pre´diction des risques possibles et du pourcentage de ces risques.
Pour cela, pouvoir pre´ciser l’ordre de grandeur de toute variation de masse par rapport a` la masse
initial du syste`me devient tre`s inte´ressant.
Pour suivre l’e´volution des modifications de la masse suivant les me´thodes propose´es dans les
chapitres 6, 7 et 8, un exemple nume´rique complet est pre´sente´ dans l’annexe B. Dans cette annexe
nous cherchons a` localiser le temps, de´tecter la position et quantifier une diminution de 40 % de
la masse locale d’un syste`me a` 10 d.d.l.
Notre syste`me, pre´sentant deux pe´riodes stationnaires sur deux intervalles de temps diffe´rents,
posse`de deux matrices de re´ponse : avant et apre`s. Par ailleurs les mesures peuvent eˆtre des
de´placements ou bien des acce´le´rations selon les instruments de mesure utilise´s. Nous de´crivons
dans le paragraphe 5.2.1 ce proble`me, puis nous pre´sentons deux choix de type de donne´es de
mesures dans le paragraphe 5.2.2.
5.2.1 Proble`me dynamique sans amortissement
Le syste`me a` masse variable, comme son nom l’indique, est un syste`me qui, a` un certain
instant, change de masse, comme par exemple une strusture ayant subi des endommagements suite
a` des activite´s sismiques. De´crivons ce syste`me.
Soit un syste`me libre non amorti a` n d.d.l quasi-stationnaire. Posons k ∈ {0, 1} un parame`tre
indiquant l’e´tat de ce syste`me. Ainsi, a` l’e´tat initial E0, la matrice de masse initiale est note´ M0.
A` un instant pre´cis t1, le syste`me change de masse ; a` l’e´tat E1 apre`s cette modification, la nouvelle
matrice de masse est note´ M1. La forme matricielle de ce syste`me est telle que :
Mkx¨k(t) +Kxk(t) = 0 (5.1)
avec xk(0) et x˙k(0) les conditions initiales. Mk la matrice de masse a` l’e´tat Ek et K la matrice de
rigidite´ sont des matrices syme´triques, de´finies et positives.
Pour re´soudre ce syste`me, on suit la meˆme de´marche que dans le paragraphe 2.2 du chapitre
2. Posons :
xk(t) =M
− 1
2
k qk(t) et qk(t) = Pkrk(t) (5.2)
avec Pk la matrice des vecteurs propres de M
− 1
2
k KM
− 1
2
k . Le syste`me (5.1) devient :
r¨k(t) + diag(ω
2
i )rk(t) = 0 (5.3)
ayant pour solution ge´ne´rale rki(t) de´finie par :
rki(t) = rki(0) cos(ω˜it) +
1
ω˜i
r˙ki(0) sin(ω˜it) (5.4)
Rappelons que ωi est la pulsation et ω˜i est la pseudo-pulsation.
Ainsi la solution du syste`me (5.1) est donne´e par :
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xk(t) =M
− 1
2
k Pkrk(t) (5.5)
Introduisons φk la matrice des modes propres ϕki du syste`me. Comme il est de´ja` de´montre´
dans le chapitre 2, φk s’e´crit de la forme :
φk =M
− 1
2
k Pk (5.6)
La solution ge´ne´rale xk(t) du syste`me initial s’e´crit de la forme :
xk(t) = φkrk(t) =
n∑
i=1
rki(t)ϕki (5.7)
Enfin, la solution de ce syste`me a` masse variable est donne´e par X = [X0 X1] de´finie sur
l’intervalle de temps [0;T ] telle queX0 est la matrice solution du syste`me (5.1) de´finie sur l’intervalle
de temps [0; t1] etX1 est la matrice solution du syste`me (5.1) de´finie sur l’intervalle de temps [t1;T ].
En pratique, les matrices initiales du syste`me dynamique a` n d.d.l,M0,M1 etK sont inconnues.
La matrice des donne´es de de´placement X de dimension n×m est construite de la forme :
X =
 x1(t1) . . . x1(tm)... . . . ...
xn(t1) . . . xn(tm)
 (5.8)
Pour re´cupe´rer une des caracte´ristiques du syste`me, notre but est de chercher la position
de´signant la masse locale ayant subi le changement.
5.2.2 Choix du type de donne´es de mesures
Deux types de capteurs sont ge´ne´ralement utilise´s : des capteurs de de´placement ou des
capteurs d’acce´le´ration. Le but de ce paragraphe est de montrer l’impact du choix de l’un ou l’autre
de ces capteurs.
Soit un signal de la forme :
x(t) = a cos(ωt) (5.9)
avec a l’amplitude, ω = 2πf la pulsation et f la fre´quence du signal.
Si x(t) repre´sente l’e´volution en temps du vecteur de de´placement, le vecteur repre´sentant
l’e´volution en temps de l’acce´le´ration est de la forme suivante :
x¨(t) = −aω2 cos(ωt) (5.10)
L’amplitude de l’acce´le´ration est aω2 si celle du de´placement est a. Donc pour ω2 > 1 l’acce´le´ration
a une amplitude plus importante que le de´placement et dans ce cas pour e´tudier des modes
correspondant a` des fre´quences f telles que f >
1
2π
= 0.16 Hz il est pre´fe´rable d’utiliser des
acce´le´rome`tres. Dans le cas contraire, pour des fre´quences infe´rieures a` 0.16 Hz les capteurs de
de´placement peuvent eˆtre pre´fe´re´s.
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5.3 Matrice de rigidite´
Une fois le choix des capteurs effectue´, nous cherchons dans ce paragraphe a` pre´senter les
diffe´rents types de matrice de rigidite´ utilise´s selon les conditions au bord.
5.3.1 Cas ge´ne´ral
Nous repre´sentons dans la figure (5.4) un syste`me masse-ressort a` n masses mi pour
i ∈ {1, ..., n} relie´es par n+ 1 ressorts de raideur ks pour s ∈ {1, ..., n+ 1}.
m1
k1
mn
kn+1...k2 kn
Figure 5.4. Syste`me masse-ressort encastre´-encastre´ a` n masses mi et a` n+1 ressorts de raideur
ks.
Le syste`me a` n d.d.l posse`de n de´placements de masses : x1, ..., xn. Le de´placement unitaire
(x1 = 1) applique´ a` la masse m1, en maintenant les de´placements x2, ..., xn nuls, ne´cessite l’appli-
cation de la force k1+ k2 a` la masse m1 et −k2 a` la masse m2. De meˆme, un de´placement unitaire
xi applique´ a` la masse mi, tout en maintenant les de´placements xi−1 et xi+1 nuls, ne´cessite l’ap-
plication d’une force −ki a` la masse mi−1 et la force −ki+1 a` la masse mi+1 et la force ki + ki+1
a` la masse mi. Enfin, le de´placement unitaire (xn = 1) applique´ a` la masse mn, en maintenant
les autres de´placements nuls, ne´cessite l’application de la force kn + kn+1 a` la masse mn et −kn a`
la masse mn−1. Il en re´sulte la structure tridiagonale de la matrice K d’un syste`me masse-ressort
encastre´-encastre´ :
K =

k1 + k2 −k2 0 · · · 0
−k2 k2 + k3 . . . . . .
...
0
. . .
. . .
. . . 0
...
. . .
. . .
. . . −kn
0 · · · 0 −kn kn + kn+1

(5.11)
Dans le cas d’un syste`me encastre´-libre de la figure (5.5), la construction de la matrice de
rigidite´ K se fait exactement de la meˆme manie`re que celle dans le cas des syste`mes encastre´s-
encastre´s, a` l’exception du de´placement unitaire xn de la masse mn. En effet, pour assurer un
de´placement unitaire de la masse mn et maintenir les autres masses a` la position d’e´quilibre, il est
ne´cessaire d’appliquer la force kn a` la masse mn et la force −kn a` la masse mn−1. Ainsi la matrice
de rigidite´ K est de la forme suivante :
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K =

k1 + k2 −k2 0 · · · 0
−k2 k2 + k3 . . . . . .
...
0
. . .
. . .
. . . 0
...
. . .
. . .
. . . −kn
0 · · · 0 −kn kn

(5.12)
m1
k1
mn...k2 kn
Figure 5.5. Syste`me masse-ressort encastre´-libre a` n masses mi et a` n ressorts de raideur ki.
5.3.2 Cas particulier
Pour les essais nume´riques pre´sente´s au cours de cette partie, nous choisissons des syste`mes
line´aires discrets a` n d.d.l non force´s (homoge`nes). Nos essais nume´riques se basent sur le principe
des syste`mes masses-ressorts a` n objets de masse m = m1 = ... = mn relie´s par n + 1 ressorts
de raideur k = k1 = ... = kn+1. Ces syste`mes pouvant eˆtre des syste`mes encastre´s-encastre´s
sche´matise´s dans la figure (5.6) sont caracte´rise´s par la matrice de masse M :
M =

m 0 · · · 0
0
. . .
. . .
...
...
. . .
. . . 0
0 · · · 0 m
 (5.13)
et la matrice de rigidite´ K :
K = k

2 −1 0 · · · 0
−1 . . . . . . . . . ...
0
. . .
. . .
. . . 0
...
. . .
. . .
. . . −1
0 · · · 0 −1 2

(5.14)
m
k
m
k...k k
Figure 5.6. Syste`me masse-ressort encastre´-encastre´ a` n masses m et a` n+1 ressorts de raideur
k.
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m
k
m...k k
Figure 5.7. Syste`me masse-ressort encastre´-libre a` n masses m et a` n ressorts de raideur k.
Ces syste`mes, pouvant eˆtre aussi des syste`mes encastre´s-libres sche´matise´s dans la figure (5.7),
sont caracte´rise´s par la matrice de masseM donne´e dans l’e´quation (5.13) et la matrice de rigidite´
K telle que :
K = k

2 −1 0 · · · 0
−1 . . . . . . . . . ...
0
. . .
. . .
. . . 0
...
. . .
. . . 2 −1
0 · · · 0 −1 1

(5.15)
Dans la suite des e´tudes effectue´es, nous choisissons toujours de conside´rer un syste`me encastre´-
libre vu que ce type de syste`me ressemble au cas expe´rimental e´tudie´ dans le chapitre 9.
5.4 Conclusion
Dans ce chapitre nous avons pre´sente´ le syte`me diffe´rentiel e´tudie´ et nous avons pre´cise´
que nous nous n’e´tudirons que les modifications locales de la masse. Nous avons pre´sente´ les trois
questions concernant la modification de la masse qui seront e´tudie´es dans les chapitres suivants : la
localisation en temps , la position et la quantification de cette modification. Nous avons sche´matise´
ces trois e´tapes dans la figure (5.1). De plus, nous avons montre´ que le choix entre les capteurs de
de´placement ou d’acce´le´ration depend des fre´quences e´tudie´es.
La matrice de rigidite´ a e´te´ explicite´e dans le cas ou` tous les ressorts ne sont pas uniformes
car des essais de localisation en espace et de quantification des variations d’un ressort ont e´te´
faites mais ne sont pas presente´es ici car les re´sultats sont difficiles a` exploiter. Les diffe´rents types
de conditions au bord ont e´te´ pre´sente´es. Pour pouvoir comparer avec les re´sultats de l’e´tude
expe´rimentale, nous nous concentrerons sur les syste`mes masses-ressorts encastre´s-libres.
Dans la suite, nous cherchons tout d’abord a` de´tecter l’instant de la modification de la masse en
utilisant la TO dans le chapitre 6 (E´tape 1). Dans le chapitre 7, nous de´veloppons trois me´thodes
pour la recherche de la position de la masse change´e en se basant sur les me´thodes de de´composition
de´veloppe´es dans le chapitre 3 (E´tape 2). La quantification de la variation de la masse est e´tudie´e
dans le chapitre 8 suivant la variation relative des fre´quences (E´tape 3). Nous montrons dans la
figure (5.2) les deux cas pour l’identification des caracte´ristiques des syste`mes dynamiques en uti-
lisant diffe´rentes me´thodes. Enfin, nous mettons toutes ces me´thodes en œuvre expe´rimentalement
dans le chapitre 9.
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Chapitre 6
Localisation en temps des
modifications de la masse
C
e chapitre a pour objectif de localiser en temps la modification de masse du syste`me dy-
namique e´tudie´. Cette localisation en temps s’appuie sur l’observation des variations des
fre´quences du syste`me. La transforme´e en ondelettes est donc utilise´e pour localiser l’instant du
changement de masse.
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6.1 De´tection de la modification : E´tape 1 63
Nous allons e´tudier des syste`mes dynamiques line´aires dont la masse, initialement constante,
change puis se stabilise de nouveau. Cette modification peut eˆtre brutale ou lente. Nous avons
de´crit dans le chapitre 5 ce type de syste`mes, que nous appellerons syste`mes dynamiques quasi-
stationnaires, et les trois e´tapes d’e´valuation nume´rique de toute modification de masse de tels
syste`mes. Comme la modification de la masse entraˆıne une modification des fre´quences propres
du syste`me, dans le chapitre 4 nous avons pre´sente´ une me´thode d’analyse temps-fre´quence : la
transforme´e en ondelettes (TO). Nous montrons dans ce chapitre l’efficacite´ de la TO pour la
localisation de l’instant de la modification de la masse.
Dans le paragraphe 6.1 nous pre´sentons une description de l’e´tape 1 de notre e´tude. Ensuite,
nous pre´sentons, dans le paragraphe 6.2, six cas diffe´rents de modifications de la masse, et nous les
traitons nume´riquement a` l’aide de la TO. Nous pouvons ainsi verifier nume´riquement l’efficacite´
de la TO pour de´tecter le moment de la modification de la masse.
6.1 De´tection de la modification : E´tape 1
Comme il est de´ja` explique´ dans le chapitre 5, nous cherchons dans ce chapitre a` re´soudre la
premie`re e´tape de l’e´valuation de la modification d’un syste`me a` masse variable au cours du temps.
Cette e´tape consiste a` localiser en temps toute modification de la masse. En d’autres termes, nous
visons a` re´cupe´rer l’instant t1 ou` une variation de la masse apparaˆıt. Ainsi, notre objectif est de
pouvoir de´terminer en temps trois pe´riodes :
– E0 : la pe´riode initiale ou` le syste`me n’est pas modifie´,
– ET : la pe´riode transitoire,
– E1 : la pe´riode apre`s modification de la masse du syste`me.
On suppose que le syste`me est stationnaire pendant chacune des pe´riodes E0 et E1. Dans le
chapitre 4 de cette the`se, nous avons de´crit un outil tre`s puissant pouvant servir a` re´cupe´rer ces
trois pe´riodes : la TO. Le calcul de la TO et l’extraction des areˆtes permettent, graˆce a` la variation
de ces fre´quences, de de´limiter en temps les pe´riodes E0, ET et E1. En effet, suite a` une diminution
de la masse, les fre´quences du syste`me augmentent et vice versa. D’ou` nous cherchons a` de´tecter
l’instant t1 en e´tudiant la variation des fre´quences.
Dans le paragraphe 6.2, nous e´tudions plusieurs exemples nume´riques avec la TO pour retrouver
l’instant t1 ∈ ET de la modification de la masse initiale d’un syste`me dynamique line´aire a` n d.d.l
encastre´-libre.
6.2 Exemples nume´riques
Que ce soit dans le cas d’une augmentation ou d’une diminution de la masse initiale
du syste`me, nous montrons dans ce paragraphe que nous sommes capables de localiser en temps
toute modification de la masse graˆce a` la TO via la variation des fre´quences propres du syste`me
dynamique. Pour cela nous nous posons tout d’abord dans le cas des syste`mes ayant subi une
augmentation de masse, puis une augmentation de deux masses en un meˆme instant et ensuite une
augmentation de deux masses en deux instants diffe´rents. Ces meˆmes trois cas sont ensuite e´tudie´s
dans le cas des diminutions de masse. Le syste`me teste´ nume´riquement est un syste`me libre (sans
force exte´rieure), mais les conditions initiales de de´placement et de vitesse ne sont pas nulles.
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6.2.1 Augmentations des masses locales d’un syste`me
Nous choisissons d’e´tudier nume´riquement un syste`me dynamique non amorti encastre´-
libre. Nous supposons que ce syste`me a` masse homoge`ne est a` 10 d.d.l dont la masse totale vaut
mT = 20 kg. Puisque le syste`me posse`de une matrice de masse initialeM1 homoge`ne, chaque masse
locale vaut
mT
n
= 2 kg. Pour des raisons de pre´cision nous choisissons de nume´roter les masses de
1 a` 10 en commenc¸ant du coˆte´ encastre´.
Dans ce paragraphe, trois tests sont pre´sente´s pour la recherche du moment de la ou des
augmentations de masses locales du syste`me :
Test 1 : une augmentation de 50%
Test 2 : deux augmentations de 60%
Test 3 : deux augmentations conse´cutives de 30% et 60%
Ve´rifions les re´sultats obtenus pour chacun de ces tests.
Test 1 : une augmentation de 50%
Nous conside´rons tout d’abord le syste`me qui, apre`s 15 minutes (900 secondes) a subi une
augmentation brutale de 50 % de la masse locale 7, c’est-a`-dire une augmentation de 5 % de la
masse totale du syste`me. Le temps d’observation total est de 30 minutes (1800 secondes). Les
fre´quences the´oriques a` l’e´tat initial du syste`me F avth et les nouvelles fre´quences the´oriques F
ap
th
sont mesure´es en Hz et sont pre´sente´es par :
F avth =

0, 0168
0, 0501
0, 0822
0, 1125
0, 1403
0, 1650
0, 1860
0, 2028
0, 2151
0, 2226

et F apth =

0, 0162
0, 0501
0, 0793
0, 1091
0, 1403
0, 1592
0, 1813
0, 2028
0, 2092
0, 2201

(6.1)
Suite a` la remarque donne´e dans le paragraphe 5.2.2 du chapitre 5, nous appliquons la TO (en
choisissant le facteur Q = 50) au signal des acce´le´rations de chacune des 10 masses comme montre´
dans la figure (6.1). Celle-ci permet de de´duire que le syste`me a subi une augmentation de masse
vu la diminution des fre´quences. De plus, de la zone pointille´e en rouge, nous re´cupe´rons l’e´tat
transitoire lorsque l’ajout de la masse a e´te´ effectue´. En conse´quence, nous de´limitons les trois
pe´riodes comme suit :
– E0 = [103; 800] s : l’e´tat initial du syste`me,
– ET = [800; 950] s : l’e´tat transitoire lors de l’augmentation de la masse du syste`me,
– E1 = [950; 1660] s : un nouvel e´tat du syste`me.
Dans la zone pointille´e de la figure (6.1) les variations des fre´quences ne sont pas tre`s claires.
Ceci est duˆ au fait que l’e´tude des areˆtes est effectue´e sur toute la bande de fre´quence [0; 0, 25] Hz.
Ainsi, en appliquant la TO sur dix diffe´rentes bandes de fre´quences nous trouvons dix fre´quences.
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Elles sont trace´es dans la figure (6.2). Pour chaque bande de fre´quence nous appliquons la TO par
ordre croissant des fre´quences en choisissant une valeur du facteur Q telle que : Q1 = 16, Q2 = 13,
Q3 = 10, Q4 = 15, Q5 = Q6 = 20 et Q7 = Q8 = Q9 = Q10 = 50. Les fre´quences re´cupe´re´es avec la
TO avant la modification de la masse sont repe´re´es dans l’e´tat E0 et celles apre`s la modification
de la masse dans l’e´tat E1. Les fre´quences repe´re´es sont donne´es dans le tableau (6.1) ainsi que
la variation des fre´quences ∆fn = fap − fav et la variation relative de celles-ci ∆fn
fn
=
fap − fav
fav
.
De ce tableau nous remarquons tout d’abord que les fre´quences calcule´es par la TO sont tre`s
proches des fre´quences the´oriques. De plus, il est utile de noter que toutes les valeurs absolues de
la variation relative des fre´quences sont strictement infe´rieures a` la valeur de la variation relative
de la masse qui vaut
∆m
mT
= 0, 05 a` l’exception de la variation relative de la premie`re fre´quence.
Nous reviendrons sur cette remarque dans le chapitre 8 sur l’e´valuation de la variation de la masse.
Figure 6.1. La TO des acce´le´rations du syste`me ayant subi une augmentation de masse apre`s 15
minutes (900 secondes) du de´but de l’observation.
Notons ici qu’il est possible, graˆce a` l’intervalle de temps re´cupe´re´ pour l’e´tat transitoire
ET = [800; 950] s d’e´valuer une valeur approche´e t˜1 de l’instant t1 de l’augmentation de la masse :
t˜1 =
800 + 950
2
= 875 s (6.2)
avec une incertitude de
950− 800
2
= 75 s. Nous de´duisons que t1 doit eˆtre de l’ordre de t1 = t˜1 ± 75
secondes.
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Figure 6.2. La TO, sur dix bandes de fre´quences, des acce´le´rations du syste`me ayant subi une
augmentation de masse apre`s 15 minutes (900 secondes) du de´but de l’observation.
Test 1 Avant Apre`s ∆fn
∆fn
fn
f1 0, 0170 0, 0157 −0, 0012 −0, 0706
f2 0, 0497 0, 0497 0 0
f3 0, 0819 0, 0796 −0, 0023 −0, 0281
f4 0, 1126 0, 1090 −0, 0036 −0, 0320
f5 0, 1408 0, 1408 0 0
f6 0, 1653 0, 1594 −0, 0059 −0, 0570
f7 0, 1865 0, 1818 −0, 0047 −0, 0252
f8 0, 2000 0, 2000 0 0
f9 0, 2150 0, 2100 −0, 0050 −0, 0233
f10 0, 2225 0, 2200 −0, 0025 −0, 0112
Tableau 6.1. Les fre´quences en Hz obtenues par la TO avant et apre`s une augmentation de masse
de ∆m = 1 kg tel que
∆m
mT
= 0, 05.
Test 2 : deux augmentations de 60%
Dans un deuxie`me test nume´rique, nous nous posons face au meˆme syste`me initial mais qui
apre`s 10 minutes (600 secondes), subit une augmentation sur deux masses en meˆme temps. Cette
augmentation concerne les masses 4 et 7 et vaut 60 % de la masse locale de chacune (de 6 % de
la masse totale du syste`me). Les fre´quences the´oriques en Hz apre`s ces augmentations de masses
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sont donne´es dans le vecteur F apth par :
F apth =

0, 0159
0, 0475
0, 0784
0, 1045
0, 1361
0, 1581
0, 1720
0, 2011
0, 2085
0, 2122

(6.3)
La figure (6.3) re´sulte de l’application de la TO au signal de ce syste`me pour Q = 50. De plus,
la figure (6.4) sche´matise les fre´quences calcule´es par la TO fre´quence par fre´quence. Pour cette
application de la TO sur dix bandes de fre´quences, dix facteurs Q sont choisis : Q1 = 16, Q2 = 13,
Q3 = 10, Q4 = 15, Q5 = Q6 = 20 et Q7 = Q8 = Q9 = Q10 = 50. Nous de´tectons ainsi visuellement
qu’il sagit d’une augmentation de la masse dans l’intervalle de temps entoure´ par la ligne en rouge
pointille´e. Nous sommes capables de pre´ciser les trois pe´riodes :
– E0 = [105; 520] s : le syste`me est dans l’e´tat initial,
– ET = [520; 700] s : l’e´tat transitoire lors de l’augmentation de la masse totale du syste`me,
– E1 = [700; 1660] s : un nouvel e´tat du syste`me.
Graˆce a` l’intervalle de temps de l’e´tat transitoire de´tecte´ ET = [520; 700] s, nous cherchons
l’instant t˜1 approchant t1 lorsque l’augmentation de deux masses est effectue´e en meˆme temps :
t˜1 =
520 + 700
2
= 610 s (6.4)
Avec une incertitude de
700− 520
2
= 90 s, l’instant t1 doit eˆtre de l’ordre de t1 = t˜1 ± 90
secondes.
Nous pre´sentons dans le tableau (6.2) les fre´quences calcule´es par la TO avant et apre`s ces
modifications de la masse ainsi que la diffe´rence entre elles et leur variation relative. Nous de´duisons
des re´sultats de ce tableau que toutes les valeurs absolues des variations relatives des fre´quences
sont strictement infe´rieures a` la variation relative de la masse
∆m
mT
=
2× 1.2
20
= 0, 12.
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Figure 6.3. La TO des acce´le´rations du syste`me ayant subi une augmentation de deux masses
apre`s 10 minutes (600 secondes) du de´but de l’observation.
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Figure 6.4. La TO, sur dix bandes de fre´quences, des acce´le´rations du syste`me ayant subi une
augmentation de deux masses apre`s 10 minutes (600 secondes) du de´but de l’obser-
vation.
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Test 2 Avant Apre`s ∆fn
∆fn
fn
f1 0, 0152 0, 0158 −0, 0005 −0, 0387
f2 0, 0498 0, 0476 −0, 0022 −0, 0450
f3 0, 0820 0, 0786 −0, 0034 −0, 0414
f4 0, 1127 0, 1042 −0, 0085 −0, 0750
f5 0, 1404 0, 1358 −0, 0046 −0, 0327
f6 0, 1649 0, 1580 −0, 0059 −0, 0357
f7 0, 1860 0, 1723 −0, 0069 −0, 0370
f8 0, 2000 0, 2000 0 0
f9 0, 2153 0, 2100 −0, 0053 −0, 0246
f10 0, 2224 0, 2200 −0, 0024 −0, 0107
Tableau 6.2. Les fre´quences en Hz obtenues par la TO avant et apre`s une augmentation de deux
masses, en un meˆme instant, de ∆m = 2× 1, 2 = 2, 4 kg tel que ∆m
mT
= 0, 12.
Test 3 : deux augmentations conse´cutives de 30% et 60%
Maintenant, nous choisissons d’e´tudier ce meˆme syste`me, mais cette fois nous conside´rons des
augmentations de deux masses, chacune a` un instant diffe´rent. Soit le syste`me qui subit une aug-
mentation de la masse locale 4 de 30 % apre`s 10 minutes (600 secondes) puis une deuxie`me
augmentation de la masse locale 7 de 60 % apre`s 20 minutes (1200 secondes) du de´but du temps
d’observation. Soit au total une augmentation de 9 % de la masse totale du syste`me en deux ins-
tants diffe´rents. Les fre´quences initiales du syste`me e´tant toujours les meˆmes, nous pre´sentons les
fre´quences the´oriques en Hz apre`s la premie`re augmentation de la masse par le vecteur F ap1th et
celles apre`s la deuxie`me augmentation de la masse par le vecteur F ap2th :
F ap1th =

0, 0167
0, 0488
0, 0822
0, 1101
0, 1381
0, 1646
0, 1812
0, 2019
0, 2125
0, 2200

et F ap2th =

0, 0160
0, 0488
0, 0786
0, 1064
0, 1380
0, 1581
0, 1757
0, 2018
0, 2085
0, 2145

(6.5)
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Figure 6.5. La TO des acce´le´rations du syste`me ayant subi une augmentation de masse apre`s 10
minutes (600 secondes) puis une deuxie`me augmentation de masse apre`s 20 minutes
(1200 secondes) du de´but de l’observation.
Nous observons les re´sultats obtenus par la TO pour Q = 55 dans la figure (6.5). L’intervalle
en temps de l’e´tat initial, des e´tats transitoires et des e´tats apre`s chaque modification de masse
sont ainsi de´finis par :
– E0 = [150; 500] s : l’e´tat initial du syste`me,
– ET1 = [500; 660] s : le premier e´tat transitoire lors de la premie`re augmentation de la masse
du syste`me,
– E1 = [660; 1100] s : un nouvel e´tat apre`s la premie`re augmentation de la masse initiale du
syste`me,
– ET2 = [1100; 1200] s : le deuxie`me e´tat transitoire lors de la seconde augmentation de la
masse du syste`me,
– E2 = [1200; 1680] s : un nouvel e´tat apre`s la deuxie`me augmentation de la masse initiale du
syste`me.
Cherchons a` partir des e´tats transitoires ET1 et ET2 les valeurs t˜1 et t˜2 qui approchent les
instants t1 et t2 lorsque les augmentations de masse ont e´te´ effectue´es :
t˜1 =
500 + 660
2
= 580 s (6.6)
et,
t˜2 =
1100 + 1200
2
= 1150 s (6.7)
L’incertitude de t˜1 est de
660− 5010
2
= 80 s et celle de t˜2 est de
1200− 1100
2
= 50 s. Nous
de´duisons que l’instant t1 est proche de t˜1 ± 80 secondes et que l’instant t2 est proche de t˜2 ± 50
secondes.
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Figure 6.6. La TO, sur dix bandes de fre´quences, des acce´le´rations du syste`me ayant subi des
augmentations de deux masses apre`s 10 minutes (600 secondes) puis apre`s 20 minutes
(1200 secondes) du de´but de l’observation.
Comme il est remarquable dans la figure (6.5) les fre´quences trace´es en vert ne sont pas bien
espace´es et il est difficile de re´cupe´rer les dix fre´quences du syste`me. Pour cela, et comme pour
les autres tests, nous calculons chaque fre´quence a` part par la TO en se limitant a` une bande de
fre´quence a` chaque calcul. Apre`s regroupement des fre´quences calcule´es par la TO, celles-ci sont
pre´sente´es dans la figure (6.6). Les valeurs de Q choisies pour chaque application de la TO sont
donne´es par : Q1 = 40, Q2 = 13, Q3 = 10, Q4 = 15, Q5 = Q6 = 20 et Q7 = Q8 = Q9 = Q10 = 50.
A` partir de la figure (6.6) nous retirons trois vecteurs de fre´quences : le premier est le vecteur
des fre´quences initiales du syste`me a` l’e´tat E0, le deuxie`me est le vecteur des fre´quences apre`s la
premie`re augmentation de la masse a` l’e´tat E1 et le troisie`me est le vecteur des fre´quences apre`s la
deuxie`me augmentation de la masse a` l’e´tat E2. Ces trois vecteurs sont pre´sente´s dans le tableau
(6.3) par “Avant”, “Apre`s1” et “Apre`s2” respectivement. En conside´rant apre`s chaque modification
de masse que l’e´tat actuel est un nouvel e´tat initial, nous calculons les deux vecteurs
(∆fn)1 = Apre`s1 −Avant (6.8)
et
(∆fn)2 = Apre`s2 −Apre`s1 (6.9)
ainsi que les deux vecteurs des variations relatives des fre´quences
(
∆fn
fn
)
1
=
(∆fn)1
Avant
(6.10)
et
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(
∆fn
fn
)
2
=
(∆fn)2
Apre`s1
. (6.11)
Test 3 Avant Apre`s1 Apre`s2 (∆fn)1 (∆fn)2
(
∆fn
fn
)
1
(
∆fn
fn
)
2
f1 0, 0164 0, 0164 0, 0158 0 −0, 0005 0 −0, 0353
f2 0, 0498 0, 0487 0, 0487 −0, 0011 0 −0, 0226 0
f3 0, 0820 0, 0820 0, 0786 0 −0, 0034 0 −0, 0414
f4 0, 1127 0, 1099 0, 1065 −0, 0028 −0, 0034 −0, 0248 −0, 0309
f5 0, 1404 0, 1381 0, 1381 −0, 0023 0 −0, 0163 0
f6 0, 1649 0, 1643 0, 1580 −0, 0006 −0, 0063 −0, 0036 −0, 0383
f7 0, 1860 0, 1814 0, 1757 −0, 0046 −0, 0057 −0, 0247 −0, 0314
f8 0, 2000 0, 2000 0, 2000 0 0 0 0
f9 0, 2153 0, 2124 0, 2100 −0, 0029 −0, 0024 −0, 0134 −0, 0113
f10 0, 2224 0, 2200 0, 2147 −0, 0024 −0, 0053 −0, 0107 −0, 0240
Tableau 6.3. Les fre´quences en Hz obtenues par la TO avant et apre`s deux augmentations de
masse, en deux instants diffe´rents, de la masse ∆m1 = 0, 6 kg tel que
∆m1
mT
= 0, 03
puis de la masse ∆m2 = 1, 2 kg tel que
∆m2
mT
= 0, 06.
D’apre`s les valeurs du tableau (6.3), nous de´duisons que la valeur absolue des variations relatives
des fre´quences
(
∆fn
fn
)
1
et
(
∆fn
fn
)
2
sont plus petites que les variations relatives
∆m1
mT
et
∆m2
mT
respectivement. Nous reviendrons sur cette remarque dans le chapitre 8.
L’application de la TO pour des exemples nume´riques apre`s diffe´rentes augmentations de masse
s’ave`re fiable pour la de´tection des instants auxquels des modifications de la masse sont effectue´es.
Ces instants sont re´cupe´rables graˆce aux intervalles de temps de´limitant les e´tats transitoires.
Examinons dans le paragraphe suivant l’efficacite´ de la TO suite a` des diminutions des masses
locales du syste`me.
6.2.2 Diminutions des masses locales d’un syste`me
Toujours dans le meˆme contexte du syste`me dynamique non amorti a` 10 d.d.l et a` matrice de
masse homoge`ne dont la masse totale est de 20 kg, nous testons diffe´rents cas d’endommagement
de la masse. Nous suivons dans ce paragraphe les meˆmes hypothe`ses de´crites dans le paragraphe
pre´ce´dent mais en effectuant des diminutions de masses. Ainsi, nous de´crivons dans ce paragraphe
trois tests. Un premier test (test 4) est pre´sente´ concernant une diminution de la masse en un ins-
tant au cours du temps d’observation. Un deuxie`me test (test 5) est e´tudie´ apre`s la diminution de
deux masses locales en un meˆme instant. Un dernier test (test 6) est effectue´ apre`s deux diffe´rentes
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diminutions de masse a` deux instants diffe´rents. Notre but sera donc de de´tecter l’instant ou les ins-
tants auxquels les diminutions de la masse ont eu lieu en e´tudiant les augmentations des fre´quences.
Dans ce paragraphe, trois tests sont pre´sente´s pour la recherche du moment de la ou des
diminutions de masses locales du syste`me :
Test 4 : une diminution de 50%
Test 5 : deux diminutions de 60%
Test 6 : deux diminutions conse´cutives de 40% et 60%
Examinons les re´sultats obtenus par la TO suite aux diminutions de masses effectue´es pour ces
trois tests.
Test 4 : une diminution de 50%
Nous pre´sentons tout d’abord un syste`me ayant subi une diminution de −50 % de la masse
locale sur la 7e`me masse apre`s 15 minutes (900 secondes) d’observation. Les fre´quences the´oriques
en Hz apre`s cette diminution de masse sont telles que :
F apth =

0, 0159
0, 0475
0, 0784
0, 1045
0, 1361
0, 1581
0, 1720
0, 2011
0, 2085
0, 2122

(6.12)
Les re´sultats obtenus par la TO en choisissant Q = 50 sont sche´matise´s dans la figure (6.7).
Les e´tats re´cupe´re´s de´signant les diffe´rents e´tats du syste`me en fonction du temps sont :
– E0 = [110; 800] s : l’e´tat initial du syste`me,
– ET = [800; 1000] s : l’e´tat transitoire lors de la diminution de la masse du syste`me,
– E1 = [1000; 1700] s : un nouvel e´tat du syste`me.
Pour de´tecter l’instant t1 de cette diminution de la masse, nous utilisons l’intervalle de temps
a` l’e´tat transitoire ET = [800; 1000] s et nous calculons tout d’abord t˜1 :
t˜1 =
800 + 1000
2
= 900 s (6.13)
Par conse´quent, ayant une incertitude de
1000− 800
2
= 100 s, l’instant t1 de´tecte´ graˆce a` l’aug-
mentation des fre´quences est approche´ par t˜1 ± 100 secondes.
Afin de pouvoir re´cupe´rer les dix fre´quences calcule´es par la TO, nous pre´sentons dans la figure
(6.8) les re´sultats de l’e´tude de chaque fre´quence. Chacune des dix valeurs de Q est donne´e par :
Q1 = 16, Q2 = 13, Q3 = 10, Q4 = 15, Q5 = Q6 = 20 et Q7 = Q8 = Q9 = Q10 = 50.
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Figure 6.7. La TO des acce´le´rations du syste`me ayant subi une diminution de masse apre`s 15
minutes (900 secondes) du de´but de l’observation.
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Figure 6.8. La TO, sur dix bandes de fre´quences, des acce´le´rations du syste`me ayant subi une
diminution de masse apre`s 15 minutes (900 secondes) du de´but de l’observation.
De cette figure nous re´cupe´rons les dix fre´quences en Hz avant et les dix autres apre`s cette
diminution de la masse. On les repre´sente dans le tableau (6.4). Dans ce tableau nous calculons le
vecteur ∆fn qui est la diffe´rence entre les fre´quences avant et les fre´quences apre`s la modification
de masse ainsi que le vecteur
∆fn
fn
qui repre´sente la variation relative des fre´quences. Sachant que
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la variation relative de la masse vaut :
∆m
mT
=
1
20
= 0, 05 (6.14)
nous de´duisons du tableau (6.4) que toutes les variations relatives des fre´quences sont strictement
infe´rieures a` la variation relative de la masse a` l’exception de la dixie`me variation. Malgre´ ceci,
la valeur absolue de cette variation relative de fre´quences est strictement infe´rieure a` la variation
relative de la masse. Cette de´duction est tre`s importante dans la quantification de la variation
relative de la masse. Nous de´veloppons en de´tails cette relation entre la variation relative des
fre´quences et celle de la masse dans le chapitre 8.
Test 4 Avant Apre`s ∆fn
∆fn
fn
f1 0, 0164 0, 0170 0, 0005 0, 0359
f2 0, 0498 0, 0498 0 0
f3 0, 0820 0, 0849 0, 0028 0, 0344
f4 0, 1127 0, 1150 0, 0023 0, 0204
f5 0, 1404 0, 1404 0 0
f6 0, 1649 0, 1700 0, 0051 0, 0309
f7 0, 1860 0, 1929 0, 0069 0, 0370
f8 0, 2000 0, 2000 0 0
f9 0, 2153 0, 2200 0, 0047 0, 0218
f10 0, 2224 0, 2200 −0, 0024 −0, 0107
Tableau 6.4. Les fre´quences en Hz obtenues par la TO avant et apre`s une diminution de masse
de ∆m = 1 kg tel que
∆m
mT
= 0, 05.
Test 5 : deux diminutions de 60%
Nous cherchons dans ce test (figure (6.9)) a` observer le syste`me ayant subi une diminution de
60 % des masses 4 et 7 apre`s 10 minutes d’observation, ce qui vaut 6 % de la masse totale du
syste`me.
Les fre´quences the´oriques de ce syste`me apre`s ces deux diminutions de masses sont donne´es
par :
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F apth =

0, 0179
0, 0530
0, 0856
0, 1224
0, 1458
0, 1744
0, 1983
0, 2051
0, 2787
0, 2837

(6.15)
Figure 6.9. La TO des acce´le´rations du syste`me ayant subi une diminution de deux masses apre`s
10 minutes (600 secondes) du de´but de l’observation.
Le facteur Q choisi pour l’application de la TO dans ce cas vaut 50. Pour savoir a` chaque
instant ti l’e´tat du syste`me, nous de´composons le temps d’observation en trois e´tats graˆce a` la
variation des fre´quences et aux effets de bords :
– E0 = [150; 500] s : l’e´tat initial du syste`me,
– ET = [500; 700] s : l’e´tat transitoire lors de la diminution de deux masses du syste`me,
– E1 = [700; 1700] s : un nouvel e´tat apre`s la diminution de deux masses du syste`me.
Nous approchons l’instant t1 de la diminution simultane´e de deux masses a` partir de l’intervalle
de temps de l’e´tat stationnaire ET = [500; 700] s par :
t˜1 =
500 + 700
2
= 600 s (6.16)
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avec une incertitude de
700− 500
2
= 100 s. Nous de´duisons que l’instant t1 doit eˆtre proche de
t˜1 ± 100 secondes.
Nous re´cupe´rons les dix fre´quences calcule´es par la TO sur dix diffe´rentes bandes de fre´quences
en choisissant Q : Q1 = 16, Q2 = 13, Q3 = 10, Q4 = 15, Q5 = Q6 = 20, Q7 = 30 et Q8 = Q9 =
Q10 = 50. Ces fre´quences sont pre´sente´es dans la figure (6.10).
Test 5 Avant Apre`s ∆fn
∆fn
fn
f1 0, 0170 0, 0170 0 0
f2 0, 0498 0, 0532 0, 0033 0, 0067
f3 0, 0820 0, 0854 0, 0033 0, 0413
f4 0, 1127 0, 1150 0, 0023 0, 0204
f5 0, 1404 0, 1460 0, 0056 0, 0398
f6 0, 1649 0, 1700 0, 0051 0, 0309
f7 0, 1860 0, 1900 0, 0040 0, 0215
f8 0, 2000 0, 2000 0 0
f9 0, 2153 0, 2200 0, 0047 0, 0218
f10 0, 2224 0, 2200 −0, 0024 −0, 0107
Tableau 6.5. Les fre´quences en Hz obtenues par la TO avant et apre`s la diminution simultane´e
de deux masses de ∆m = 1, 2 kg tel que
∆m
mT
= 0, 06.
Dans le tableau (6.5) nous pre´sentons les dix fre´quences avant et les dix autres apre`s la dimi-
nution de ces masses. Dans ce tableau nous calculons le vecteur ∆fn qui est la diffe´rence entre les
fre´quences avant et les fre´quences apre`s ainsi que le vecteur
∆fn
fn
qui repre´sente la variation relative
des fre´quences, sachant que la variation relative de la masse vaut
∆m
mT
= 0, 06. Ainsi, nous remar-
quons que toutes les variations relatives des fre´quences sont strictement infe´rieures a` la variation
relative de la masse. Notons que la dixie`me fre´quence apre`s la diminution de la masse diminue.
Malgre´ ceci, la valeur absolue de la variation relative de cette fre´quence est strictement infe´rieure
a` la variation relative de la masse.
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Figure 6.10. La TO, sur dix bandes de fre´quences, des acce´le´rations du syste`me ayant subi une
diminution de deux masses apre`s 10 minutes (600 secondes) du de´but de l’observa-
tion.
Test 6 : deux diminutions conse´cutives de 40% et 60%
Pour le dernier test pre´sente´ dans ce paragraphe, nous nous inspirons du test 3 du paragraphe
6.2.1 en supposant que le syste`me subit deux diminutions de masses a` deux instants diffe´rents. En
effet, ce test est plus inte´ressant et plus proche des cas rencontre´s en re´alite´, puisque la plupart des
structures perdent leur masse au cours du temps. Nous cherchons ainsi a` re´cupe´rer les diffe´rents
instants des diminutions de masse graˆce a` l’intervalle de temps de chaque e´tat transitoire. Pour
cela, nous supposons que le syste`me a subi une diminution de 40 % de sa masse locale 4 donc de 4
% de la masse totale apre`s 10 minutes (600 s), puis une seconde diminution de 60 % de la masse
7 qui vaut 6 % de la masse totale apre`s 20 minutes (1200 s). Les fre´quences the´oriques, en Hz,
du syste`me apre`s la premie`re diminution de masse F ap1th et celles apre`s la deuxie`me diminution de
masse F ap2th sont donne´es par :
F ap1th =

0, 0170
0, 0520
0, 0823
0, 1156
0, 1438
0, 1655
0, 1924
0, 2043
0, 2174
0, 2455

et F ap2th =

0, 0178
0, 0520
0, 0856
0, 1211
0, 1440
0, 1732
0, 1974
0, 2044
0, 2446
0, 2814

(6.17)
Nous observons les re´sultats de la TO pour Q = 55 dans la figure (6.11). Nous re´cupe´rons les
e´tats suivants :
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Figure 6.11. La TO des acce´le´rations du syste`me ayant subi deux diminutions successives de
masse : la premie`re apre`s 10 minutes (600 secondes) et la deuxie`me apre`s 20 minutes
(1200 secondes) du de´but de l’observation.
– E0 = [110; 500] s : l’e´tat initial du syste`me,
– ET1 = [500; 650] s : le premier e´tat transitoire du syste`me,
– E1 = [650; 1110] s : un nouvel e´tat apre`s la premie`re diminution de la masse initiale du
syste`me,
– ET2 = [1110; 1250] s : le deuxie`me e´tat transitoire du syste`me,
– E2 = [1250; 1700] s : un nouvel e´tat apre`s la deuxie`me diminution de la masse initiale du
syste`me.
Pour plus de pre´cision sur les dix fre´quences calcule´es en Hz et leur comportement, nous
appliquons la TO sur dix diffe´rentes bandes de fre´quences en choisissant : Q1 = 16, Q2 = 13,
Q3 = 10, Q4 = 15, Q5 = Q6 = 20, Q7 = Q8 = Q9 = 50 et Q10 = 100. Les re´sultats obtenus sont
schematise´s dans la figure (6.12).
Cherchons a` partir des e´tats transitoires ET1 et ET2 les valeurs t˜1 et t˜2 :
t˜1 =
500 + 650
2
= 575 s (6.18)
et,
t˜2 =
1110 + 1250
2
= 1180 s (6.19)
Ainsi, l’instant t1 est calcule´ a` une incertitude pre`s de
650− 500
2
= 75 s et donc doit eˆtre environ
t˜1 ± 75 secondes. De meˆme, l’instant t2 est calcule´ a` une incertitude pre`s de 1250− 1110
2
= 70 s
et donc doit eˆtre environ t˜2 ± 70 secondes.
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Figure 6.12. La TO, sur dix bandes de fre´quences, des acce´le´rations du syste`me ayant subi deux
diminutions de masses apre`s 10 minutes (600 secondes) puis 20 minutes (1200 se-
condes) du de´but de l’observation.
De la figure (6.12) nous tirons les dix fre´quences calcule´es en Hz par la TO a` l’e´tat initial E0
du syste`me. Dix autres fre´quences sont re´cupe´re´es apre`s la premie`re diminution de la masse au
cours de l’intervalle de temps du premier e´tat transitoire ET1 . Enfin nous trouvons dix fre´quences,
calcule´es par la TO, apre`s la deuxie`me diminution de la masse dans l’e´tat transitoire ET2 . Toutes
les fre´quences calcule´es en Hz par la TO sont pre´sente´es dans le tableau (6.6) par les trois vecteurs
“Avant”, “Apre`s1” et “Apre`s2”. Nous calculons graˆce a` ces trois vecteurs de fre´quences les deux
vecteurs (∆fn)1 = Apre`s1 −Avant et (∆fn)2 = Apre`s2 −Apre`s1, ainsi que les deux vecteurs des
variations relatives des fre´quences
(
∆fn
fn
)
1
=
(∆fn)1
Avant
et
(
∆fn
fn
)
2
=
(∆fn)2
Apre`s1
.
Nous de´duisons des re´sultats des variations relatives des fre´quences apre`s la premie`re diminution
de masse que les valeurs
(
∆fn
fn
)
1
sont toutes infe´rieures a` la valeur de la variation relative de la
masse qui vaut
∆m1
mT
= 0, 04 a` l’exception de la deuxie`me variation relative des fre´quences. De
meˆme, celles du vecteur
(
∆fn
fn
)
2
sont aussi infe´rieures a`
∆m2
mT
= 0, 06 a` l’exception de la valeur
absolue de la septie`me variation relative des fre´quences.
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Test 6 Avant Apre`s1 Apre`s2 (∆fn)1 (∆fn)2
(
∆fn
fn
)
1
(
∆fn
fn
)
2
f1 0, 0170 0, 0170 0, 0170 0 0 0 0
f2 0, 0498 0, 0521 0, 0521 0, 0022 0 0, 0448 0
f3 0, 0820 0, 0820 0, 0854 0 0, 0033 0 0, 0413
f4 0, 1127 0, 1150 0, 1150 0, 0023 0 0, 0204 0
f5 0, 1404 0, 1438 0, 1438 0, 0034 0 0, 0242 0
f6 0, 1649 0, 1654 0, 1700 0, 0005 0, 0046 0, 0030 0, 0278
f7 0, 1860 0, 1900 0, 1734 0, 0040 −0, 0166 0, 0215 −0, 0873
f8 0, 2000 0, 2000 0, 2000 0 0 0 0
f9 0, 2153 0, 2176 0, 2100 0, 0023 −0, 0076 0, 0106 −0, 0349
f10 0, 2224 0, 2200 0, 2300 −0, 0024 0, 0100 −0, 0107 0, 0454
Tableau 6.6. Les fre´quences en Hz obtenues par la TO avant et apre`s deux diminutions, en deux
instants diffe´rents, de la masse ∆m1 = 0, 6 kg tel que
∆m1
mT
= 0, 03 et de la masse
∆m2 = 1, 2 kg tel que
∆m2
mT
= 0, 06.
6.3 Conclusion
Pour re´sumer, nous avons teste´ nume´riquement l’application de la TO a` plusieurs signaux
d’acce´le´ration de diffe´rents cas d’un syste`me dynamique line´aire discret non amorti. Il a aussi e´te´
montre´ que la TO est efficace dans la de´tection des instants de modification des masses au cours du
temps, tant pour les augmentations que pour les diminutions de masses. Pour les six tests pre´sente´s
dans ce chapitre, l’instant t1 de la modification de la masse est approche´ a` une incertitude pre`s.
En effet, graˆce a` la variation des fre´quences de la TO nous sommes capables de localiser l’instant
t1 dans un intervalle de temps que nous avons note´ ET .
De plus, graˆce aux fre´quences calcule´es par la TO nous avons montre´ pour chaque test que la
variation relative des fre´quences est souvent infe´rieure a` la variation relative de la masse. Malgre´
certaines exceptions, il est clair que la variation relative des fre´quences nous donne des informations
sur la variation relative de la masse. Notons ici que le calcul des fre´quences en appliquant la TO
sur diffe´rentes bandes de fre´quences est pre´cis mais aussi couˆteux en temps de calcul.
Pour un syste`me stationnaire, on peut se contenter de calculer les fre´quences de vibration en
utilisant la transforme´e de Fourier. Cette ide´e sera discute´e et applique´e dans le chapitre 8 afin de
chercher a` quantifier la variation relative de la masse.
Une fois l’identification des pe´riodes E0 et E1 effectue´e, nous allons nous en servir dans la
de´tection de la position de la modification de la masse dans le chapitre 7. Trois me´thodes de
de´tection de la position de la masse seront de´veloppe´es ; cette de´tection de position consiste en
l’e´tape 2 de notre e´tude.
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Chapitre 7
De´tection de la position de la
modification de la masse
L
e but de ce chapitre est de proposer trois me´thodes pour la de´tection de la position du
changement de la masse. Ces me´thodes se basent sur la variation des vecteurs propres du
syste`me suite a` une variation de masse. L’efficacite´ de ces me´thodes sera ve´rifie´e nume´riquement
pour six cas diffe´rents.
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7.1 Introduction
Apre`s la de´termination de l’instant de la variation de la masse d’un syste`me dynamique
line´aire discret pre´sente´e dans le chapitre 6, l’e´tape 2 consiste a` de´tecter la position de cette
variation. En d’autres termes, pour un syste`me a` n masses ayant subi une modification au niveau
d’une ou plusieurs masses, il est tre`s utile de localiser l’endroit de cette ou de ces modifications.
Apre`s la description de plusieurs me´thodes de de´composition orthogonale dans le chapitre 3,
nous choisissons d’utiliser les POMs calcule´s avant et apre`s une modification de la masse. Pour
mettre en correspondance les vecteurs propres initiaux stocke´s dans la matrice POMav avec ceux de
la matrice POMap nous utilisons la me´thode Modal Assurance Criterion (MAC) [30] qui est de´crite
dans le paragraphe 7.2.1. Une fois que les vecteurs propres sont bien mis en correspondance avec
la bonne orientation, nous de´veloppons trois me´thodes diffe´rentes de de´tection de la masse dans
le paragraphe 7.2.2. Enfin, et dans le but de ve´rifier nume´riquement l’efficacite´ de ces me´thodes,
nous pre´sentons quelques re´sultats obtenus en traitant des donne´es nume´riques dans le troisie`me
paragraphe.
7.2 Recherche de la position connaissant les modes propres avant
et apre`s le changement de la masse
La localisation de la modification en masse de l’e´tat initial du syste`me dynamique (e´tape
2 de la proble´matique de´crite dans le chapitre 5) consiste a` de´tecter la ou les masses qui ont
change´. Nous supposons connaˆıtre les re´ponses libres de notre syste`me avant et apre`s le changement
de masse. Les deux matrices de re´ponses correspondantes sont obtenues sur deux intervalles de
temps diffe´rents graˆce a` des capteurs de de´placement ou d’acce´le´ration. Connaissant ces deux
matrices, nous approchons les modes propres avant (POMav) et les modes propres apre`s (POMap)
le changement, graˆce a` l’une des me´thodes d’analyse de donne´es explicite´es dans le chapitre 3.
Notre but est de trouver a` partir de ces POMav et POMap la position en espace des changements
de masse.
Comme le changement des parame`tres d’un syste`me entraˆıne un changement des de´forme´es
modales, et en se basant sur la variation des de´forme´es modales avant et apre`s un endommagement,
nous cherchons la position du changement de la masse.
7.2.1 Permutation des modes propres
Les deux matrices POMav et POMap de dimension n×n qui approchent les modes propres
du syste`me avant et apre`s sont calcule´es par des me´thodes telles que la POD, la TO, la SOD ou
la SVD. On suppose que les variations de masse ne sont pas trop importantes et que les de´forme´es
modales sont peu modifie´es. Mais elles ne sont pas force´ment range´es dans le meˆme ordre dans
ces deux matrices. Nous cherchons donc la bonne permutation pour ensuite pouvoir comparer ces
de´forme´es modales et de´tecter la position de la plus grande variation. La comparaison se fera graˆce
a` une matrice appele´e la matrice de diffe´rence qui montre les valeurs des e´carts entre les POMs.
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Me´thode
Le calcul de la matrice de diffe´rence entre les POMav et les POMap exige la cohe´rence entre les
vecteurs propres. D’ou`, la permutation des vecteurs de la matrice POMap en utilisant la me´thode
MAC (Modal Assurance Criterion), aussi appele´e matrice de corre´lation modale [30].
Les matrices POMav et POMap sont des matrices orthogonales (les vecteurs colonnes sont
norme´s et deux a` deux orthogonaux). La matrice MAC de´finie par :
MAC = POMTav ∗ POMap (7.1)
permet de quantifier le degre´ de corre´lation entre deux vecteurs par une valeur qui varie entre −1
et 1. La valeur nulle signifie une non corre´lation entre les POMs correspondants, alors que la valeur
unitaire (1 ou −1) signifie une corre´lation parfaite. Ainsi la matrice MAC peut eˆtre de la forme
suivante :
MAC =

-0,9971 −0, 0238 −0, 0093 −0, 0367 −0, 0619
−0, 0210 −0, 0202 0, 0813 −0, 0745 0,7332
0, 0689 0, 0169 −0, 0697 -0,7374 −0, 0681
0, 0241 -0,9751 0, 2152 0, 0027 −0, 0476
0, 0082 −0, 2189 -0,9706 −0, 0026 0, 0995
 (7.2)
Il est utile de noter que lorsque MAC(i, j) ≈ ±1, on peut de´duire que le ie`me vecteur de la
matrice POMav est presque coline´aire avec le j
e`me vecteur de la matrice POMap.
La figure (7.1) est une repre´sentation en 2D des valeurs de la matrice MAC pre´sente´e dans
l’e´quation (7.2). Cette figure indique par exemple que le 2e`me mode des POMap est tre`s bien corre´le´
avec le 4e`me mode des POMav avec un coefficient de corre´lation supe´rieur a` 0, 9 en valeur absolue.
0.5 1 1.5 2 2.5 3 3.5 4 4.5 5 5.50.5
1
1.5
2
2.5
3
3.5
4
4.5
5
5.5
POMap
PO
M a
v
−0.8
−0.6
−0.4
−0.2
0
0.2
0.4
0.6
Figure 7.1. Repre´sentation en 2D des valeurs de la matrice MAC de l’e´quation (7.2).
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Si on remplace la valeur absolue du maximum de chaque colonne de la matrice MAC par 1 ou
−1 (selon le signe) et les autres termes de la colonne par des ze´ros, alors la matrice MAC, de´finie
dans l’e´quation (7.2), est approche´e par la matrice Perm telle que :
Perm =

−1 0 0 0 0
0 0 0 0 −1
0 0 0 −1 0
0 −1 0 0 0
0 0 −1 0 0
 (7.3)
Cette matrice permet de mettre en correspondance les modes avant et apre`s et de les orienter
de la meˆme manie`re. On appelle PermPOMap la matrice ou` des vecteurs propres du syste`me apre`s
modification sont re´arrange´s pour eˆtre en correspondance avec les vecteurs colonnes de POMav et
on la de´finie par :
PermPOMap = POMap ∗ Perm (7.4)
Sachant que les POMav ne changent pas, nous posons PermPOMav = POMav. Nous re´cupe´rons
ainsi des vecteurs propres avant et apre`s modification cohe´rents, bien permute´s et ayant une orien-
tation semblable.
Difficulte´
Malheureusement, ceci ne se passe pas toujours aussi bien au niveau de la recherche des maxima
proches de 1 ou de −1. Il se peut parfois que la coline´arite´ entre deux vecteurs ou plus soit mise
en question, dans le sens ou` le maximum de la valeur absolue n’est pas nettement mis en e´vidence
et donc peut eˆtre confondu avec une autre valeur.
Par exemple, conside´rons une matrice MAC de la forme suivante :
MAC =

0, 2175 −0, 2267 −0, 3102 -0,7110 0,6824
0, 0304 -0,9808 0, 1966 0, 1867 0, 1429
0, 0053 −0, 2049 -0,9911 −0, 2028 −0, 3232
-0,9982 0, 2274 0, 0021 −0, 1920 0, 1829
0, 0249 0, 1343 −0, 0132 -0,6805 -0,6686
 (7.5)
Le maximum en valeur absolue de chaque colonne de MAC est encadre´ en rouge. Or, comme
on peut le remarquer, le maximum des valeurs absolues des termes des deux dernie`res colonnes
est atteint sur la premie`re ligne. Ce qui semble indiquer que le premier vecteur de POMav est
proche en meˆme temps avec les 4e`me et 5e`me vecteurs de POMap, ce qui est inacceptable. Et donc
en encadrant en vert la deuxie`me valeur maximale des deux vecteurs concerne´s, on remarque que
le maximum en rouge est tre`s proche du maximum en vert. Ainsi, la cohe´rence des 1er et 5e`me
vecteurs de la matrice POMav n’est ni pre´cise ni claire. Ceci est bien montre´ dans la figure (7.2),
et spe´cialement au niveau des deux derniers modes : on voit clairement la confusion entre les
vecteurs coline´aires associe´s.
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Figure 7.2. Repre´sentation en 2D des valeurs de la matrice MAC de l’e´quation (7.5).
Dans ce cas, nous de´cidons de nous fixer une valeur minimale pour le maximum de la valeur
absolue de chaque colonne de MAC ; notons cette valeur ǫm et choisissons ǫm = 0, 75. Enfin, en
imposant que chaque valeur absolue du maximum soit supe´rieure a` au moins ǫm, on ne prend en
conside´ration que les vecteurs ayant une coline´arite´ d’au moins de 75% ; les autres vecteurs seront
rejete´s et la matrice MAC sera approche´e par :
Perm =

0 0 0 . .
0 −1 0 . .
0 0 −1 . .
−1 0 0 . .
0 0 0 . .
 (7.6)
Graˆce a` cette matrice Perm, nous sommes capables de permuter les premiers trois vecteurs
colonnes en rejetant les deux derniers. Ainsi :
PermPOMap(:, 1) = −POMap(:, 4)
PermPOMap(:, 2) = −POMap(:, 2)
PermPOMap(:, 3) = −POMap(:, 3)
avec la matrice des POMav qui sera de la forme :
PermPOMav(:, 1 : 3) = +POMav(:, 1 : 3)
les matrices permute´es PermPOMav et PermPOMap sont maintenant cohe´rentes et de dimension
3× 3.
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Cas de modification trop importante
Dans ce cas, il se peut, que tous les vecteurs soient rejete´s. Par exemple, soit la matrice MAC
de la forme suivante :
MAC =

−0, 0175 −0, 0267 0, 0102 -0,7210 0,6824
−0, 0304 0,6808 0, 0066 0, 0867 0, 1429
−0, 0053 −0, 0049 0,5911 −0, 0028 −0, 0232
0,6982 0, 0274 0, 0021 −0, 0110 0, 0182
−0, 0049 0, 1343 −0, 0132 -0,6805 -0,6686
 (7.7)
On remarque que tous les maxima des valeurs absolues des vecteurs colonnes sont strictement
infe´rieurs a` ǫm = 0, 75 et donc tous les vecteurs seront exclus. On peut e´ventuellement poursuivre
en baissant la valeur du seuil ǫn et en prenant par exemple ici ǫn = 0, 6. Mais l’analyse qui suit,
risque de ne plus eˆtre pertinente.
7.2.2 Me´thodes de recherche de la position de la modification
Nous disposons maintenant des deux matrices PermPOMav et PermPOMap ayant des
vecteurs propres en correspondance apre`s la permutation et avec la meˆme orientation.
La matrice de diffe´rence ∆ est alors de´finie par :
∆ = |PermPOMav − PermPOMap| (7.8)
∆ repre´sente la matrice des valeurs de l’e´cart entre les vecteurs propres avant et les vecteurs
propres apre`s modification de la masse. Nous commenc¸ons par chercher pour chaque vecteur co-
lonne de ∆, la valeur du maximum de l’e´cart et l’indice de la coordonne´e correspondante. Nous
allons chercher a` de´tecter la position du changement de l’e´tat initial du syste`me en utilisant le vec-
teur maximum des e´carts de dimension 1×n et note´ Max et le vecteur des indices note´ Ind. Cette
proce´dure illustre´e dans la figure (7.3) est ne´cessaire avant le de´veloppement des trois me´thodes
de recherche de la position d’une modification de masse.
Nous allons e´tudier trois me´thodes diffe´rentes pour cette recherche de la position de la modifi-
cation de la masse. Ces trois me´thodes sont toutes base´es sur l’e´tude de la matrice des e´carts. Nous
supposons que plusieurs mesures sont effectue´es sur le syste`me apre`s modification de la masse. Et
donc pour chaque mesure de vibrations libres, on dispose de la matrice des e´carts ∆ et donc des
deux vecteurs Max et Ind.
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Figure 7.3. Repre´sentation du calcul de la permutation des modes propres, de la matrice de
diffe´rence ∆ et des vecteurs Max et Ind.
7.2.2.1 De´tection de la position suivant l’occurence des indices
Cette premie`re me´thode consiste a` comptabiliser le nombre d’apparitions de chaque indice
dans les diffe´rents vecteurs Ind obtenus apre`s chaque mesure vibratoire (c.f. figure (7.3)). On de´finit
une matrice occurence de dimension p × n, ou` p est le nombre de mesures dont on dispose de la
fac¸on suivante : occurence(i, j) = k signifie que pour la mesure i, la position (ou l’indice) j est
de´tecte´e k fois. Le nombre i caracte´rise la mesure et donc 1 ≤ i ≤ p et le nombre j designe la
position e´ventuelle du changement de masse et donc 1 ≤ j ≤ n.
Pour trouver le nombre total d’apparitions de chaque position, il suffit de faire la somme
du nombre d’apparition dans chacune des p mesures. Nous obtenons alors un vecteur dont les
composantes sont le nombre total d’apparition de chaque indice. Enfin, chaque je`me valeur de ce
vecteur correspond au nombre total de de´tection de la je`me position pendant les p mesures. Donc,
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chaque je`me colonne de la matrice occurence correspond au nombre de de´tection de la je`me position
pendant les p mesures.
Dans la suite, nous choisissons de nommer cette me´thode “OI” se re´fe´rant a` son nom “occurence
des indices”.
7.2.2.2 De´tection de la position suivant l’amplitude des e´carts cumule´s
Cette me´thode consiste a` prendre en compte non seulement la position de l’e´cart maximal
dans chaque colonne de ∆ mais aussi l’amplitude de cet e´cart maximal.
Apre`s chaque mesure, connaissant les vecteursMax et Ind, au lieu de simplement comptabiliser
le nombre de fois ou` un indice correspond a` un maximum, nous additionnons les valeurs des e´carts
correspondants. Ainsi, la construction d’un vecteur note´ ecarts cumules est possible pour montrer
l’amplitude des e´carts de´tectant la meˆme position.
Avec une boucle portant sur les p mesures, ecarts cumules est donc une matrice de dimension
p × n. En d’autres termes, pour la pe`me mesure, l’e´cart cumule´ de l’indice i correspond au terme
ecarts cumules(p, i) pour i ∈ {1, ..., n}. Ce terme est la somme de tous les maximuns ve´rifiant
Maxp(Indp(i)) avec Maxp et Indp repre´sentent les vecteurs Max et Ind calcule´s a` la p
e`me mesure.
Cette me´thode sera de´signe´e par “EC” (e´carts cumule´s) dans la suite.
7.2.2.3 De´tection de la position suivant l’e´cart maximal
Cette me´thode, comme son nom l’indique se base sur le maximum des maxima des e´carts.
En effet, pour chaque mesure, nous calculons le maximum du vecteur Max ainsi que l’indice qui
lui est associe´. Apre`s les p mesures du syste`me, nous re´cupe´rons un vecteur de dimension p × 1
note´ V alMax et un vecteur de meˆme dimension note´ IndMax.
La position de la modification de la masse est suppose´e correspondre a` l’indice du maximum
du vecteur V alMax. En conse´quence, le terme V alMax(p), avec p une des mesures effectue´es,
correspond au maximum des e´carts maximals de´tecte´ sur la position IndMax(p).
On nomme cette me´thode “EM” (e´cart maximal).
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Nous effectuons plusieurs essais nume´riques pour analyser et ve´rifier l’efficacite´ de ces trois
me´thodes dans la de´tection de la position d’un changement de masse.
Soit un syste`me dynamique line´aire non amorti a` n = 10 d.d.l encastre´-libre. On conside`re
que la masse totale de ce syste`me est mT = 50 kg et que chaque masse locale vaut 5 kg. Nous
allons calculer les re´ponses libres pour n × n donne´es initiales (conditions initiales : n excitations
de de´placements × n excitations de vitesses). Ainsi, on se trouve avec une matrice des e´carts ∆ de
dimension n2 × n.
En effectuant pour chaque cas l’e´tude des n2 excitations, nous testons dans ce paragraphe les
trois me´thodes de de´tection pour six tests diffe´rents.
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– Test 1 : forte augmentation de masse de 80%
Nous testons dans un premier essai l’efficacite´ des me´thodes de de´tection de la position
de la variation de la masse du syste`me ayant subi une augmentation de 80% de la quatrie`me
masse locale (j = 4) qui vaut un ajout de 8 % de la masse totale du syste`me. Les re´sultats des trois
me´thodes sont sche´matise´s dans la figure (7.4) et la bonne position de cette augmentation de masse
est entoure´e par des pointille´s rouges. D’apre`s cette figure, la me´thode de l’occurence des indices
OC indique´e par (a) et celle de l’e´cart maximal EM indique´e par (c) de´tectent la position 4 ; c’est
la masse ayant subi cette augmentation. Par contre, la me´thode des e´carts cumule´s EC indique´e
par (b), de´tecte la position 5 se re´fe´rant a` la masse 5. Bien que le re´sultat de cette me´thode n’est
pas exact, il est a` noter que le pic en 4 n’est pas ne´gligeable contrairement aux autres positions.
Ainsi, le re´sultat de l’analyse par la me´thode EC n’est pas du tout loin de la bonne position de
l’augmentation de la masse.
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Figure 7.4. De´tection de la position de la modification de la masse. Augmentation forte de 80%
de la masse locale au niveau de la masse 4.
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– Test 2 : forte diminution de masse de 80%
Dans le but de ve´rifier les re´sultats obtenus apre`s une forte diminution de la masse locale,
nous reprenons les meˆmes conditions que le test 1 mais en effectuant une diminution de −80 % de
la quatrie`me masse locale. Les re´sultats obtenus sont montre´s dans la figure (7.5). Les me´thodes OI
et EC de´tectent sans soucis la bonne position 4 de cette diminution de la masse. La me´thode EM,
ne conside´rant que l’e´cart maximal, de´tecte la position 6 qui est un peu loin de la bonne position
de la diminution de la masse.
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Figure 7.5. De´tection de la position de la modification de la masse. Diminution de 80% de la
masse locale au niveau de la masse 4.
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– Test 3 : faible augmentation de masse de 20%
Dans le troisie`me test nous cherchons a` re´pondre a` la question suivante : “que se passe t-il
suite a` une faible augmentation de la masse ?”. Pour re´pondre a` cette question nous supposons
que le syste`me e´tudie´ a subi une le´ge`re augmentation de la masse locale de +20 % au niveau de la
sixie`me masse, c’est-a`-dire, une augmentation de 2 % de la masse totale du syste`me. De la figure
re´sultante (7.6) nous trouvons que les trois me´thodes OI, EC et EM sont fiables dans la de´tection
de la bonne position 6 de la masse qui a subi cette le´ge`re augmentation.
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Figure 7.6. De´tection de la position de la modification de la masse. Augmentation de 20% de la
masse locale au niveau de la masse 6.
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– Test 4 : faible diminution de masse de 20%
“Et a` propos d’une faible diminution de la masse ?”. La re´ponse a` cette question est
sche´matise´e dans la figure (7.7) qui montre les re´sultats des trois me´thodes applique´es aux modes
propres du syste`me ayant subi une le´ge`re diminution de la masse locale de −20 % au niveau de la
sixie`me masse. Encore une fois, et meˆme pour de le´ge`res modifications de la masse de l’ordre de
2 % de la masse totale du syste`me, les trois me´thodes OI, EC et EM sont capables de de´tecter la
bonne position 6 de la masse qui a subi cette le´ge`re diminution.
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Figure 7.7. De´tection de la position de la modification de la masse. Diminution de 20% de la
masse locale au niveau de la masse 6.
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– Test 5 : deux faibles augmentations de masse de 10%
En re´alite´, les syste`mes physiques sont souvent expose´s a` plusieurs modifications de la masse
en meˆme temps ; d’ou` le but de ve´rifier l’efficacite´ de nos trois me´thodes sur un syste`me ayant subi
deux augmentations faibles de +10 % au niveau de la cinquie`me et de la neuvie`me masse locale ;
soit une augmentation de 2 % de la masse totale du syste`me conside´re´.
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Figure 7.8. De´tection de la position de la modification de la masse. Augmentation de 10% de la
masse locale au niveau des masses 5 et 9.
Les re´sultats de l’analyse des trois me´thodes de ce syste`me sont pre´sente´s dans la figure (7.8).
Par la me´thode OI nous pouvons de´duire que deux modifications de la masse ont e´te´ effectue´es
sur la quatrie`me et la neuvie`me masse. Tandis que, par la me´thode EC, les positions 4 et 8 sont
de´tecte´es et par la me´thode EM, les positions 6 et 9 sont de´tecte´es. Il est vrai que ces me´thodes
ne de´tectent pas toujours les deux bonnes positions, mais celles de´tecte´es sont les plus proches de
ces deux bonnes positions.
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– Test 6 : deux fortes diminutions de masse de 80%
Enfin, pour ce dernier test, nous appliquons ces trois me´thodes au syste`me suppose´ avoir
subi deux fortes diminutions de masse de −80 % au niveau de la deuxie`me et de la cinquie`me masse
locale. Soit une diminution de 16 % de la masse totale du syste`me e´tudie´. Les re´sultats obtenus
sont inte´ressants et sont pre´sente´s dans la figure (7.9). Les trois me´thodes OI, EC et EM de´tectent
les deux bonnes positions des deux diminutions de masses et font preuve de leur efficacite´ dans
plusieurs cas.
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Figure 7.9. De´tection de la position de la modification de la masse. Diminution de 80% de la
masse locale au niveau des masses 2 et 5.
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7.4 Conclusion
Dans ce chapitre nous avons de´veloppe´ trois me´thodes de de´tection de la position des
masses ayant subi une modification : OI, me´thode de de´tection suivant l’occurence des indices, EC,
me´thode de de´tection suivant l’amplitude des e´carts cumule´s et EM, me´thode de de´tection de la
position suivant l’amplitude de l’e´cart maximal. Cette de´tection de position consiste en l’e´tape 2
de´crite dans le chapitre 5.
Nous avons ve´rifie´ l’efficacite´ de ces trois me´thodes pour plusieurs cas : pour un syste`me ayant
subi une forte augmentation d’une masse locale (test 1), pour un syste`me ayant subi une forte
diminution d’une masse locale (test 2), pour un syste`me ayant subi une faible augmentation d’une
masse locale (test 3), pour un syste`me ayant subi une faible diminution d’une masse locale (test
4), pour un syste`me ayant subi deux faibles augmentations de deux masses locales (test 5) et pour
un syste`me ayant subi deux fortes diminutions de deux masses locales (test 6).
En conclusion, ces trois me´thodes de´tectent souvent la bonne position. Et quand ces me´thodes
ne trouvent pas la bonne position, elles indiquent souvent une position voisine. En effet, la mo-
dification d’une certaine masse d’un syste`me peut affecter le comportement des masses les plus
proches de celle-ci. Ainsi, la variation des modes propres apre`s une modification de masse i n’est
remarquable que pour celle des masses i− 1, i et i+ 1, pour tout i ∈ {2, ..., n− 1} (c.f. les figures
(7.4) et (7.8)).
L’e´tape 3 portant sur la quantification de la ou des variations relatives de la masse est e´tudie´e
dans le chapitre 8. La me´thode propose´e est aussi teste´e nume´riquement.
Chapitre 8
Quantification des modifications de la
masse
L
’objectif de ce chapitre est de chercher a` quantifier la valeur de la variation de la masse. Dans
ce chapitre nous pre´sentons une relation entre la variation relative des fre´quences et celle de
la masse. Cette relation est teste´e nune´riquement pour diffe´rents exemples.
100 8. Quantification des modifications de la masse
Plan du Chapitre 8
8.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
8.2 Description des essais nume´riques . . . . . . . . . . . . . . . . . . . . . 102
8.3 Analyse nume´rique pre´alable . . . . . . . . . . . . . . . . . . . . . . . . 103
8.3.1 Cas des syste`mes ayant subi des augmentations de leurs masses locales . . 107
8.3.2 Cas des syste`mes ayant subi des diminutions de leurs masses locales . . . 109
8.3.3 Cas des syste`mes ayant subi plusieurs augmentations et diminutions de
leurs masses locales . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
8.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
8.1 Introduction 101
8.1 Introduction
Le but de ce chapitre est d’essayer de quantifier la variation de la masse en se servant des
fre´quences. Il est connu, et nous l’avons constate´ au chapitre 6, qu’une augmentation de la masse
entraˆıne une diminution des fre´quences propres d’un syste`me. Et inversement, une diminution de
la masse entraˆıne une augmentation des fre´quences propres. Nous allons essayer de montrer qu’une
estimation de la variation relative de la masse peut eˆtre obtenue a` partir de la connaissance de la
variation relative des premie`res fre´quences.
Dans le cas continu en espace, et plus pre´cise´ment dans le cas d’une poutre bi-appuye´e, Thi
Thu Ha Le et al [49] ont e´tabli, apre`s discre´tisation, une relation qui lie la variation relative des
fre´quences et celle de la masse entre les e´tats avant et apre`s modification de la masse.
Apre`s discre´tisation du syste`me dynamique en un syste`me a` n d.d.l et si on note :
fk la k
e`me fre´quence propre de l’e´tat initial suppose´ homoge`ne,
∆fk la variation de la k
e`me fre´quence propre, c’est-a`-dire,
∆fk = fkap − fkav,
avec fkav et fkap les k
e`me fre´quences avant et apre`s variation de la masse,
mT la masse totale du syste`me,
∆m la valeur de la variation de la masse,
ni la position ou` un changement local de la masse a eu lieu,
alors pour tout indice k tel que k ∈ {1, ..., n}, on obtient la relation suivante :
− ∆fk
fk
=
∆m
mT
sin2
(
2kπ
ni
n
)
(8.1)
Ainsi, d’apre`s la relation (8.1) et comme le sinus carre´ varie entre 0 et 1, on en de´duit que pour
une augmentation locale de la masse on devrait avoir l’estimation suivante :
pour k ∈ {1, ..., n}, 0 ≤ −∆fk
fk
≤ ∆m
mT
(8.2)
Et pour une diminution locale de la masse on devrait avoir :
pour k ∈ {1, ..., n}, −∆m
mT
≤ −∆fk
fk
≤ 0 (8.3)
Dans la suite de ce chapitre, nous pre´sentons tout d’abord un descriptif des diffe´rents es-
sais nume´riques et les hypothe`ses pose´es dans le paragraphe 8.2. Ensuite, nous allons e´tudier
nume´riquement la re´action d’un syste`me dynamique discret a` une ou plusieurs augmentations lo-
cales de masse dans le paragraphe 8.3.1. Puis nous e´tudierons le cas d’une ou plusieurs diminutions
locales de la masse dans le paragraphe 8.3.2. Enfin nous e´tudierons une modification complexe
comportant une augmentation de la masse locale en diffe´rents points et une diminution en d’autres
points dans le paragraphe 8.3.3. Nous essaierons alors d’en de´duire un comportement ge´ne´ral et
surtout un moyen d’e´valuer, meˆme de manie`re approximative, la variation relative de la masse.
102 8. Quantification des modifications de la masse
8.2 Description des essais nume´riques
La relation (8.1) a e´te´ e´tablie dans le cas continu et homge`ne en espace. Pour la ve´rifier
nume´riquement nous choisissons un syste`me a` n d.d.l et dont toutes les masses sont identiques
(i.e. mk = m pour k ∈ {1, ..., n}) et dont la masse totale mT vaut donc la valeur n×m. Ainsi, la
matrice de masse initiale du syste`me, de dimension n× n, est de la forme suivante :
M0 =

m 0 · · · 0
0
. . .
. . .
...
...
. . .
. . . 0
0 · · · 0 m
 (8.4)
Pour simplifier les observations nous supposons que la masse totale initiale du syste`me est telle
que mT = 1 kg et que la constante de rigidite´ vaut toujours 1, sachant que ces simplifications
n’affectent pas les variations relatives des fre´quences et des masses qui sont les quantite´s qui nous
inte´ressent.
La matrice K peut correspondre soit a` un syste`me du type corde vibrante discre´tise´ ayant
la condition de Dirichlet aux deux bouts, ou seulement Dirichlet a` une extremite´ et Neumann a`
l’autre. Comme le cas expe´rimental traite´ au chapitre 9 qui concerne une maquette de baˆtiment,
soit un syste`me vibrant ayant la condition de Dirichlet a` un bord et la condition de Neumann
a` l’autre bord. Ainsi, nous choisissons pour nos essais nume´riques, un syste`me encastre´-libre qui
ressemble au cas expe´rimental traite´ plus tard et dont la matrice de rigidite´ normalise´e K est
donne´e par :
K =

2 −1 0 · · · 0
−1 . . . . . . . . . ...
0
. . .
. . .
. . . 0
...
. . .
. . . 2 −1
0 · · · 0 −1 1

(8.5)
Le syste`me e´tudie´ nume´riquement est un syste`me quasi-stationnaire dont la masse locale d’une
particule change apre`s un certain temps. La nouvelle matrice de masse sera note´e M1. Notons ni
la position et vni la valeur en pourcentage de ce changement de la masse locale m. Les fre´quences
fkav et fkap sont calcule´es, respectivement, graˆce aux valeurs propres λkav et λkap de la matrice
M−10 K et de la matrice M
−1
1 K par la formule :
fk =
√
λk
2π
(8.6)
pour tout k ∈ {1, ..., n}. Vu que les fre´quences varient comme la racine carre´e des valeurs propres,
les variations relatives des k fre´quences sont obtenues a` partir de la relation donne´e par :
∆fk
fk
=
1
2
∆λk
λk
(8.7)
Par suite, connaissant les matrices M0, M1 et K, nous pouvons, apre`s le calcul des valeurs
propres λk, re´cupe´rer les deux vecteurs des fre´quences fkav et fkap de dimension n × 1 chacun.
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Ici, il est utile de noter qu’on utilise le logiciel Matlab pour faire les simulations nume´riques et
que la fonction eig est applique´e pour re´cupe´rer les modes propres et les fre´quences propres des
syste`mes avant et apre`s toute variation de la masse. Normalement, cette fonction eig permet de
sortir les valeurs propres ordonne´es ; ce qui est le cas pour la matrice M0 proportionnelle a` la
matrice identite´. Or, une fois le changement d’une masse locale effectue´, la matrice M1 n’est
plus proportionnelle a` l’identite´ et donc la fonction eig n’est plus capable de produire les valeurs
propres dans un ordre croissant (ni de´croissant). Pour cela, et pour assurer une e´tude cohe´rente,
nous choisissons avec la fonction sort d’ordonner les valeurs propres avant et apre`s la variation de
la masse dans le sens croissant. Le calcul de la variation relative des fre´quences est ainsi effectue´
entre des fre´quences bien corre´le´es.
La variation relative de la masse totale est donne´e par :
∆m
mT
=
m× vni
mT
=
vni
n
(8.8)
∆m repre´sente la valeur (positive ou ne´gative) de la variation (augmentation ou diminution) de la
masse. Vu que le symbol ∆m ne permet pas de refle´ter si une variation de la masse est positive ou
ne´gative, nous le remplac¸ons dans toute la suite par ∆m+ et ∆m− qui repre´sentent respectivement
la valeur absolue de la variation positive et ne´gative de la masse. Ainsi, apre`s une augmentation de
la masse, la nouvelle valeur de la masse locale sera donne´e par m = m+∆m+. Dans le cas d’une
diminution de la masse, la nouvelle masse locale vaut ainsi m = m−∆m−.
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Examinons dans ce paragraphe le comportement des fre´quences avant et apre`s diffe´rentes
variations de masses locales. Ensuite, dans les paragraphes 8.3.1, 8.3.2 et 8.3.3, nous pre´sentons
les re´sultats de la variation relative des fre´quences obtenus apre`s diffe´rentes augmentations de la
masse, diminutions de la masse et des deux cas ensembles respectivement.
On suppose qu’on a un syste`me a` n = 100 d.d.l et ayant comme masse totale mT = 1 kg pour
des raisons de simplicite´. Ces hypothe`ses sont inchange´es au cours de l’e´tude nume´rique dans ce
paragraphe. Nous choisissons, au fur et a` mesure, la position ni et la valeur ∆m+ ou ∆m− selon
le cas d’e´tude souhaite´.
Ve´rifions tout d’abord que les fre´quences propres apre`s un ajout de la masse diminuent le´ge`rement
par rapport aux fre´quences propres a` l’e´tat initial du syste`me.
Pour cela, nous choisissons par exemple une augmentation de 50 %, c.a`.d., vni = +0, 5 de la
masse locale de la position ni = 33. La figure (8.1) sche´matise chacune des 100 fre´quences propres a`
l’e´tat initial du syste`me, fkav, en bleu et des 100 fre´quences apre`s augmentation de la masse, fkap,
en rouge. De cette figure nous pouvons de´duire que toutes les fre´quences sont bien en cohe´rence et
sont croissantes. De plus, il est remarquable que toutes les fre´quences fkap diminuent faiblement
par rapport aux fre´quences fkav.
Maintenant, ve´rifions que les fre´quences propres apre`s une diminution de la masse augementent
le´ge`rement par rapport aux fre´quences propres a` l’e´tat initial du syste`me.
Nous effectuons ainsi un test nume´rique en diminuant la valeur de la masse locale de 50 %,
c.a`.d., vni = −0, 5 sur la position ni = 33. La figure (8.2) sche´matise chacune des 100 fre´quences
avant diminution de la masse, fkav, en bleu et des 100 fre´quences apre`s diminution de la masse, fkap,
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en rouge. Nous remarquons que les fkap augmentent le´ge`rement par rapport aux fkav a` l’exception
de la dernie`re fre´quence f100ap qui augmente conside´rablement par rapport a` la dernie`re fre´quence
f100av.
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Figure 8.1. Les fre´quences avant et apre`s une augmentation de 50 % de la masse locale a` la 33e`me
position.
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Figure 8.2. Les fre´quences avant et apre`s une diminution de 50 % de la masse locale a` la 33e`me
position.
Le cas de la diminution de la masse est assez diffe´rent. En effet, nous ne pouvons pas diminuer
8.3 Analyse nume´rique pre´alable 105
la masse locale m d’une quantite´ m sous peine de rendre la matrice M−11 K singulie`re. Lorsque
nous diminuons localement une masse de ∆m−, la masse locale devient m − ∆m− qui peut eˆtre
e´ventuellement tre`s petite mais qui doit rester positive selon nos hypothe`ses.
Dans le cas limite ou` n = 1 avecM−10 =
1
mT
etK = 2, la seule valeur propre est λ =
2
mT
. Dans
le cas plus ge´ne´ral ou` n > 1, la plus grande valeur propre λn sera de l’ordre de
2
m
. Lorsque nous
diminuons localement une masse de ∆m−, la masse locale devient m−∆m− qui est e´ventuellement
tre`s petite. Ainsi, on peut comprendre que la plus grande valeur propre devienne de l’ordre de
2
m−∆m− . Dans le cas traite´ nume´riquement
2
m−∆m
−
= 20.005 = 400 or la dernie`re valeur propre
est λnap = 550. Elle est bien du meˆme ordre de grandeur.
Ce comportement est ve´rifie´ pour diffe´rents degre´s de liberte´ n. Ceci explique un peu pourquoi la
plus grande fre´quence augmente conside´rablement comme l’on observe dans la figure (8.2) si nous
diminuons une des masses locales avec 0 ≤ m−∆m− ≤ m. Par contre, les n− 1 autres fre´quences
ont tendance a` augmenter le´ge`rement.
Nous avons ensuite e´tudie´ le cas ou` plusieurs masses locales diminuent en respectant bien suˆr
la condition 0 ≤ m − ∆m− ≤ m. Nous pre´sentons dans la figure (8.3) la comparaison entre les
fre´quences propres avant et apre`s diminution de la masse locale en 3 positions simultane´ment : la
position 5, la position 33 et la position 62, de la meˆme valeur −∆m− avec vni = −0, 5 chacune.
De celle-ci nous de´duisons que les premie`res fre´quences propres fkap augmentent le´ge`rement par
rapport aux fre´quences fkav associe´es. Mais dans la partie entoure´e en rouge, les trois dernie`res
fre´quences ont augmente´ conside´rablement apre`s la diminution des trois masses. Par conse´quent,
la relation (8.3) n’est pas ve´rifie´e pour toutes les fre´quences. On observe, apre`s plusieurs essais
nume´riques, que si il y a p diminutions des masses locales, alors les p dernie`res fre´quences aug-
mentent conside´rablement.
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Figure 8.3. Les fre´quences avant et apre`s une diminution simultane´e de 50 % de la masse locale
sur les positions 5, 33 et 62.
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Par conse´quent la relation (8.3) ne semble eˆtre ve´rifie´e que pour les n−p premie`res fre´quences.
Ainsi on va plutoˆt chercher a` ve´rifier l’encadrement suivant :
pour k ∈ {1, ..., n− p}, −∆m
mT
≤ −∆fk
fk
≤ 0 (8.9)
Pour mieux comprendre le comportement de ces trois dernie`res fre´quences apre`s des diminutions
de masses, les fre´quences e´tant calcule´es a` partir des valeurs propres de M−11 K, nous pre´sentons
dans la figure (8.4) les trois derniers modes avant et apre`s ces diminutions. Nous remarquons de
cette figure que les modes propres apre`s ces diminutions de masse, trace´s en rouge, posse`dent des
pics qui se re´fe`rent aux trois positions de ce changement : la position 5 (figure (8.4)(c)) et les
positions 33 et 62 (figures (8.4)(a) et (8.4)(b)).
A` partir des observations de cette figure (8.4) et des remarques sur les trois positions des
diminutions de masses, nous pouvons de´duire qu’il est possible de trouver les positions de ces
changements graˆce aux derniers modes propres. En plus des trois me´thodes de´crites et discute´es
dans le chapitre 7, cette me´thode semble eˆtre capable de de´tecter la (les) position(s) des diminu-
tions de masse seulement. Normalement cette me´thode pouvait attirer notre attention pour des
e´tudes plus de´veloppe´es, mais vu que souvent les derniers modes ne sont pas faciles a` de´tecter
(expe´rimentalement), et vu que cette me´thode n’est pas efficace apre`s une augmentation de masse,
nous de´cidons de retenir nos trois me´thodes fiables.
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Figure 8.4. Les trois derniers modes avant (en bleu e´toile´) et apre`s (en rouge cercle´) une dimi-
nution de 50% des masses locales sur les positions 5, 33 et 62 : (a) les modes 100,
(b) les modes 99 et (c) les modes 98.
Maintenant, nous voulons ve´rifier nume´riquement que toutes les n variations relatives des
fre´quences sont borne´es comme il est montre´ dans les e´quations (8.2) et (8.9) en faisant varier
la position ni et la valeur en pourcentage vni de la variation de la masse. Aussi, nous e´tudions
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plusieurs cas. Tout d’abord, dans le paragraphe 8.3.1, ce sont des syste`mes ayant subi des augmen-
tations de leurs masses locales qu’on note ∆m+. Des syste`mes ayant subi des diminutions de leurs
masses locales note´es ∆m− sont traite´s dans le paragraphe 8.3.2. Enfin, nous pre´sentons dans le
paragraphe 8.3.3 le cas des syste`mes ayant subi a` la fois plusieurs augmentations et diminutions
de leurs masses locales en diffe´rentes positions.
8.3.1 Cas des syste`mes ayant subi des augmentations de leurs masses locales
Vu que, suite a` une augmentation de la masse de ∆m+ > 0 les fre´quences propres diminuent,
toute variation relative des fre´quences est ne´gative. Ainsi, l’oppose´ de la variation relative des
fre´quences est positive. Par conse´quence, nous espe´rons ve´rifier dans ce cas que, conforme´ment a`
la relation (8.2), on a :
0 ≤ max
1≤k≤n
(
−∆fk
fk
)
≤ ∆m
mT
(8.10)
Conside´rons notre syste`me a` 100 d.d.l ayant pour masse initiale totale mT = 1 kg, apre`s une
augmentation de la masse locale sur la position 33 de 50 %, c.a`.d., vni = +0, 5. Il s’agit du cas
pre´sente´ dans le paragraphe 8.3.
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Figure 8.5. En rouge, le trace´ de
∆m+
mT
. En bleu, le trace´ de l’oppose´ de la variation relative des
fre´quences suite a` une augmentation de 50 % de la masse locale sur la 33e`me position.
D’apre`s la figure (8.5), nous pouvons ve´rifier que la variation relative −∆fk
fk
de toutes les
fre´quences est borne´e par 0 et
∆m+
mT
. Mais de plus, nous pouvons constater que le maximum de
−∆fk
fk
des premie`res fre´quences permet de bien approcher la valeur de
∆m+
mT
. En effet, le maximum
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des variations relatives des fre´quences vaut 0, 0049 et approche la valeur de la variation relative de
la masse qui vaut 0, 0050. Rappelons qu’on a choisi de classer les fre´quences par ordre croissant.
Il est donc inte´ressant de noter que la variation relative des fre´quences les plus petites assure une
meilleure approximation de la variation relative de la masse que celle des fre´quences les plus hautes.
Ainsi, dans l’exemple ci-dessus, pour approcher la valeur de
∆m+
mT
, il suffit de connaˆıtre les valeurs
des deux premie`res fre´quences avant et apre`s variation de la masse. Ceci est particulie`rement
inte´ressant car, de point de vue expe´rimental, la de´tection des petites fre´quences est toujours facile
et plus exacte que celle des grandes fre´quences.
Nous observons nume´riquement que suite a` une augmentation d’une masse locale de ∆m+, la
variation relative de la ke`me fre´quence
∆fk
fk
(pour tout k tel que k ∈ {1, ..., n}) ve´rifie bien :
0 ≤ −∆fk
fk
≤ ∆m+
mT
(8.11)
A` ce point la`, nous nous posons la question suivante : que se passe t-il suite a` l’augmentation
de plusieurs masses locales ?
Pour re´pondre a` cette question nous effectuons un autre test nume´rique. Nous augmentons de
la meˆme valeur ∆m+ = 9 g, trois masses locales diffe´rentes, celles en position 5, 15 et 33. Comme
m = 10 g, nous avons effectue´ une augmentation de 90 % de la masse locale sur ces positions. Les
re´sultats de ce test sont pre´sente´s dans la figure (8.6).
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Figure 8.6. En rouge, les trace´s de
∆m+
mT
,
2∆m+
mT
et
3∆m+
mT
. En bleu, le trace´ de l’oppose´ de la
variation relative des fre´quences suite a` trois augmentations respectives de 90 % de
la masse locale sur les 5e`me, 15e`me et 33e`me masses.
De la figure (8.6) nous remarquons que, apre`s une augmentation de trois masses locales de
∆m+ chacune, toutes les variations relatives des fre´quences sont telles que :
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0 ≤ −∆fk
fk
≤ 3∆m+
mT
(8.12)
pour k ∈ {1, ..., n}.
Mais dans le cas traite´ ici, la valeur de
3∆m+
mT
est plus difficile a` e´valuer puisque le max
1≤k≤n
(
−∆fk
fk
)
est atteint pour la onzie`me fre´quence. Ce maximum vaut 0, 0234 alors que
3∆m+
mT
= 0, 0270.
Plus ge´ne´ralement, soit
∑
∆m+ la somme de toutes les augmentations de masses locales ; les
∆m+ n’e´tant pas ne´cessairement les meˆmes pour les diffe´rentes augmentations des masses locales.
On peut ve´rifier nume´riquement que :
0 ≤ max
1≤k≤n
(
−∆fk
fk
)
≤
∑
∆m+
mT
(8.13)
Donc, la relation (8.13) ge´ne´ralise la relation (8.2) et de´crit le comportement de toutes les
variations relatives des fre´quences
−∆fk
fk
suite a` une ou plusieurs augmentations des masses locales
d’un syste`me donne´.
Nous nous inte´ressons maintenant a` l’e´tude des variations relatives des fre´quences apre`s des
diminutions de masses. C’est un cas qui intervient par exemple dans les cas des caˆbles lorsqu’il y a
endommagement suite a` la rupture d’un des fils [49]. Nous examinons dans le paragraphe 8.3.2 les
re´sultats obtenus suite a` une diminution d’une ou plusieurs masses locales du syste`me en supposant
que la matrice de masse reste de´finie positive.
8.3.2 Cas des syste`mes ayant subi des diminutions de leurs masses locales
On a constate´ que la formule (8.3) n’est pas ve´rifie´e en ce qui concerne les plus hautes fre´quences
dans le cas d’une diminution de la masse. Nous allons e´tudie´ de plus pre`s l’encadrement propose´
en (8.9) d’un point de vue nume´rique.
Dans le cas des diminutions de masses locales et donc de passage de m a` m−∆m−, ∆m− est
toujours positif et infe´rieur a` m. En outre, la variation relative des fre´quences est positive dans ce
cas et donc l’oppose´ de cette variation relative est ne´gative.
Nous conside´rons le meˆme syste`me a` 100 d.d.l de masse totale mT = 1 kg. Cette fois, nous
supposons une diminution de la 33e`me masse locale d’une valeur vni = −0, 5. A` partir des re´sultats
sche´matise´s dans la figure (8.7), nous pouvons voir nettement que seule la dernie`re variation relative
des 100e`me fre´quences avant et apre`s diminution de masse (i.e. entre la plus grande fre´quence avant
et celle apre`s cette diminution) n’est pas borne´e par la valeur de −∆m−
mT
. Ceci correspond au
phe´nome`ne pre´sente´ au paragraphe 8.3 et dans la figure (8.2).
Inde´pendamment de ce proble`me, nous cherchons a` pre´senter dans la partie infe´rieure de la
figure (8.7) le zoom affichant toutes les variations relatives de −∆fk
fk
pour toutes les fre´quences de
1 a` n − 1. Ne tenant pas compte de la dernie`re valeur, nous ve´rifions graˆce a` ce zoom que toutes
les valeurs de l’oppose´ de la variation relative des fre´quences sont borne´es par −∆m−
mT
et 0. Ceci
est cohe´rent avec la relation (8.9).
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Figure 8.7. En rouge, le trace´ de −∆m−
mT
. En bleu, le trace´ de l’oppose´ de la variation relative
des fre´quences suite a` une diminution de 50 % de la masse locale sur la 33e`me masse.
Nous de´duisons en conse´quence que, suite a` une diminution d’une seule masse locale, la ne`me
variation relative des fre´quences varie fortement, et que les n − 1 autres variations relatives des
fre´quences ve´rifient toujours les limites fixe´es par la relation suivante :
−∆m−
mT
≤ −∆fk
fk
≤ 0 (8.14)
Les re´sultats obtenus dans la figure (8.7) montrent que le minimum de l’oppose´ des variations
relatives des fre´quences est atteint a` la deuxie`me fre´quence et vaut −0, 0049. Ce minimum approche
au mieux la valeur de
−∆m−
mT
qui vaut −0, 005. Ainsi, dans ce cas, il suffit de connaˆıtre les deux
premie`res fre´quences pour approcher la valeur de la variation relative de la masse.
Il est de plus inte´ressant d’e´tudier le cas d’un syste`me ayant subi une diminution de la masse
sur plusieurs positions a` la fois. Soient, n = 100 d.d.l, mT = 1 kg et une diminution de la masse
locale d’une valeur de vni = −0, 9 sur les positions 5, 15 et 33.
De cette figure (8.8), nous observons aussi qu’un syste`me ayant subi une diminution de la
masse sur trois diffe´rentes positions a` la fois (cette diminution pouvant avoir effet sur n’im-
porte quelles autres trois positions), posse`de les trois plus hautes valeurs propres qui augmentent
conside´rablement. De plus, les n−3 autres variations relatives des fre´quences respectent les bornes
de la relation :
−3∆m−
mT
≤ −∆fk
fk
≤ 0 (8.15)
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, −2∆m−
mT
et −3∆m−
mT
. En bleu, le trace´ de l’oppose´ de
la variation relative des fre´quences suite a` trois diminutions sur les 5e`me, 15e`me et
33e`me masses de 90 % de la masse locale de chacune des celles-ci.
La relation (8.15) peut eˆtre exprime´e plus ge´ne´ralement par :
pour tout k tel que k ∈ {1, ..., n− p}, −
∑
∆m−
mT
≤ −∆fk
fk
≤ 0 (8.16)
ou` p repre´sente le nombre de massess locales diminue´es.
En clonclusion dans le cas d’une diminution de la masse, si on exclut les fre´quences les plus
e´leve´es, la relation (8.3) est ve´rifie´e :
−∑∆m−
mT
≤ −∆fk
fk
≤ 0 (8.17)
Comme pour le cas d’un syste`me ayant subi une augmentation de trois masses, nous remarquons
de la figure (8.8) que l’e´valuation de la valeur de
−3∆m−
mT
est plus complique´e. En effet, le minimum
de l’oppose´ des variations relatives des fre´quences vaut −0, 0247 tandis que −3∆m−
mT
= −0, 0270.
Enfin, nous discutons dans le paraghraphe 8.3.3 le cas d’un syste`me ayant subi a` la fois plusieurs
augmentations et diminutions de diffe´rentes masses locales.
8.3.3 Cas des syste`mes ayant subi plusieurs augmentations et diminutions de
leurs masses locales
Il est possible de rencontrer des syste`mes ayant subi a` la fois des augmentations et des
diminutions de leurs masses locales. Pour de tel cas, nous testons nume´riquement si les valeurs des
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variations relatives des fre´quences sont toujours borne´es par la somme des ∆m+ des augementations
des masses et la somme des ∆m− des diminutions des masses. Dans ce cadre, nous supposons que
le meˆme syste`me a` 100 d.d.l a subi deux augmentations ∆m+ de 60 % de la masse locale sur les
positions 5 et 33 et trois diminutions ∆m− de −40 % de la masse locale sur les positions 62, 78 et
84. Les valeurs des variations relatives des fre´quences sont trace´es dans la figure (8.9).
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Figure 8.9. En rouge, les trace´s de 0,
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,
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, −2∆m−
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et −3∆m−
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. En bleu, le
trace´ de l’oppose´ de la variation relative des fre´quences suite a` deux augmentations
de 60 % de la masse locale sur les 5e`me et 33e`me masses et a` trois diminutions de
40 % de la masse locale sur les 62e`me, 78e`me et 84e`me masses.
Dans la figure (8.9), nous observons que, suite a` trois diminutions ∆m− sur trois positions
diffe´rentes, les trois variations relatives des trois plus grandes fre´quences augmentent conside´rab-
lement ; les trois plus hautes fre´quences e´tant de l’ordre de
2
m−∆m− . Alors que les n− 3 autres
variations relatives des fre´quences sont bien limite´es par la somme des ∆m+ et la somme des ∆m−
de la manie`re suivante :
−3∆m−
mT
≤ −∆fk
fk
≤ 2∆m+
mT
(8.18)
pour 1 ≤ k ≤ n− 3.
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D’apre`s cette figure (8.9), nous de´duisons que, pour le cas traite´ dans ce paragraphe, les valeurs
2∆m+
mT
et
−3∆m−
mT
sont encore plus difficile a` e´valuer que pour les cas e´tudie´s pre´ce´dement. Il est
remarquable que le max
1≤k≤n
(
−∆fk
fk
)
est atteint pour la fre´quence 49 et que le min
1≤k≤n−3
(
−∆fk
fk
)
est
atteint pour la fre´quence 19. Dans ce cas, max
1≤k≤n
(
−∆fk
fk
)
= 0, 0083 et approche
2∆m+
mT
= 0, 0120
d’une part, et min
1≤k≤n−3
(
−∆fk
fk
)
= −0, 0101 et approche −3∆m−
mT
= −0, 0120.
Ce re´sultat est tre`s inte´ressant et apporte a` l’analyse non destructive un nouvel outil applicable
sans contraintes a` tous les syste`mes dynamiques discrets pouvant subir n’importe quel modification
de leurs masses. Nous ge´ne´ralisons cette the´orie dans la conclusion.
8.4 Conclusion
Au cours de cette e´tude, nous avons cherche´ a` ve´rifier que graˆce a` la variation relative des
fre´quences, ont est capable d’approcher la valeur de la variation relative de la masse. Trois se´ries
d’essais nume´riques ont e´te´ effectue´es. La premie`re pour des syste`mes ayant subi des augmentations
∆m+ de la masse sur une ou plusieurs masses locales. Toutes les k variations relatives des fre´quences
pour ces cas telles que k ∈ {1, ..., n} ve´rifient :
0 ≤ −∆fk
fk
≤
∑
∆m+
mT
(8.19)
La deuxie`me se´rie d’essais montre que suite a` p diminutions ∆m− de la masse sur une ou
plusieurs masses locales, les k variations relatives des fre´quences, pour k ∈ {1, ..., n − p}, sont
limite´es par :
−∑∆m−
mT
≤ −∆fk
fk
≤ 0 (8.20)
Le troisie`me essai nume´rique montre les re´sultats des variations relatives des fre´quences d’un
syste`me ayant subi des augmentations ∆m+ sur deux masses locales et des diminutions ∆m− sur
trois masses locales a` la fois et qui ve´rifient :
−2∆m−
mT
≤ −∆fk
fk
≤ 3∆m+
mT
(8.21)
pour k ∈ {1, ..., n− 3}.
Sur ce point, il est inte´ressant de noter que, si les fre´quences sont ordonne´es selon un ordre
croissant, nous observons qu’en ge´ne´ral, les variations relatives des fre´quences
∣∣∣∣−∆fkfk
∣∣∣∣ tendent a`
diminuer pour les fre´quences e´leve´es. Ce sont les premie`res fre´quences qui permettent une meilleure
e´valuation de la variation relative de la masse. C’est aussi celles qui seront les plus facilement
calculables lors d’une proce´dure inverse (expe´rimentalement).
En conclusion, les basses fre´quences ont une variation relative qui de´pend de la variation relative
de la masse totale. De plus, ce qui est encore plus inte´ressant de point de vue des inge´nieurs est
la conjecture que, si
∑
∆m+ repre´sente la somme des q augmentations des masses locales, et si
114 8. Quantification des modifications de la masse
∑
∆m− repre´sente celle des p diminutions des masses locales, ainsi, les variations relatives des
fre´quences ve´rifient la relation suivante :
−∑∆m−
mT
≤ −∆fk
fk
≤
∑
∆m+
mT
(8.22)
pour k ∈ {1, ..., n− p}.
Jusqu’a` pre´sent, nous avons ve´rifie´ nume´riquement les me´thodes pour re´soudre les 3 e´tapes :
– E´tape 1 : la localisation en temps de la modification de la masse, dans le chapitre 6,
– E´tape 2 : la de´tection de la position de la modification de la masse, dans le chapitre 7,
– E´tape 3 : la quantification de la modification de la masse, dans ce chapitre.
Notre but dans le chapitre suivant consiste a` ve´rifier expe´rimentalement l’efficacite´ des me´thodes
utilise´es pour re´soudre les e´tapes 2 et 3. Vu que l’e´volution de la masse effectue´e expe´rimentalement
n’est pas continue, nous ne traitons pas l’e´tape 1.
Chapitre 9
Mise en œuvre expe´rimentale
N
ous cherchons dans ce chapitre a` tester l’efficacite´ de toutes les me´thodes de´veloppe´es dans
cette the`se sur un syste`me expe´rimental. Nous utilisons un dispositif ayant la forme d’un
baˆtiment a` cinq e´tages. En effectuant diffe´rents essais pour plusieurs ajouts de masse, nous testons
les me´thodes de de´tection de la position ainsi que la me´thode de quantification de la modification
de masse.
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9.1 Introduction
Dans le but de ve´rifier la pertinence des me´thodes qui ont e´te´ pre´sente´es pre´ce´demment et
de les tester sur des donne´es expe´rimentales, nous allons utiliser un dispositif qui a e´te´ de´ja` utilise´
au laboratoire pour e´tudier les re´actions d’un baˆtiment lors d’un se´isme. C’est une maquette qui
repre´sente un baˆtiment de cinq e´tages. Les cinq dalles de chaque e´tage sont relie´es par des lames
me´talliques repre´sentant les parois. Cet ensemble constitue un syste`me dynamique line´aire a` 5
degre´s de liberte´ (d.d.l) qui est re´gi par un syste`me d’e´quations du type (2.5). Ce syste`me ve´rifie
les hypothe`ses de notre e´tude tout au long de cette the`se.
Les essais vont consister a` taper avec un marteau sur un des e´tages, ce qui va exciter tous les
modes propres de ce syste`me. Cette ope´ration sera re´pe´te´e plusieurs fois en frappant sur des e´tages
diffe´rents mais surtout en modifiant la masse des e´tages. L’exploitation des essais expe´rimentaux
repose sur la comparaison entre les mesures vibratoires des acce´le´rations du syste`me initial et celles
obtenues apre`s une augmentation de la masse. Le proble`me expe´rimental propose´ est donc, en un
premier temps, de mesurer les donne´es du syste`me a` 5 masses initiales vibrant sous l’impact d’une
force exte´rieure late´rale exerce´e sur l’une de ces masses. Puis, en un second temps, nous ajoutons
de la masse au niveau de l’un de ces e´tages et nous mesurons les donne´es correspondantes aux
oscillations de chacun des 5 e´tages.
Vu que la re´ponse vibratoire mesure´e avant et apre`s un ajout de masse est enregistre´e au cours
de deux intervalles de temps inde´pendants, le signal total n’est pas continu. Ainsi, la de´tection de
l’instant de la modification de masse en utilisant la TO (qui consiste l’e´tape 1 de notre e´tude) n’est
pas possible dans notre cas expe´rimental. Par contre, nous pouvons calculer le taux d’amortissement
des acce´le´rations des masses du syste`me avant puis apre`s un ajout de masse en utilisant la TO
comme il est de´crit dans le paragraphe 4.5 du chapitre 4.
Notre but dans ce chapitre sera ainsi de ve´rifier expe´rimentalement si nous sommes capables
de de´terminer la position de la variation de la masse a` partir des donne´es mesure´es avant et
apre`s l’ajout de la masse, a` l’aide des me´thodes pre´sente´es auparavant (e´tape 2). La recherche
de la position de l’ajout de la masse consiste a` trouver l’e´tage soumis a` ce changement de masse
en utilisant les donne´es mesure´es avec des capteurs d’acce´le´rations. Nous cherchons de meˆme a`
ve´rifier la relation, e´tudie´e au chapitre 8, entre la variation relative des fre´quences et celle de la
masse (e´tape 3 de notre e´tude).
Dans le paragraphe 9.2, nous de´crivons tout d’abord l’expe´rience faite au sein de l’E´cole des
Ponts ParisTech avec Gwendal CUMUNEL et Nelly POINT. Ensuite, dans le paragraphe 9.3 nous
de´crivons la se´rie d’essais effectue´e et traitons les donne´es de mesures. En outre, pour enrichir et
de´montrer la pertinence du re´sultat, nous testons l’efficacite´ des trois me´thodes de´veloppe´es dans le
chapitre 7, expe´rimentalement, dans le paragraphe 9.4 et nous calculons par la TO l’amortissement
de chaque acce´le´ration. Enfin, les re´sultats de la quantification de la variation relative de la masse
par la variation relative des fre´quences sont pre´sente´s dans le paragraphe 9.5.
9.2 Description de l’expe´rience
Nous disposons d’un me´canisme qui a la forme d’un baˆtiment compose´ de 5 e´tages (donc
5 masses - en kg) et lie´s par quatres lames comme le montre la figure (9.1). Ce dispositif e´tait
de´ja` monte´ au laboratoire et nous de´cidons donc d’en profiter et de nous en servir pour ve´rifier
expe´rimentalement les me´thodes propose´es et de´ja` teste´es sur des donne´es nume´riques.
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Pour l’e´tude expe´rimentale, nous choisissons d’analyser le comportement de ce baˆtiment soumis
a` des oscillations et ayant subi un changement de la masse au niveau de l’un de ses e´tages. Au
cours de cette expe´rience, une force exte´rieure late´rale est exerce´e au niveau de l’un des e´tages du
baˆtiment dans les deux e´tats : e´tat avant l’ajout de la masse et e´tat apre`s l’ajout de la masse. Pour
notre e´tude, l’analyse du comportement vibratoire de ce baˆtiment a pour but la localisation du
changement de la masse, c’est-a`-dire l’identification de l’e´tage concerne´ et la quantification de la
variation relative de la masse au cours du temps.
De´crivons dans ce paragraphe ce dispositif, le mate´riel et la matrice caracte´risant l’e´tat initial
du syste`me.
Nous travaillons avec un syste`me dynamique a` 5 d.d.l ayant pour matrice de masse Mav une
matrice diagonale dont les termes correspondent a` la masse mi de chaque e´tage et qui est donne´e
par :
Mav =

2, 4551 0 0 0 0
0 2, 4579 0 0 0
0 0 2, 4578 0 0
0 0 0 2, 4493 0
0 0 0 0 2, 4521
 (9.1)
La masse totale du syste`me est :
Masse totale =
5∑
i=1
mi +masse des lames = 12, 2722 + 0, 18741 = 12, 4596 kg (9.2)
Rappelons que la re´action d’une construction aux secousses sismiques du sol est caracte´rise´e par
les acce´le´rations, les vitesses et les de´placements de ses e´le´ments. Pour cela on dispose, pour la se´rie
d’essais effectue´e, de 5 capteurs d’acce´le´ration fixe´s a` chaque e´tage (figure (9.2)), d’un marteau a`
embout souple pour exercer une force exte´rieure (figure (9.3)) et d’un capteur de de´placement laser
fixe´ au 5e`me e´tage. Les capteurs et le marteau sont tous branche´s a` une carte d’acquisition comme
indique´ dans la figure (9.4).
Le principe de ces expe´rimentations consiste a` taper late´ralement avec le marteau sur un
e´tage de manie`re a` cre´er l’effet vibratoire du syste`me. Les signaux de´livre´s par les capteurs
acce´le´rome´triques sont des mesures faites de fac¸on discre`te et ayant un pas de temps constant.
Les signaux sont enfin enregistre´s dans une matrice appele´e matrice des donne´es de mesures. Cette
matrice contient, entre autre, la matrice des acce´le´rations de chaque e´tage a` l’e´tat initial. En ajou-
tant de la masse au niveau de l’un des e´tages, la matrice des donne´es mesure´es correspond aux
mesures apre`s l’ajout de la masse.
Dans la suite, nous traitons les deux matrices de mesures avant et apre`s un ajout de masse
pour la se´rie d’essais e´tudie´e afin d’extraire le temps d’observation, l’acce´le´ration de chacun des
5 e´tages et le de´placement du 5e`me e´tage dans le paragraphe 9.3. Nous ve´rifions enfin la validite´
expe´rimentale des trois me´thodes de de´tection de la position de la variation de la masse dans le
paragraphe 9.4. Nous calculons ensuite les amortissements des acce´le´rations de quelques cas ainsi
que le quantification de la variation relative de quelques ajouts de masses dans le paragraphe 9.5.
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Lame
Étage 5
Étage 4
Étage 3
Étage 2
Étage 1
Figure 9.1. Dispositif compose´ de 5 e´tages lie´s par des lames.
Étage
Capteurs
Préparation pour 
l’ajout de la 
masse à l’étage 3
Figure 9.2. Cinq capteurs d’acce´leration attache´s a` chaque e´tage.
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Embout souple
Figure 9.3. Marteau utilise´ pour engendrer la force exte´rieure.
Entrée du 
marteau
Entrée du capteur 5
Entrée du capteur 4
Entrée du capteur 3
Entrée du capteur 2
Entrée du capteur 1
3 entrées vides
Figure 9.4. La carte d’acquisition avec des modules de 4 entre´es chacun.
9.3 Analyse des donne´es de mesure
Au cours de notre e´tude expe´rimentale, une se´rie de 52 essais a e´te´ effectue´e sur le dispositif
de´crit dans le paragraphe pre´ce´dent. Pour chacun des essais, une force d’excitation est excerce´e
late´ralement avec le marteau a` embout souple.
Nous disposons de trois valeurs diffe´rentes d’ajouts de masses telles que :
∆m1 = 0, 30948 kg
∆m2 = 0, 62003 kg ≃ 2∆m1
∆m3 = 0, 93328 kg ≃ 3∆m1
(9.3)
Les essais apre`s l’ajout de la masse consistent ainsi a` effectuer les 3 types de changement de
masse successivement sur chacun des 5 e´tages. En exerc¸ant un choc sur le troisie`me e´tage, nous
effectuons a` chaque fois trois essais identiques (i.e. en fixant l’e´tage et la valeur de l’ajout de la
masse) mais en variant la force du choc. Au total, cette se´rie est compose´e de 52 essais :
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• 3 essais : avant tout ajout de masse,
• 45 essais : 3×5×3 essais apre`s l’ajout de masses diffe´rentes sur chacun des e´tages,
• 4 essais : en fixant la valeur et l’e´tage de l’ajout de la masse et en variant l’e´tage
excite´. Ce choix a pour but de tester l’effet de l’excitation sur le com-
portement du syste`me lorsqu’on change l’e´tage excite´.
Pour une description plus claire, les essais diffe´rents effectue´s sont sche´matise´s dans la figure
(9.5).
Figure 9.5. Les essais effectue´s suivant la valeur de l’ajout de la masse, la position de chaque
ajout, l’e´tage d’excitation et le nombre d’essais.
Pour chacun de ces essais nous appliquons la FFT au signal vibratoire associe´ dans le but de
calculer les 5 fre´quences du signal. Les fre´quences re´cupe´re´es sont donne´es dans l’annexe C.
On tape avec le marteau sur un des e´tages pour exciter tous les modes et on mesure, a` l’aide
des capteurs, les acce´le´rations de chaque e´tage. La matrice des donne´es de mesures est ainsi forme´e
122 9. Mise en œuvre expe´rimentale
par des vecteurs lignes compose´s chacun de 49560 e´le´ments repre´sentant les e´chantillons en temps.
La matrice de masse initialeMav avant tout ajout de masse est donne´e dans l’e´quation (9.1) et
la matrice de masse Map apre`s l’ajout de la masse de´pend de la position et de la valeur de chaque
ajout de masse.
Le pas d’e´chantillonage constant est donne´ par ∆t = 5, 86× 10−4 s. Le vecteur des fre´quences
en Hz fourni par le logiciel est pre´sente´ comme suit :
fav =

2, 27
6, 16
9, 64
12, 67
18, 33
 (9.4)
On re´cupe`re ainsi la matrice des donne´es de mesures qui est de dimension 7 × 49560 et on
de´duit le temps d’observation total Tav = 49560×∆t = 29, 04 s.
La matrice des donne´es de mesures est compose´e de 7 vecteurs lignes de 49560 e´chantillons
chacun : un vecteur force, un vecteur de de´placement et cinq vecteurs d’acce´le´rations.
Le trace´ du vecteur force est montre´ dans la figure (9.6). Celui-ci forme un pic environ a` l’instant
0, 6 s et s’annule ailleurs. On en de´duit que ce signal ressemble a` un dirac de´crivant la force exerce´e
par le marteau 0, 6 secondes apre`s le de´but de l’enregistrement.
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Figure 9.6. Trace´ de la courbe du vecteur force en fonction du temps d’observation en secondes.
Ensuite, le vecteur de de´placement du cinquie`me e´tage enregistre´ avec le capteur de de´placement
laser est trace´ dans la figure (9.7).
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Figure 9.7. Trace´ de la courbe du vecteur de de´placement du cinquie`me e´tage en fonction du
temps d’observation enregistre´ a` l’aide du capteur laser.
Enfin, le trace´ de chacun des cinq vecteurs d’acce´le´ration de chacun des cinq e´tages est pre´sente´
dans la figure (9.8). On note ici que l’allure de la courbe correspondant a` l’e´tage 3 commence par
un pic a` l’instant de l’impact du marteau puis continue a` vibrer normalement. Dans cette figure, les
acce´le´rations des cinq masses sont trace´s apre`s l’impact du marteau pour montrer le comportement
vibratoire de chacune.
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Figure 9.8. Trace´ des courbes des vecteurs d’acce´le´ration de chacun des 5 e´tages en fonction du
temps d’observation.
Ainsi, il est utile de noter que des points sont enregistre´s au de´but de l’observation avant le
choc du marteau, ce qui peut affecter ne´gativement le re´sultat de la recherche de la position. Pour
cela, nous cherchons tout d’abord le nombre de points a` enlever du de´but du signal pour assurer
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la stabilisation de la variation du syste`me avant l’ajout de la masse. Dans la figure (9.9), nous
trac¸ons le premier vecteur de la matrice des re´ponses repe´sentant l’acce´le´ration du premier e´tage.
En zoomant sur le de´but du signal, nous pouvons remarquer la vibration tre`s faible de l’e´tage avant
l’impact du marteau. Cette vibration, due aux perturbations exte´rieures, est de´tecte´e au cours des
premiers 1200 points environ. Pour cela, et pour assurer une bonne e´tude des donne´es mesure´es,
nous conside´rons seulement les points enregistre´s apre`s le choc du marteau.
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Figure 9.9. Nombre de points a` enlever avant l’impact du choc.
Par conse´quent, la matrice de re´ponse avant le changement de masseXav est donc constitue´e par
les 5 vecteurs acce´le´rations de la matrice des donne´es de mesure pour les derniers 48360 e´chantillons
et sera donc de dimension 5× 48360. La meˆme de´marche est utilise´e pour l’e´tude des donne´es de
mesure apre`s chaque ajout de la masse pour re´cupe´rer la matrice de re´ponse Xap.
Pour chercher l’amortissement des vibrations acce´le´ratoires de chaque e´tage pour les 3 essais,
nous appliquons la TO au signal de la matrice Xav et nous pre´sentons les re´sultats dans la figure
(9.10).
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Figure 9.10. Cœfficient d’amortissement en pourcentage de chaque acce´le´ration pour les trois
essais.
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Dans la figure (9.10) nous pre´sentons l’amortissement de chacune des cinq masses pour les
trois essais. Nous pre´sentons de plus l’amortissement moyen des 5 masses pour les 3 essais. Il est
remarquable que chaque taux d’amortissement est strictement infe´rieur a` 0.1%. Nous rappelons
ici que le taux d’amortissement de´pend naturellement de la force exte´rieure exerce´e aux masses.
Notons aussi que l’amortissement est faible vu que les masses sont lie´es par des lames en acier
assurant une faible vibration de la structure.
9.4 Recherche de la position de l’ajout de la masse
Notre but dans ce paragraphe est de trouver la position correspondante a` l’e´tage ayant subi
un ajout de masse. Pour cela, nous utilisons les me´thodes de´veloppe´es dans le chapitre 7 pour la
recherche de la position du changement de la masse et qui se basent sur la variation des modes
propres avant et apre`s l’ajout de la masse.
Apre`s la permutation des modes propres calcule´s en utilisant la me´thode du MAC [30], nous
calculons les deux matrices des modes propres permute´s PermPOMav et PermPOMap avant et
apre`s l’ajout de la masse. Comme de´ja` de´fini dans le paragraphe 7.2 du chapitre 7,
∆ = |PermPOMav − PermPOMap| repre´sente la matrice des valeurs de l’e´cart entre les POMs.
Dans notre cas, ∆ est de dimension 5× 5 puisque nous travaillons avec un syste`me a` 5 d.d.l. Ainsi,
nous cherchons les 5 valeurs maximales de chacun des 5 vecteurs colonnes de ∆ et leur indice
correspondant. Notons Max le vecteur ligne de dimension 5 compose´ des 5 valeurs maximales et
Ind le vecteur ligne de dimension 5 contenant les 5 indices. La ie`me valeur du vecteur Ind correspond
a` la position de´tecte´e entre le ie`me mode de PermPOMav et le i
e`me mode de PermPOMap. Le
cas ide´al serait de trouver la position 3 par exemple (le nume´ro de l’e´tage ayant subi un ajout de
masse) sur chaque valeur de l’e´cart dans le vecteur Max.
Ayant trouve´ les deux vecteurs Max et Ind, nous appliquons les trois me´thodes discute´es dans
le chapitre 7 et pre´sente´es dans la figure (9.11) dans le cas ou` ces me´thodes sont exactes. La
premie`re me´thode (a), OI, se base sur la de´tection de la position suivant l’occurence des indices de
∆, la deuxie`me (b), EC, sur l’amplitude des e´carts cumule´s et la troisie`me me´thode (c), EM, sur
l’e´cart maximal.
Au cours de cette se´rie expe´rimentale, nous disposons de trois valeurs diffe´rentes de ∆m. En
tapant late´ralement sur le troisie`me e´tage avec le marteau on excite tous les modes (ceci a e´te´ teste´
expe´rimentalement par plusieurs essais). Sachant que l’utilisation du marteau et la force associe´e
de´pendent de l’expe´rimentateur, 3 essais identiques sont effectue´s a` chaque test.
On conside`re tout d’abord ∆m1 = 0, 30948 kg, ∆m2 = 0, 62003 kg et ∆m3 = 0, 93328 kg
trois valeurs diffe´rentes de l’ajout de la masse. En fixant a` chaque essai l’e´tage et la valeur de son
ajout de masse, nous enregistrons 3 fois les re´sultats oscillatoires des e´tages en variant la force du
marteau exerce´e par l’expe´rimentateur sur le troisie`me e´tage. On dispose ainsi de 15 essais pour
l’ajout de la valeur ∆m1, 15 essais pour ∆m2 et 15 autres pour ∆m3. Les re´sultats de la de´tection
de l’e´tage concerne´ a` chaque ajout de masse sont pre´sente´s dans les parapgraphes 9.4.1, 9.4.2 et
9.4.3.
Enfin, dans le paragraphe 9.4.4, on choisit un diffe´rent type d’e´tude. On se base sur le cas
ayant un ajout de masse au niveau du quatrie`me e´tage tel que ∆m3 = 0, 93328 kg. Sachant
qu’avec le marteau on a tape´ late´ralement sur chacun des 5 e´tages, on posse`de pour le meˆme cas
cinq excitations diffe´rentes. A` noter que pour la troisie`me excitation, trois essais a` force diffe´rente
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sont enregistre´s. Alors, on obtient 7 essais au total pour l’ajout de ∆m3 au niveau du quatrie`me
e´tage.
m2m1 m3 m4 m5
mm 21 m3 m4 m5
PermPOMav
PermPOMap
Delta
( ) Max
(c) ( 0 0 max(m ) 0 0 ) écart maximali
(b) ( 0 0 sum(m ) 0 0 ) écart cummulési
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(a) ( 0 0 5 0 0 ) occurence
( )
Figure 9.11. Cas ide´al pour la de´tection de la position 3 du changement de la masse en utilisant
les re´sultats de la me´thode OI, de la me´thode EC et de la me´thode EM.
9.4.1 Un ajout de masse de 2, 5 % de la masse totale
Notre but dans ce paragraphe est de comparer les donne´es mesure´es avant et apre`s l’ajout
de la masse ∆m1 = 0, 30948 kg sur chacun des 5 e´tages inde´pendamment. Cet ajout de masse
forme environ 12, 6 % de la masse locale d’un e´tage. Rappelons tout d’abord que tous les essais
effectue´s dans ce paragraphe consistent a` taper late´ralement avec le marteau sur le troisie`me e´tage.
Pour commencer, nous ajoutons la masse ∆m1 a` l’e´tage 1 et nous pre´sentons les re´sultats des
3 essais effectue´s dans la figure (9.12). Puisqu’on a ajoute´ la masse ∆m1 a` l’e´tage 1, on espe`re
de´tecter la position 1, ce qui est le cas d’apre`s les me´thodes OI, EC et EM des essais 1 et 2 et la
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me´thode OI de l’essai 3. La figure (9.13) repre´sente les re´sultats trouve´s apre`s l’ajout de la masse
∆m1 a` l’e´tage 2. Graˆce aux me´thodes EC et EM applique´es a` l’essai 2 on est capable de trouver la
bonne position 2. Apre`s l’ajout de la masse au niveau du troisie`me e´tage, l’utilisation des me´thodes
OI et EC permet la de´tection de la position 3 d’apre`s la figure (9.14) pour les 3 essais. Or, l’ajout
de la masse a` l’e´tage 4 n’a e´te´ de´tecte´ par aucune des trois me´thodes et pour aucun des essais
comme le montre la figure (9.15). Enfin, de la figure (9.16), on de´duit que les trois me´thodes sont
capables de de´tecter la position 5 de l’ajout de la masse pour les essais 2 et 3 seulement.
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Figure 9.12. Recherche de la position pour les trois essais avec un ajout de la masse ∆m1 sur le
premier e´tage et en tapant sur le troisie`me e´tage.
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Figure 9.13. Recherche de la position pour les trois essais avec un ajout de la masse ∆m1 sur le
deuxie`me e´tage et en tapant sur le troisie`me e´tage.
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Figure 9.14. Recherche de la position pour les trois essais avec un ajout de la masse ∆m1 sur le
troisie`me e´tage et en tapant sur le troisie`me e´tage.
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Figure 9.15. Recherche de la position pour les trois essais avec un ajout de la masse ∆m1 sur le
quatrie`me e´tage et en tapant sur le troisie`me e´tage.
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Figure 9.16. Recherche de la position pour les trois essais avec un ajout de la masse ∆m1 sur le
cinquie`me e´tage et en tapant sur le troisie`me e´tage.
Le tableau (9.1) montre la probabilite´ correspondant a` l’efficacite´ de chacune des trois me´thodes
OI, EC et EM dans la de´tection de la position du changement de la masse pour les essais enre-
gistre´s lors de l’ajout de la masse ∆m1 sur chacun des 5 e´tages en tapant sur le troisie`me e´tage.
On en de´duit que les me´thodes OI et EC de´tectent dans 53, 3 % des essais la bonne position du
changement de la masse, alors que la me´thode EM a une probabilite´ de 33, 3 % de trouver l’e´tage
ayant subi l’ajout expe´rimental de la masse. Il est a` noter que ∆m1 est tre`s petit (environ 2, 48 %
de la masse totale) et donc il est normal que la probabilite´ de la bonne de´tection de la position ne
soit pas tre`s e´leve´e. Pour cela, nous pre´sentons dans le paragraphe suivant les re´sultats obtenus,
apre`s l’ajout de masse ∆m2 qui vaut le double de ∆m1.
EXCIT = 3
∆m1
E´tage 1 E´tage 2 E´tage 3 E´tage 4 E´tage 5
Me´thode (a) 3/3 0/3 3/3 0/3 2/3 53,3 %
Me´thode (b) 2/3 1/3 3/3 0/3 2/3 53,3 %
Me´thode (c) 2/3 1/3 0/3 0/3 2/3 33,3 %
Tableau 9.1. Probabilite´ pour chacune des trois me´thodes de trouver la bonne position de l’ajout
∆m1 sur chacun des cinq e´tages successivement et en tapant sur le troisie`me e´tage.
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9.4.2 Un ajout de masse de 5 % de la masse totale
Malgre´ l’ajout d’une tre`s petite valeur de masse, les re´sultats expe´rimentaux pre´sente´s
dans le paragarphe 9.4.1 montrent que graˆce aux me´thodes de de´tection, nous sommes capables
de de´duire la plupart du temps la bonne position de l’ajout de la masse. Dans ce qui suit, nous
choisissons d’ajouter la masse ∆m2 = 0, 62003 kg, c’est a` dire environ 25, 25 % de la masse locale ce
qui correspond a` 5 % de la masse totale. Ces essais sont aussi re´alise´s en changeant successivement
l’e´tage ayant subi l’ajout ∆m2 et en tapant sur le troisie`me e´tage.
Pour les 15 essais e´tudie´s dans ce paragraphe, on a a` peu pre`s double´ la valeur de la masse
ajoute´e a` chacun des cinq e´tages. Les re´sultats obtenus pour chacun de ces essais, ayant le meˆme
principe que ceux du paragraphe pre´ce´dent, sont montre´s dans le paragraphe D.1 de l’annexe D.
Dans le tableau (9.2), nous montrons en pourcentage la probabilite´ de la de´tection de la bonne
position de l’ajout de la masse d’une valeur ∆m2 qui vaut environ un ajout de 5 % de la masse
totale du syste`me. On en de´duit que les me´thodes OI et EM sont capables de de´tecter la bonne
position dans 66, 6 % des essais, alors que la me´thode EC s’ave`re pre´cise pour 80 % des essais
effectue´s.
On remarque que la probabilite´ de succe`s de chacune des trois me´thodes a augmente´ en aug-
mentant la valeur de l’ajout de la masse. Ainsi, nous proposons de de´velopper un troisie`me test
dans le paragraphe 9.4.3 en ajoutant le triple de ∆m1 a` chacun des 5 e´tages.
EXCIT = 3
∆m2
E´tage 1 E´tage 2 E´tage 3 E´tage 4 E´tage 5
Me´thode (a) 3/3 1/3 2/3 1/3 3/3 66,6 %
Me´thode (b) 3/3 2/3 2/3 2/3 3/3 80 %
Me´thode (c) 3/3 3/3 1/3 2/3 1/3 66,6 %
Tableau 9.2. Probabilite´ pour chacune des trois me´thodes de trouver la bonne position de l’ajout
∆m2 sur chacun des cinq e´tages successivement et en tapant sur le troisie`me e´tage.
9.4.3 Un ajout de masse de 7, 5 % de la masse totale
L’ajout de la masse ∆m3 = 0, 93328 kg sur l’un des 5 e´tages correspond a` un ajout de 38 %
de la masse locale de chaque e´tage donc vaut 7, 5 % de la masse totale du syste`me.
Nous e´tudions dans ce paragraphe si, en augmentant encore plus la masse de l’un des e´tages,
on est capable de trouver l’e´tage concerne´ en utilisant les meˆmes me´thodes et en suivant les meˆmes
de´marches de´crites pre´ce´demment. Les figures sche´matisants les re´sultats de ces trois me´thodes
pour les essais de cet ajout de masse sont montre´es dans le paragraphe D.2 de l’annexe D.
L’objectif de l’ajout de la masse ∆m3, qui est environ le triple de la valeur de ∆m1, a` chacun
des cinq e´tages successivement, est de montrer que l’augmentation de la valeur de l’ajout de la
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masse ∆m entraˆıne des re´sultats plus pertinents sur la de´tection de la bonne position de cet ajout
de masse. Nous montrons ceci dans le tableau (9.3) ou`, la me´thode OI prouve une efficacite´ de
93, 3 %, la me´thode EC de 86, 6 % et la me´thode EM de 53, 3 % des essais effectue´s.
EXCIT = 3
∆m3
E´tage 1 E´tage 2 E´tage 3 E´tage 4 E´tage 5
Me´thode (a) 3/3 2/3 3/3 3/3 3/3 93,3 %
Me´thode (b) 2/3 2/3 3/3 3/3 3/3 86,6 %
Me´thode (c) 2/3 2/3 1/3 3/3 0/3 53,3 %
Tableau 9.3. Probabilite´ pour chacune des trois me´thodes de trouver la bonne position de l’ajout
∆m3 sur chacun des cinq e´tages successivement et en tapant sur le troisie`me e´tage.
Les amortissements des acce´le´rations des masses pour les trois essais apre`s un ajout de ∆m3
sur l’e´tage 4 sont pre´sente´s en discret en bleu dans la figure (9.17). De plus, dans cette figure, nous
trac¸ons en rouge l’amortissement moyen de chaque essai. Ces amortissements sont calcule´s par la
TO. Ces re´sultats sont raisonnables car les lames sont en acier donc les masses sont faiblement
amorties.
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Figure 9.17. Cœfficient d’amortissement en pourcentage, en bleu, des acce´le´rations des masses
du syste`me ayant subi un ajout de ∆m3 sur l’e´tage 4. En rouge, l’amortissement
moyen entre les 5 masses pour chacun des trois essais.
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Pour notre dernier test on propose cette fois de faire varier l’e´tage ou` le marteau fait son impact
en fixant la valeur de l’ajout de la masse ∆m3 = 0, 93328 kg sur l’e´tage 4. Les re´sultats obtenus
sont de´crits dans le paragraphe 9.4.4.
9.4.4 Variation de l’e´tage d’excitation
Dans ce dernier test, on choisit un diffe´rent type d’e´tude. On se pose dans le cas tel que, la
valeur de l’ajout de la masse ∆m3 = 0, 93328 kg est fixe´e au quatrie`me e´tage et on effectue plusieurs
essais en tapant late´ralement sur chacun des 5 e´tages successivement. Ainsi, nous cherchons a`
ve´rifier que, graˆce a` ces trois techniques de de´tection, on est capable de de´duire que le changement
de la masse a e´te´ effectue´ au quatrie`me e´tage.
Comme pour les deux cas pre´ce´dents, les figures sche´matisants la recherche de la position de
l’ajout de la masse sont pre´sente´es dans le paragraphe D.3 de l’annexe D.
Nous trouvons dans le tableau (9.4) les re´sultats montrant que les trois me´thodes OI, EC et
EM sont capables de de´tecter 100 % des 7 essais effectue´s pour ce test. Les re´sultats statistiques
de ces me´thodes montrent une probabilite´ d’efficacite´ tre`s satisfaisante dans ce cas.
E´tage = 4
∆m3
Excit 1 Excit 2 Excit 3 Excit 4 Excit 5
Me´thode (a) 1/1 1/1 3/3 1/1 1/1 100 %
Me´thode (b) 1/1 1/1 3/3 1/1 1/1 100 %
Me´thode (c) 1/1 1/1 3/3 1/1 1/1 100 %
Tableau 9.4. Probabilite´ pour chacune des trois me´thodes de trouver la bonne position de l’ajout
∆m3 sur l’e´tage 4 et en tapant sur chacun des cinq e´tages successivement.
9.5 Estimation de la variation relative de la masse
En analysant les variations relatives des fre´quences lors de cette se´rie d’expe´riences, nous
cherchons a` estimer la variation relative de la masse en utilisant la me´thode de´veloppe´e dans le
chapitre 8. Dans ce paragraphe, nous ne cherchons pas a` faire une analyse exhaustive, mais nous
pre´sentons trois cas avec les trois ∆m diffe´rents et nous varions aussi les e´tages de l’ajout de la
masse. Pour cela, nous cherchons a` approcher la valeur de la variation relative de la masse suite
a` un ajout de ∆m3 sur la masse 4 dans le paragraphe 9.5.1, un ajout ∆m2 sur la masse 2 dans
le paragraphe 9.5.2 et enfin un ajout ∆m1 sur la masse 5 dans le paragraphe 9.5.3. De plus, dans
un dernier test, nous effectuons trois ajouts de masses ∆m1 successifs sur chacun des cinq e´tages
pour tester si on est capable d’approcher chacun variation relative de masse.
Rappelons que si l’une des masses du syste`me augmente, les fre´quences diminuent en ge´ne´ral.
Ceci est remarquable vu que le signe de ∆f est oppose´ a` celui de ∆m.
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Pour chaque essai on mesure les acce´le´rations de chacun des e´tages. Soient fi1, fi2, fi3, fi4 et
fi5 les cinq fre´quences calcule´es par la FFT du i
e`me vecteur d’acce´le´ration correspondant au ie`me
e´tage. Comme les 5 e´tages sont solidaires, les fre´quences d’oscillations des 5 e´tages doivent eˆtre
sensiblement identiques. Ceci est ve´rifie´ dans le tableau (9.5) qui pre´sente les fre´quences calcule´es
par la FFT de chacun des cinq e´tages. Ces fre´quences sont re´cupe´re´es a` l’e´tat initial du syste`me
en tapant sur le troisie`me e´tage. Suivant les valeurs de l’e´cart des fre´quences max
1≤i≤n
(∆fik) pour la
ke`me fre´quence fk, l’e´cart maximal vaut ∆f5 = 0, 0261. Ainsi, l’incertitude relative sur f5 est faible
et vaut 0, 0014. Il en est de meˆme pour les fre´quences apre`s un ajout de masse.
FFT du FFT du FFT du FFT du FFT du
vecteur 1 vecteur 2 vecteur 3 vecteur 4 vecteur 5 max(∆fk)
f1 2,2654 2,2654 2,2654 2,2654 2,2654 0
f2 6,1712 6,1712 6,1712 6,1712 6,1712 0
f3 9,5563 9,5563 9,5563 9,5563 9,5563 0
f4 12,7070 12,7070 12,7070 12,7070 12,7070 0
f5 18,3574 18,3574 18,3835 18,3835 18,3574 0,0261
Tableau 9.5. Les cinq fre´quences calcule´es par la FFT du vecteur acce´le´ration de chacun des 5
masses.
Dans la suite, pour chaque k tel que k ∈ {1, ..., 5}, nous posons fk la ke`me fre´quence moyenne
telle que :
fk =
∑5
i=1 fik
5
(9.5)
Notre but est d’utiliser la relation liant la variation relative moyenne des fre´quences
∆fk
fk
et la
variation relative de la masse entre les essais conside´re´s :
0 <
−∆fk
fk
≤ ∆m
mT
(9.6)
Voici les diffe´rents couples d’essais que nous allons traiter.
9.5.1 Un ajout de 12 % de la cinquie`me masse
Tout d’abord, nous e´tudions la variation relative des fre´quences suite a` un ajout de masse
∆m1 = 0, 3094 sur la cinquie`me masse. Celle-ci devient e´gale a` 2, 7587 Kg. Ainsi, la valeur de la
variation relative de la masse est e´gale a`
∆m1
mT
= 0, 0248. Cet ajout vaut environ 12 % de la masse
locale de celle-ci et environ 2, 5% de la masse totale initiale du syste`me.
En appliquant la FFT sur chaque vecteur d’acce´le´ration nous re´cupe´rons cinq fre´quences
moyennes pour chacun des trois essais avant et apre`s cet ajout de masse. Pour le premier essai, les
cinq
−∆fk
fk
moyennes sont marque´es par des e´toiles dans la figure (9.18), celles du deuxie`me essai
134 9. Mise en œuvre expe´rimentale
par des cercles et celles du troisie`me essai par des signes plus. En rouge, nous pre´sentons la valeur
de la variation relative de la masse
∆m1
mT
.
D’apre`s la figure (9.18) correspondante, nous de´duisons que l’oppose´ de toutes les variations
relatives des fre´quences sont bien borne´es par la variation relative de la masse et par 0. En effet, le
maximum de ces variations est atteint pour la troisie`me fre´quence et vaut 0, 0245. Par conse´quent,
la relation (9.6) est ve´rifie´e expe´rimentalement pour ce cas.
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Figure 9.18. L’oppose´ de la variation relative des fre´quences moyennes pour le syste`me
expe´rimental ayant subi un ajout de ∆m1 sur la cinquie`me masse locale.
9.5.2 Un ajout de 25 % de la deuxie`me masse
La seconde e´tude repose sur l’ajout de la valeur ∆m2 = 0, 62Kg sur la deuxie`me masse qui
devient e´gale a` 3, 0779Kg. Cet ajout de masse vaut environ 25 % de la masse locale de celle-ci ou
environ 5% de la masse totale initiale du syste`me. Dans ce cas, la variation relative de la masse est
donne´e par
∆m2
mT
= 0, 0497. Les re´sultats obtenus de la variation relative des fre´quences moyennes
sont pre´sente´s dans la figure (9.19). Nous remarquons que les valeurs de la variation relative des
fre´quences sont borne´es par 0 et par
∆m2
mT
a` l’exception de la dernie`re valeur. Le maximum de
ces variations relatives vaut 0, 0524 et de´passe
∆m2
mT
avec une diffe´rence de 0, 0027. En ne´gligeant
le poids des lames, nous conside´rons la masse des 5 e´tages seulement mm = 12, 2722Kg, ainsi
∆m2
mm
= 0, 0505 mais max
1≤k≤n
(−∆fk
fk
)
de´passe toujours cette limite avec une diffe´rence de 0,0018.
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Figure 9.19. L’oppose´ de la variation relative des fre´quences moyennes pour le syste`me
expe´rimental ayant subi un ajout ∆m2 sur la deuxie`me masse locale.
9.5.3 Un ajout de 38 % de la quatrie`me masse
Dans un troisie`me test, nous supposons que le syste`me a subi un ajout de masse
∆m3 = 0, 9332Kg sur la quatrie`me masse qui vaut environ 38% de sa masse locale. Cet ajout vaut
environ 7, 5% de la masse totale de ce syste`me. Dans ce cas, la valeur de la variation relative de la
masse vaut
∆m3
mT
= 0, 0748. Pour chacun des 3 essais, les cinq
−∆fk
fk
moyennes sont sche´matise´s
dans la figure (9.20). Nous remarquons que toutes les
−∆fk
fk
sont borne´es par la valeur de
∆m3
mT
et
par 0 a` l’exception de la variation relative de la quatrie`me fre´quence pour les trois essais. Malgre´ cet
effet non rencontre´ nume´riquement, il est utile de noter que
−∆f4
f4
est proche de la valeur de
∆m3
mT
.
En effet, le maximum des variations relatives des fre´quences moyennes est tel que
−∆f4
f4
= 0, 0819
et de´passe la valeur de
∆m3
mT
avec une diffe´rence de 0, 0071. Les autres variations relatives des
fre´quences moyennes ve´rifient la relation (9.6).
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Figure 9.20. L’oppose´ de la variation relative des fre´quences moyennes pour le syste`me
expe´rimental ayant subi un ajout de ∆m3 sur la quatrie`me masse locale.
9.5.4 Trois ajouts de 12 % chacun
Pour une dernie`re analyse de la variation relative de la masse, le syste`me expe´rimental a subi
au cours de l’intervalle de temps [0;T ] les trois ajouts de la masse sur chacun des cinq e´tages
simultane´ment. Soit au cours de l’intevalle de temps [0; t1] un ajout de la masse ∆m1 sur l’e´tage
1, puis au cours du temps [t1; t2] un second ajout de ∆m1 sur l’e´tage 1. Ainsi, au cours du temps
[0; t2] l’e´tage 1 a subi un ajout de ∆m2 = 2∆m1 par rapport a` sa masse initiale. Enfin, au cours
du temps [t2;T ], un troisie`me ajout de ∆m1 est effectue´ sur l’e´tage 1. Par conse´quent, au cours
du temps [0;T ] l’e´tage 1 a subi un ajout de ∆m3 = 3∆m1 par rapport a` sa masse initiale. Nous
reprenons la meˆme de´marche pour chacun des cinq e´tages.
L’oppose´ de la variation relative des fre´quences est montre´ dans la figure (9.21). Comme pre´vu,
chaque variation relative des fre´quences a` chaque e´tage est limite´e par la valeur de la variation de
la masse qui lui est attribue´e et par 0, a` l’exception de quelques unes qui de´passent parfois la limite
associe´e. En effet, dans cet exemple, la matrice de masse conside´re´e initiale apre`s chaque ajout de
masse n’est pas exactement homoge`ne. Ce qui peut justifier l’existence de ces quelques exceptions.
Malgre´ cet effet, ces valeurs sont proches de la valeur de la variation relative de la masse et donc
nous sommes toujours capables de trouver un ordre de grandeur de cette variation relative.
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Figure 9.21. L’oppose´ de la variation relative des fre´quences moyennes pour le syste`me
expe´rimental ayant subi trois ajouts successifs de la masse ∆m1 sur chacun des
cinq e´tages.
Dans ce paragraphe 9.5, les valeurs de l’oppose´ de la variation relative des fre´quences ve´rifient
souvent la relation (9.6). Quelques exceptions sont parfois de´tecte´es. En effet, cette relation,
de´veloppe´e dans le chapitre 8, est une estimation puisque la me´thode e´tudie´e dans [49] ne s’ap-
plique pas pour des conditions de Neumann et Dirichlet aux bords. De plus, ces exceptions
peuvent eˆtre rencontre´es a` cause des incertitudes de mesures souvent rencontre´es dans de me-
sures expe´rimentales. Malgre´ ceci, nous avons toujours des informations sur l’ordre de grandeur de
la variation relative de la masse.
9.6 Conclusion
Dans ce chapitre, nous avons e´tudie´ l’efficacite´ expe´rimentale des trois me´thodes de de´tection
de la position d’une variation de masse et la quantification de la variation relative de masse sur un
dispositif ayant la forme d’un baˆtiment a` 5 e´tages.
Une se´rie d’essais a e´te´ enregistre´e et traite´e dans le but de ve´rifier expe´rimentalement les
re´sultats the´oriques obtenus dans les chapitres 7 et 8. Ainsi, 52 essais expe´rimentaux ont e´te´
effectue´s avant et apre`s l’ajout des valeurs de masse diffe´rentes sur chacun des 5 e´tages inde´pendam-
ment. L’analyse des signaux enregistre´s en utilisant les me´thodes de de´tection du changement de
la masse a e´te´ montre´e dans le paragraphe 9.4.
Les re´sultats sur la probabilite´ d’efficacite´ de chacune des trois me´thodes de de´tection de posi-
tion OI, EC et EM sont re´sume´s dans les tableaux (9.1), (9.2), (9.3) et (9.4).
Pour conclure, les me´thodes OI, EC et EM deviennent de plus en plus exactes avec l’augmen-
tation de la valeur de la variation de la masse. Ceci est ve´rifie´ dans le tableau re´capitulatif (9.6)
qui calcule la probabilite´ totale de chacune des trois me´thodes pour tous les tests e´tudie´s. De ce
tableau nous de´duisons que, expe´rimentalement, la me´thode EM, (c), ne montre pas une grande
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efficacite´ pour la de´tection de la bonne position de l’ajout de la masse contrairement aux me´thodes
OI et EC.
En effet, avec l’augmentation de la valeur de l’ajout de la masse de 2, 5 % a` 7, 5 % de la masse
totale du syste`me, la probabilite´ de la de´tection de la bonne position du changement de la masse
en utilisant la me´thode OI augmente de 53, 3 % a` 93, 3 %, alors que la probabilite´ de la me´thode
EC augmente de 53, 3 % a` 86, 6 %.
En conclusion, les me´thodes OI et EC sont des me´thodes pertinentes pour la de´tection de la
bonnne position de la variation de la masse d’un syste`me, avec une probabilite´ de 75 % environ
sur le total des 52 essais effectue´s expe´rimentalement.
EXCIT = 3 E´TAGE = 4
TOTAL
∆m1 ∆m2 ∆m3 ∆m3
Me´thode (a) 8/15 10/15 14/15 7/7 75 %
Me´thode (b) 8/15 12/15 13/15 7/7 77 %
Me´thode (c) 5/15 10/15 8/15 7/7 58 %
Tableau 9.6. Probabilite´ totale de l’efficacite´ des trois me´thodes pour tous les essais
expe´rimentaux e´tudie´s dans ce chapitre.
Des tests sur la me´thode de la quantification de la variation relative de la masse par celle des
fre´quences ont e´te´ mene´s dans le paragraphe (9.5). Apre`s plusieurs tests, nous de´montrons que
ge´ne´ralement, cette me´thode est efficace. Il se peut parfois que l’oppose´ d’une variation relative
des fre´quences de´passe la limite
(
la valeur de
∆m
mT
)
mais tre`s le´ge`rement. Par conse´quent, il est
ve´rifie´ que la me´thode de la quantification de la variation relative de la masse est fiable tant
nume´riquement qu’expe´rimentalement.
Conclusions et Perspectives
Au de´but de cette the`se, nous avons mis en e´vidence l’importance de l’analyse non destructive
des syste`mes dynamiques ; elle permet en particulier l’e´tude de syste`mes qui sont trop imposants
pour une e´tude en laboratoire, et de syste`mes qui ne peuvent pas eˆtre mis hors service. Afin
d’e´tudier l’e´volution des caracte´ristiques dynamiques et vibratoires de tels syste`mes, nous nous
sommes inte´resse´s a` l’identification et l’e´tude des modifications des parame`tres modaux de syste`mes
dynamiques line´aires du second ordre.
Lorsque les matrices initiales de tels syste`mes sont connues (matrices de masse, de rigidite´
et d’amortissement), l’e´quation d’e´quilibre dynamique d’un syste`me a` n degre´s de liberte´ (d.d.l),
permet la de´termination des modes propres et de la solution ge´ne´rale du syste`me homoge`ne et
ceux du syste`me non homoge`ne (chapitre 2). Cependant, en pratique, nous disposons rarement
de telles donne´es, et les seules informations disponibles sont les re´ponses vibratoires du syste`me.
Ainsi, il est indispensable de de´velopper des me´thodes se basant principalement sur ces donne´es
qui peuvent eˆtre obtenues assez facilement en ge´ne´ral.
En un premier temps, nous nous sommes inte´resse´s a` l’identification des parame`tres modaux
a` partir de la seule connaissance de la matrice des re´ponses vibratoires. Ceci nous a permis de
construire une matrice, appele´e matrice de corre´lation et dont les vecteurs propres sont orthonorme´s
et peuvent approcher les modes modes propres du syste`me. Ceci nous a amene´ a` effectuer une e´tude
bibliographique sur les me´thodes d’identification des parame`tres modaux utilisant des me´thodes
de de´composition orthogonale et se basant sur la corre´lation (chapitre 1).
Suite a` cette e´tude, nous nous sommes particulie`ment inte´resse´s a` trois me´thodes (chapitre 3) :
la De´composition Orthogonale Propre (POD), la De´composition en Valeurs Singulie`res (SVD) et
la De´composition Orthogonale Re´gularise´e (SOD). Apre`s avoir de´crit le principe de ces me´thodes,
nous avons e´tabli les liens qui existent entre elles et nous avons mis en e´vidence les conditions
ne´cessaires a` l’application de chacune. En particulier, afin que les modes de la POD approchent
les modes propres du syste`me, il faut que la matrice de masse de celui-ci soit proportionnelle a`
la matrice identite´. Dans le cas contraire, la connaissance a priori de la matrice de masse est une
ne´cessite´. Cependant, en ge´ne´ral, la matrice de masse n’est pas ne´cessairement proportionnelle a` la
matrice identite´ et sa connaissance a priori n’est pas toujours possible. De plus, dans la litte´rature,
il apparaˆıt que pour s’assurer de la convergence de la POD, il faut que le temps d’observation
tende vers l’infini, ou de manie`re e´quivalente, que le nombre d’e´chantillons tende vers l’infini. Or
ceci ne donne pas d’informations pre´cises sur les conditions a` respecter pour pouvoir affirmer que
les modes propres du syste`me peuvent eˆtre approche´s de manie`re convenable. Ainsi, nous avons
e´tabli des conditions plus pre´cises pour l’application de la POD, et nous avons de´termine´ le temps
d’observation minimal qui permet l’approximation des modes propres avec une pre´cision choisie,
meˆme dans le cas ou` la matrice de masse n’est pas diagonale.
La proble´matique e´tudie´e dans la deuxie`me partie de cette the`se est pre´sente´e au chapitre 5,
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consiste a` de´tecter et e´valuer les modifications de la masse d’un syste`me dynamique en supposant
que la rigidite´ du syste`me est constante. Cette e´tude est divise´e en trois e´tapes : on s’inte´resse
dans un premier temps a` de´terminer l’instant ou` la modification de la masse a eu lieu, puis a`
localiser la position de cette modification et enfin a` quantifier sa “valeur”. Nous avons de´montre´
que pour re´aliser cette e´tude, il e´tait pre´fe´rable d’utiliser les acce´le´rations du syste`me pour des
modes correspondant a` des fre´quences supe´rieures a`
1
2π
car dans ce cas, les amplitudes de ce
signal sont supe´rieures a` celles du de´placement et donc permettent une plus grande pre´cision. Pour
les modes correspondant a` des fre´quences infe´rieures a`
1
2π
on peut utiliser l’un ou l’autre de ces
signaux sans re´elle distinction.
Pour chacune des e´tapes de cette proble´matique, deux aspects sont pre´sente´s : le premier,
repre´sente le de´veloppement the´orique avec des ve´rifications nume´riques et le second, de´montre
l’efficacite´ expe´rimentale des me´thodes propose´es. Ainsi, ces trois e´tapes sont e´tudie´es d’abord
d’un point de vue the´orique et sont ensuite ve´rifie´es nume´riquement.
Pour la premie`re e´tape de notre e´tude, nous avons commence´ par pre´senter la transforme´e
en ondelettes (chapitre 5), qui contrairement a` la transforme´e de Fourier, est une analyse temps-
fre´quence donnant des informations sur les fre´quences en fonction du temps. Nous nous sommes
particulirement intre´resse´s a` l’ondelette me`re de Cauchy dont nous pre´sentons les parame`tres. De
plus, nous avons montre´ que la transforme´e en ondelettes (TO) est aussi un outil tre`s puissant pour
l’identification des parame`tres modaux et pour le calcul de l’amortissement. Comme l’augmentation
de la masse entraˆıne une diminution des fre´quences propres du syste`me et vice versa, nous avons
pu, graˆce a` la variation des fre´quences calcule´es par la TO, intensifier l’instant ou` la modification
de masse a eu lieu (chapitre 6). En effet la TO permet la de´tection de deux e´tats stationnaires
se´pare´s par un e´tat transitoire. Cet e´tat transitoire permet de localiser l’instant qui nous inte´resse,
tandis que les deux autres e´tats permettent de de´finir le comportement stationnaire du syste`me.
Dans la deuxie`me e´tape (chapitre 7), trois me´thodes de de´tection de la position du changement
de la masse sont de´veloppe´es. Elles sont base´es sur la comparaison des modes propres approche´s
avant et apre`s ce changement : la me´thode de de´tection de position suivant l’occurence des indices,
la me´thode de de´tection suivant les e´carts cumule´s et la me´thode de de´tection de la position suivant
l’e´cart maximal. Des essais nume´riques ont de´montre´ l’efficacite´ de ces me´thodes.
La troisie`me e´tape de notre proble´matique (chapitre 8) e´tait de quantifier la modification de
la masse. En nous basant sur une e´tude the´orique effectue´e re´cemment dans un cas continu, nous
avons ve´rifie´ que la variation relative des fre´quences est limite´e par celle de la masse. Les essais
nume´riques ont mis en e´vidence des exceptions dans certains cas de diminutions de masse. En effet,
comme il a de´ja` e´te´ note´, ces diminutions de masse entraˆınent une augmentation des fre´quences.
Suite a` plusieurs essais, nous de´duisons que dans un syste`me a` n d.d.l, apre`s une diminution
de p masses (pour p ∈ {1, ..., n}), les p plus grandes fre´quences augmentent conside´rablement par
rapport a` l’augmentation des autres fre´quences. Ceci entraˆıne p exceptions pour la quantification de
la valeur du changement de masse. En conclusion, nous avons de´montre´ que suite a` p diminutions
de masse et/ou augmentations de masse (pour p ∈ {1, ..., n}), les n − p variations relatives des
fre´quences les plus basses sont borne´es par la valeur de la variation relative de la masse. De plus,
on remarque que les variations relatives des premie`res petites fre´quences permettent de connaˆıtre
l’ordre de grandeur de la variation relative de la masse. Cette condition est tre`s satisfaisante vu
que les petites fre´quences sont les plus faciles a` de´terminer expe´rimentalement.
Enfin, nous avons mis en œuvre expe´rimentalement les me´thodes que nous avons de´veloppe´es
pour l’e´tude de la variation de la masse, afin de mettre en e´vidence leur efficacite´ (chapitre 9).
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Dans cet but, des essais ont e´te´ effectue´s sur un dispositif existant a` l’UR Navier. C’est un
syste`me encastre´-libre a` 5 d.d.l. repre´sentant un baˆtiment a` cinq e´tages. Les re´sultats obtenus
expe´rimentalement e´tant concordants avec les re´sultats nume´riques, nous avons pu montre´ que les
me´thodes que nous avons de´veloppe´es sont fiables tant nume´riquement qu’expe´rimentalement.
Ainsi, au cours de cette the`se nous avons de´veloppe´ des me´thodes base´es sur des outils comme
la POD, la TO et la transforme´e de Fourier pour l’identification des caracte´ristiques des syste`mes
dynamiques line´aires. Toutefois, l’utilisation de la de´forme´e modale de´crite tre`s brie`vement dans le
chapitre 4 et qu’on voit e´galement dans le chapitre 8 paraˆıt prometteuse et me´rite d’eˆtre e´tudie´e
de manie`re plus approfondie. De plus, les me´thodes developpe´es au cours de notre e´tude semblent
efficaces pour suivre une variation continue de la masse ou meˆme des modifications de la rigidite´.
Enfin, il serait aussi inte´ressant d’e´tudier les caracte´ristiques des syste`mes non line´aires puisque
ceux-ci sont souvent rencontre´s en re´alite´.
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Annexes

Annexe A
De´composition de la matrice de
re´ponse X suivant une SVD pour le
cas d’un syste`me conservatif
Dans le chapitre 3 de sa the`se, Kerschen [43] a chercher a` e´crire la matrice de re´ponse X sous la
forme d’une De´composition en Valeurs Singulie`res SVD. En conside´rant que la matrice de masse du
syste`me est proportionelle a` l’identite´, Kerschen a ve´rifier que les vecteurs singuliers gauches de la
de´composition en une SVD de X approchent les modes propres du syste`me. Bien que ce re´sultat est
inte´ressant, deux contraintes se posent : la premie`re, la matrice de masse doit eˆtre proportionnelle
a` l’identite´ et la deuxie`me apparaˆıt lorsqu’il existe deux pulsations proches. Dans cette annexe
nous se basons sur l’ide´e de Kerschen pour ve´rifier l’approximation des vecteurs singuliers gauches
en posant une condition ne´cessaire. Cette condition permet l’application de la SVD pour des cas
plus ge´ne´raux que ceux ve´rifie´s par Kerschen.
Pour cela, reprenons l’e´quation du syste`me conservatif libre :
Mx¨(t) +Kx(t) = 0 (A.1)
avec les conditions initiales x(0) et x˙(0) donne´es et ayant pour solution ge´ne´rale :
x(t) =
n∑
i=1
ri(t)ϕi (A.2)
ou` les ϕi sont les fonctions propres de M
−1K (2.24).
Les re´ponses e´tant discre´tise´es en temps avec un pas d’e´chantillonnage ∆t assez petit, notons :
X =
(
x(t1) · · · x(tm)
)
(A.3)
X peut eˆtre e´crite telle que :
X =
(
ϕ1 · · · ϕn
)(
r1 · · · rn
)T
= φET
(A.4)
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avec, φ =
(
ϕ1 · · · ϕn
)
et E =
(
r1 · · · rn
)
les ri e´tant des vecteurs colonnes.
D’ou`,
X = φ
(
I Z
)(
E F
)T
(A.5)
φ est la matrice des vecteurs propres ϕi du syste`me, elle est de dimension n× n,
I est la matrice identite´ de dimension n× n,
Z est la matrice nulle de dimension n× (m− n),
E est la matrice des ri(t) pour t = t1, ..., tm, elle est de dimension m× n,
F est une matrice quelconque de dimension m× (m− n).
Ceci constitue une SVD de la matrice X puisqu’on suppose a priori que l’on connait les ϕi.
Ainsi, pour qu’on puisse conside´rer cette dernie`re e´quation comme une SVD, il faut que les deux
matrices φ et V =
(
E F
)
soient orthonormales, par de´finition de la SVD. Pour cela, e´tudions
les conditions d’orthonormalite´ de φ et V.
Pour la matrice φ
φ est la matrice des vecteurs propres, qui sont orthogonaux par rapport a` la matrice de masse
M (2.22), i.e. :
ϕtiMϕj = δij ∀i, j ∈ {1, ..., n} (A.6)
Ainsi, lorsque la matriceM est proportionnelle a` la matrice identite´ I, on pourrait avoir U =φ
ϕTi ϕj = δij ∀i, j ∈ {1, ..., n} (A.7)
Etudions le cas ou` M n’est pas proportionnelle a` I.
En posant x(t) =M−
1
2 q(t), l’e´quation devient :
q¨(t) +M−
1
2KM−
1
2q(t) = 0 (A.8)
Ce qui nous rame`ne au cas ou` la matrice de masseM e´tait proportionnelle a` I avecM−
1
2KM−
1
2
syme´trique.
Alors les vecteurs singuliers gauche de la matrice Q telle que Q(t) =
(
q1(t) · · · qn(t)
)T
convergent vers les vecteurs propres pi de M
− 1
2KM−
1
2 .
Rappelons que les vecteurs propres pi sont relie´s aux vecteurs propres ϕi de M
−1K par la
relation :
pi =M
1
2ϕi (A.9)
En outre, on a vu que les vecteurs singuliers gauche de X sont les vecteurs propres de XXT.
Donc les vecteurs singuliers gauche de Q sont les vecteurs propres de QQT, avec Q =M
1
2X :
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QQT =M
1
2XXTM
1
2 =M
1
2RM
1
2 (A.10)
D’ou` la convergence des vecteurs propres de M
1
2RM
1
2 vers les vecteurs propres pi.
Pour la matrice V =
(
E F
)
Rappelons que :
X = φ
(
I Z
)(
E F
)T
(A.11)
X peut alors s’exprimer de la manie`re suivante :
X = φ
(
diag(‖ri‖) Z
)(
diag(‖ri‖)−1E F
)T
(A.12)
Ainsi, lorsque les ωi dont deux a` deux distincts, et pour i 6= j,
rirj
‖ri‖‖rj‖ −→ 0 lorsque m→∞, (A.13)
si certaines conditions sont ve´rifie´es.
Ainsi, on a inte´reˆt a` chercher les conditions ne´cessaires qui assurent la convergence de
rirj
‖ri‖‖rj‖
vers ze´ro et par suite celle des vecteurs propres de XXT vers les vecteurs propres pi de A, lorsque
m tend vers l’infini. Commenc¸ons par le cas avec M = ρI et donc φ= P.
X =
 x1(t1) · · · x1(tm)... . . . ...
xn(t1) · · · xn(tm)
 = P
 r1(t1) · · · r1(tm)... . . . ...
rn(t1) · · · rn(tm)

= P

‖r1‖ 0 · · · 0
0
. . .
. . .
...
...
. . .
. . . 0
0 · · · 0 ‖rn‖
(diag(‖ri‖)−1E)T
(A.14)
avec,
‖ri‖ =
√√√√ m∑
k=1
(ri(tk))2 (A.15)
ainsi,
XX
T = P


‖r1‖ 0 · · · 0
0
. . .
. . .
...
...
. . .
. . . 0
0 · · · 0 ‖rn‖


(
diag(‖ri‖)
−1
E
)T (
diag(‖ri‖)
−1
E
)


‖r1‖ 0 · · · 0
0
. . .
. . .
...
...
. . .
. . . 0
0 · · · 0 ‖rn‖


P
T
(A.16)
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Comme les
ri(tj)
‖ri‖ sont des vecteurs de norme 1, les termes de la diagonale de(
diag(‖ri‖)−1E
)T (
diag(‖ri‖)−1E
)
sont e´gaux a` 1. Si on montre que lorsque m tend vers l’infini,
et sous certaines conditions, cette matrice tend vers la matrice identite´, on aura alors que :
XXT −→ P diag(‖ri‖)2) PT , (A.17)
et par suite, les vecteurs propres de XXT tendent vers les pi et les valeurs propres tendent
vers les ‖ri‖2. Pour cela, il suffit de montrer que rirj‖ri‖‖rj‖ −→ 0. On va en fait, plus pre´cisement
donner une majoration de
∣∣∣∣ rirj‖ri‖‖rj‖
∣∣∣∣.
La de´monstration ci-dessous est faite dans le cas x˙(0) = 0 par souci de simplicite´ et donc
ri(tk) = ri(0) cos(ωitk) (A.18)
pour 1 ≤ i ≤ n et 1 ≤ k ≤ m.
Calculons dans ce cas
rirj
‖ri‖‖rj‖ :
rirj =
∑m
k=1 cos(ωitk) cos(ωjtk)√∑m
k=1 cos
2(ωitk)
√∑m
k=1 cos
2(ωjtk)
(A.19)
On suppose que l’e´chantillonage est constant et tel que :
tk+1 − tk = ∆t
Donc le temps d’observation Tobs est e´gale a` :
Tobs = m.∆t (A.20)
D’apre`s le crite`re de Shannon Niquist, la fre´quence d’e´chantillonage fe doit eˆtre supe´rieure ou
e´gale a` deux fois la fre´quence maximale du signal conside´re´.
Supposons par exemple que ωi > ωj ; comme la pulsation vaut ω = 2πf , il faut donc que :
fe =
1
dt
> 2fi (A.21)
telle que 2fi =
ωi
π
.
Ainsi,
∆t <
π
ωi
(A.22)
Si ∆t est assez petit, on peut approcher
rirj
‖ri‖‖rj‖ par :
rirj ≃
∫ Tobs
0 cos(ωit) cos(ωjt)dt√∫ Tobs
0 cos
2(ωit)dt
√∫ Tobs
0 cos
2(ωjt)dt
(A.23)
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Notons Ti =
1
fi
=
2π
ωi
la pe´riode minimale du signal et Tj =
1
fj
=
2π
ωj
la pe´riode maximale du
signal. Pour un entier positif k on a :
Tobs > kTj > kti (A.24)
D’ou`,
Tobs > k
2π
ωj
(A.25)
Alors,
∫ Tobs
0
cos2(ωit)dt ≃ Tobs
2
> k
Ti
2
(A.26)
et ∫ Tobs
0
cos2(ωjt)dt ≃ Tobs
2
> k
Tj
2
(A.27)
De plus,∣∣∣∣∫ Tobs
0
cos(ωit) cos(ωjt)dt
∣∣∣∣ ≃ ∣∣∣∣sin(ωi + ωj)Tobsωi + ωj + sin(ωi − ωj)Tobsωi − ωj
∣∣∣∣ ≤ 2ωi − ωj (A.28)
Le terme
∣∣∣∣∫ Tobs
0
cos(ωit) cos(ωjt)dt
∣∣∣∣ est donc borne´.
Enfin,
rirj
‖ri‖‖rj‖ ≤
2
ωi − ωj .
2
Tobs
≤ 4
ωi − ωj .
ωj
kπ
(A.29)
donc,
rirj
‖ri‖‖rj‖ ≤
4
kπ
.
1
ωi
ωj
− 1 (A.30)
D’apre`s les ine´quations (A.20), (A.22) et (A.25), cette majoration permet de connaˆıtre l’ordre
de la pre´cision de
rirj
‖ri‖‖rj‖ , tout en conside´rant m > 2k
ωi
ωj
.
A ce point la`, et avec les conditions ci-dessus, la matrice diag(‖ri‖)−1E est orthogonale.
De plus, on remarque d’apre`s l’e´quation (A.11) que la matrice F n’a pas d’influence sur la
matrice X puisqu’elle est multiplie´e par la matrice Z des ze´ros ; donc on peut choisir les colonnes
de F de telle sorte qu’elles soient orthogonales a` diag(‖ri‖−1E).
Dans le travail qui suit, on essaie de pre´ciser les conditions sur X pour que les POMs de XXT ,
i.e. les ψi, convergent vers les ϕi.
D’apre`s ce qui pre´ce`de on a :
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QQT −→ P

‖q1‖2 0 · · · 0
0
. . .
. . .
...
...
. . .
. . . 0
0 · · · 0 ‖qn‖2
PT (A.31)
les vecteurs propres de QQT tendent vers les pi et les valeurs propres convergent vers les ‖qi‖2.
Or, QQT =M
1
2XXTM
1
2 car Q =M
1
2X.
Donc :
M
1
2XXTM
1
2 −→ P

‖q1‖2 0 · · · 0
0
. . .
. . .
...
...
. . .
. . . 0
0 · · · 0 ‖qn‖2
PT (A.32)
Alors,
M−
1
2
(
M
1
2XXTM
1
2
)
M
1
2 −→ M− 12P

‖q1‖2 0 · · · 0
0
. . .
. . .
...
...
. . .
. . . 0
0 · · · 0 ‖qn‖2
PTM 12 (A.33)
Or, φ =M−
1
2P et φ −1 = P−1M
1
2 = PTM
1
2 .
D’ou`,
R M = XXTM −→ φ

‖q1‖2 0 · · · 0
0
. . .
. . .
...
...
. . .
. . . 0
0 · · · 0 ‖qn‖2
φ−1 (A.34)
Enfin, les vecteurs propres de la matrice R×M convergent vers les ϕi et les valeurs propres
vers les ‖qi‖2.
Reprenons maintenant, l’e´quation du syste`me dissipatif libre a` n d.d.l avec les meˆme conditions
initiales :
Mx¨(t) +Cx˙(t) +Kx(t) = 0 (A.35)
Si le syste`me est le´ge`rement amortis, sa solution est donne´e par :
x(t) =
n∑
i=1
ri(t)ϕi (A.36)
En utilisant la meˆme proce´dure que pre´ce´demment, on retrouve :
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X = φ
(
I Z
)(
E F
)T
(A.37)
X = φ
(
diag(‖ri‖) Z
)(
diag(‖ri‖−1)E F
)T
(A.38)
qui est une SVD particulie`re puisqu’elle suppose connue la matrice φ.
La diffe´rence principale avec le cas conservatif est :
ri(t) −→ 0 lorsque t −→∞, (A.39)
puisque le syste`me revient a` sa position d’e´quilibre avec le temps.
Par suite, on ne peut plus supposer que ‖ri(t)‖ −→ ∞ lorsque m −→∞ et en conse´quence, les
vecteurs colonnes de diag(‖ri‖−1)E ne sont plus deux a` deux orthogonaux.
Pourtant, si l’amortissement est faible, et en conside´rent un nombre suffisant de points d’e´chantil-
lonage, diag(‖ri‖−1)E devient presque orthogonale.
Pour conclure, les vecteurs singuliers d’un syste`me line´aire libre le´ge`rement amorti convergent
vers les modes propres de ce syste`me.
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Annexe B
E´valuation nume´rique d’une
modification de la masse d’un
syste`me dynamique
Nous e´tudions dans cette annexe les trois e´tapes de l’e´valuation nume´rique d’un changement
de masse d’un syste`me dynamique. Dans ce but, nous conside´rons un syste`me dynamique a` 10
d.d.l. Soit ce syste`me non amorti et non force´ ayant les conditions initiales de de´placement x0 et de
vitesse x˙0 non nulles. La masse totale du syste`me e´tant suppose´e de 50 Kg, chacune de ces masses
pe`se
50
10
= 5 Kg. Nous observons les vibrations de ce syste`me pendant une heure de temps (3600
secondes). Nous conside´rons au cours de ce test nume´rique une diminution de la 7e`me masse du
syste`me de 40 % de sa masse locale apre`s 30 minutes (1800 secondes) du de´but de l’observation.
Les fre´quences the´oriques du syste`me avant et apre`s modification sont donne´es par :
F avth =

0, 0106
0, 0317
0, 0520
0, 0712
0, 0888
0, 1044
0, 1176
0, 1283
0, 1360
0, 1408

et F apth =

0, 0110
0, 0317
0, 0535
0, 0734
0, 0888
0, 1069
0, 1213
0, 1283
0, 1381
0, 1552

(B.1)
Nous ne connaissons que la matrice des acce´le´rations X¨ de chacune des 10 masses et le pas
d’e´chantillonnage ∆t = 0, 44 s. Nous cherchons a` localiser le temps de la diminution de la masse
(E´tape 1), la position de cette modification (E´tape 2) et la valeur de ce changement de masse
(E´tape 3) en utilisant les diffe´rentes me´thodes e´tudie´es et de´veloppe´es au cours de cette the`se.
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E´tape 1 De´tection de la modification pendant l’observation
Dans le but de localiser en temps l’instant t1 de la variation de la masse, nous appliquons la
TO aux signaux de de´placement des masses. Suite a` la diminution de la masse, il est pre´vu que les
fre´quences calcule´es par la TO augmentent. Les re´sultats de la TO sont pre´sente´s dans la figure
(B.1) et nous nous en servirons pour localiser les trois e´tats :
– E0 = [100; 1570] secondes : c’est l’e´tat initial stationnaire du syste`me,
– ET = [1570; 1900] secondes : c’est l’e´tat transitoire au cours duquel une masse locale du
syste`me diminue,
– E1 = [1900; 3500] secondes : c’est un nouvel e´tat stationnaire du syste`me.
Graˆce a` l’e´tat transitoire localise´ ET = [1570; 1900] s, nous e´valuons une valeur t˜1 approchant
l’instant t1 du changement de la masse :
t˜1 =
1570 + 1900
2
= 1735 s (B.2)
avec une incertitude de
1900− 1570
2
= 165 s. Ainsi, l’instant t1 est de l’ordre de t˜1± 165 secondes.
Figure B.1. La TO des acce´le´rations du syste`me ayant subi une diminution d’une masse apre`s
30 minutes (1800 secondes) du de´but de l’observation.
Apre`s l’application de la TO sur 10 diffe´rentes bandes de fre´quences, nous sche´matisons les
fre´quences obtenues dans la figure (B.2) et nous pre´sentons les fre´quences re´cupe´re´es en Hz des
e´tats E0 et E1 par la TO dans le tableau (B.1).
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Figure B.2. Calcul des fre´quences par la TO suivant 10 bandes de fre´quences diffe´rentes.
Test 5 Avant Apre`s ∆fn
∆fn
fn
f1 0, 0107 0, 0109 0, 0002 0, 0186
f2 0, 0315 0, 0315 0 0
f3 0, 0521 0, 0535 0, 0014 0, 0413
f4 0, 0715 0, 0735 0, 0020 0, 0279
f5 0, 0886 0, 0886 0 0
f6 0, 1044 0, 1068 0, 0024 0, 0229
f7 0, 1177 0, 1213 0, 0036 0, 0305
f8 0, 1283 0, 1283 0 0
f9 0, 1361 0, 1380 0, 0019 0, 0139
f10 0, 1409 0, 1553 0, 0144 0, 1022
Tableau B.1. Les fre´quences obtenues par la TO avant et apre`s une diminution d’une masse
locale de ∆m = 2 Kg tel que
∆m
mT
= 0, 04.
Les valeurs de la variation des fre´quences
∆fn
fn
du tableau (B.1) sont toutes strictement
infe´rieures a` la valeur de la variation relative de la masse a` l’exception de la 10e`me fre´quence.
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E´tape 2 Localisation en espace de la modification entre deux e´tats stationnaires
En utilisant une des me´thodes de de´composition en base orthogonale (comme la TO, la POD,
la SVD ou la SOD), nous appliquons les me´thodes suivantes :
(a) de´tection de la position suivant l’occurence des indices, OI,
(b) de´tection de la position suivant l’amplitude des e´carts cumule´s, EC,
(c) de´tection de la position suivant l’e´cart maximal, EM.
1 2 3 4 5 6 7 8 9 100
10
20
30
Pic = ( 7 , 27 )
(a)
 O
ccu
ren
ce
 
de
s p
os
itio
ns
1 2 3 4 5 6 7 8 9 100
2
4
6
Pic = ( 6 , 4.4516 )
(b)
 Am
plit
ud
e d
es
 
éc
art
s c
um
ulé
s
1 2 3 4 5 6 7 8 9 100
0.2
0.4
Pic = ( 7 , 0.38903 )
Position
(c)
 Am
plit
ud
e d
e
l’éc
art
 m
ax
im
al
Figure B.3. De´tection de la position de la masse du syste`me ayant subi une diminution de 40%
de la septie`me masse locale.
D’apre`s les re´sultats sche´matise´s dans la figure (B.3), les me´thodes OI et EM de´tectent la bonne
position de la diminution de masse, i.e. la 7e`me masse. Par contre, suivant la me´thode EC, cette
diminution de masse a e´te´ effectue´e sur la 6e`me masse. Malgre´ que ce re´sultat n’est pas exacte,
un pic sur la 7e`me masse est nettement conside´rable par rapport a` celui des autres masses. De
plus, comme on l’a de´ja` discute´ dans le paragraphe 7.3 du chapitre 7, graˆce a` ces me´thodes, nous
avons toujours des renseignements sur la masse ayant subi une modification. En effet, suite a` une
modification de la masse i, la variation des modes propres (sur laquelle se base chacune de ces trois
me´thodes) n’est importante que pour celle des masses i− 1, i et i+ 1 pour tout i ∈ {2, ..., n− 1}.
E´tape 3 Quantification de la modification entre deux e´tats stationnaires
Pour l’e´tape 3 de notre analyse nume´rique de ce syste`me dynamique a` 10 d.d.l, nous re´cupe´rons
deux matrices X¨av et X¨ap ; X¨av e´tant la matrice des acce´le´rations au cours de l’intervalle de temps
a` l’e´tat E0 et X¨ap celle des acce´le´rations au cours de l’intervalle de temps a` l’e´tat E1.
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D’apre`s la me´thode de´veloppe´e dans le chapitre 8, nous appliquons la FFT pour tirer les
fre´quences avant et apre`s l’endommagement de masse que nous sche´matisons dans la figure (B.4).
En utilisant ces fre´quences, nous calculons les 10 variations relatives des fre´quences et nous les
pre´sentons dans la figure (B.5). Dans cette figure, nous trac¸ons les
−∆fk
fk
pour k ∈ {1, ..., n} en
bleu et la valeur
∆m
mT
= 0, 04 ainsi que l’axe des ordonne´es, repre´sentant une variation nulle de la
masse, en rouge.
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Figure B.4. Le trace´ des fre´quences avant et apre`s une diminution de la septie`me masse de 40%
de la masse locale de celle-ci.
Comme il a de´ja` e´te´ remarque´ dans le chapitre 8, suite a` un endommagement de masse, on
s’attend a` ce que toutes les variations relatives des fre´quences soient borne´es entre 0 et la valeur
de
∆m
mT
a` l’exception de la 10e`me variation. Ainsi, pour tout k ∈ {1, ..., n− 1}, nous retrouvons la
relation entre la variation relative de la masse et celle des fre´quences :
0 ≤ −∆fk
fk
≤ ∆m
mT
(B.3)
Pour conclure, nous avons pre´sente´ dans cette annexe une analyse nume´rique comple`te pour
l’e´valuation d’un endommagement d’un syste`me dynamique line´aire quasi-stationnaire. Nous avons
ve´rifie´ que nous sommes capables de localiser l’instant d’une modification de masse, de de´tecter la
masse ayant subi cette modification et de quantifier la variation de la masse.
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Figure B.5. En rouge, le trace´ de ∆m
mT
. En bleu, le trace´ de l’oppose´ de la variation relative des
fre´quences suite a` une diminution de la septie`me masse de 40 % de la masse locale
de celle-ci.
Annexe C
Les fre´quences calcule´es par la FFT
des essais expe´rimentaux
Il est de´ja` note´ dans le chapitre 9 figure (9.5) que nous avons effectue´ au total 52 essais
expe´rimentaux. Que ce soit a` l’e´tat initial ou apre`s un ajout de masse de ∆m1, ∆m2 ou ∆m3
sur chacun des cinq e´tages, trois diffe´rentes forces late´rales sont exerce´es sur le dispositif en exci-
tant le troisie`me e´tage.
Nous pre´sentons dans cette annexe la moyenne des fre´quences calcule´es par la FFT a` l’e´tat
initial pour les trois essais de force expe´rimentale (tableau (C.1)). Ensuite, apre`s un ajout de masse
∆m1 sur chacun des 5 e´tages, nous de´terminons les 5 fre´quences moyennes ; elles sont pre´sente´es
dans le tableau (C.2). Nous montrons e´galement dans le tableau (C.3) les 5 fre´quences moyennes
du dispositif a` 5 masses apre`s l’ajout de ∆m2 sur chacune des 5 masses. De plus, nous pre´sentons
dans le tableau (C.4) les 5 fre´quences moyennes pour les 3 essais des diffe´rentes forces late´rales
apre`s l’ajout de ∆m3 sur chacun des 5 e´tages. Enfin, apre`s l’ajout de ∆m3 sur le quatrie`me e´tage,
nous excitons les e´tages 1, 2, 4 et 5 conse´cutivement. Les fre´quences re´cupe´re´es graˆce a` la FFT
sont donne´es dans le tableau (C.5).
∆m0 E´tage 0
f1 2, 2654
f2 6, 1712
f3 9, 5476
f4 12, 7070
f5 18, 3712
Tableau C.1. Les fre´quences moyennes en Hz obtenues par la FFT a` l’e´tat initial du syste`me.
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Excitation de l’e´tage 3
∆m1 E´tage 1 E´tage 2 E´tage 3 E´tage 4 E´tage 5
f1 2, 2654 2, 2654 2, 2393 2, 2133 2, 2133
f2 6, 0671 6, 0150 6, 0931 6, 1191 6, 0671
f3 9, 3219 9, 4851 9, 2698 9, 4747 9, 3219
f4 12, 6809 12, 7070 12, 5247 12, 2643 12, 5247
f5 17, 8384 17, 8401 18, 2932 18, 3123 18, 3244
Tableau C.2. Les fre´quences moyennes obtenues en Hz par la FFT apre`s un ajout de ∆m1 sur
chacun des 5 e´tages.
Excitation de l’e´tage 3
∆m2 E´tage 1 E´tage 2 E´tage 3 E´tage 4 E´tage 5
f1 2, 2654 2, 2393 2, 2012 2, 1612 2, 1352
f2 5, 9369 5, 8848 6, 0410 6, 0931 5, 9629
f3 9, 2612 9, 4105 8, 9053 9, 2768 9, 1483
f4 12, 6549 12, 6983 12, 3945 11, 8998 12, 3685
f5 17, 3992 17, 4113 18, 2342 18, 2307 18, 2481
Tableau C.3. Les fre´quences moyennes obtenues en Hz par la FFT apre`s un ajout de ∆m2 sur
chacun des 5 e´tages.
Excitation de l’e´tage 3
∆m3 E´tage 1 E´tage 2 E´tage 3 E´tage 4 E´tage 5
f1 2, 2393 2, 2393 2, 1612 2, 10922 2, 0831
f2 5, 8327 5, 7546 5, 9629 6, 0410 5, 8588
f3 9, 1136 9, 2438 8, 6970 9, 3115 8, 9539
f4 12, 6410 12, 6896 12, 2904 11, 6654 12, 2296
f5 17, 4027 17, 7064 18, 1526 18, 0936 18, 1092
Tableau C.4. Les fre´quences moyennes obtenues en Hz par la FFT apre`s un ajout de ∆m3 sur
chacun des 5 e´tages.
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E´tage 4
∆m3 Excitation Excitation Excitation Excitation
de l’e´tage 1 de l’e´tage 2 de l’e´tage 4 de l’e´tage 5
f1 2, 1092 2, 1092 2, 1092 2, 1092
f2 6, 0410 6, 0410 6, 0410 6, 0410
f3 9, 3219 9, 3219 9, 3219 9, 3375
f4 11, 6654 11, 6654 11, 6654 11, 6654
f5 18, 1491 18, 1491 17, 8471 17, 9564
Tableau C.5. Les fre´quences obtenues en Hz par la FFT apre`s un ajout de ∆m3 sur le quatrie`me
e´tage en excitant les e´tages 1, 2, 4 et 5.
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Annexe D
Recherche de la position de l’ajout de
la masse
Dans cette annexe nous pre´sentons les re´sultats de de´tection de la position de l’ajout de masse,
obtenus apre`s une analyse expe´rimentale e´tudie´e dans le chapitre 9. En utilisant les trois me´thodes
OI, EC et EM de´veloppe´es dans le chapitre 7, nous trac¸ons les re´sultats obtenus pour trois cas
diffe´rents.
D.1 Un ajout de masse de 5 % de la masse totale
On ajoute tout d’abord la valeur ∆m2 a` l’e´tage 1 et nous effectuons, comme pour tous les autres
cas, 3 essais. On re´cupe`re les re´sultats sche´matise´s dans la figure (D.1). On remarque ainsi que
chacune des trois me´thodes OI, EC et EM est capable de de´tecter que le changement de la masse
a e´te´ effectue´ au premier e´tage. Ensuite, dans la figure (D.2), on pre´sente les re´sultats obtenus
apre`s l’ajout de la masse au deuxie`me e´tage. La me´thode OI de´tecte une seule fois la position 2, la
me´thode EC deux fois et la me´thode EM trois fois. Par la suite, on ajoute la masse au troisie`me
e´tage et on de´duit de la figure (D.3) que les me´thodes OI et EC de´tectent deux fois de trois essais
la position 3 alors que la me´thode EM ne de´tecte la bonne position qu’une seule fois. De la figure
(D.4) ou` l’ajout de la masse a e´te´ effectue´ au quatrie`me e´tage, on remarque que la me´thode OI
de´tecte la position 4 dans un seul des trois essais alors que les me´thodes EC et EM trouvent la
position 4 deux fois des trois essais identiques. Enfin, on ajoute la masse ∆m2 au cinquie`me e´tage.
Les me´thodes OI et EC de´tectent cette position pour tous les essais tandis que la me´thode EM
de´tecte la bonne position une fois des trois essais. Ces re´sultats sont sche´matise´s dans la figure
(D.5).
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Figure D.1. Recherche de la position pour les trois essais avec un ajout de la masse ∆m2 sur le
premier e´tage et en tapant sur le troisie`me e´tage.
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Figure D.2. Recherche de la position pour les trois essais avec un ajout de la masse ∆m2 sur le
deuxie`me e´tage et en tapant sur le troisie`me e´tage.
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Figure D.3. Recherche de la position pour les trois essais avec un ajout de la masse ∆m2 sur le
troisie`me e´tage et en tapant sur le troisie`me e´tage.
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Figure D.4. Recherche de la position pour les trois essais avec un ajout de la masse ∆m2 sur le
quatrie`me e´tage et en tapant sur le troisie`me e´tage.
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Figure D.5. Recherche de la position pour les trois essais avec un ajout de la masse ∆m2 sur le
cinquie`me e´tage et en tapant sur le troisie`me e´tage.
D.2 Un ajout de masse de 7, 5 % de la masse totale
Les re´sultats montre´s dans la figure (D.6) sont ceux du syste`me avec un ajout de la valeur
∆m3 au premier e´tage. Sur les trois essais pre´sente´s, la me´thode OI trouve la position 1, alors
que les me´thodes EC et EM de´tectent la bonne position deux fois. De plus, les me´thodes OI,
EC et EM de´tectent deux fois l’ajout de la masse a` l’e´tage 2 comme le montre la figure (D.7).
Ensuite, la figure (D.8) montre que les me´thodes OI et EC de´tectent a` chaque essai la position 3
ou` l’ajout de la masse a e´te´ effectue´ et que la me´thode EM ne trouve cette position qu’une seule
fois. En ajoutant la masse ∆m3 au quatrie`me e´tage, les me´thodes OI, EC et EM positionnent le
changement de la masse a` l’e´tage 4 dans tous les essais (figure (D.9)). Enfin, comme le montre la
figure (D.10) re´sultante de l’e´tude des donne´es mesure´es apre`s l’ajout de la masse au cinquie`me
e´tage, les me´thodes OI et EC de´tectent la position 5 dans chacun des trois essais alors que la
me´thode EM est incapable de de´tecter la bonne position.
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Figure D.6. Recherche de la position pour les trois essais avec un ajout de la masse ∆m3 sur le
premier e´tage et en tapant sur le troisie`me e´tage.
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Figure D.7. Recherche de la position pour les trois essais avec un ajout de la masse ∆m3 sur le
deuxie`me e´tage et en tapant sur le troisie`me e´tage.
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Figure D.8. Recherche de la position pour les trois essais avec un ajout de la masse ∆m3 sur le
troisie`me e´tage et en tapant sur le troisie`me e´tage.
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Figure D.9. Recherche de la position pour les trois essais avec un ajout de la masse ∆m3 sur le
quatrie`me e´tage et en tapant sur le troisie`me e´tage.
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Figure D.10. Recherche de la position pour les trois essais avec un ajout de la masse ∆m3 sur le
cinquie`me e´tage et en tapant sur le troisie`me e´tage
D.3 Variation de l’e´tage d’excitation
On pre´sente dans la figure (D.11) les re´sultats de la de´tection de la position 4 en tapant sur le
premier e´tage et dans la figure (D.12) ceux en tapant avec le marteau sur le second e´tage. On de´duit
de ces deux figures que les me´thodes OI, EC et EM de´tectent la bonne position 4 du changement
de la masse.
Concernant le meˆme cas mais en tapant avec le marteau late´ralement sur le troisie`me e´tage,
les re´sultats sont de´ja` montre´s pre´ce´demment (figure (D.9)). En effet, dans le paragraphe 9.4.3, on
montre les re´sultats obtenus avec trois essais apre`s un ajout de la masse ∆m3 sur le quatrie`me e´tage
dans la figure (D.9). Ainsi, ces re´sultats sont utiles pour l’e´tude effectue´e dans ce paragraphe, et
font partie du calcul de la probabilite´ de l’efficacite´ des trois me´thodes de recherche de la position
d’une variation de masse.
Enfin, les re´sultats de la recherche de la position de l’ajout de la masse en tapant sur le quatrie`me
e´tage sont montre´s dans la figure (D.13) et ceux en tapant sur le cinquie`me e´tage dans la figure
(D.14). De ces figures on peut de´duire que les trois me´thodes arrivent a` de´tecter la bonne position
4 ou` la masse a e´te´ modifie´e.
170 Recherche de la position de l’ajout de la masse
1 1.5 2 2.5 3 3.5 4 4.5 50
1
2
Pic = ( 4 , 2 )
(a)
 O
cc
ure
nc
e 
de
s p
os
itio
ns
1 1.5 2 2.5 3 3.5 4 4.5 50
0.1
0.2
Pic = ( 4 , 0.24639 )
(b)
 A
mp
litu
de
 de
s
éc
art
s c
um
ulé
s
1 1.5 2 2.5 3 3.5 4 4.5 50
0.05
0.1
Pic = ( 4 , 0.13814 )
Position − Essai 1
(c)
 A
mp
litu
de
 de
 
l’é
ca
rt m
ax
im
al
Figure D.11. Recherche de la position apre`s un ajout de la masse ∆m3 sur le quatrie`me e´tage et
en tapant sur le premier e´tage.
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Figure D.12. Recherche de la position apre`s un ajout de la masse ∆m3 sur le quatrie`me e´tage et
en tapant sur le deuxie`me e´tage.
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Figure D.13. Recherche de la position apre`s un ajout de la masse ∆m3 sur le quatrie`me e´tage et
en tapant sur le quatrie`me e´tage.
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Figure D.14. Recherche de la position apre`s un ajout de la masse ∆m3 sur le quatrie`me e´tage et
en tapant sur le cinquie`me e´tage.
172 Recherche de la position de l’ajout de la masse
Bibliographie
[1] P.S. Addison, J.N. Watson, and T. Feng. Low-oscillation complex wavelets. Journal of Sound
and Vibration, 254 (4) :733–762, 2002.
[2] W. Aquino. An object-oriented framework for reduced-order models using proper orthogonal
decomposition (POD). Computer Methods in Applied Mechanics and Engineering, 196 (41-
44) :4375–4390, 2007.
[3] P. Argoul, S. Han, F. Conti, and C. Boutin. Time-frequency analysis of free oscillations
of mechanical structures. Application to the identification of the mechanical behaviour of
buildings under shocks. Proceedings of the COST F3 conference : System Identification and
Structural Health Monitoring, Madrid, Spain, 283-292, 2000.
[4] P. Argoul, S. Hans, T.P. Le, and C. Boutin. Analyse temps-fre´quence de re´ponses de baˆtiments
a` des essaies de chocs. Acte du 5e`me colloque National en Calcul de Structures, 2 :1057–1064,
2001.
[5] S. Bellizzi, K. Ege, and C. Vergez. Re´duction d’un mode`le physique de cuivre pour la synthe`se
sonore : approche par modes propres orthogonaux (Proper Orthogonal Decomposition). 8e`me
Congre`s Franc¸ais d’Acoustique, Tours, avril 2006.
[6] S. Bellizzi and R. Sampaio. POMs analysis of randomly vibrating systems obtained from
Karhunen-Loe`ve expansion. Journal of Sound and Vibration, 297 (3-5) :774–793, 2006.
[7] S. Bellizzi and R. Sampaio. Smooth Karhunen-Loe`ve decomposition to analyze randomly
vibrating systems. Journal of Sound and Vibration, 325 (3) :491–498, 2009.
[8] M. Bergmann. Optimisation ae´rodynamique par re´duction de mode`le POD et controˆle optimal.
Application au sillage laminaire d’un cylindre circulaire. The`se de doctorat, Institue National
Polytechnique de Lorraine, Nancy, France, chapitre 3, 2004.
[9] J. Bodgi. Synchronisation pie´tons-structure : Application aux vibrations des passerelles
souples. The`se de doctorat, E´cole Nationale des Ponts et Chausse´es, 2008.
[10] R. Carmona, W.L. Hwang, and B. Torre´sani. Characterization of signals by the ridges of their
wavelet transforms. IEEE Trans. Signal Processing, 45 (10) :2586–2590, 1997.
[11] A. Chatterjee. An introduction to the proper orthogonal decomposition. Current Science, 78
(7), avril 2000.
[12] C. Chauvin. Les ondelettes comme fonctions de base dans le calcul des structures e´lectronique.
The`se de doctorat, Institue National Polytechnique de Grenoble, 2005.
[13] D. Chelidze and W. Zhou. Smooth orthogonal decomposition based vibration mode identifi-
cation. Journal of Sound and Vibration, 292 :461–473, 2006.
[14] C.K. Chui. An introduction to wavelets. Wavelet Analysis and its Applications, Academic
press, volume 1, 1992.
174 BIBLIOGRAPHIE
[15] P. Ciblat. Introduction aux communications nume´riques. http://perso.
telecom-paristech.fr/~ciblat/docs_cours/intro_comnum.pdf?#zoom=81&statusbar=
0&navpanes=0&messages=0. Consulte´ en Juillet 2013.
[16] R.R. Coifman and G. Weiss. Book review : Littlewood-paley and multiplier theory. Bulletin
of the American Mathematical Society, 84 (2) :242–250, 1978.
[17] L. Cordier and M. Bergmann. Proper Orthogonal Decomposition : An overview. Lecture
series, 17 - 21 fe´vrier 2003.
[18] I. Daubechies. Orthonormal bases of compactly supported wavelets. Communications on Pure
and Applied Mathematics, 41 (7) :909–996, 1988.
[19] S.W. Doebling, C.R. Farrar, and M.B. Prime. A summary review of vibration-based damage
identification methods. Shock and Vibration Digest, 30 (2) :91–105, 1998.
[20] R. Elias, N. Point, J. Bodgi, and P. Argoul. How to retrieve the normal modes using the
POD. Vibrations Shocks and Noise 2012, XVIII symposium Vibrations chocs et Bruit and
ASTELAB - EDF CLAMART, France, 2012.
[21] S. Erlicher and P. Argoul. Modal identification of linear non-proportionally damped systems
by wavelet transform. Mechanical Systems and Signal Processing, 21 (3) :1386–1421, 2007.
[22] Groupe MMM Maths L’UTES Universite´ Pierre et Marie Curie (Paris 6). The´ore`me de
la moyenne. http://pcsm.univ-lyon1.fr/mathematiques/integration/apprendre/int_
riemann/theomoy.htm. Consulte´ en Juillet 2013.
[23] U. Farooq and B.F. Feeny. Smooth orthogonal decomposition for modal analysis of randomly
excited systems. Journal of Sound and Vibration, 316 (1-5) :137–146, 2008.
[24] B.F. Feeny. On the proper orthogonal modes and normal modes of continuous vibration
systems. Journal of Vibration and Acoustics, 124 (1) :157–160, 2002.
[25] B.F. Feeny and R. Kappagantu. On the physical interpretation of Proper Orthogonal Modes
in vibrations. Journal of sound and vibration, 211 (4) :607–616, 1998.
[26] B.F. Feeny and Y. Liang. Interpreting Proper Orthogonal Modes of randomly excited vibration
systems. Journal of Sound and Vibration, 265 (5) :953–966, 2003.
[27] R. Gorder. Use of Proper Orthogonal Decomposition in the analysis of turbulent flows. Report,
Fluid Turbulence Course, University of Washington, 2010.
[28] R. Gorder. On the model validation in non-linear structural dynamics. PHD thesis, Universite´
de Lie`ge, Decembre 2002.
[29] M. Ge´radin and D. Rixen. The´orie des vibrations : application a` la dynamique des structures.
Deuxie`me e´dition corrige´e et comple´te´e, Masson, 1996.
[30] S.I. Gravitz. An analytical procedure for orthogonalization of experimentally measured modes.
Journal of the Aero/Space Sciences, 25 :721–722, 1958.
[31] A. Grossmann and J. Morlet. Decomposition of hardy functions into square integrable wavelets
of constant shape. SIAM Journal of Mathematical Analysis, 15 (4) :723–736, 1984.
[32] K. Gurley and A. Kareem. Applications of wavelet transforms in earthquake, wind and ocean
engineering. Engineering Structures, 21 :149–167, 1999.
[33] A. Haar. Zur theorie der orthogonalen funktionensysteme. The`se de doctorat, Erste Mitteilung
Math. Ann., pages 331–371, 1910.
[34] S. Han and B.F. Feeny. Enhanced Proper Orthogonal Decomposition for the modal analysis
of homogeneous structures. Journal of Vibration and Control, 8 (1) :19–40, 2002.
BIBLIOGRAPHIE 175
[35] S. Han and B.F. Feeny. Application of Proper Orthogonal Decomposition to structural vibra-
tion analysis. Mechanical Systems and Signal Processing, 17 (5) :989–1001, 2003.
[36] R. Hari, A. Hyva¨rinen, L. Parkkonen, and P. Ramkumar. Independent Component Analysis of
short-time Fourier transforms for spontaneous EEG/MEG analysis. NeuroImage, 49 (1) :257–
271, 2010.
[37] A. Hyva¨rinen, J. Karhunen, and E. Oja. Independent Component Analysis. Wiley-
Interscience, 1st edition, 2001.
[38] A. Hyva¨rinen and E. Oja. Independent Component Analysis : algorithms and applications.
Neural Networks Research Centre, Helsinki University of Technology, 13 (4-5) :411–430, 2000.
[39] R. Kappagantu. An optimal modal reduction for frictionally excited systems. The`se de
doctorat, Michigan State University, 1997.
[40] R. Kappagantu and B.F. Feeny. An “optimal” modal reduction of a system with frictional
excitation. Journal of Sound and Vibration, 224 n.5 :863–877, 1999.
[41] R. Kappagantu and B.F. Feeny. Part 1 : Dynamical characterization of a frictionally excited
beam. Nonlinear Dynamics, 22 (4) :317–333, 2000.
[42] R. Kappagantu and B.F. Feeny. Part 2 : Proper orthogonal modeling of a frictionally excited
beam. Nonlinear Dynamics, 23 (1) :1–11, 2000.
[43] G. Kerschen. On the model validation in non-linear structural dynamics. The`se de doctorat
universite´ de Lie`ge, 2002.
[44] G. Kerschen, B.F. Feeny, and J.C. Golinval. On the exploitation of chaos to build reduced-
order models. Computer Methods in Applied Mechanics and Engineering, 192 :1785–1795,
2003.
[45] G. Kerschen and J.C. Golinval. Physical interpretation of the proper orthogonal modes using
the Singular Value Decomposition. Journal of Sound and Vibration, 249 (5) :849–865, 2002.
[46] G. Kerschen, J.C. Golinval, A.F. Vakakis, and L. Bergman. The method of Proper Orthogonal
Decomposition for dynamical characterization and order reduction of mechanical systems : An
overview. Nonlinear Dynamics, 41 :147–169, 2005.
[47] G. Kerschen, F. Poncelet, and J.C. Golinval. Physical interpretation of Independent Com-
ponent Analysis in structural dynamics. Mechanical Systems and Signal Processing, 21 :1561–
1575, 2007.
[48] S. Lang. Algebra. Graduate Texts in Mathematics, 211, Springer 2002.
[49] T. Le, G. Ruocci, L. Dieng, N. Point, P. Argoul, and G. Cumunel. Damage assessment of
cables by SVD based technique. Mechanical Systems and Signal Processing, under review,
2013.
[50] T.P. Le. Auscultation dynamique des structures a` l’aide de l’analyse continue en ondelettes.
The`se de doctorat, universite´ de l’Ecole Nationale des Ponts et Chausse´es, 2003.
[51] T.P. Le and P. Argoul. Continuous wavelet transform for modal identification using free decay
response. Journal of Sound and Vibration, 277 (1-2) :73 – 100, 2004.
[52] Y.C. Liang, H.P. Lee, S.P. Lim, W.Z. Lin, K.H. Lee, and C.G. Wu. Proper Orthogonal
Decomposition and its applications - Part I : Theory. Journal of Sound and Vibration, 252
(3) :527–544, 2002.
[53] E. Liberge. Re´duction de mode`le par POD-Galerkin pour les proble`mes d’interaction fluide
structure (IFS). The`se de doctorat, LEPTAB - Universite´ de la Rochelle, EIGSI, 2008.
176 BIBLIOGRAPHIE
[54] W.Z. Lin, K.H. Lee, P. Lu, S.P. Lim, and Y.C. Liang. The relationship between eigenfunctions
of Karhunen-Loe`ve decomposition and the modes of distributed parameter vibration system.
Journal of Sound and Vibration, 256 (4) :791–799, 2002.
[55] J.E. Littlewood and R. Paley. Theorems on Fourier Series and Power Series. Journal of the
London Mathematical Society, 6 (3) :230–233, 1931.
[56] H.V. Luong. Etude de la me´thode de la transformation en ondelette et l’application a` la
compression des images. rapport final de TIPE, 2005.
[57] P. Le´vy. Proprie´te´s asymptotiques des sommes de variables ale´atoires enchaˆıne´es. Bulletin
des sciences mathe´matiques, 59 :84–96 et 109–128, 1935.
[58] D. Maar. Early processing of visual information. Philosophical Transactions of the Royal
Society, 275 (942) :483–519, 1976.
[59] S. Mallat. Wavelets for a vision. Proceeding of the IEEE, 4 (4) :604–614, 1996.
[60] S. Mallat. A wavelet tour of signal processing. 3rd edition, Academic Press, 2008.
[61] Y. Meyer. Wavelets : Algorithms and applications. Society of Industrial and Applied Mathe-
matics, Philadelphia, 13-31 :101–105, 1993.
[62] M. Misiti, Y. Misiti, G. Oppenheim, and J.H. Poggi. Wavelet toolbox for use with matlab.
version 2.1.
[63] M. Munoz, F. Farges, and P. Argoul. Continuous Cauchy wavelet transform analyses of XAFS
spectra : A qualitative approach. American mineralogist, 88 :694–700, 2003.
[64] K.K. Nagarajan. Analyse et controˆle des instabilite´s dans une cavite´ par mode´lisation d’ordre
re´duit. The`se de doctorat, Institue National Polytechnique de Toulouse, France, chapitre 3,
2010.
[65] D.E. Newland. Ridge and phase identification in the frequency analysis of transient signals
by harmonique wavelets. Journal of Vibration and Acoustics, 121 (2) :149–155, 1999.
[66] V.H. Nguyen and J.C. Golinval. Damage localization in linear-form structures based on sen-
sitivity investigation for Principal Component Analysis. Journal of Sound and Vibration, 329
(21) :4550–4566, 2010.
[67] V.H. Nguyen and J.C. Golinval. Localization and quantification of damage in beam-like
structures using sensitivities of Principal Component Analysis results. Mechanical Systems
and Signal Processing, 24 (6) :1831–1843, 2010.
[68] A. Pecker. Dynamique des structures et des ouvrages. E´cole des Ponts - ParisTech, Edition
2011.
[69] N. Point. Me´thodes d’optimisation pour l’identification des caracte´ristiques de chausse´es
ae´ronautiques a` partir d’essais au de´flectome`tre a` masse tombante. Laboratoire Central des
Ponts et Chausse´es, Stage effectue´ au sein du laboratoire de l’UR Navier - E´cole Nationale
des Ponts ParisTech, 2009.
[70] M.S. Riaz and B.F. Feeny. Proper Orthogonal Modes of a beam sensed with strain gages.
Journal of Vibration and Acoustics, 125 (1) :129–131, 2003.
[71] J. Salvic, I. Simonovski, and M. Bolte zar. Damping identification using a continuous wavalet
transform : application to real data. Journal of Sound and Vibration, 262 (2) :291 – 307, 2003.
[72] D.B. Segala, D. Chelidze, and D. Gates. Linear and nonlinear smooth orthogonal decomposi-
tion to reconstruct local fatigue dynamics : A comparaison. 22nd international conference on
design theory and methodology ; special conference on Mechanical Vibration and Noise, DETC,
28852 :763–770, 2010.
BIBLIOGRAPHIE 177
[73] D.B. Segala, D. Gates, J.B. Dingwell, and D. Chelidze. Nonlinear Smooth Orthogonal Decom-
position of Kinematic features of sawing reconstructs muscle fatigue evolution as indicated by
electromyography. Journal of Biomechanical Engineering, 133 (3), 031009, 2011.
[74] M. Sifuzzaman, M.R. Islam, and M.Z. Ali. Application of wavelet transform and its advantages
compared to Fourier transform. Journal of Physical Sciences, 13 :121–134, 2009.
[75] G. Strang. Wavelets and dilation equations : a brief introduction. SIAM review, 31 (4) :614–
627, 1989.
[76] B. Torre´sani. Analyse continue par Ondelettes. InterE´dition-CNRS E´dition, 1995.
[77] F. Truchetet. Ondelettes pour le signal nume´rique. E´dition Hermes, Paris, 1998.
[78] C.G. Wu, Y.C. Liang, W.Z. Lin, H.P. Lee, and S.P. Lim. A note on equivalence of proper
orthogonal decomposition methods. Journal of Sound and Vibration, 265 (5) :1103–1110,
2003.
[79] H. Xu and W. Wang. Orthogonal decomposition of external oscillation. Antennas and Pro-
pagation Society International Symposium, 2 :684–686, 1988.
[80] A.M. Yan and J.C. Golinval. Null subspace-based damage detection of structures using vi-
bration measurements. Mechanical Systems and Signal Processing, 20 (3) :611–626, 2006.
[81] A.M. Yan, G. Kerschen, P. De Boe, and J.C. Golinval. Structural damage diagnosis under
varying environmental conditions, Part II : local PCA for non-linear cases. Mechanical Systems
and Signal Processing, 19 (4) :865–880, 2005.
[82] A. Yger. Traitement du signal et ondelettes. Master Inge´nierie Mathe´matique, 2006.
178 BIBLIOGRAPHIE

Re´sume´
Pour l’e´valuation des modifications des caracte´ristiques d’un syste`me dynamique
L’e´valuation des modifications des caracte´ristiques d’un syste`me dynamique non-stationnaire
est e´tudie´e suivant les modifications des parame`tres modaux. Pour cela, nous e´tudions en pre-
mier l’obtention de ces parame`tres, a` l’aide des me´thodes d’identification a` partir des re´ponses
vibratoires mesure´es. Trois me´thodes d’identification sont e´tudie´es : la me´thode de De´composition
Orthogonale Propre (POD), la me´thode de De´composition en Valeurs Singulie`res (SVD) et la
me´thode de De´composition Orthogonale Re´gularise´e (SOD). Ensuite, trois e´tapes sont conside´re´es
pour suivre les changements de masse des syste`mes non-stationnaires a` partir des variations des pa-
rame`tres modaux : la localisation de l’instant du changement (e´tape 1), la de´tection de la position
du changement (e´tape 2) et la quantification de la valeur du changement (e´tape 3). Pour l’e´tape 1,
la transforme´e en ondelettes (TO) qui est une analyse temps-fre´quence est applique´e. Ensuite, trois
me´thodes de de´tection de la position du changement de la masse sont de´veloppe´es dans l’e´tape 2.
Enfin, la variation relative des fre´quences propres est utilise´e pour la quantification de la variation
relative de la masse dans l’e´tape 3. Toutes ces me´thodes ont e´te´ teste´es nume´riquement. De plus
une maquette simplifie´e de baˆtiment a e´te´ instrumente´e sous excitations de choc. Ces essais ont
permis de valider les me´thodes de´veloppe´es dans cette the`se.
Mots clefs : syste`me dynamique, identification modale, parame`tres modaux, de´composition ortho-
gonale, transforme´e en ondelettes, transforme´e de Fourier.
Abstract
For the evaluation of characteristic changes of a dynamic system
Modification of modal parameters is considered the main tool for the evaluation of characte-
ristic changes of a non stationary dynamic system. Therefore, our first interest is to obtain these
modal parameters from vibration measures using identification methods. Three methods are dis-
cussed here : Proper Orthogonal Decomposition (POD), Singular Value Decomposition (SVD) and
Smooth Orthogonal Decomposition (SOD). Then, in order to evaluate the mass changes in non
stationary systems, three steps are proposed : instant localization of mass changes (step 1), deter-
mination of geometrical location of the mass changes (step 2) and quantification of mass changes
(step 3). The Wavelet transform (WT), considered to be a time-frequency analysis, is indented in
step 1. In step 2, three methods for the detection of the position of the mass changes are develo-
ped. Finally, the relative variation of the natural frequencies of the system is used to evaluate the
relative variation of the mass in step 3. The efficiency of these methods is verified by numerical
tests. Moreover a building experimental model, instrumented with accelerometers, is studied in the
case of after-shock vibrations. These experimental tests permit to validate the methods proposed
in this thesis.
Keywords : dynamic systems, modal identification, modal parameters, orthogonal decomposition,
wavelet transform, Fourier Transform.
