This paper contributes to the challenge of learning a function on streamed multimodal data through evaluation. The core of result of our paper is the combination of two quite different approaches to this problem. One comes from the mathematically principled technology of signatures and logsignatures as representations for streamed data, while the other draws on the techniques of recurrent neural networks (RNN). The ability of the former to manage high sample rate streams and the latter to manage large scale nonlinear interactions allows hybrid algorithms that are easy to code, quicker to train, and of lower complexity for given accuracy. We illustrate the approach by approximating the unknown functional as a controlled differential equation. Linear functionals on solutions of controlled differential equations are the natural universal class of functions on data streams. They are mathematically very explicit and interpretable, allow quantitative arguments, and yet are able to approximate any continuous function on streams arbitrarily well. They form the basis of rough path theory. Stochastic differential equations are examples of controlled differential equations where the controlling stream is a stochastic process. Following this approach we give a hybrid Logsig-RNN algorithm that learns functionals on streamed data with outstanding performance.
Introduction
The relationship between neural networks and differential equations is an active area of research ( [39] , [25] , [4] ). For example, Funahashi et al. introduced the continuous recurrent neural network(RNN) [13] ; He et al. connect residual networks and discretized ODEs [39] . A typical continuous RNN has the form 9 Y t "´Y t τ`A σpBY t q`I t ,
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where I t and Y t are an input and output at time t respectively 4 . Rough Path Theory teaches us that is more robust to consider the differential equation of the type dY t " V pY t qdX t ,
and replace I as an input with its integral. We can rewrite (1) in this form by setting X t " pt, ş t s"t0
I s dsq and V py, pt, xqq "´y τ t`AσpByqt`x. This allows the input to be of a broader type, and X need not even be differentiable for the equation to be well defined. Y inherits its regularity from X; equations in this form admit uniform estimates when X is a rough path (highly oscillatory and potentially non-differentiable). This reformulation provides a much broader class of mathematical models for functionals on streamed data, of which the continuous RNN is a special case.
In [28] Lyons gives a deterministic pathwise definition to Equation (2) driven by rough signals. This analysis applies to almost all paths of e.g. vectored valued Brownian motion, diffusion processes, and also to many processes outside the SDE case, paths rougher than semi-martingales. [28] articulates that in order to control the solution to Equation (2) , it suffices to control the p-variation and the iterated integrals of X (the signature of X) up to degree tpu. Crucially these estimates allow p ąą 1 and allow accurate descriptions of Y t to emerge from the coarse global descriptions of X and its oscillations given by the signature. The log-signature carries the exactly the same information as the signature but is considerably more parsimonious; it is a second mathematically principled transformation, and like the signature, it is able to summarize and vectorize complex un-parameterized streams of multi-modal data effectively over a coarse time scale with a low dimensional representation.
One area where this has been worked out in detail is with the numerical analysis of stochastic differential equations (SDEs). The most effective high order numerical approximation schemes for SDEs show that describing a path through the log-signature enables one to effectively approximate the solution to the equation and any linear functional of that solution globally over interval the path is defined on, without further dependence on the fine details of the recurrent structure of the streamed data. It leads (in what is known as the log-ode method) to state of the art numerics. [?] We exploit this understanding to propose a simply but surprisingly effective neural network module (Logsig-RNN) by blending the Log-signature (Sequence) Layer with the RNN layer (see Figure 1 ) as an universal model for functionals on un-parameterized (and potentially complex) streamed data. The Logsig-RNN network has the following advantages:
1. Time Dimension Reduction: The Log-signature Layer transforms a time series to a sequence of the logsignatures over a potentially much coarser time partition. It reduces the time dimension of RNN significantly and thus speed up the backpropogration through time in training. 2. High Frequency and Continuous data: For the typical high frequency streamed data case, the RNN type approach suffers from severe limitation, when applied directly [9] . In this case, one has to down-sample the stream data to a coarser time grid to feed it into the RNN-type algorithm (Figure 1 (Left) ). It may miss the microscopic characteristic of the streamed data and render lower accuracy. The logsig-RNN model can tackle such case or even continuous data streams very well (Figure 1 ).
Highly Oscillatory Stream data:
There is a fundamental issue when one accesses a highly oscillatory stream through sampling. It is quite possible for two streams to have very different effects and yet have near identical values when sampled at very fine levels [11] . Therefore, to model a functional on a general highly oscillatory stream, the RNN on the sampled stream data would be challenged, requiring huge amounts of augmentation, and very fine sampling to be effective. In contrast, the rough path theory shows that if one postulates the (log)-signature of streamed data up in advance, the Logsig-RNN model can be much effective.
In summary, the main contributions of the paper are listed as follows:
1. to introduce the Log-signature (Sequence) Layer as a transformation of sequential data, and outline its backpropagation through time algorithm. It is highlighted that the Log-signature Layer can be inserted between other neural network layers conveniently, not limited to the pre-defined feature extraction.
2. to design the novel neural network model (Logsig-RNN model) by blending the log-signature layer with RNN (Section 3.2) and prove the universality of the Logsig-RNN model for the approximation any solution map to the SDEs (Theorem 4.2);
3. to propose the LP-Logsig-RNN model by adding the linear project layer in front of the Logsig-RNN architecture to tackle the case for the high dimensional input path (Section 3.3).
4. to apply the Logsig-RNN algorithm to both synthetic data and empirical data to demonstrate its superior accuracy, effectiveness and robustness (Section 5). We achieve the state-of-the-art classification accuracy 92.21% on ChaLearn2013 gesture data by the LP-Logsig-RNN model (Section 5.3).
Related Work

Learning SDEs
SDEs of the form (2) are useful tools for modelling random phenomena and provide a general class of functionals on the path space. SDEs not only are commonly used as models for the time-evolving process of many physical, chemical and biological systems of interacting particles [14] , but also are the foundational building blocks in the derivatives pricing theory, an area of huge financial impact ( [2] , [29] , [7] ). Statistical inference for SDEs has rich literature due to the importance of research outcomes and applications (see [1] for the survey and overview). Most of the research focuses on the parameter estimation of (model-specific) stochastic processes; in particular [33] is the pioneering work for the parameter estimation for a general stochastic process, which goes beyond diffusion processes by matching expected signature of the solution process. However, in contrast to these work, our approach is non-parametric and is used to learn the solution map without any assumption on the distribution of the stochastic process.
Rough paths theory in machine learning
Recently the application of the rough path theory in machine learning has been an emerging and active research area. The empirical applications of the rough paths theory primarily focused on the signature feature, which serves as an effective feature extraction, e.g. online handwritten Chinese character/text recognition( [15] , [40] ), action classification in videos [41] , and financial data analysis ( [16] , [27] ). In addition, those previous work mainly combine the signature with the convolutional neural network or fully connected neural network. To our best knowledge, the proposed method is the first of the kind to integrates the sequence of log signature with the RNN. The log-signature brings many benefits (Section 2.3). The log-signature has been used as a local feature descriptor for gesture [22] and action recognition [41] . These used cases are bespoke; in contrast, the proposed Logsig-RNN is a general method for sequential data with outstanding performance in various datasets (See Section 5). Moreover, we extend the work on the back-propagation algorithm of the log-signature transformation in [34] to the sequence of the log-signature.
Time series modelling
In [21] Levin et al. firstly proposed the signature of a path as the basis functions for a functional on the unparameterized path space and suggested the first non-parametric model for time series modelling by combining signature feature and the linear model (Sig-OLR). However, Sig-OLR has the limitation of inefficient global approximation due to the instability of the polynomial extrapolation. Despite the successful empirical applications of the signature feature sets ( [15] , [40] , ([41] )), the theoretical question on which learning algorithms are most appropriate to be combined with the (log)-signature feature remains open. Our work is devoted to answering this question with both theoretical justification and promising numerical evidence.
Functional Data Analysis
Learning a functional on streamed data falls under the category of the functional data analysis (FDA) [31] , which models data using functions or functional parameters and analyse data providing information about curves, surfaces or anything else varying over a continuum. The representation theory of the functional on functions plays an important role in FDA study. Functional principal components analysis ( [36] ) is one of the main techniques of FDA to represent the function data, which express the function data as the linear coefficients of the basis functions(usually without taking into account the response variable corresponding to the function input). In contrast to it, albeit taking the functional view of sequential data, our approach focuses on the representation of the path in terms of its effect (functional on the path, i.e . the solution of the controlled differential equation driven by the path).
Preliminary
In the following, let E :" R d and X : J Ñ E be a continuous path endowed with a norm denoted by |¨|, where J " rS, T s.
A Path with finite p-variation
In order to make precise about the class of paths we discuss throughout the paper, we introduce the p-variation as a measure of the smoothness of the path. Definition 2.1 (p-Variation). Let p ě 1 be a real number. Let X : J Ñ E be a continuous path. The p-variation of X on the interval J is defined by
where the supremum is taken over D " pt 1 , t 2 ,¨¨¨, t r q, which is any possible subdivision of J 5 .
Let V p pJ, Eq denote the range of any continuous path mapping from J to E of finite p-variation. The p-variation of a path represents the roughness of a path. The compactness of the time interval J can't ensure the finite 1-variation of a continuous path in general. We give a stochastic example in Example 2.1. Example 2.1. A fractional Brownian motion (fBM) with Hurst parameter H has sample paths of finite p-variation a.s. for p ą 1 H . For example, Brownian motion is a fBM with H " 0.5. It has finite p2`εq-variation a.s @ε ą 0, but it has infinite p-variation a.s. for any p P r1, 2s.
In practice, we may observe the discrete time series or the partial observations of the continuous path x, denoted by x D :" rx t1 , x t2 ,¨¨¨, x tr s, where D " pt 1 ,¨¨¨, t r q.D is reserved for the sampling time partition of raw data. To embed discrete time series into the path space brings the flexibility to describe sequential data in a unified way; it can help with the problem of missing data, time series of variable length and unequal spaced sampling. In the following discussion, we lift discrete time series to a path by interpolation (See detailed discussion in Section 4 of [21] ). It is noted that the discrete version of a path x D is of finite 1-variation.
For each p ě 1, the p-variation norm of a path X : J Ñ E of finite p-variation is denoted by ||X|| p´var and defined as follows:
The signature of a path
In this section, we introduce the signature and the log signature of a path, which takes values in the tensor algebra space denoted by T ppEqq endowed with the tensor multiplication and componentwise addition [26] . 5 Let J " rS, T s be a closed bounded interval where 0 ď S ă T . A partition or a subdivision of J is an increasing sequence of real numbers D " pt0, t1,¨¨¨, trq such that 0 ă S ď t0 ă t1 ă¨¨¨ă tr ă T . Let |D| denote the number of time points in D, i.e. |D| " r`1. ∆D denotes the time mesh of D, i.e. ∆D :"
Definition 2.2 (The Signature of a Path). Let J denote a compact interval and X : J Ñ E be a continuous path with finite p-variation such that the following integration makes sense. Let I " pi 1 , i 2 ,¨¨¨, i n q be a multi-index of length n where i j P t1,¨¨¨, du, @j P t1,¨¨¨, nu. Define the coordinate signature of the path X J associate with the index I as follows:
The signature of X is defined as follows:
where
The signature of X arises naturally as the basis function to represent the solution to linear controlled differential equation based on the Picard's iteration ( [26] ). It plays the role of non-commutative monomials on the path space. In particular, if X is a one dimensional path, the k th level of the signature of X can be computed explicitly by induction as follows that for every k P N,
Remark 2.1 (The Signature of Discrete Time Series). It is important to note that Spx D q is NOT the collection of all the monomials of discrete time series! The dimension of all monomials of x D grow with |D|, while the dimension of
The signature of a path has many good algebraic and analytic properties, which makes itself an efficient representation of an un-parameterized path. First of all, the signature of the path can recover the path trajectory under a mild condition. Theorem 2.1 (Uniqueness of the signature). Let X P V p pJ, Eq . Then SpXq determines X up to the tree-like equivalence 6 . [3] , [17] Remark 2.2. A simple sufficient condition for the uniqueness of the signature of a path of finite length is that one component of X is monotone. Thus the signature of the time-joint path determines its trajectory (see [21] ). For more details of the signature feature we refer to [5] and [26] .
Any functional on the path can be rewritten as a function on the signature based on the uniqueness of the signature (Theorem 2.1). The signature of the path has the universality, i.e. that any continuous functional on the signature can be well approximated by the linear functional on the signature (Theorem 2.2) [21] . ||f paq´Lpaq|| ď ε.
We say that a pathX : J Ñ E is the time re-parameterization of X : J Ñ E if and only if there exists a nondecreasing surjection λ : J Ñ J such thatX t " X λptq , @t P J. 6 The rigorous definition of the tree-like path can be found in Definition A.2. Intuitively a tree-like path is a trajectory in which a section where the path exactly retraces itself. 7 SpVppJ, Eqq denotes the range of the signature of x P VppJ, Eq. [26] Let X P V 1 pJ, Eq and a pathX : J Ñ E is the time re-parameterization of X. Then
Re-parameterizing a path inside the interval does not change its signature. In Figure 2 , speed changes result in different time series representation but the same (log)signature feature. It means that signature feature can remove the redundancy caused by the speed of traversing the path, which brings massive dimension reduction to the application where the output is invariant with the speed of an input path, e.g. handwritten character recognition.
The signature feature set can deal with time series of variable length. For example, in Figure 3 (Right) one pen trajectory sample is obtained by randomly throwing 5 points in Figure 3 , which also results in unequal time spacing. Two samples in Figure 3 have the same dimension of their corresponding (log) signature. 
The log-signature of a path
The logarithm of the element in T ppEqq is defined similar to the power series of the logarithm of a real value except for the multiplication is understood in the tensor product sense. Definition 2.3 (Logarithm map). Let a " pa 0 , a 1 ,¨¨¨q P T ppEqq be such that a 0 " 1 and t " a´1. Then the logarithm map denoted by log is defined as follows:
Similarly we have the exponential mapping of the element in T ppEqq defined in a power series form. Definition 2.4 (Exponential map). Let a " pa 0 , a 1 ,¨¨¨q P T ppEqq. Define the exponential map denoted by exp as follows:
Lemma 2.2. The logarithm map is bijective on the domain ta P T ppEqq|a 0 " 1u. The inverse of the logarithm map is the exponential map. Definition 2.5 (The Log Signature of a Path). The log signature of path X by logpSpXqq is the logarithm of the signature of the path X, denoted by lSpXq. Let lS k pXq denote the truncated log signature of a path X of degree k. Remark 2.3. As the logarithm map is bijective, thus there is one-to-one correspondence between the signature and the log-signature [26] . The statement is also true for truncating the signature and log-signature up to the same degree. However, the log signature provides the parsimonious description of the signature, which is of lower dimension compared with the signature feature in general.
By projecting both sides of Eqn (2.3) to E, the first level of signature and log-signature are both increments of the path X T´XS . For the second level of the signature pX i,j q d i,jP"1 , it can be decomposed to its symmetric and anti-symmetric parts
It is noted that for i " j, A pi,jq " 0 and lS 2 " A p1,2q re 1 , e 2 s. This is an example to show that the signature and log signature(lower dimension) is a bijection up to degree 2.
The log-signature has some algebraic property. Let us consider the linear subspace of T ppEqq equipped with the Lie bracket operation r., .s, defined as follows: [26] ) For any path X of finite 1-variation , there exist λ i1,¨¨¨,in such that the log-signature of X can be expressed in the following form
If truncating the log-signature and signature to the same degree, the dimension of the log-signature is lower than that of the signature (except for the first degree, their dimensions are equal). It is because of the linear dependence of re i1 , re i2¨¨¨, re n´1 , e n sss. For example, re i , e j s "´re j , e i s.
Let summarize useful properties of the log-signature as a feature set of sequential data. As the one-to-one correspondence of the signature and lot-signature, the log-signature has the uniqueness of a path and the invariance of time parameterization. However, the log-signature has lower dimension than that of the signature, but the log-signature is NOT a basis of functional on a path. We summarize the comparison of the signature and log-signature in Table 1. signature log-signature uniqueness of a path invariance of time parameterization basis function no redundancy Table 1 : Comparison of Signature and Log-signature
Recurrent Neural Network
The RNN is composed with three types of layers, i.e. the input layer px t q t , the hidden layer ph t q t and the output layer po t q t . RNN takes the sequence of d-dimensional vectors px 1 , x 2 ,¨¨¨, x T q as an input and compute the output po t q T t"1 P R eˆT using Equation (14):
where U , W and V are model parameters, and σ and q are two activation functions in the hidden layer and output layer respectively. Let R σ ppx t q t |Θq denote the RNN model with px t q t as the input, σ and linear function q as the activation functions of the hidden layer and output layer respectively and Θ :" tU, W, V u is the set of all the model parameters of the RNN model. as an output for any x D , where l k is the truncated log signature of x over the time interval ru k , u k`1 s of degree M as follows:
where k P t0, 1,¨¨¨N´1u and d ls is the dimension of the truncated log-signature.
It is noted that the
where k P t1,¨¨¨, N u and i P t0, 1,¨¨¨, nu.
is the derivative of the single log-signature l k with respect to path x u k´1 ,u k where t i P D X ru k´1 , u k s. The log signature lSpxDq with respect to x ti is proved differentiable and the algorithm of computing the derivatives is given in [19] , denoted by xt i LSpxDq. This is the special case for our log-signature layer when N " 1. In general, for any N P Z`, it holds that
where i P t0, 1,¨¨¨, nu and k P t1,¨¨¨, N u. Thus the backpropogation algorithm of the log-signature (sequence) layer can be implemented using Equation (15) and (16). 9 
Logsig-RNN Network
We propose the Logsig-RNN model by incorporating the log-signature layer to the RNN. We defer the motivation of the Logsig-RNN Network to Section 4. • The output layer is computed by R σ ppl k q N´1 k"0 |Θq, where σ is a chosen activation function. Remark 3.1 (Link between RNN model and Logsig-RNN model). For M " 1, Logsig-RNN network is reduced to the RNN model with px u k`1´x u k q N k"1 as an input. When D coincides withD, the Logsig-RNN Model is the RNN model with increment of raw data input. 9 In iisignature python package, logsigbackprop(deriv, path, s, Method = None) returns the derivatives of some scalar function F with respect to path, given the derivatives of F with respect to logsig(path, s, methods). Our implementation of the back-propogation algorithm of the log-signature layer uses logigbackprop() provided in iisignature. Readers who are interested in iisignature refer to [20] .
Remark 3.2. The sampling time partition of raw dataD can be potentially much higher than D used in Logsig-RNN model. The higher frequency of raw data would not increase the dimension of the log-signature layer, but it makes the computation of l k more accurate.
The Logsig-RNN model (depicted in Figure 1 ) can be served as an alternative to the RNN model and its variants of RNNs, e.g. LSTM, GRU. One main advantage of our method is to reduce the time dimension of the RNN model significantly while using the log-signature as an effective representation of data stream over sub-time interval. It leads to higher accuracy and efficiency compared with the standard RNN model. Compared with Sig-OLR ( [21] ) our approach may achieve better accuracy via dimension reduction by using the log signature sequence of lower degree to represent the signature of high degree.
LP-Logsig-RNN Network
In many computer vision applications like the gesture recognition, the input path dimension is large, which is typically over 30. The dimension of the truncated (log) signature grows faster w.r.t. the path dimension. It motivates to add a linear projection (embedding) layer to reduce a high dimensional path to a low dimensional path, which is used for the input of the Log-Signature Layer (See Figure 4) . The mapping L, implemented by the embedding layer, translates the input sequence pX ti q n i"1 into real vectors pLX ti q n i"1 , where LX ti P R 
Universality of Logsig-RNN Network
In this section, we prove the universality of Logsig-RNN network to approximate a solution to any controlled differential equation under mild conditions. The motivation of the Logsig-RNN network comes naturally from the numerical approximation theory of the SDEs.
Let pX t q tPr0,T s and pY t q tPr0,T s be two stochastic processes under the probability space pΩ, F, P q such that Y is the solution to Equation (17) driven by the path X,
where X has finite p-variation a.s., and f : R Ñ LpE, Rq is a smooth vector field satisfying certain regularity condition. Let I f denote the solution map which maps X r0,T s to Y T . The goal is to learn the solution map I f from the input-output pairs pX Let us start with the local approximation of the solution to Equation (17) using Taylor Expansion. By step M Taylor Expansion, we have
where f˝m : R Ñ LpE bm , Rq is defined recursively by
where Dpgq denotes the differential of the function g.
We paste the local Taylor approximation together to estimate for the solution on the whole time interval r0, T s. The strategy is outlined as follows. 
where M is the degree of truncated (log)signature,
converges to Y T when ∆D tends to 0 provided f is smooth enough. The following theorem provides the bounds of the time mesh ∆D and degree of the log-signature M to achieve any given error tolerance level ε. and M ě tγu, thenŶ
where SpXq P K, K is a compact set SpV p pJ, Eqq andC is a constant depending p, γ, the norm of f and the radius of K defined in Equation (37).
Proof. See Appendix B.
The key observation we make is that there is a remarkable similarity between the recursive structure of an RNN R σ and the one defined by the numerical Taylor approximation to solutions of SDEsŶ u N ( Figure 5 ). It is noted that the numerical approximation of the solutionŶ
represented in Equation (20) (17) under the previous regularity condition of Theorem B.1. Let K be any a compact set SpV p pJ, Eqq. Assume f P C 8 b
10
. For any ε ą 0, there exist the constants C 1 :" C 1 pp, γ, f, Kq and C 2 :" C 2 pf, Kq such that M ą tpu and ∆D ď minpε p{M`1´p C 1 , εC 2 q, l k is defined in Equation (21) . Then there exists a RNN R σ p|Θq with some Θ, s.t.
Before proceeding the proof, we use G to denote the common recursive structure between those two. Specifically, for any given functionf : R d`e Ñ R e , define Gf :" Gf ,o1,N : R Nˆd Ñ R Nˆe as follows:
where o t`1 "f px t`1 , o t q, @t P t1,¨¨¨, N´1u. As o 1 is set to be the same and N is fixed in Theorem 4.2 , we skip the subscript o 1 and N in the notation Gf .
On the one hand, whenf px, sq :" AσpU x`W sq, where A is a matrix of dimension dˆe, x P R d and s P R e , then Gf is the RNN equipped with the activation function σ, denoted by Rp|Θq; on the other hand, the numerical solution
. Therefore the error E 2 is the norm of the difference between G AσpU x`W q and G g
Proof. By the triangle inequality, it holds that
By Global Approximation Theorem (Theorem 4.1), E 1 can be arbitrarily small by setting ∆D sufficiently small and truncation degree of the log-signature M sufficiently large.
The universality of the Logsig-RNN model is reduced to control the error E 2 , which is the difference between
). Lemma C.1 ensures that the shallow neural network can approximate any continuous function uniformly well while Lemma C.2 demonstrates the continuity of the mapf Þ Ñ Gf . Combining both lemmas we are able to show that E 2 can be arbitrarily small provided that ∆D sufficiently small and degree M sufficiently large. The statement and the proof of Lemma C.1 and Lemma C.2 can be found in Appendix C.
Numerical Experiments
We demonstrate the performance of the Logsig-RNN algorithm on both synthetic data (generated by a SDE) and empirical data, including both UCI pen-digit data and gesture data Chalearn 2013 in terms of the accuracy, efficiency and robustness. We benchmark our approach with three methods, i.e. the RNN model with raw data and folded raw data (denoted by RNN 0 and RNN D 11 resp.) and Sig-OLR.
Synthetic Data Generated by a SDE
We simulate 2000 samples of input-output pairs based on Example 5.1 for T " 10 using the Milstein's method. pW t q tPr0,T s is one-dimensional Brownian motion. We use 80% of data for the training set, and the rest for the testing set. We simulate the sample path using time step T 1000 . For ease of notation, let D n denote the equally space time partition of r0, T s of n steps. HereD " D 1001 . Example 5.1. Suppose Y t satisfies the following SDE:
where X t " pX p1q t , X p2q t q " pt, W t q, and the integral is in the Stratonovich sense.
10 f P C 8 b means f is infinitely differentiable and all the derivatives are bounded. This regularity condition can be weaken. 11 RNND means the RNN model with ps k q |D| k"1 with s k " pxt i q t i Pru k ,u k`1 s as the input.
Accuracy Comparison
We compare the accuracy of the predicted solution using Logsig-RNN and RNN D . 12 Let maximum number of epochs N e " 25000 and the MSE is used as the indicator of the goodness of the fitting. 13 Figure 7 shows that Logsig-RNN outperforms significantly RNN D in terms of MSE. Table 2 indicates that the log signature is useful for dimension reduction compared with folded raw data for the spatial features of RNN. 2 p2, 2q p2, 5q p2, 8q p2, 14q p2, 23q p2, 500q 4 p4, 2q p4, 5q p4, 8q p4, 14q p4, 23q p4, 250q 8 p8, 2q p8, 5q p8, 8q p8, 14q p8, 23q p8, 125q Sig-OLR p1, 3q p1, 7q p1, 15q p1, 31q p1, 63q Efficiency Analysis Given the error tolerance ε " 2ˆ10´6, we compare the efficiency of these methods in terms of the training time until the loss function reaches . Figure 8 records the logarithm of MSE for Logsig-RNN model with different M and N . In Figure 6 , the 'Standard Comparison' displays that Logsig-RNN outperforms all the baseline methods in terms of the accuracy significantly ( Figure 7) and it reduces the training time of RNN D by 1{3. It is expected that Logsig-RNN takes longer training time as Logsig-RNN uses the RNN model instead of linear model used by Sig-OLR. 12 Here we do not include the result for RNN0 in this SDE example as it performs too badly compared with the other methods. 13 We implement the algorithm using in Tensorflow. It runs on a Windows 10 computer with processor 2.60 GHz Intel Core i5, and memory 8 GB. The optimizer is chosen to Adam optimizer with learning rate α " 0.0001. Robustness to missing data To mimic the missing data case, for each sample input path, we randomly throw away 5% points. In Figure 6 , the grey curve shows that Our method reduces the MSE of the testing set significantly compared with RNN D for the missing data case.
High sampling frequency of input path Here we consider two experiments regarding changing sampling frequency of the input path (HF sampling). In the first experiment, we simulate the SDE data using different time mesh ∆D, while in the second experiment, we use the SDE data simulated using finest time mesh ∆ 5000 as the underlying data stream, and down-sample it at different time mesh ∆D.
Let ∆D be T 1000 , T 2500 and T 5000 respectively. For the first experiment, Figure 9 shows that Logsig-RNN performs better when the sampling frequency of the raw data is higher. When ∆D is larger, the signature of the raw data xD is more accurate to the signature of the underlying path x, without increasing the feature dimension. It gives better prediction than the RNN due to reduction of time dimension of RNN significantly. In Figure 6 , it shows that the marginal improvement of the proposed method is more significant for the finer sampling case.
In the second experiment, when the sampling frequency of input data is higher, the smaller MSE is for both methods. But it is noted that our proposed Logsig-RNN method outperforms consistently and significantly both in terms of outof-sample accuracy. Furthermore, in terms of the training time, RNN 0 has the significant growth in training time with respect to the sampling frequency, while that of our method is almost the same for different frequency 14 ( Figure 10 ). 14 The training time of our method includes the computation time of log-signature sequence of the input path. 
UCI Pen-Digit Data
In this section, we apply the Logsig-RNN algorithm on the UCI sequential pen-digit data 15 . In Table 3 , the Logsig-RNN with M " 4 and N " 4 achieves the accuracy 97.88% in the testing data compared with 95.80% of RNN 0 and the accuracy 88.62% of RNN D . In addition, the training time of the Logsig-RNN takes 30% of RNN D and 3% of the training time of RNN 0 . Robustness to missing data and change of sampling frequency To mimic the missing data case, we randomly throw a certain portion of points for each sample, and evaluated the trained models of Logsig-RNN and RNN 0 to the new testing data. Table 3 shows that our proposed method outperforms the other methods significantly for the missing data case. Figure 12 shows the robustness of trained Logsig-RNN model for the down-sampled test data. Here the test data is down-sampled to that of length 8 provided in UCI data. For M " 4, the accuracy of testing data is above 80%, which is about 4 times of that of the baseline methods. Table 3 : The accuracy of the modified testing set using different missing data rate (r). Here N " 4.
15 https://archive.ics.uci.edu/ml/datasets/Pen-Based+Recognition+of+Handwritten+Digits Figure 12 : Validation of the trained models on the down-sampled dataset. The accuracy of RNN D is below 13.5%
Gesture Data: Chalearn 2013
The Chalearn 2013 dataset [10] is a public available dataset for gesture recognition, which contains 20 Italian gestures performed by 27 subjects. It provides Kinect data, which contains RGB, depth, foreground segmentation and skeletons.
Here, we only skeleton data (20 3D joints) for the gesture recognition task. The skeletons are pre-processed by first subtracting the central joint, which is the average position of all joints in one sample. Then we normalize the data and sample all clips to 39 frames by linear interpolation and uniform sampling. We apply LP-Logsig-RNN algorithm depicted in Figure 4 with a customized cumulative sum layer followed by the log-signature transformation with d 1 " 30. We add DropOut layer to both of the linear projecting layer and LSTM layer to avoid over-fitting, where the first droprate is 0.3 and the second is 0.5. The number of hidden neurons of LSTM layer is 128. To make fair comparison, a DropOut layer is added to the benchmark RNN 0 .
Comparison with the State-of-the-art We compare our method with several state-of-the-art methods which only used the skeleton data [22] . Table 4 shows that the Logsig-RNN algorithm with M " 2 and N " 4 outperforms other methods in terms of the accuracy of 10-folded cross validation. We present both the results with and without the data-augmentation. With data-augmentation, our results significantly outperform other methods to achieve the state-of-the-art result.
Method
Accuracy(%) Data Augmentation Deep LSTM [35] 87.10T wo-stream LSTM [38] 91.70 ' ST-LSTM (Tree) + Trust Gate [24] 92.00 ' 3s net TTM [23] 92 Robustness to missing data We randomly set a certain percentage of frames (r) by all-zeros for each sample in the validation set, and evaluate the trained models of our method and RNN 0 to the new validation data. Table 5 shows that logsig-RNN model with M " 2 consistently beats the baseline RNN for different r, which validates the robustness of our method comparing with the benchmark.
Conclusion
In conclusion, the Logsig-RNN model, inspired from the numerical approximation theory of SDEs, provides an accurate, efficient and robust algorithm on supervised learning problems on the path space. Numerical results show that it outperforms Sig-OLR, RNN 0 and RNN D on both synthetic data and empirical data. In ChaLearn2013 skeleton data, LP-Logsig-RNN achieves the state-of-the-art classification accuracy. In future, we will investigate applications of the Losig-RNN in the sequence-to-sequence learning tasks. Table 5 : The accuracy of the testing set with missing data with different ratio (r). Here N " 4.
Definition A.5 (Geometric rough path). A geometric p-rough path is a p-rough path that can be expressed as a limit of 1-rough path in the p-variation distance defined above. The space of geometric p-rough path in E is denoted by GΩ p pEq.
Theorem A.2 (Extension theorem)
. Let X and Y be two multiplicative functional in T pnq pV q of finite p-variation, n ě tpu controlled by ω. Suppose that for some ε P p0, 1q, 
for i " 1,¨¨¨, n and for all ps, tq P ∆ T . Then provided β is chosen such that
Appendix B Proof of Theorem 4.1
Lemma B.1. Let K be a compact set of GΩ p pJ, Eq for some p ě 1. J 1 is a compact sub-time interval of J. Then the mapping F : K Ñ T tpu pEq, i.e. x Þ Ñ logpx J 1 q is continuous. The image of K under the function F is compact.
Theorem B.1. [12] Assume that X " p1, X 1 , . . . , X tpu q is a p-geometric rough path 16 . Let f be a Lippγq vector field where γ ą p. Then there exists C :" Cpp, γq such that
Now we are ready to prove Theorem 4.1. 
It implies that the estimation error is of order ∆ tγu`1 p . As SpXq P K, then it exists a constant C 1 ą 0 s.t. 
Equation ( 
where C :" Cpp, γq is given in Theorem B.1 and
Appendix C Auxiliary Lemmas for the proof of Theorem 4.2
In the following, we use the uniform norm of a functionf : K Ñ R d , i.e.
||f || 8,K :" sup xPK |f pxq|.
The following lemma on the universality of shallow neural network was proved by Funahshi (1989). 16 A geometric p-rough path is the limit of the sequence of the signature of paths of finite 1-variation in the p-variation distance. A discrete time series of finite length is an example of geometric p-rough path @p ě 1.
Lemma C.1. Let σpxq be a sigmoid function (i.e. a non-constant, increasing, and bounded continuous function on R). Let K be any compact subset of R n , and f : K Ñ R e be a continuous function mapping. Then for an arbitrary ε ą 0, there exist an integer N ą 0, an mˆN matrix A and an N dimensional vector θ such that max xPK |f pxq´AσpBx`θq| ă , holds where σ : R N Þ Ñ R N is a sigmoid mapping defined by σp 1 pu 1 ,¨¨¨, u N" 1 pσpu 1 q,¨¨¨, σpu N qq.
Lemma C.2. Let K be any compact subset of R d . Let f andf be two continuously differentiable functions on R d`e . Then it follows that
where C is a constant depending on the f and N , i.e.
Proof. As f andf are continuous functions and K is compact, then the image of G f and Gf for any px 1 ,¨¨¨, x N q P K are compact. Let ph i q N i"1 and ph i q N i"1 denote G f and Gf evaluated at px 1 , x 2 ,¨¨¨, x N q respectively. Then we have h i`1 " f px i`1 , h i q andh i`1 "f px i`1 ,h i q.
Then it follows that
||h i`1´hi`1 || " ||f px i`1 , h i q´f px i`1 ,h i q|| ď ||f px i`1 , h i q´f px i`1 ,h i q||`||f px i`1 ,h i q´f px i`1 ,h i q|| ď ||f px i`1 , h i q´f px i`1 ,h i q||`sup xPK ||Df px, hq||||h i´hi ||, which shows the recursive relation of ||h i´hi ||.
It is easy to check that if a i`1 ď C 0`C1 a i with a 0 " 0, it implies that
Therefore using the above inequality when a i " ||h i´hi ||, C 0 " max xPK ||f´f ||, it follows that ||h i´hi || ď C||f´f || 8 , and so does
where C is defined by Equation (38) .
