Abstract. We construct by means of an iterative method the inverse and the reciprocal of a formal power series when they exist. We use this to give new points of view about Riordan arrays and the Lagrange Inversion Formula.
Introduction: a simple question.
Some parts of the material in this paper were presented by the author in the meeting Combinatorics 2008 celebrated at Costermano, Italy the last June. So it contains some expository on previous work but it also contains new and original results, mainly those in the last two sections.
The results in this paper are consequences of a special interpretation as fixed point problems of the two classical reversion processes in the realm of formal power series: the reciprocation, i. e. the reversion for the Cauchy product, and the inversion, i. e. the reversion for the composition of series.
The aim of this paper is to show how the (Picard) successive approximation method induced by Banach's Fixed Point Theorem (and some mild generalization) allows us to treat some mathematical methods in combinatorics. In particular:
1) To obtain a special Riordan array as remainder in a natural approximation problem about the reciprocation of a quadratic polynomial related to the sum of the arithmeticgeometric series.
2) To construct all elements in the Riordan group as a consequence of the iterative process obtained to calculate the reciprocal of any power series admitting it.
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3) To construct, approximatively, the inverse of any power series (admitting it) in such a way that the Lagrange Inversion Formula can be predicted observing the first terms in the iteration.
For completeness we are going to recall the metric fixed point theorems we will use, see, for example, [1] for the first one and [10] in page 212 for the second one.
Banach Fixed Point Theorem (BFPT). Let (X, d) be a complete metric space and f : X → X contractive. Then f has a unique fixed point x 0 and f n (x) → x 0 for every
Generalized Banach Fixed Point Theorem (GBFPT). Let (X, d) be a complete metric space. Suppose {f n } n∈N : X −→ X is a sequence of contractive maps with the same contraction constant α and suppose that {f n } −→ f (point to point). Then f is α-contractive and for any point z ∈ X the sequence {f
, where x 0 is the unique fixed point of f .
Our framework is the following: We consider K a field of characteristic zero and the ring of power series K[[x]] with coefficients in K. If g is any series given by g = n≥0 g n x n , we recall that the order of g, ω(g), is the smallest nonnegative integer number n such that g n = 0 if any exist. Otherwise, that is if g = 0, we say that its order is ∞. It is well-known
) is a complete ultrametric space where the distance between f and
. Here we understand that 1 2 ∞ = 0. Moreover the distance between f and g is less than or equal to See for example [7] , [4] and [5] for these topics. We can sum the geometric series using BFPT in the sequel. A visual proof of this fact can be found in [13] . Herein we recall an analytic proof: (The peculiar name of the following function will be justified later on). We consider
, we iterate at t = 0 and we obtain:
As the fixed point of h m,1 is the solution of xt + 1 = t, then t = 
which is the unique fixed point of the function, in this case, h m,1 (t) ≡ h 1 (t) = xt + 1. Now it is natural to wonder Question 1.
We organize the paper in the following way:
In Section 2 we use BFPT to a suitable function related to Question 1. We do not answer the question by this way but we find an interesting arithmetical triangle. Later and using GBFPT we answer the question. Actually we construct the whole Pascal triangle by this method .
In Section 3 we generalize the method above, to construct the Pascal triangle, finding so a way to construct arithmetical triangles T (f | g) for any pair of series f and g with non null independent terms. Using the usual product of matrices, we identify the well-known Riordan group.
In the procedure described above we obtain a new parametrization of the elements in the Riordan group and so a new notation different from the usual ones. In Section 4 we try to justify the use of our notation alternatively to the usual notations. We give expressions for the so called A and Z sequences of a Riordan array in terms of our notation. We also identify the curious triangle of Section 2 as an element of the Riordan group.
Our method of construction and our notation allow us to explain easily a way to add and delete columns suitably in a Riordan array to get another one. For a concrete kind of triangles, those denoted by T (1 | a + bx), we can calculate the inverse only adding adequately new columns to those triangles. In fact it is an elementary operations method.
We end this section pointing out that our notation is a very adequate one to describe the natural powers of the Pascal triangle.
In Section 5 we give the main new result of this paper. We display an algorithm to construct the inverse of a series and we show the relation with the Lagrange Inversion Formula.
Two answers: a curious triangle and an iterative method
To answer the previous question, in this section we are going to recall lightly some examples and tools widely studied in [4] and [5] .
First we observe that it is easy to see that there are not any one-degree polynomial f (t) = g(x)t + h(x) and any point x 0 such that the partial sum
In view of this, we are going to iterate a polynomial whose fixed point is the sum of the arithmetic-geometric series, that is
Since the equality t = 1 (1−x) 2 can be converted to t = 1 + (2x − x 2 )t, we consider the polynomial f (t) = 1 + (2x − x 2 )t, with
, and we initiate the iteration process at t = 0:
We know that the sequence of iterations converges to the sum of the arithmetic-geometric
), but we can observe that in each iteration the partial sum of such series appears plus a remainder. We want to control the difference with the partial sum. To do this, we display the coefficients of the remainder as a matrix, that is:
Observing this matrix we recognize:
(1) The rule of construction is similar to that of Pascal triangle: each element is twice the above element minus the element above to the left side, that is: a n,k = 2a n−1,k − a n−1,k−1 .
(2) The elements in the first column are Eulerian numbers except for the sign.
(3) The sum of the elements in any row are triangular numbers with negative sign.
(4) For every element, the sum of all elements in its row to the right and all elements above in its column is zero. That is,
For an exhaustive development of this triangle see [5] .
The above approach, using BFPT, does not give us an exact answer to our question. To find an adequate answer we consider the GBFPT. This is our way to do this:
For computability facts we consider the sequence of functions, with polynomial coefficients,
This is an equicontractive, in fact they are all -contractive, sequence of one-degree polynomials that converges to h 2 (t) = xt +
It is easy to see that the crossed iterations induced by GBFPT are just the corresponding partial sums of the arithmetic-geometric series:
Now using again GBFPT we obtain that, since xt +
these crossed iterations at zero converge to the unique fixed point of h 2 , that is, the sum of the arithmetic-geometric series. So the answer to our question is yes if we are allowed to use the generalized version of the BFPT.
Recall that the Pascal triangle, T (1 | 1 − x) in our notation, is given by: 
We have just constructed the first two columns of Pascal tringle using BFPT. In fact we needed only BFPT to construct the first one and GBFPT to get the second one. The main observation is that we can follow this iterative procedure to construct all columns.
For example we can repeat the process to construct the third column. To get this goal, we interpret the above equicontractive sequence h m,2 in the following way where T m−1,1 is the m − 1 degree Taylor polynomial of the first column (which is the geometric series). So in a similar way we consider the following equicontractive sequence:
where T m−1,2 is the Taylor polynomial of the second column (which is the arithmeticgeometric series). So, as one can easily prove, the crossed iterations for this sequence coincide with the partial sums of the third column:
Using once more GBFPT, we obtain that these crossed iterations converge to the unique fixed point of the limit function h 3 (t) = xt + x
Actually, as we said before, we can construct every column of Pascal triangle using this process: 
THE GROUP OF ALL ARITHMETICAL TRIANGLES T (f | g).
Now we generalize the previous iterative method for any pair of series f = n≥0 f n x n and g = n≥0 g n x n such that f 0 = 0 and g 0 = 0. We construct the following arithmetical triangle T (f | g), as we did with the Pascal triangle T (1 | 1 − x) , where the role of series 1 is played by the series f and the role of 1 − x by g. 
· · ·
In [4] we interpreted the calculation of f g as a fixed point problem. Consider the sequence
where T m (f ) is the m degree Taylor polynomial of f . Observe that the sequence of crossed iterations has as its limit the unique fixed point of
To construct the second column and the next ones we consider the equicontractive sequences
their corresponding limits are h n (t) =
whose corresponding unique fixed points are
The series t n is just the n-column of our T (f | g).
Algorithm 3. Suppose that T (f | g) = (c i,j ). The above described method of construction can be put in, we will say, coordinates giving us an algorithm. First the well-known rule for f g .
For any other column the construction is similar:
So to construct the arithmetical triangle T (f | g) it is enough to know the ordered pair of series f and g, i. e. the data, and the algorithm of dividing two series. Every column is constructed by the same rule as that in f g but the coefficients of f g are replaced with the coefficients of the previous column. Except for the first column, here we need and auxiliary column, the coefficients of f .
We can consider the matrix T (f | g), like in Linear Algebra, as the associated matrix to a K-linear continuous function, see [4] :
Using the classical definition of composition of maps and the behavior of the associated matrix, we can easily find the formulas for the product and the inverse for these triangles.
So if we consider the set of the all arithmetical triangles with f 0 = 0 and g 0 = 0 and the usual product of matrices we obtain a group. Actually this group is the well-known Riordan group.
On the T (f | g) notation.
We have received some critics about our notation. Someone could think that our notation is in some sense cumbersome. Of course it depends strongly on the way you approach or you run into this group. In this section we are going to give some reasons why our notation could be very adequate.
The fundamental equality with our notations is:
This equality in other notations converts to:
In (1) we can see that every element of the Riordan group [9] can be expressed by means of the product of a lower triangular Toepliz matrix whose columns are the coefficients of series f , shifted conveniently, the matrix T (f | 1), and a renewal array, the matrix T (1 | g) described by Rogers in [8] . These last kind of matrices are really similar to the Jabotinsky matrices, see [3] . We mean that the structure of every element of the Riordan group is in the structure of the matrix T (1 | g). For example, to know a closed formula for the general term of T (1 | g) gives us at once a closed formula for the general term in T (f | g). This matrix T (1 | g), for us, is intrinsically related to the calculation of 1 g , its first column.
We construct every element of the Riordan group knowing the series f , g and the algorithm of division of series. Nothing new, we do not need the A or the Z sequences, see [6] and [11] . In fact we get significant expressions for these sequences:
, the A sequence is the unique series, with A(0) = 0,
On the other hand as k −1 • k = x and k = x g then x = kg, composing with k −1 we get k −1 = xg(k −1 ) and
(ii) From Theorem 2.3 in [6] we obtain that the Z is determined by the equality
. From here we get 1
Another reason why, for us our notation is natural, is related to the way we begun to study these topics. One of the first things we did was to find our curious triangle described in Section 2. From our notation, the description as a Riordan array is:
This notation resembles both the problem we were treating and the algorithm of construction.
Another of the facts we can describe easily with our notation is the fact that, with our construction method by columns we can add new columns to the left for every element of the Riordan group to obtain again a Riordan array intrinsically related to the initial one, for example: 
Note that we added a new column to the left and look at the way the parameters changed in our notation
In general we can add adequately all the columns one wishes controlling the change of parameter in the name of the Riordan array. 
So we can put columns to the left or remove columns to the right and we continue within the Riordan group. For example if we begin with T (f | g), in the sequence below they appear, to the left, the Riordan arrays after adding, adequately, one, two or three more columns respectively. To the right they appear the Riordan arrays after removing one, two or three columns respectively:
This construction is very nice in the case of Riordan matrices of kind T (1 | a + bx), (treated as change of variables in [5] ). For these matrices we have
Note that, as in the Pascal triangle, we can see the above matrix in the next way
placed in the same way as the inverse of the Pascal triangle is placed in the Hexagon of Pascal in page 194 in [2] . Note that
). This gives us a method to calculate T −1 (1 | a + bx) by means of elementary operations.
Other curious, and symbolically important, property of our notation is the way to give, by means of the parameters, the natural powers of the Pascal triangle:
Proof. By induction for n = 2:
We end this section with some comparison tables about different used notations for elements in the Riordan group depending on two series.
. Similar arguments allow us to prove that T 3 (F (g 0 x + g 0 g 1 x 2 )) = T 3 (k −1 ). In general Algorithm 6.
T m (k −1 ) = T m (F (T m−1 (F (· · · (F (T 1 (F (0)))) · · · ))))
Using the above algorithm we get
T 3 (k −1 ) = g 0 x + g 0 g 1 x 2 + (g 0 g comparing adequately the coefficients of k −1 and the powers of g we obtain the next relationships:
These equalities allow us to predict and motivate the classical Lagrange Inversion Formula, see [12] page 36:
