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Oscillation criteria are presented for second-order differential inclusions
(a(t)y′(t))′ ∈ F(t, y(t)) for a.e. t ≥ t0 ≥ 0.
We note that the results of this paper are new even in the single valued case.
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1. Introduction
In this paper we are concerned with the oscillatory behavior of the differential inclusion
(a(t)y′(t))′ ∈ F(t, y(t)) for a.e. t ≥ t0 ≥ 0; (1.1)
the function a is single valued and F : [t0,∞)×R→ 2R is a multifunction (here 2R denotes the family of nonempty subsets
of R). We note that the usual standard notation in inclusion theory is used here, e.g., |F(t, u)| = sup{|v| : v ∈ F(t, u)} and
F(t, u) > 0 meansw > 0 for eachw ∈ F(t, u).
In this paper by a solution y to (1.1), we mean a y ∈ C[t0,∞) with ay′ ∈ C[t0,∞) and (ay′)′ ∈ L1loc[t0,∞).We assume
throughout that (1.1) possesses such solutions. Recall that a nontrivial solution of (1.1) is called oscillatory if it has arbitrarily
large zeros, otherwise it is called nonoscillatory. Inclusion (1.1) is said to be oscillatory if all its solutions are oscillatory.
In [1–5] we initiated the study of oscillatory and nonoscillatory solutions of the differential inclusion (1.1). In this paper
we proceed further in this direction to establish new criteria for the oscillation of inclusion (1.1).
2. Main results
The following result is concerned with the oscillatory behavior of (1.1) when F is strongly superlinear, see [6,7], i.e. F
satisfies condition (2.3).
Theorem 2.1. Suppose the following conditions are satisfied:
a ∈ C([t0,∞),R+ = (0,∞)) and
∫ ∞ ds
a(s)
= ∞ (2.1){
F(t, x) < 0 for (t, x) ∈ [t0,∞)× R+
F(t, x) > 0 for (t, x) ∈ [t0,∞)× R−, (2.2)
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where R− = (−∞, 0), and assume that there exists a constant λ > 1 such that the following condition is satisfied:
there exist f : [t0,∞)× R→ R with x f (t, x) > 0
for a.e. t ≥ t0 and x 6= 0 and with |f (t, x)||x|λ
nondecreasing in |x| for a.e. t ≥ t0 and
|F(t, x)| ≥ f (t, x) for (t, x) ∈ [t0,∞)× R+,
|F(t, x)| ≥ −f (t, x) for (t, x) ∈ [t0,∞)× R−.
(2.3)
If ∫ ∞
t0
A(s)|f (s, c)|ds = ∞, (2.4)
for every nonzero constant c, where A[t, T ] = ∫ tT ds/a(s), t ≥ T ≥ t0 and A(t) = A[t, t0], then inclusion (1.1) is oscillatory.
Proof. Let y be a nonoscillatory solution of (1.1). Suppose that y(t) > 0 for t ≥ t0.We first show that
y′(t) > 0 for t > t0. (2.5)
To see this, suppose there exists t1 > t0 with y′(t1) < 0. Let
τ(t) := (a(t)y′(t))′ with τ(t) ∈ F(t, y(t)) and τ ∈ L1loc[t0,∞). (2.6)
From (2.2), we have
(a(t)y′(t))′ ≤ 0 for a.e. t ≥ t0,
and so
a(t)y′(t) ≤ a(t1)y′(t1) for t ≥ t1.
Now an integration from t1 to t(t ≥ t1) yields
y(t) ≤ y(t1)+ a(t1)y′(t1)
∫ t
t1
ds
a(s)
→−∞ as t →∞,
a contradiction. Thus, y′(t) ≥ 0 for t ≥ t0. Next, assume there exists t1 > t0 with y′(t1) = 0. Then (2.2) implies that
(a(t)y′(t))′ < 0 for a.e. t ≥ t0, and so a(t)y′(t) < 0 for t > t1, a contradiction. Thus, (2.5) is true.
Fix t1 ≥ t0. There exists a positive constant c1 such that
y(t) ≥ c1 for a.e. t ≥ t1. (2.7)
Integrating (2.6) from t to u ≥ t and letting u→∞,we get
y′(t) ≥ 1
a(t)
∫ ∞
t
[−τ(s)]ds ≥ 1
a(t)
∫ ∞
t
f (s, y(s))ds for a.e. t ≥ t1. (2.8)
From (2.3) and (2.7) it follows that
f (t, y(t)) = f (t, y(t))
yλ(t)
yλ(t) ≥ f (t, c1)
cλ1
yλ(t) for a.e. t ≥ t1. (2.9)
Using (2.9) in (2.8) and noting that y(t) is increasing, we have
y′(t) ≥ 1
cλ1 a(t)
∫ ∞
t
f (s, c1)yλ(s)ds
≥
(
1
cλ1 a(t)
∫ ∞
t1
f (s, c1)ds
)
yλ(t) for a.e. t ≥ t1.
Dividing the above inequality by (y(t))λ and integrating from t1 to t and letting t →∞,we have
1
cλ1
∫ ∞
t1
1
a(u)
∫ ∞
u
f (s, c1)dsdu = 1cλ1
∫ ∞
t1
A[s, t1]f (s, c1)ds
≤ (y(t1))
1−λ
λ− 1 <∞,
which contradicts condition (2.4).
It is easy to see that a parallel argument holds when y(t) is negative. This completes the proof. 
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Next, we present the following result when F is strongly sublinear, see [6,7], i.e. F satisfies condition (2.10).
Theorem 2.2. Let conditions (2.1) and (2.2) hold and assume that there exists a constant α, 0 < α < 1 such that the following
condition holds:
there exist f : [t0,∞)× R→ R with x f (t, x) > 0
for a.e. t ≥ t0 and x 6= 0 and with |f (t, x)||x|α
nonincreasing in |x| for a.e. t ≥ t0 and
|F(t, x)| ≥ f (t, x) for (t, x) ∈ [t0,∞)× R+,
|F(t, x)| ≥ −f (t, x) for (t, x) ∈ [t0,∞)× R−.
(2.10)
If ∫ ∞
t0
|f (s, cA(s))|ds = ∞, (2.11)
for every nonzero constant c and A(t) is as in Theorem 2.1, then inclusion (1.1) is oscillatory.
Proof. Let y be a nonoscillatory solution of (1.1). We may suppose that y(t) > 0 for t ≥ t0, since a parallel argument holds
if y(t) is negative. As in the proof of Theorem 2.1, we obtain (2.5) and (2.8). Let τ(t) be as in (2.6). Let t2 > t1 be fixed and
integrate (2.8) from t1 to t(≥ t2). It follows that
y(t) ≥ A(t)
∫ ∞
t
f (s, y(s))ds for a.e. t ≥ t2. (2.12)
Note there is a constant c2 > 0 such that
y(t) ≤ c2A(t) for a.e. t ≥ t2. (2.13)
From (2.10) and (2.13), we find
f (t, y(t)) = f (t, y(t))
yα(t)
yα(t) ≥ f (t, c2A(t))
cα2
(
y(t)
A(t)
)α
for a.e. t ≥ t2. (2.14)
Combining (2.12) and (2.14), we have
y(t)
A(t)
≥ 1
cα2
∫ ∞
t
f (s, c2A(s))
(
y(t)
A(s)
)α
ds for t ≥ t2.
Set
w(t) =
∫ ∞
t
f (s, c2A(s))
(
y(s)
A(s)
)α
ds, t ≥ t2.
Then, it follows that
−w′(t) = f (t, c2A(t))
(
y(t)
A(t)
)α
≥ f (t, c2A(t))
(
cα2w(t)
)α
,
or
− w
′(t)
wα(t)
≥ (cα2 )α f (t, c2A(t)) for t ≥ t2.
An integration of this inequality shows that∫ ∞
t2
f (s, c2A(s))ds <∞,
which contradicts condition (2.11). This completes the proof. 
Next, we present the following result.
Theorem 2.3. Let conditions (2.1) and (2.2) hold and assume that the following condition holds:
there exist f : [t0,∞)× R→ R with x f (t, x) > 0
for a.e. t ≥ t0 and x 6= 0 and with f (t, x)
nondecreasing in x for a.e. t ≥ t0 and
|F(t, x)| ≥ f (t, x) for (t, x) ∈ [t0,∞)× R+,
|F(t, x)| ≥ −f (t, x) for (t, x) ∈ [t0,∞)× R−.
(2.15)
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If ∫ ∞
t0
1
a(u)
∫ u
t0
|f (s, c)|dsdu = ∞ (2.16)
for every nonzero constant c, then (1.1) is oscillatory.
Proof. Let y be a nonoscillatory solution of (1.1). We may suppose that y(t) > 0 for t ≥ t0, since a parallel argument holds
if y(t) is negative. As in the proof of Theorem 2.1, we obtain (2.5) and (2.7). Next, let τ(t) be as in (2.6). Integrating (2.6) from
t1 ≥ t0 to t,we have
a(t)y′(t) ≤ a(t1)y′(t1)−
∫ t
t1
f (s, y(s))ds. (2.17)
Using (2.7) in (2.17), we get
y′(t) ≤ − 1
a(t)
∫ t
t1
f (s, c1)ds.
Integrating from t1 to t,we have
y(t) ≤ y(t1)−
∫ t
t1
1
a(u)
∫ t
t1
f (s, c1)dsdu→−∞ ast →∞,
a contradiction to the fact that y(t) > 0 for t ≥ t0. This completes the proof. 
Next, we present the following interesting result.
Theorem 2.4. Let conditions (2.1) and (2.2) hold and assume that there exist q : [t0,∞) → (0,∞) with q ∈ L1loc[t0,∞), a
nondecreasing function ρ ∈ C([t0,∞),R+) and a constant λ (λ is the quotient of odd positive integers), 0 < λ ≤ 1 withF(t, x) ≤ −q(t)x
λ for (t, x) ∈ [t0,∞)× R+
and
F(t, x) ≥ −q(t)xλ for (t, x) ∈ [t0,∞)× R−.
(2.18)
If
lim sup
t→∞
∫ t
t0
[
ρ(s)q(s)− c ρ
′(s)
Aλ(s)
]
ds = ∞, (2.19)
for every positive constant c, where A(t) is as in Theorem 2.1, then (1.1) is oscillatory.
Proof. Let y be a nonoscillatory solution of (1.1). We may suppose that y(t) > 0 for t ≥ t0, since a parallel argument holds
if y(t) is negative. As in the proof of Theorems 2.1 and 2.2 we obtain (2.5) and (2.13). Let
w(t) = ρ(t)a(t)y
′(t)
yλ(t)
for t ≥ t0. (2.20)
Also, let τ(t) be as in (2.6). Notice for t > t0 that
w′(t) = ρ ′(t)a(t)y
′(t)
yλ(t)
+ ρ(t) (a(t)y
′(t))′
yλ(t)
− λρ(t)a(t) (y
′(t))2
yλ+1(t)
,
or
w′(t) ≤ −ρ(t)q(t)+ ρ ′(t)
(
a(t)y′(t)
y(t)
) (
y1−λ(t)
)
. (2.21)
Now,
y(t) = y(t0)+
∫ t
t0
y′(s)ds =
∫ t
t0
1
a(s)
(a(s)y′(s))ds ≥ A(t)(a(t)y′(t)) for t ≥ t0. (2.22)
Using (2.13) and (2.22) in (2.21), we get
w′(t) ≤ −ρ(t)q(t)+ ρ
′(t)
A(t)
(c2A(t))1−λ
= −ρ(t)q(t)+ c1−λ2
ρ ′(t)
Aλ(t)
for t ≥ t1 ≥ t0. (2.23)
S.R. Grace et al. / Applied Mathematics Letters 22 (2009) 153–158 157
Integrating (2.23) from t1 to t and taking lim sup of the resulting inequality as t →∞,we have
lim sup
t→∞
∫ t
t1
[
ρ(s)q(s)− c1−λ2
ρ ′(s)
Aλ(s)
]
ds ≤ −w(t)+ w(t1) ≤ w(t1) <∞,
which contradicts condition (2.19). This completes the proof. 
Finally, we present the following result.
Theorem 2.5. Let conditions (2.1), (2.2) and (2.18) hold. Moreover, assume that there exists a differentiable function H : D =
{(t, s) : t ≥ s ≥ t0} → R such that
H(t, t) = 0 for t ≥ t0,H(t, s) > 0 and ∂H(t, s)
∂s
≥ 0 for (t, s) ∈ D. (2.24)
If
lim sup
t→∞
1
H(t, t0)
∫ t
t0
[
H(t, s)ρ(s)q(s)− c
(
H(t, s)ρ ′(s)+ ρ(s) ∂
∂sH(t, s)
)
Aλ(s)
]
ds = ∞ (2.25)
for any constant c > 0, where A(t) is as in Theorem 2.1, then (1.1) is oscillatory.
Proof. Let y be a nonoscillatory solution of (1.1). We may suppose that y(t) > 0 for t ≥ t0, since a parallel argument holds
if y(t) is negative. As in the proof of Theorem 2.4 we obtain (2.5) and (2.21). Also, note that
a(t)y′(t)
yλ(t)
≤ c1−λ2 A−λ(t) for t > t0. (2.26)
Multiplying both sides of inequality (2.21) by H(t, s) and integrating the resulting inequality from t1 ≥ t0 to t yield∫ t
t1
H(t, s)w′(s)ds = H(t, s)w(s)|tt1 −
∫ t
t1
∂H(t, s)
∂s
w(s)ds
≤ −
∫ t
t1
H(t, s)ρ(s)q(s)ds+
∫ t
t1
H(t, s)ρ ′(s)
(
a(s)y′(s)
yλ(s)
)
ds,
or
− H(t, t1)w(t1) ≤ −
∫ t
t1
H(t, s)ρ(s)q(s)ds+
∫ t
t1
[
H(t, s)ρ(s)+ ρ ′(s) ∂H(t, s)
∂s
](
a(s)y′(s)
yλ(s)
)
ds. (2.27)
Using (2.27) in (2.26), we have
∞ > w(t1) ≥ 1H(t, t1)
∫ t
t1
H(t, s)ρ(s)q(s)− c1−λ2
(
H(t, s)ρ ′(s)+ ρ(s) ∂H(t,s)
∂s
)
Aλ(s)
 ds.
Taking lim sup of both sides of the above inequality as t →∞,we obtain a contradiction to condition (2.25). This completes
the proof. 
Remark 2.1. 1. In Theorem 2.5, we may replace both conditions ρ ′(t) ≥ 0 for t ≥ t0 and ∂H(t,s)∂s ≥ 0 for (t, s) ∈ D by
h(t, s) = H(t, s)ρ ′(s)+ ρ(s) ∂H(t, s)
∂s
≥ 0 for t ≥ t0 and (t, s) ∈ D. (2.28)
2. Condition (2.25) may be replaced by
lim sup
t→∞
1
H(t, t0)
∫ t
t0
H(t, s)ρ(s)q(s)ds = ∞ (2.29)
and
lim
t→∞
1
H(t, t0)
∫ t
t0
h(t, s)A−λ(s)ds <∞, (2.30)
where h is as in (2.28).
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