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Abstract
We derive the hydrodynamic limit of a kinetic equation with a stochastic, short range
perturbation of the velocity operator. Under some mixing hypotheses on the stochastic
perturbation, we establish a diffusion-approximation result: the limit we obtain is a parabolic
stochastic partial differential equation on the macroscopic parameter, the density here.
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1 Introduction
Let Td denote the d-dimensional torus. Let V be a bounded domain of Rd, say V ⊂ B¯Rd(0, 1),
and let ν be a probability measure on V . We consider the following kinetic random equation:
∂tf
ε +
v
ε
· ∇xfε = 1
ε2
(Mρε − fε) + 1
ε2
ρεv · ∇xm¯εt , (t, x, v) ∈ R+ × Td × V, (1.1)
with initial condition
fε(0) = fεin ∈ L2(Td × V ). (1.2)
In (1.1), ρε is the density associated to fε:
ρε = ρ(fε) =
∫
V
fε(v)dν(v). (1.3)
The parameter ε > 0 is small and we will study the limit of (1.1) when ε → 0. The random
character of (1.1) comes from the factor v · ∇xm¯εt . In this term
m¯εt (x) = m¯ε−2t(x), (1.4)
where (m¯t) is a stationary stochastic process over C
3(Td). The function M is a probability
density function on (V, ν). We will assume that M is bounded from above and from below:
α ≤M(v) ≤ α−1, for ν a.e. v ∈ V, (1.5)
where α ∈ (0, 1). Due to (1.4), Equation (1.1) is obtained from the rescaling fε(t, x, v) =
f(ε2t, x, v), where f is solution to
∂tf + εv · ∇xf = (Mρ− f) + ρv · ∇xm¯t, (t, x, v) ∈ R+ × Td × V. (1.6)
For ε = 0, (1.6) reduces to the equation
∂tf = (Mρ− f) + ρv · ∇xm¯t, (t, x, v) ∈ R+ × Td × V. (1.7)
Under some mixing hypotheses on the process (m¯t), Equation (1.7) has a unique invariant mea-
sure. This invariant measure is the law of a particular solution ρ(x)M¯t (note that x is a parameter
in (1.7)). This invariant solution is computed explicitly in Section 2.4, see (2.34). Consider the
evolution given by (1.6) when the initial datum is close1 to the equilibrium ρ(x)M¯0(v). On the
long time scale ε−2t, we show that the rescaled unknown fε solution to (1.1) is close to a local
equilibrium ρtM¯ε−2t, and we give the evolution for the macroscopic parameter (ρt). The fact
that t 7→ ε−2t is the right time rescaling is due to the structure of (1.6) and to the following
cancellation and normalization properties of M and (V, ν):∫
V
Q(v)dν(v) = 0,
∫
V
M(v)dν(v) = 1, (1.8)
where Q(v) ∈ {vi, viM(v), vivjvkM(v)}, for i, j, k ∈ {1, . . . , d}. Our precise statement is the
following one.
1actually, it is not necessary to start close to equilibrium, since the dynamics of (1.6) brings the solution close
to local equilibrium in short time, see the bound on the entropy dissipation in (4.6)-(4.4)
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Theorem 1.1. Assume that (m¯t) is an admissible pilot process in the sense of Definition 1.1.
Assume that (M,V, ν) satisfy (1.5), (1.8). Let fεin ∈ L2(Td × V ) be a sequence of non-negative
functions. Suppose also that
ρ(fεin)→ ρin in L2(Td), sup
0<ε<1
‖fεin‖L2(Td×V ) ≤ Cin < +∞. (1.9)
Let fεt be the solution to (1.1) with initial datum f
ε
in. Let M¯
ε
t = M¯ε−2t be the equilibrium given
by (2.34). Then we have
∫ t
0
‖fεs − ρ(fεs )M¯ εs ‖2L2(Td×V )ds ≤
C2ine
t
α2
ε2 (1.10)
almost-surely, and, for all σ > 0, the convergence ρ(fεt ) → ρt in law on C([0, T ];H−σ(Td)),
where ρ is the solution to the stochastic partial differential equation
dρ = div(K∗∇xρ+Ψρ)dt+
√
2 divx(ρS
1/2dW (t)), (1.11)
with initial condition ρ(0) = ρin. In (1.11), W (t) is a cylindrical Wiener process on L
2(Td),
S is the covariance operator defined by (3.29). The coefficients K∗ and Ψ have the following
expression:
K∗ = K(M) + E [(R0R1χ)(m¯0)⊗ χ(m¯0)] , K(M) :=
∫
V
v ⊗ vM(v)dν(v) (1.12)
and
Ψ = E [divx[χ(m¯0)](R0R1χ)(m¯0)] , (1.13)
where χ(n) and the resolvent Rα are defined in (1.25) and (1.24) respectively.
Remark 1.1 (Stratonovitch). The Stratonovitch form of (1.11) is
dρ = div(KStrato∇xρ+ΨStratoρ)dt+
√
2 divx(ρ ◦ S1/2dW (t)), (1.14)
where
KStrato = K(M) + E [(R1χ)(m¯0)⊗ χ(m¯0)] , ΨStrato = E [divx[χ(m¯0)](R1χ)(m¯0)] . (1.15)
Let us do the following comments about the result of Theorem 1.1.
1. In the deterministic case (m¯ε ≡ 0), fε converges to ρM , where ρ is the solution of the
diffusion equation
∂tρ− div (K(M)∇xρ) = 0, (1.16)
with initial condition ρ(0) = ρin, see [11], for example, for a proof of this result (a pro-
babilistic proof can also be found elsewhere, in [10, Section 5.1] for instance). We prove
in Proposition 3.5 that, when (m¯t) is reversible, we have K
∗ ≥ K, in the sense that the
matrix K∗ − K is non-negative. If we are only concerned with the convergence of the
average rε := Eρε, we obtain that rε → r in C([0, T ];H−η(Td)), where r is solution to
∂tr − div (K∗∇xr +Ψr) = 0. (1.17)
In that case, there is more diffusion in (1.17) than in (1.16).
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2. The limit obtained in this paper should be compared to the approximation-diffusion results
obtained in the context of hydrodynamic limits of kinetic equations in [9, 7, 10]. In the
first two papers [9, 7] the order of the stochastic perturbation is weaker than here in (1.1)
and, more precisely, the progression is the following one: in [9], the perturbed test-function
method of [19], developed in the context of ordinary differential equation is combined with
the deterministic hydrodynamic limit. In [7], tools for strong convergence are developed
and non-linear equations are treated. In [10], more singular problems (more singular in
the sense that the equilibria of the unperturbed equation are stochastic, not deterministic)
are considered, in a linear setting however. Here also we consider a singular situation in a
linear setting, a framework which is very close to the one considered in [10]. A noticeable
difference with [10] is the fact that the space V of velocity is bounded here, while in [10],
V is the whole space Rd. As a consequence, we are able to show (1.10) thanks to a relative
entropy estimate, a procedure which is not working for the time being for the problem
considered in [10], due to some moments in v that cannot be controlled.
3. Diffusion-approximation for PDEs has been studied by Pardoux and Piatnitski [20], in the
context of stochastic homogenization of parabolic equations, by Marty, De Bouard, Debuss-
che, Gazeau, Tsutsumi [18, 5, 8, 6] for Schrödinger equations and by Bal, Fouque, Garnier,
Papanicolaou, Sølna and their co-authors (see [1, 13, 14] for example) for propagation of
waves in random media.
4. Let us set temporarily N(t, x) = m¯t(x): N(t, x) will stand for the concentration of a
chemotactic substance at time t at point x in a model of evolution of a cell due to a run-
and-tumble process. There are two alternative steps here thus. A phase of run, with an
evolution at constant speed V , which corresponds to the evolution equation X˙(t) = V .
A tumble phase, given by a redistribution, after a random time with exponential law, of
the velocity V . After rescaling, Equation (1.1) or (1.6) is the evolution equation for the
density of the law of the resulting process (Xt, Vt) when the redistribution of velocity is
done according to the following scheme: the new velocity is chosen independently from the
previous one, according to a law with density Mˇ : v 7→M(v) + v · ∇xN with respect to ν.
We see Mˇ as a perturbation of M , random since N is random. This accounts for the title
of the paper. Note also that it is understood that the perturbation v · ∇xN gives more
weight to velocities that drive the organism under consideration towards zone with higher
concentration of chemotactic substance. This is conceivable if the organism is big enough
to be sensitive to gradients of the chemotactic substance at its own scale.
The organization of the paper is the following one. In the following Section 1.1, we describe
precisely the class of driving random term (m¯t) that we consider. In Section 2, we study Equa-
tion (1.1) at fixed ε and the ergodic properties of Equation (1.7). In Section 3, we use the
perturbed test-function method to identify the limit generator that arises when ε → 0. Then,
in Section 4, we show that (ρε) is tight and converges in law to the solution of the martingale
problem associated to the limit generator L . In the last Section 5, we show that this limit is
the law of the solution to the stochastic PDE (1.11).
There are some standards facts about processes which are usually taken for granted without
expanding too much on their proof. Since we consider processes with infinite-dimensional state
spaces, these proofs, with all their details, can be quite lengthy. In [10], such complete proofs
have been given, with the aim to be used for future reference. We will use and make reference to
[10] here, when needed. For example, we do not give the proof of Theorem 2.4 or Corollary 2.7,
or all the details of Section 5.2.
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1.1 The driving random term
Let (Ω,F ,P) be a probability space. Let F = C3(Td) be the Banach space with norm
‖m‖F = sup
x∈Td,0≤k≤3
[|Dkm(x)|] .
This is the state space for the process (m¯t): we consider a stationary, homogeneous, càdlàg
Markov process (m¯t)t≥0 over F with generator A (the generator is defined according to the
theory developed by Priola in [21], see also [10, Appendix B]). Let P (t, n,B) be a transition
function for (m¯t) associated to the filtration generated by (m¯t) (see, e.g., [12, p. 156] for the
definition), satisfying the Chapman-Kolmogorov relation
P (t+ s, n,B) =
∫
F
P (s,m,B)dP (t, n, dm), (1.18)
for all s, t ≥ 0, n ∈ F , B Borel subset of F . Up to a modification of the probability space, and
by identification of versions of the processes, we are given processes m(t, s;n0) with transition
function P satisfying P(m(s, s;n0) ∈ B) = µ(B) where µ, a Borel probability measure on F , is
the law of n0. We can also assume that (m¯t) is defined for all t ∈ R (see the beginning of [10,
Section 2] for the justification of these assertions).
Definition 1.1 (Admissible pilot process). Let (m¯t)t≥0 be a càdlàg, stationary, homogeneous
Markov process of generator A over F . We say that (m¯t)t≥0 is an admissible pilot process if the
conditions (1.19), (1.20), (1.21), (1.23), (1.28) below are satisfied.
Our first hypothesis is that there exists a stable ball: there exists R ≥ 0 such that: almost-surely,
for all n with ‖n‖F ≤ R, for all t ≥ 0,
‖m(t;n)‖F ≤ R. (1.19)
We will assume that R is sufficiently small in order to ensure that the matrix K∗ defined by
(1.12) is positive. We suppose therefore that
R ≤ α
4
. (1.20)
Our second hypothesis is about the law λ of m¯t. We assume that it is supported in the ball B¯R
of F (therefore, it has moments of all orders) and that it is centred:∫
F
n dλ(n) = E [m¯t] = 0, (1.21)
for all t ≥ 0. Note that a consequence of this hypothesis is that: almost-surely, for all t ≥ 0,
‖m¯t‖F ≤ R. (1.22)
Our third hypothesis is a mixing hypothesis: we assume that there exists a continuous, non-
increasing, positive and integrable function γmix ∈ L1(R+) such that, for all probability measures
µ, µ′ on F , for all random variables n0, n
′
0 on F of law µ and µ
′ respectively, there is a coupling
((m∗t (n0))t≥0, (m
∗
t (n
′
0))t≥0) of (mt(n0))t≥0, (mt(n
′
0))t≥0) such that
E‖m∗t (n0)−m∗t (n′0)‖F ≤ Rγmix(t), (1.23)
for all t ≥ 0.
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Let θ : F → R be continuous and bounded on bounded sets of F . A consequence of (1.19)-(1.23)
is that, for α ≥ 0, the resolvent
Rαθ(n) :=
∫ ∞
0
e−αtEθ(mt(n))dt (1.24)
is well defined, under the additional condition, in the limiting case α = 0, that θ is Lipschitz-
continuous on bounded sets of F and satisfy the cancellation condition 〈θ, ν〉 = 0. Indeed, given
such a function θ, denoting by LR the Lipschitz constant of θ on the closed ball of center 0 and
radius R in F , it follows from (1.23) that
|Eθ(mt(n))| = |Eθ(m∗t (n0))− Eθ(m∗t (n′0))| ≤ LRRγmix(t),
where n0 = n a.s. and n
′
0 follows the law ν. We will apply this result to the case where θ is a
linear map F → Rd, and in particular to the case θ(n) = χ(n), where
χ(n) = K(1)∇xn =
∫
V
vvi∂xindν(v) ∈ Rd. (1.25)
Then Rαχ(n) is well defined in C
2(Td) and satisfies the estimate
‖Rαχ(n)‖C2(Td) ≤ R‖γmix‖L1(R+), (1.26)
for all α ≥ 0. Our last assumption is the following one. We consider a bounded linear functional
Λ, with norm ‖Λ‖, on [C2(Td)]d. By composition, we may consider the functional
Λ ◦R0 ◦ χ : n 7→ Λ [(R0χ(n))] (1.27)
on F and the action of the generator A on (1.27) and the square of (1.27). We will assume the
following bounds regarding this action: there exists a constant C0
R
≥ 0 such
|A |Λ ◦R0 ◦ χ|2 (n)| ≤ C0R ‖Λ‖2, |A[Λ ◦R0 ◦ χ](n)| ≤ C0R ‖Λ‖, (1.28)
for all n with ‖n‖F ≤ R. We use (1.28) in the estimate (4.32) in particular.
2 Generator
2.1 Notations
The three first moments of a function f ∈ L1(V, ν) are denoted by
ρ(f) =
∫
V
f(v)dν(v), J(f) =
∫
V
vf(v)dν(v), K(f) =
∫
V
v ⊗ vf(v)dν(v). (2.1)
We use the letter L to denote the linear operator
L : f 7→ ρ(f)M − f (2.2)
defined on L1(V, ν). If E is a Banach space and I an interval in R, we denote by D(I;E) the
Skorohod space of càdlàg functions from I to E (see [3], [16]). We denote by 〈f, g〉 the canonical
scalar product on L2(Td × V ):
〈f, g〉 =
∫∫
Td×V
f(x, v)g(x, v)dxdν(v).
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2.2 Resolution of the kinetic equation
We consider here the resolution of the Cauchy Problem (1.1)-(1.2) at fixed ε. We may therefore
take ε = 1 for simplicity. We will solve (1.1)-(1.2) pathwise besides and, more exactly, we will
construct a continuous solution map
((m¯t), fin) 7→ fε.
Since only qt(x) := ∇xm¯t(x) does matter here, let us fix T > 0 and consider the equation
∂tf + v · ∇xf = Lf + ρ(f)v · q, (2.3)
where q : Td × (0, T ) → Rd is measurable and L is defined by (2.2). Let Φt(x, v) = (x + tv, v)
denote the flow associated to the field (v, 0). Note that Φt preserves the measure on T
d × V .
Definition 2.1. Let fin ∈ L1(Td × V ), let q : Td × (0, T )→ Rd be continuous with respect to x
and càdlàg in t. A continuous function from [0, T ] to L1(Td ×V ) is said to be a mild solution to
(2.3) with initial datum fin if
f(t) = e−tfin ◦ Φ−t +
∫ t
0
e−(t−s)[ρ(f(s))(M + v · q(s, ·))] ◦ Φ−(t−s)ds, (2.4)
for all t ∈ [0, T ].
Theorem 2.1. Let fin ∈ L1(Td × V ), let q : Td × (0, T ) → Rd be continuous with respect to x
and càdlàg in t. There exists a unique mild solution to (2.3) in C([0, T ];L1(Td×V )) with initial
datum fin. It satisfies
‖f(t)‖L1(Td×V ) ≤ et‖q‖L∞(Td×(0,t))‖fin‖L1(Td×V ) for all t ∈ [0, T ]. (2.5)
In particular, we can write
f(t) = Ψt(fin, (qs)0≤s≤t), (2.6)
where Ψt is a continuous map from L
1(Td × V )×D([0, t];C(Td)) to L1(Td × V ).
Proof of Theorem 2.1. Let ET denote the space of continuous functions from [0, T ] to L
1(Td ×
R
d). We use the norm
‖f‖ET = sup
t∈[0,T ]
e−t‖q‖L∞(Td×(0,T ))‖f(t)‖L1(Td×V )
on ET . Note that
‖ρ(f)‖L1(Td) ≤ ‖f‖L1(Td×Rd). (2.7)
Let f ∈ ET . Assume that (2.4) is satisfied. Then, by (2.7), and due to the fact that v ∈ V has
a norm less than 1, we have
‖f(t)‖L1(Td×V ) ≤e−t‖fin‖L1(Td×V ) + (1 + ‖q‖L∞(Td×(0,T )))
∫ t
0
e−(t−s)‖f(s)‖L1(Td×V )ds.
By Gronwall’s Lemma applied to t 7→ et‖f(t)‖L1(Td×V ), we obtain (2.5) as an a priori esti-
mate. Besides, the L1-norm of the integral term in (2.4) can be estimated by (et‖q‖L∞(Td×(0,T )) −
e−t)‖f‖ET . This means that the application which, to f ∈ Et, associates the right-hand side
of (2.4), is a contraction (with factor 1 − e−T ) of ET . Therefore existence and uniqueness of a
solution to (2.4) in L1(Ω;ET ) follow from the Banach fixed point Theorem. By linearity of the
equation, (2.6) follows from (2.5).
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To complete Theorem 2.1, we give the following result.
Proposition 2.2 (Non-negative solutions). Let fin ∈ L1(Td × V ), let q : Td × (0, T ) → Rd
be continuous with respect to x and càdlàg in t. Let f be the unique mild solution to (2.3) in
C([0, T ];L1(Td × V )) with initial datum fin. Assume that
M(v) + v · q(t, x) ≥ 0, (2.8)
for a.e. (t, x, v) ∈ (0, T )× Td × V and that fin ≥ 0 a.e. Then f ≥ 0 a.e. on (0, T )× Td × V .
Proof of Proposition 2.2. In view of (2.4), it is sufficient to show that ρ(f) ≥ 0 a.e. on (0, T )×Td.
We have
ρ(f)(t) = e−tρ(fin ◦ Φ−t) + (1− e−t)
∫ t
0
∫
V
e−(t−s)
1− e−t [ρ(f(s))(M + v · q(s, ·))] ◦ Φ−(t−s)dsdν.
By convexity of s 7→ s−, we deduce that
[ρ(f)(t)]− ≤ e−t[ρ(fin ◦ Φ−t)]−
+ (1− e−t)
∫ t
0
∫
V
e−(t−s)
1− e−t [ρ(f(s))(M + v · q(s, ·))]
− ◦ Φ−(t−s)dsdν.
Using (2.8) and fin ≥ 0, we obtain
[ρ(f)(t)]− ≤
∫ t
0
∫
V
e−(t−s)[ρ(f(s))−(M + v · q(s, ·))] ◦ Φ−(t−s)dsdν (2.9)
We integrate (2.9) over x ∈ Td. Since Φt is measure preserving, we obtain
et‖ρ(f)−‖L1(Td)(t) ≤
∫ t
0
es‖ρ(f)−‖L1(Td)(s)ds.
By the Gronwall Lemma, we deduce that ρ(f)− = 0 a.e. on (0, T )× Td.
We will also need the following result about the regularity of solutions.
Proposition 2.3 (Propagation of regularity). Let fin ∈ L1(Td × V ) satisfy
fin ∈ L2(Td × V ), ∂xifin ∈ L2(Td × V ), (2.10)
for i ∈ {1, . . . , d}. Let q : Td×(0, T )→ Rd be of class C1 with respect to x, with q(x, t), ∂xiq(x, t)
càdlàg in t for every x. Let f be the unique mild solution to (2.3) in C([0, T ];L1(Td × V )) with
initial datum fin. Assume (1.5) and let
D =
[
α−2 + ‖q‖2L∞(Td×(0,T )) + ‖∇xq‖2L∞(Td×(0,T ))
]1/2
.
Then f(t) and ∇xf(t) ∈ L2(Td × V ) for all t ∈ [0, T ], and we have the estimate
‖f(t)‖2L2(Td×V ) +
d∑
i=1
‖f(t)‖2L2(Td×V ) ≤ eDt‖fin‖L2(Td×V ), (2.11)
for all t ∈ [0, T ]
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Proof of Proposition 2.3. The mild solution f to (2.3) is obtained by a fixed-point argument.
Therefore f is the limit, in C([0, T ];L1(Td×V )), of the iterative sequence fk defined by f0 = fin,
fk+1 solution to the equation
∂tf
k+1 + v · ∇xfk+1 = ρ(fk)[M(v) + v · q]− fk+1, (2.12)
with initial condition fin, in the sense that
fk+1(t) = e−tfin ◦ Φ−t +
∫ t
0
e−(t−s)[ρ(fk(s))(M + v · q(s, ·))] ◦ Φ−(t−s)ds, (2.13)
for all t ∈ [0, T ]. On the basis of (2.13), using (1.5), we derive the L2-bound
‖fk+1(t)‖L2(Td×V ) ≤ e−t‖fin‖L2(Td×V ) + C
∫ t
0
e−(t−s)‖ρ(fk(s))‖L2(Td)ds.
with
C =
[
α−2 + ‖q‖2L∞(Td×(0,T ))
]1/2
.
Since ‖ρ(f)‖L2(Td) ≤ ‖f‖L2(Td×V ) by Jensen’s Inequality, we obtain
ϕk+1(t) ≤ ‖fin‖L2(Td×V ) + C
∫ t
0
ϕk(s)ds, ϕk(t) = e
t‖fk(t)‖L2(Td×V ).
We conclude that
‖fk(t)‖L2(Td×V ) ≤ eCt‖fin‖L2(Td×V ),
which gives a similar bound for f at the limit k → +∞. The bound on the derivatives with
respect to x of f is obtained similarly on the basis of (2.13), by differentiation and L2-estimate
as above. We conclude to (2.11).
2.3 Generator
We emphasize the property (2.6) in Theorem 2.1 because it is used in the proof of the following
Markov property. We will not give the details of the proof however; we refer to Theorem 4.3 in
[10] instead.
Theorem 2.4 (Markov property). Let (m¯t) be an admissible pilot process in the sense of Defi-
nition 1.1. Let X denote the state space
X = L1(Td × V )× F. (2.14)
For (f, n) ∈ X , let ft denote the mild solution to (2.3) with initial datum f and forcing Ft =
∇xmt(n). Then (ft,mt(n))t≥0 is a time-homogeneous Markov process over X .
We denote by (Pt) the semi-group associated to (ft,mt(n))t≥0:
Ptϕ(f, n) := E(f,n)ϕ(ft,mt), ϕ ∈ Cb(X ). (2.15)
Coming back to the case ε > 0 (instead of ε = 1), we obtain that, denoting by fεt the mild
solution to (1.1), the process (fεt , m¯ε−2t) is a Markov. Formally, its generator L
ε is given as
L
ε =
1
ε2
L♯ +
1
ε
L♭,
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where L♯ and L♭ are defined by
L♯ϕ(f, n) =Aϕ(f, n) + (Lf + ρ(f)v · ∇xn,Dfϕ(f, n)), (2.16)
L♭ϕ(f, n) =− (v · ∇xf,Dfϕ(f, n)). (2.17)
We will not characterize L ε (it is very difficult to identify its domain), but simply prove the
following result, which describes some functions in the domains of L♯ and L♭.
Proposition 2.5. Let (m¯t) be an admissible pilot process in the sense of Definition 1.1. Let A
be the generator of (m¯t), let X be the state space defined by (2.14), and let L♯ and L♭ be defined
by (2.16)-(2.17). Let ξ ∈ C1(Td), θ ∈ D(A) and Q(v) be a polynomial in v. The function
γ : (f, n) 7→
∫∫
Td×V
f(x, v)ξ(x)θ(n)(x)Q(v)dxdν(v) (2.18)
defined on X satisfies L♯γ(f, n),L♭γ(f, n) < +∞ for all (f, n) ∈ X and γ is in the domain of
L ε in the sense that
P εt γ(f, n) = γ(f, n) + tL
εγ(f, n) + o(t), (2.19)
for all (f, n) ∈ X , where Pt is defined by (2.15) and (P εt ) is the rescaled semi-group P εt = Pε−2t.
Corollary 2.6. Any differentiable combination ϕ of functions of the form (2.18) or n satisfies
L♯ϕ(f, n),L♭ϕ(f, n) < +∞ for all (f, n) ∈ X and ϕ is in the domain of L ε in the sense that
P εt ϕ(f, n) = ϕ(f, n) + tL
εϕ(f, n) + o(t), (2.20)
for all (f, n) ∈ X
We will note give the proof of Proposition 2.5, which is elementary, nor give the proof of Corol-
lary 2.6, but we need to specify what we mean precisely by “differentiable combination”. The
function ϕ in Corollary 2.6 is of the form
ϕ : (f, n) 7→ ψ(γ1(f, n), . . . , γm(f, n);n), (2.21)
where each function γi is as (2.18) and the function ψ : R
m×F → R has the following properties:
1. for all u ∈ Rm, n 7→ ψ(u;n) is in the domain of A and (u, n) 7→ Aψ(u;n) is bounded on
bounded sets of Rm × F ,
2. for all n ∈ F , u 7→ ψ(u;n) is differentiable, (u, n) 7→ ∇uψ(u;n) is bounded on bounded
sets of Rm × F and continuous with respect to n.
Note then that ϕ2 is also of the form (2.21). Corollary 2.6 has therefore the following consequence.
Corollary 2.7 (Martingale). Let ϕ be given by (2.21). Let fεin ∈ L1(Td × V ) and let fεt be the
mild solution to (1.1) in C([0, T ];L1(Td × V )) with initial datum fεin. Then, for all n ∈ F ,
M εϕ(t) := ϕ(f
ε
t ,m
ε
t (n)) − ϕ(fεin, n)−
∫ t
0
L
εϕ(fεs ,m
ε
s(n))ds (2.22)
is a martingale with quadratic variation
〈M εϕ,M εϕ〉t =
∫ t
0
[
L
εϕ2(fεs ,m
ε
s(n)) − 2ϕ(fεs ,mεs(n))L εϕ(fεs ,mεs(n))
]
ds, (2.23)
for all t ∈ [0, T ].
Proof of Corollary 2.7. We refer to Appendix B in [10].
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2.4 Main generator and invariant solutions
The main generator L♯, defined in (2.16), is associated to the following equation (started at
t = t0) {
d
dtgt = Lgt + ρ(gt)v · ∇xm(t, t0;n)
gt0 = g.
(2.24)
A solution to (2.24) satisfies (formally in a first step) ρ(gt) = ρ(g). Therefore (2.24) is a simple
dissipative equation on gt, with source term. The explicit solution to (2.24) reads
gt0,t = e
−(t−t0)g +
∫ t
t0
e−(t−s) (ρ(g)M + ρ(g)v · ∇xmt0,s) ds, (2.25)
i.e.
gt0,t = e
−(t−t0)g + ρ(g)M
(
1− e−(t−t0)
)
+ ρ(g)v∇x
∫ t
t0
mt0,se
−(t−s)ds. (2.26)
We prove the following result, in time t0 → −∞.
Proposition 2.8. Let (m¯t) be an admissible pilot process in the sense of Definition 1.1. Let
g ∈ L1(V ) and let gt0,t be defined by (2.26). Define
gt = ρ(g)M + ρ(g)v · ∇xw¯t, w¯t :=
∫ t
−∞
e−(t−s)m¯sds. (2.27)
Then, for fixed t ∈ R, n ∈ F , the couple (gt0,t,m(t, t0;n)) is converging in law when t0 → −∞
to (gt, m¯t).
Proof of Proposition 2.8. Our aim is to prove that
lim
t0→+∞
EΦ(gt0,t,m(t, t0;n)) = EΦ(gt, m¯t), (2.28)
for all continuous and bounded Φ: L1(V )×F → R. Actually, it is sufficient to consider uniformly
continuous and bounded functions Φ (cf. Proposition I-2.4 in [15]). For a given ε > 0, let us
fix therefore a modulus of uniform continuity η of Φ associated to ε. Let us apply the mixing
hypothesis (1.23) with n0 = n a.s., n
′
0 of law the invariant measure λ. Then (m(t, t0;n), m¯t)t≥t0
has the same law as (m∗t−t0(n0),m
∗
t−t0(n
′
0))t≥t0 . It follows that
EΦ(gt0,t,m(t, t0;n))− EΦ(gt, m¯t) = EΦ(g∗t0,t,m∗t0,t)− EΦ(g∗t , m¯∗t0,t), (2.29)
where, we have denoted m∗t0,t = m
∗
t−t0(n0) and m¯
∗
t0,t = m
∗
t−t0(n
′
0) for simplicity, and have set
g∗t0,t = e
−(t−t0)g + ρ(g)M
(
1− e−(t−t0)
)
+ ρ(g)v · ∇x
∫ t
t0
m∗t0,se
−(t−s)ds,
and
gt = ρ(g)M + ρ(g)v · ∇x
∫ t
−∞
e−(t−s)m¯∗t0,sds.
By (2.29), we have
|EΦ(gt0,t,m(t, t0;n))− EΦ(gt, m¯t)|
≤ 2‖Φ‖Cbε+ P(‖g∗t0,t − g∗t ‖L1(V ) > η) + P(‖m∗t0,t − m¯∗t0,t‖F > η). (2.30)
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By (1.23) and the Markov inequality, we have
P(‖m∗t0,t − m¯∗t0,t‖F > η) ≤
1
η
E‖m∗t0,t − m¯∗t0,t‖F ≤
R
η
γmix(t− t0). (2.31)
The mixing hypothesis (1.23) also gives the estimate
E‖g∗t0,t − g∗t ‖L1(V ) ≤ 2ρ(|g|)e−(t−t0) + ρ(|g|)R
∫ t
t0
e−(t−s)γmix(s− t0)ds
+ ρ(|g|)
∫ t0
−∞
e−(t−s)‖m¯∗t0,s‖Fds.
Using the bound (1.22), we obtain
E‖g∗t0,t − g∗t ‖L1(V ) ≤ (2 + R)ρ(|g|)e−(t−t0) + ρ(|g|)R
∫ t−t0
0
e−(t−s−t0)γmix(s)ds. (2.32)
By the Markov inequality and the fact that γmix is integrable, we conclude that
P(‖g∗t0,t − g∗t ‖L1(V ) > η) ≤ η−1ω(t0),
where the quantity ω(t0), which depends on t, g, R, tends to 0 when t0 → +∞. Combining this
estimate with (2.30) and (2.31), we get the desired result.
For each fixed ρ ∈ R, (2.24) defines a stochastic dynamical system in L1ρ(V )× F , where
L1ρ(V ) =
{
g ∈ L1(V ); ρ(g) = ρ} .
Proposition 2.8 shows that (2.24) has a unique, ergodic invariant measure µρ on L
1
ρ(V ) × F
defined by
〈µρ,Φ〉 = EΦ(ρM¯t, m¯t), (2.33)
where
M¯t =M + v · ∇xw¯t, (2.34)
(the process w¯t is defined in (2.27)). By ergodicity hence, a continuous and bounded function Φ
on L1(V )×F satisfies L♯Φ = 0 if, and only if, Φ is constant. Later on, we will consider the action
of L♯ on continuous and bounded function Φ on L
1(Td×V )×F . In that case, the space variable
x is simply a parameter. We will have L♯Φ = 0 then, if, and only if, Φ is a function of ρ(g):
Φ(g, n) = Φ¯(ρ(g)). In that case, 〈Φ, µρ〉 = Φ¯(ρ). An other consequence of the ergodic character of
µρ is that cancellation against µρ is a sufficient and necessary condition for the Poisson equation
L♯Ψ = Φ to be solvable, see Proposition 2.9 below. Before we state this proposition, let us
introduce P ♯t , the semi-group associated to L♯: it is defined, for (g, n) ∈ X = L1(Td × V ) × F
and Φ a continuous and bounded function on X , by the formula
P ♯tΦ(g, n) = EΦ(g0,t,mt(n)) (2.35)
where gt0,t is defined by (2.26). Note that the trajectory t 7→ (g0,t,mt(n)) remains in a bounded
set of X , a.s. (cf. the proof of Proposition 2.9 and Lemma 2.10 for a precise bound). Conse-
quently, the formula (2.35) can be extended to functions Φ which are continuous and bounded
on bounded sets of X .
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Proposition 2.9 (Poisson equation). Let (m¯t) be an admissible pilot process in the sense of
Definition 1.1. Let X be the state space defined by (2.14). Let L♯ be defined by (2.16) and let
µρ be defined by (2.33). Let Φ: X → R be Lipschitz continuous on bounded sets of X . Assume
〈Φ, µρ〉 = 0 and let
Ψ(g, n) = −
∫ ∞
0
P ♯tΦ(g, n)dt. (2.36)
Then Ψ is solution to the Poisson equation L♯Ψ = Φ in the sense that
lim
t→0+
P ♯tΨ(g, n)−Ψ(g, n)
t
= Φ(g, n), (2.37)
for all (g, n) ∈ X .
Lemma 2.10 (Poisson equation, bounds). Under the hypothesis of Proposition 2.9, let Kg,n
be the set of (f,m) ∈ X such that ‖f‖L1(Td×V ) ≤ ‖g‖L1(Td×V )(2 + R) and ‖m‖F ≤ R. Let
CΦ(‖g‖L1(Td×V ), R) be the Lipschitz constant of Φ on Kg,n. Then Ψ defined by (2.36) satisfies
the bound
|Ψ(g, n)| ≤ CΦ(‖g‖L1(Td×V ), R)
[
(2 + R(1 + ‖γmix‖L1(R+)))‖g‖L1(Td×V ) + R‖γmix‖L1(R+)
]
, (2.38)
for all g ∈ L1(Td × V ) and for all n with ‖n‖F ≤ R.
Proof of Proposition 2.9 and Lemma 2.10. We use the same coupling as in the proof of Propo-
sition 2.8:
EΦ(g0,t,mt(n)) = EΦ(g0,t,mt(n))− 〈Φ, µρ〉 = EΦ(g∗0,t,m∗(t;n))− EΦ(g∗t , m¯∗t ).
By (2.26), (2.27), g∗0,t and g
∗
t are in the closed ball of center 0 and radius ‖g‖L1(Td×V )(2 + R) of
L1(Td × V ). Consequently, we have
|EΦ(g0,t,mt(n))| ≤ CΦ(‖g‖L1(Td×V ), R)
[
E‖g∗0,t − g∗t ‖L1(Td×V ) + E‖m∗(t;n)− m¯∗t ‖F
]
.
By (1.23) and (2.32) (it is trivial to generalize the latter estimate to x-dependent functions g),
we deduce that
|EΦ(g0,t,mt(n))| ≤ CΦ(‖g‖L1(Td×V ), R)
[
(2 + R)‖g‖L1(Td×V )e−t
+ ‖g‖L1(Td×V )R
∫ t
0
e−(t−s)γmix(s)ds+ Rγmix(t)
]
.
Consequently, (2.36) makes sense and Ψ satisfies the bound (2.38). It is easy to obtain (2.37)
then, cf. the proof of Proposition 3.4 in [21].
We will also need the following result.
Lemma 2.11 (Poisson equation, differentiation). Under the hypotheses of Proposition 2.9, as-
sume that, for all n ∈ F , (g, n) 7→ Φ(g, n) is differentiable with respect to g ∈ L1(V ) and that
(g, n) 7→ DgΦ(g, n) is bounded on bounded sets. Let Ψ be defined by (2.36). Then, for all n ∈ F ,
(g, n) 7→ Ψ(g, n) is also differentiable with respect to g ∈ L1(V ) and
DgΨ(g, n) · h = −
∫ ∞
0
e−tEDgΦ(g0,t,mt(n)) · hdt.
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In particular, we have the bound
|DgΨ(g, n) · h| ≤ sup
(f,m)∈Kg,n
‖DgΦ(f,m)‖L1(V )→L1(V )‖h‖L1(V ),
where Kg,n is the bounded set defined in Lemma 2.10.
Proof of Lemma 2.11. The result follows from the fact that St : g 7→ g0,t, with g0,t equal to (2.26)
is affine (Stg = e
−tg + · · · ).
3 The perturbed test-function method
To prove the convergence of (ρε)ε, we use the perturbed test function method, [19]. The limit
generator L acts on functions ϕ of the variable ρ ∈ L1(Td). They can be seen as functions on
the state-space X (see (2.14)) simply by considering the map
(f, n) 7→ ϕ(ρ(f)),
which we still denote by ϕ. We perturb this initial test function into
ϕε = ϕ+ εϕ1 + ε2ϕ2, (3.1)
in order to control L εϕε as follows:
L
εϕε = Lϕ+ o(1). (3.2)
This gives the identification of the limit generator L . A precise estimate of the form (3.2) is
given in Section 3.1.3 for functions ϕ of the form
ϕ(ρ) = ψ(〈ρ, ξ〉), (3.3)
where ξ ∈ C∞(Td) and ψ is a Lipschitz function on R such that ψ′ ∈ C∞b (R). It is sufficient to
consider such test functions since they altogether form a separating class (indeed, they form a
set that separates points, and, by Theorem 4.5 p. 113 in [12], a separating class).
Then, in Section 4, we show that (ρε) is tight and converges in law to the solution of the
martingale problem associated to the limit generator L . In the last Section 5, we show that this
limit is the law of the solution to the stochastic PDE (1.11).
3.1 First and second correctors
3.1.1 First corrector
Let ϕ be given by (3.3). We introduce the development (3.1) in the asymptotic formula (3.2)
and identify, formally, the powers of ε. At the order ε−2, we obtain L♯ϕ = 0. This identity is
satisfied since ϕ is independent on n and the right-hand side of (1.1) is an element of the kernel
of ρ:
L♯ϕ(f, n) = (ρ[Lf + ρ(f)v · ∇xn], Dρϕ(ρ(f))) = 0.
At the order ε−1, we obtain the equation for the first corrector:
L♯ϕ1 +L♭ϕ = 0. (3.4)
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We compute
L♭ϕ(f, n) = −(ρ(v · ∇xf), Dρϕ(ρ(f))) = −(divx(J(f)), Dρϕ(ρ(f))).
More exactly, in view of (3.3), we have
L♭ϕ(f, n) = ψ
′
(〈ρ(f), ξ〉)〈J(f),∇xξ〉.
It is clear that we can apply Proposition 2.9 to Φ = L♭ϕ. We must simply check the cancellation
condition
〈µρ,L♭ϕ〉 = 0. (3.5)
We examine (2.33)-(2.34): we have J(M¯t) = K∇xw¯t by (1.8), hence
〈µρ,L♭ϕ〉 = −E(divx(K∇xw¯t), Dρϕ(ρ)).
This gives (3.5) since Ew¯t = 0, due to the fact that m¯t is centred (see (1.21)). By Proposition 2.9,
we have the resolvent formula
ϕ1(g, n) =
∫ ∞
0
EL♭ϕ(g0,t,mt(n))dt, (3.6)
with gt0,t given in (2.26). We compute, using the cancellation condition J(M) = 0 (cf. (1.8)),
J(g0,t) = e
−tJ(g) + ρ(g)K∇x
∫ t
0
ms(n)e
−(t−s)ds. (3.7)
By explicit integration, it follows that
ϕ1(f, n) = −(divx(J(f) + ρ(f)R0χ(n)), Dρϕ(ρ(f))), (3.8)
where χ(n) is defined in (1.25). More precisely, we have
ϕ1(f, n) = ψ
′
(〈ρ(f), ξ〉)〈J(f) + ρ(f)R0χ(n),∇xξ〉. (3.9)
Due to Lemma 2.10, ϕ1 satisfies the bound (2.38) with a constant
CΦ(θ, R) = (‖ψ′′‖L∞‖ξ‖2W 1,∞(Td) + ‖ψ′‖L∞‖ξ‖W 1,∞(Td))(1 + θ2(2 + R)2).
In particular, we have, for all f ∈ L1(Td × V ) and n ∈ F such that ‖n‖F ≤ R,
|ϕ1(f, n)| ≤ Φ¯1(‖ψ′‖C1
b
(R), ‖ξ‖C1(Td), ‖f‖L1(Td×V ), R), (3.10)
where Φ¯1 is an increasing function of its arguments and is bounded on bounded sets of R
4.
3.1.2 Second corrector and limit generator
At order 1, the equation given by (3.1)-(3.2) is
L♯ϕ2 +L♭ϕ1 = Lϕ. (3.11)
Due to Proposition 2.9, a necessary condition to solve (3.11) is that
Lϕ(ρ) = 〈L♭ϕ1, µρ〉. (3.12)
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Equation (3.12) defines the limit generator L . On the basis of (3.9), we compute
L♭ϕ1(f, n) = ψ
′′
(〈ρ(f), ξ〉)〈J(f),∇xξ〉〈J(f) + ρ(f)R0χ(n),∇xξ〉
+ ψ′
(〈ρ(f), ξ〉) [〈K(f) + J(f)⊗R0χ(n), D2xξ〉+ 〈J(f),∇xR0χ(n)∇xξ〉] , (3.13)
where ∇xR0χ(n) is the matrix with ij-entry ∂xiR0χj(n). In a more formal way, starting from
(3.8), the identity (3.13) can be expressed as
L♭ϕ1(f, n) = (D
2
x : K(f) + divx(divx(J(f))R0χ(n)), Dρϕ(ρ(f)))
+D2ρϕ(ρ(f)) · (divx(J(f) + ρ(f)R0χ(n)), divx J(f)). (3.14)
In (3.14), the first-order and second-order terms (regarding differentiation with respect to ρ of ϕ)
are more clearly identified than in (3.13). Let gt0,t be given by (2.26). The first moment of g0,t
has been evaluated in (3.7). A similar computation, using the cancellation of the third moment
in (1.8), gives the expression of the second moment:
K(g0,t) = e
−tK(g) + ρ(g)(1− e−t)K(M). (3.15)
We obtain
L ϕ(ρ) = (K(M) : D2xρ+ Edivx[divx[ρχ(m¯0)](R1R0χ)(m¯0)], Dρϕ(ρ))
+ ED2ρϕ(ρ) · (divx[ρ(R1χ+R1R0χ)(m¯0)], divx[ρχ(m¯0)]). (3.16)
We have used the identity
J(g¯0) = ρ(g)K(1)∇x
∫ 0
−∞
etm¯tdt = ρ(g)
∫ 0
−∞
etχ(m¯t)dt,
and then, due to the fact that (m¯t) is stationary, the following formula, valid for any continuous
function Θ: F → R,
E[J(g¯0)Θ(m¯0)] = ρ(g)E [χ(m¯0)(R1Θ)(m¯0)] , (3.17)
To treat the product (divx(J(f)), divx(J(f))) in the second-order term of (3.14), we have used
also the identity:∫ 0
−∞
∫ 0
−∞
et+sED2ρϕ(ρ) · (ρχ(m¯t), ρχ(m¯s))dsdt (3.18)
=
∫ ∞
0
e−σED2ρϕ(ρ) · (ρχ(m¯0), ρχ(m¯σ))dσ = ED2ρϕ(ρ) · (ρχ(m¯0), ρ(R1χ)(m¯0)),
which follows, using the fact that (m¯t) is stationary, from the change of variable t = s + σ in
(3.18). The complete proofs of (3.17) and (3.18) are given in Section 3.2 below. Next, we use
the resolvent formula R0R1 = R1R0 = R0 −R1 to simplify (3.16) a bit:
L ϕ(ρ) = (K(M) : D2xρ+ Edivx[divx[ρχ(m¯0)](R0R1χ)(m¯0)], Dρϕ(ρ))
+ ED2ρϕ(ρ) · (divx[ρ(R0χ)(m¯0)], divx[ρχ(m¯0)]). (3.19)
Once again, we emphasize the form (3.19), since the first and second-order term w.r.t. Dρ are
well identified, but the form (3.3) of the test-function ϕ is important to justify the existence of
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all the different terms with derivatives in x in (3.19), and the actual form of the latter is deduced,
using (3.17)-(3.18), from (3.13):
L ϕ(ρ) = ψ′′
(〈ρ, ξ〉)E [〈ρχ(m¯0),∇xξ〉〈ρ[R1χ+R1R0χ](m¯0)],∇xξ〉]
+ ψ′
(〈ρ, ξ〉)E[〈ρK(M) + ρχ(m¯0)⊗ (R1R0χ)(m¯0), D2xξ〉
+ 〈ρχ(m¯0),∇x(R1R0χ)(m¯0)∇xξ〉
]
. (3.20)
By the resolvent formula R1R0 = R0R1 = R0 −R1, again, we get
L ϕ(ρ) = ψ′′
(〈ρ, ξ〉)E [〈ρχ(m¯0),∇xξ〉〈ρ(R0χ)(m¯0)],∇xξ〉]
+ ψ′
(〈ρ, ξ〉)E[〈ρK(M) + ρχ(m¯0)⊗ (R0R1χ)(m¯0), D2xξ〉
+ 〈ρχ(m¯0),∇x(R0R1χ)(m¯0)∇xξ〉
]
. (3.21)
Due to (3.13)-(3.21), the function Φ(f, n) := L ϕ(ρ(f)) −L♭ϕ1(f, n) satisfies the hypotheses of
Proposition 2.9. We can define ϕ2 thanks to the resolvent formula (2.36) and obtain a solution
to (3.11). By Lemma 2.10, and examination of (3.13)-(3.21), we obtain a bound
|ϕ2(f, n)| ≤ Φ¯2(‖ψ′‖C2
b
(R), ‖ξ‖C2(Td), ‖f‖L1(Td×V ), R), (3.22)
where Φ¯2 is an increasing function of its arguments and is bounded on bounded sets of R
4.
3.1.3 Remainder and conclusion
Once ϕ1 and ϕ2 have been defined, the precise form of (3.1)-(3.2) is
L
εϕε(f, n) = L ϕ(ρ) + εL♭ϕ2(f, n). (3.23)
Let us sum up the results of Section 3.1.1 and 3.1.2.
Proposition 3.1 (First corrector). Let (m¯t) be an admissible pilot process in the sense of Def-
inition 1.1. Let ϕ be defined by (3.3), let ϕ1 and ϕ2 be defined by the inversion, according to
Proposition 2.9, of (3.4) and (3.11) respectively, with L ϕ(ρ) given by (3.21). Then ϕ1 and ϕ2
are in the domain of L♯ and L♭ and satisfy the following bounds:
|ϕ1(f, n)| ≤ Φ¯1(‖ψ′‖C1
b
(R), ‖ξ‖C1(Td), ‖f‖L1(Td×V ), R), (3.24)
|ϕ2(f, n)| ≤ Φ¯2(‖ψ′‖C2
b
(R), ‖ξ‖C2(Td), ‖f‖L1(Td×V ), R), (3.25)
where Φ¯1, Φ¯2 are some increasing functions of their arguments and are bounded on bounded sets
of R4. For an analogous function Φ¯3, we also have the bound
|L♭ϕ2(f, n)| ≤ Φ¯3(‖ψ′‖C3
b
(R), ‖ξ‖C3(Td), ‖f‖L1(Td×V ), R), (3.26)
for all f ∈ L1(Td × V ) and n ∈ F such that ‖n‖F ≤ R.
Proof of Proposition 3.1. We use Corollary 2.6. The estimate (3.24) is (3.10), (3.25) is (3.22).
The estimate (3.26), which we will not prove in detail, follows from Lemma 2.10 and Lemma 2.11.
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We have the following corollary to Corollary 2.7 and Proposition 3.1.
Corollary 3.2. Let ϕ be of the form (3.3), with ξ ∈ C3(Td) and ψ a Lipschitz function on R
such that ψ′ ∈ C∞b (R). Let ϕ1, ϕ2 be the correctors defined in Proposition 3.1. Let θ be the
correction of ϕ at order 0, 1 or 2:
θ ∈ {ϕ,ϕ+ εϕ1, ϕ+ εϕ1 + ε2ϕ2}.
Then
M εθ (t) := θ(f
ε
t , m¯
ε
t )− θ(fin, m¯0)−
∫ t
0
L
εθ(fεs , m¯
ε
s)ds (3.27)
is a martingale with quadratic variation given by
〈M εθ ,M εθ 〉t =
∫ t
0
[
L
ε|θ|2 − 2θL εθ] (fε(s), m¯ε(s))ds, (3.28)
for all t ≥ 0.
Proof of Corollary 3.2. Let (Gt) be the filtration generated by (m¯t) and let Gεt = Gε−2t. By
(2.6), fεt is Gεt -measurable. The precise statement of Corollary, therefore, is that (M εθ (t)) is a
(Gεt )-martingale. The proof follows from Corollary 2.7 and [10, Appendix B].
3.2 Analysis of the limit generator
We want to do the analysis of Lϕ(ρ). In the first order terms of (3.19), we recognize the drift
part of (1.11), with K∗ and Ψ defined by (1.12) and (1.13). The second order term of (3.19)
involves the operator S on
[
L2(Td)
]d
with kernel C defined by
(Su)i(x) =
d∑
j=1
∫
Td
Cij(x, y)uj(y)dy, Cij(x, y) = E [(R0χi)(m¯0)(x)χj(m¯0)(y)] . (3.29)
Indeed, if ϕ(ρ) = 12 |〈ρ, ξ〉|2, the second-order term in (3.19) is
ED2ρϕ(ρ) · (divx[ρ(R0χ)(m¯0)], divx[ρχ(m¯0)]) = 〈S(ρ∇xξ), ρ∇xξ〉[L2(Td)]d . (3.30)
We will prove the following result.
Proposition 3.3. Let (m¯t) be an admissible pilot process in the sense of Definition 1.1. Then
the operator S defined by (3.29) is bounded, symmetric and non-negative on
[
L2(Td)
]d
.
The proof of Proposition 3.3 uses some identities similar to (3.17) and (3.18) and we begin with
the proof of those two formulas.
Proof of (3.17) and (3.18). Regarding (3.17), we have
E[J(g¯0)Θ(m¯0)] = ρ(g)
∫ 0
−∞
etE [χ(m¯t)Θ(m¯0)] dt
= ρ(g)
∫ 0
−∞
etE [χ(m¯0)Θ(m¯−t)] dt = ρ(g)
∫ ∞
0
e−tE [χ(m¯0)Θ(m¯t)] dt.
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We have used the fact that (m¯t) is stationary. By conditioning on the σ-algebra generated by
m¯0, we obtain ∫ ∞
0
e−tE [χ(m¯0)Θ(m¯t)] dt = E
{
χ(m¯0)
∫ ∞
0
e−t
[
etAΘ
]
(m¯0)dt
}
= E [χ(m¯0)(R1Θ)(m¯0)] .
To prove (3.18), we introduce H(s) = E
[
D2ρϕ(ρ) · (ρχ(m¯0), ρχ(m¯s))
]
. Note that H is even,
H(s) = H(−s), because (m¯t) is a stationary process. We compute then∫ 0
−∞
∫ 0
−∞
et+sED2ρϕ(ρ) · (ρχ(m¯t), ρχ(m¯s))dsdt =
∫ 0
−∞
∫ 0
−∞
et+sH(t− s)dsdt
By Fubini’s Theorem and some elementary change of variables, this gives
∫ 0
−∞
∫ 0
−∞
et+sED2ρϕ(ρ) · (ρχ(m¯t), ρχ(m¯s))dsdt
=
∫ ∞
σ=0
e−σH(σ)dσ = ED2ρϕ(ρ) · (ρχ(m¯0), ρ(R1χ)(m¯0)).
Proof of Proposition 3.3. By (1.19) and (1.26), we have
|Cij(x, y)| ≤ R2‖γmix‖L1(R+), ‖S‖[L2(Td)]d→[L2(Td)]d ≤ R2‖γmix‖L1(R+). (3.31)
That S is symmetric and non-negative follows from the following formula:
Cij(x, y) = lim
α→0+
α
∫ 0
−∞
∫ 0
−∞
eα(t+s)E [χi(m¯t)(x)χj(m¯s)(y)] dtds. (3.32)
To prove (3.32), we start from the fact that
Cij(x, y) = lim
α→0+
E [(Rαχi)(m¯0)(x)χj(m¯0)(y)] .
Then the proof is analogous to the proof of (3.18), with R1 replaced by Rα.
Being an operator with kernel C ∈ [L∞(Td)]d ⊂ [L2(Td)]d, the operator S is compact. By
the spectral theorem, there exists an orthonormal basis (pk) of
[
L2(Td)
]d
and a sequence µk
of non-negative real numbers such that S =
∑
k µkpk ⊗ pk. The square-root of S is then the
operator S1/2 defined by
S1/2 =
∑
k
µ
1/2
k pk ⊗ pk. (3.33)
In the spectral decomposition of S and in (3.33), we use the notation pk ⊗ pk to denote the
projection operator u 7→ 〈u, pk〉pk. Let (βk(t))k∈N be some independent one-dimensional Wiener
processes. Consider the cylindrical Wiener process on
[
L2(Td)
]d
defined by
W (t) =
∑
k∈N
βk(t)pk. (3.34)
We have then the following Proposition.
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Proposition 3.4. Let S1/2, W (t) be defined by (3.33),(3.34) respectively. Then (1.11) defines
a semi-group on L2(Td) with generator L .
The statement of Proposition 3.4 is somewhat imprecise. In Section 5, we explain what we mean,
specifically, by “(1.11) defines a semi-group on L2(Td) with generator L ” and give the proof of
Proposition 3.4. We end this section with the proof that K∗ ≥ K(M) in the reversible case.
Proposition 3.5 (Enhanced diffusion). Let (m¯t) be an admissible pilot process in the sense of
Definition 1.1. Assume that (m¯t) is reversible. Then the matrix K
∗ defined by (1.12) satisfies
K ≥ K(M).
Proof of Proposition 3.5. Let ξ ∈ Rd and let θ(n) = χ(n) · ξ. We have to prove that
〈R0R1θ, θ〉L2(λ) = E [(R0R1θ)(m¯0)θ(m¯0)] (3.35)
is non-negative. It is sufficient to prove
〈RαRβθ, θ〉L2(λ) ≥ 0 (3.36)
for α, β > 0. By differentiation of the resolvent formula Rα+hRα = h
−1(Rα −Rα+h), we obtain
∂αRα = −R2α. When viewed as a function ϕ(α), the left-hand side of (3.36) has therefore the
differential
ϕ′(α) = −〈R2αRβθ, θ〉L2(λ) = −〈RβRαθ,Rαθ〉L2(λ). (3.37)
To obtain the last identity in (3.37), we have used the fact that Rα is symmetric in L
2(λ). Indeed,
(etA) is symmetric in L2(λ) since (m¯(t)) is reversible. The resolvent formula (1.24) shows that
Rµ also. It follows from (3.37) that
ϕ′(α) = −βE
∣∣∣∣
∫ 0
−∞
eβsRαθ(m¯s)ds
∣∣∣∣
2
≤ 0. (3.38)
The proof of (3.38) is similar to the proof of (3.32). We also have limα→+∞ ϕ(α) = 0, therefore
ϕ(α) ≥ 0 for all α > 0, which is the desired result.
4 Tightness
4.1 Bound in L1
Assume fεin ≥ 0 a.e. By (1.19), (1.20), the positivity hypothesis (2.8) is satisfied a.s.:
M(v) + v · ∇xm¯t(x) ≥ 0
a.e. on Td × V × R× Ω. The solutions to (1.1) also satisfy the conservation∫∫
Td×V
fε(t, x, v)dxdν(v) = cte.
It follows, assuming (1.9), that we have the first uniform estimate
‖fε(t)‖L1(Td×V ) ≤ Cin a.s., (4.1)
for all t ≥ 0. Note that, V being bounded by hypothesis, (4.1) gives a bound on all the moments
in v of fε(t). Actually, the bound
‖|v|mf‖L1(Td×V ) ≤ ‖f‖L1(Td×V )
has already been used in the derivation of (3.24), (3.25), (3.26).
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4.2 Relative entropy estimate
Let M¯t be defined by (2.34). Let M¯
ε
t = M¯ε−2t. We consider the relative entropy
Hε(t) := H(fε(t)|M¯ εt ) :=
∫∫
Td×V
H
(
fε(x, t, v)
M¯ εt (x, v)
)
M¯ εt (x, v)dxdν(v), (4.2)
where H is the square function
H(u) =
u2
2
. (4.3)
We also introduce the dissipation term
Dε(t) =
∫∫
Td×V
|Lεtfεt (x, v)|2
M¯ εt (x, v)
dxdν(v), (4.4)
where Lεt is the operator
Lεtf = ρ(f)M¯
ε
t − f. (4.5)
We will prove the following estimate.
Proposition 4.1 (Relative entropy estimate). Let fεin ∈ L2(Td × V ). Let M satisfy (1.5). Let
(m¯t) be an admissible pilot process in the sense of Definition 1.1. Then the mild solution f
ε
t to
(1.1) with initial datum fεin satisfies the relative entropy estimate
Hε(t) + 1
2ε2
∫ t
0
Dε(s)ds ≤ etHε(0), (4.6)
almost-surely, for every t ≥ 0.
Proof of Proposition 4.1. Introduce the operator
Lˇεtf = ρ(f)Mˇ
ε
t − f, Mˇ εt =M + v · ∇xm¯εt . (4.7)
Using first Equation (1.1) for fεt , which reads,
∂tf
ε
t +
v
ε
· ∇xfεt =
1
ε2
Lˇεtf
ε
t ,
using, secondly, the equation for the reference solution M¯ εt
∂tM¯
ε
t =
1
ε2
LˇεtM¯
ε
t , (4.8)
and Proposition 2.3 to justify the following computations, we obtain the decomposition
d
dt
Hε(t) = − 1
ε2
Aεt +
1
ε
Bεt , (4.9)
where
Aεt = −
∫∫
Td×V
[
fεt
M¯ εt
Lˇεtf
ε
t −
1
2
|fεt |2
|M¯ εt |2
LˇεtM¯
ε
t
]
dxdν(v),
and, after integration by parts,
Bεt = −
1
2
∫∫
Td×V
|fεt |2
|M¯ εt |2
v · ∇xM¯ εt dxdν(v).
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Note that
Lˇεtf = L
ε
tf + ρ(f)(Mˇ
ε
t − M¯ εt ), LˇεtM¯ εt = Mˇ εt − M¯ εt ,
and thus
Aεt = −
∫∫
Td×V
fεt
M¯ εt
Lεtf
ε
t dxdν(v) +
∫∫
Td×V
[
1
2
|fεt |2
|M¯ εt |2
− ρεt
fεt
M¯ εt
]
(Mˇ εt − M¯ εt )dxdν(v). (4.10)
We use the identities∫∫
Td×V
ρεtL
ε
tf
ε
t dxdν(v) = 0,
∫∫
Td×V
ρεt (Mˇ
ε
t − M¯ εt )dxdν(v) = 0
to rewrite the right-hand side of (4.10) as follows:
Aεt =
∫∫
Td×V
|Lεtfεt |2
M¯ εt
dxdν(v) +
∫∫
Td×V
[
1
2
|fεt |2
|M¯ εt |2
− ρεt
fεt
M¯ εt
+
1
2
|ρεt |2|
]
(Mˇ εt − M¯ εt )dxdν(v)
=
∫∫
Td×V
|Lεtfεt |2
M¯ εt
dxdν(v) +
∫∫
Td×V
|Lεtfεt |2
M¯ εt
Mˇ εt − M¯ εt
2M¯ εt
dxdν(v).
Eventually, this gives
Aεt =
∫∫
Td×V
|Lεtfεt |2
M¯ εt
Mˇ εt + M¯
ε
t
M¯ εt
dxdν(v) ≥ Dε(t). (4.11)
Indeed, Mˇ εt ≥ 0 a.e. due to (1.5), (1.19), (1.20). In the second term Bεt , we can decompose
fεt = ρ
ε
tM¯
ε
t − Lεtfεt . Since |v · ∇xM¯ εt | ≤ R by (1.19) and α− R ≤ M¯ εt by (1.5)-(1.19), this gives
1
ε
|Bεt | ≤
1
ε2
R
α− RD
ε(t) +
∫
Td
|ρεt |2dx.
By (1.20), we have Rα−R ≤ 12 . By (4.9) and (4.11), we obtain
d
dt
Hε(t) ≤ − 1
2ε2
Dε(t) +
∫
Td
|ρεt |2dx. (4.12)
The Cauchy-Schwarz inequality applied to the product of [M¯ εt ]
−1/2fεt with [M¯
ε
t ]
−1/2 gives also
the inequality ∫
Td
|ρεt |2dx ≤
∫∫
Td×V
|fεt |2
M¯ εt
dxdν(v) = Hε(t). (4.13)
Combined with (4.12), and the Gronwall Lemma, this gives (4.6).
Assume that the uniform L2-bound in (1.9) is satisfied. Two important corollaries from (4.6) are
then, first, using (1.5), the estimate (1.10) and, second, using (4.13), the bound
‖ρεt‖2L2(Td×V ) ≤ α−2C2in, (4.14)
almost-surely, which gives a uniform L2-estimate on ρεt . We use these bounds in the next sec-
tion 4.3 to obtain the tightness of (ρεt ) in the space C([0, T ];H
−σ(Td)).
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4.3 Time regularity
In this section, we will prove that, for any σ > 0, the sequence (of the laws of) (ρεt ) is tight in
C([0, T ];H−σ(Td)). To obtain this result, we will establish some estimates in the Hölder space
Cδ([0, T ];H−σ(Td)) on a perturbation to ρεt . First, let us set some notations: for σ ≥ 0, H−σ(Td)
is the dual space of Hσ(Td). Recall also that, by the Sobolev embedding, for all k ∈ N, for all
σ > k + d2 , there is a constant C(k, σ) ≥ 0 such that
‖ξ‖Ck(Td) ≤ C(k, σ)‖ξ‖Hσ(Td), (4.15)
for all ξ ∈ Hσ(Td) (where the function ξ in the left-hand side of (4.15) is a specific member of
the equivalent class, for equality a.e., of ξ ∈ Hσ(Td)).
Proposition 4.2 (Tightness - 2). Let fεin ∈ L2(Td × V ). Let (m¯t) be an admissible pilot pro-
cess in the sense of Definition 1.1. Let fε be the mild solution to (1.1) with initial datum fεin.
Assume that fε and M satisfy (1.9) and (1.5) respectively. Then (ρεt )t∈[0,T ] is tight in the space
C([0, T ];H−σ(Td)).
Proof of Proposition 4.2. Thanks to the uniform estimate (4.14), it is sufficient to prove the
result for σ large. We begin by assuming σ > 1 + d2 and let ξ ∈ Hσ(Td). We are interested in
the quantity
ϕ(ρεt ) = 〈ρεt , ξ〉.
In view of the expression (3.8) of the first corrector in the perturbed test-function method, we
introduce the perturbation
ζεt = ρ
ε
t − ε divx(J(fεt ) + ρεt (R0χ)(m¯εt )). (4.16)
We show first that ρε is close to ζε in C([0, T ];H−σ(Td)) and then prove that (ζε) is tight in
C([0, T ];H−σ(Td)).
Step 1. ρε is close to ζε. We show that the difference ρεt − ζεt is of order ε in the space
C([0, T ];H−σ(Td)). More precisely, due to (1.26), (1.9), (4.1) and (4.16), we have: a.s., for all
t ∈ [0, T ],
|〈ρεt − ζεt , ξ〉| ≤ (1 + R‖γmix‖L1(R+))Cinε‖∇xξ‖C(Td). (4.17)
Note that ρεt and ζ
ε
t are both continuous in time with values in H
−σ(Td) due to the continuity
of fε with values in L1(Td × V ). By (4.15) with k = 1, we deduce from (4.17) that
sup
t∈[0,T ]
‖ρεt − ζεt ‖H−σ(Td) ≤ (1 + R‖γmix‖L1(R+))Cinε, P− a.s. (4.18)
Step 2. (ζε) is tight in C([0, T ];H−σ(Td)). For M > 0, δ ∈ (0, 3/4), σ > σ0 with σ0 > 1 + d2 ,
define the set
KM =
{
ζ ∈ C([0, T ];H−σ(Td)); ‖ζ‖C˙δ([0,T ];H−σ(Td)) + ‖ζ‖C([0,T ];H−σ0(Td)) ≤M
}
,
where
‖ζ‖C˙δ([0,T ];H−σ(Td)) = sup
s6=t∈[0,T ]
‖ζ(t)− ζ(s)‖H−σ(Td)
|t− s|δ . (4.19)
By the Arzéla-Ascoli Theorem, the set KM is compact in C([0, T ];H
−σ(Td)). By the same
argument as in Step 1, we have
‖ζε‖C([0,T ];H−σ0(Td)) ≤ (1 + R‖γmix‖L1(R+))Cin, P− a.s. (4.20)
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We will show furthermore that
E‖ζε‖C˙δ([0,T ];H−σ(Td)) ≤ C1, (4.21)
where by C1, and by C2, C3... in what follows, we denote some constant depending on the
dimension d, on the constant α in (1.5), on the constant Cin in (1.9), on R, on the constant C
0
R
in (1.28), but not on ε. Not that (4.20), (4.21) and the Markov inequality yield, for M larger
than twice the right-hand side of (4.20),
P(ζε /∈ KM ) ≤ P
(
‖ζ‖C˙δ([0,T ];H−σ(Td)) >
M
2
)
≤ 2C1
M
,
which shows that (ζε) is tight in C([0, T ];H−σ(Td)). To establish (4.21), we will use the fact
that
‖Λ‖2H−σ(Td) =
∑
k∈Zd
(1 + 4pi2|k|2)−σ|〈Λ, wk〉|2, wk := exp(2piik · x), (4.22)
where 〈Λ, wk〉 denotes the duality product 〈Λ, wk〉H−σ(Td),Hσ(Td). We will also use the Kol-
mogorov’s continuity criterion, through the Garsia - Rodemich - Rumsey inequality, [2, Theo-
rem 7.34]: for q > 1, a ∈ (q−1, 1),
‖ζ(t)− ζ(s)‖q
H−σ(Td)
≤ C2|s− t|aq−1
∫ T
0
∫ T
0
‖ζ(r)− ζ(τ)‖q
H−σ (Td)
|r − τ |aq+1 drdτ. (4.23)
We will apply (4.23) with q = 4, a = 14 + δ (remember that δ ∈ (0, 34 )). The estimate (4.21) will
be a consequence of the bound
E|〈ζεt − ζεs , ξ〉|4 ≤ C3|t− s|2‖ξ‖4Hσ0 (Td), (4.24)
for all ξ ∈ Hσ0(Td), where
σ > σ0 +
d
2
, σ0 > 2 +
d
2
. (4.25)
Indeed, (4.24), (4.22) and the Cauchy-Schwarz inequality (θ > 0 will be fixed later)( ∑
k∈Zd
(1 + 4pi2|k|2)−σ|〈Λ, wk〉|2
)2
≤
∑
k∈Zd
(1 + 4pi2|k|2)−2(σ−θ) ·
∑
k∈Zd
(1 + 4pi2|k|2)−2θ|〈Λ, wk〉|4
give
E‖ζ(r) − ζ(τ)‖4H−σ(Td) ≤ C3|r − τ |4, (4.26)
where the constant
C4 = C3
∑
k∈Zd
(1 + 4pi2|k|2)−2(σ−θ) ·
∑
k∈Zd
(1 + 4pi2|k|2)−2(θ−σ0)
is finite as soon as
θ > σ0 +
d
4
and σ > θ +
d
4
. (4.27)
Under the first inequality in (4.25), both constraints (4.27) are realized for a given θ between
σ0 +
d
4 and σ. Then (4.23) yields (4.21) with
C1 = C2C4
∫ T
0
∫ T
0
|r − τ |4δ−1drdτ,
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which is finite since δ > 0. To obtain the estimate (4.24) on the time increments of 〈ζε, ξ〉, we
introduce the process
M εt = ϕ
ε(fεt , m¯
ε
t )− ϕε(fεin, m¯ε0)−
∫ t
0
L
εϕε(fεs , m¯
ε
s)ds. (4.28)
In (4.28), ϕε is the first-order correction ϕε := ϕ + εϕ1 of the function ϕ(ρ) = 〈ρ, ξ〉. By (3.8),
we have precisely ϕε(fεt , m¯
ε
t ) = 〈ζεt , ξ〉 and thus
〈ζεt − ζεs , ξ〉 =
∫ t
s
L
εϕε(fεs , m¯
ε
s)ds+M
ε
t −M εs . (4.29)
Observe that L εϕε = L♭ϕ1. A bound, which is more simple to establish in this linear context,
but analogous to (3.22), gives
|L♭ϕ1(f, n)| ≤ C5‖f‖L1(Td×V )‖ξ‖C2(Td).
By (4.1), (4.15) and the second inequality in (4.25), we deduce that.
E
∣∣∣∣
∫ t
s
L
εϕε(fεs , m¯
ε
s)ds
∣∣∣∣
4
≤ C5|t− s|4‖ξ‖4Hσ0(Td). (4.30)
In analogy with Corollary 2.7, the process (M εt ) is a martingale with quadratic variation
〈M ε,M ε〉t =
∫ t
0
[
L
ε|ϕε|2 − 2ϕεL εϕε] (fεs , m¯εs)ds.
Let us compute exactly this quadratic variation: sinceDf |ϕε|2−2ϕεDfϕε = 0, only the part ε−2A
of the generator L ε is contributing to the quadratic variation. Since, in addition, A|ϕ|2 = 0,
Aϕ = 0, we obtain
〈M ε,M ε〉t =
∫ t
0
[
A|ϕ1|2 − 2ϕ1Aϕ1
]
(fε(s), m¯ε(s))ds. (4.31)
Since ϕ1(f, n) = c+ Λ(R0χ(n)), where Λ(χ) = 〈ρ(f)χ,∇ξ〉, we have[
A|ϕ1|2 − 2ϕ1Aϕ1
]
(f, n) = A|Λ(R0χ(n))|2 − 2Λ(R0χ(n)))AΛ(R0χ(n)).
Since ‖Λ‖ ≤ ‖f‖L1(Td×V )‖ξ‖C1(Td), the estimates (1.28), (4.1) and (4.15) give∣∣[A|ϕ1|2 − 2ϕ1Aϕ1] (fε(s), m¯ε(s))∣∣ ≤ C6‖ξ‖2Hσ0 (Td), (4.32)
almost-surely. We deduce from (4.31) that
E|〈M ε,M ε〉t − 〈M ε,M ε〉s|2 ≤ C7|t− s|2‖ξ‖4Hσ0(Td) (4.33)
We use the Burkholder - Davis - Gundy inequality, [4], to get the following bound
E|M εt −M εs |4 ≤ C8|t− s|2‖ξ‖4Hσ0 (Td). (4.34)
The two estimates (4.30), (4.34) and the decomposition (4.29) yield (4.24).
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4.4 Convergence to the solution of a Martingale problem
Assume that the hypotheses of Proposition 4.2 are satisfied. Let (εn) be a sequence which
decreases to 0 and let σ > 0. Set εN = {εn;n ∈ N}. By the Skorohod theorem [3, p. 70], there is
a subset of εN, which we still denote by εN, a probability space (Ω˜, F˜ , P˜), some random variables
{ρ˜ε; ε ∈ εN}, ρ˜ on C([0, T ];H−σ(Td)), such that
1. for all ε ∈ εN, the laws of ρε and ρ˜ε as C([0, T ];H−σ(Td))-random variables coincide,
2. P˜-a.s., (ρ˜ε) is converging to ρ˜ in C([0, T ];H−σ(Td)) along εN.
Let (F˜t)t∈[0,T ] be the natural filtration of (ρ˜(t))t∈[0,T ]. Our aim is to show that the process
(ρ˜(t))t∈[0,T ] is solution of the martingale problem associated to the limit generator L .
Proposition 4.3 (Martingale). Let σ ∈ (0, 1), ξ ∈ Hσ+2(Td), and let ϕ be defined by ϕ(ρ) =
ψ
(〈ρ, ξ〉H−σ ,Hσ), where ψ is a Lipschitz function on R such that ψ′ ∈ C∞b (R). Then the process
M˜ϕ(t) := ϕ(ρ˜(t))− ϕ(ρ˜(0))−
∫ t
0
L ϕ(ρ˜(s))ds (4.35)
is a continuous martingale with respect to (F˜t)t∈[0,T ].
Proof of Proposition 4.3. Let 0 ≤ s ≤ t ≤ T . Let 0 ≤ t1 < · · · < tn ≤ s and let Θ be a
continuous and bounded function on [H−σ(Td)]n. Note that F˜s is generated by the random
variables Θ(ρ˜(t1), . . . , ρ˜(tn)), for n ∈ N∗, (ti)1,n and Θ as above. Our aim is therefore to prove
that
E
[
(M˜ϕ(t)− M˜ϕ(s))Θ(ρ˜(t1), . . . , ρ˜(tn))
]
= 0. (4.36)
Let ϕε = ϕ+ εϕ1 + ε
2ϕ2 be the second order correction of ϕ, with ϕ1 and ϕ2 given by Proposi-
tion 3.1. We use Corollary 3.2:
E
[
(M εϕ(t)−M εϕ(s))Θ(ρε(t1), . . . , ρε(tn))
]
= 0, (4.37)
where
M εϕ(t) := ϕ
ε(fε(t), m¯εt )− ϕε(fin, m¯ε0)−
∫ t
0
L
εϕε(fε(s), m¯εs)ds. (4.38)
Recall that L εϕε = Lϕ + εL♭ϕ2. By (4.37), using the estimate (3.26) on the remainder term
L♭ϕ2 and the L
1-estimate (4.1), we have
E
[
(Xεϕ(t)−Xεϕ(s))Θ(ρε(t1), . . . , ρε(tn))
]
= O(ε),
where the process (Xεϕ(t)) is
Xεϕ(t) = ϕ(ρ
ε(t))− ϕ(ρin)−
∫ t
0
L ϕ(ρε(s))ds.
By identities of the laws, it follows that
E˜
[(
ϕ(ρ˜ε(t))− ϕ(ρ˜ε(s))−
∫ t
s
L ϕ(ρ˜ε(s))ds
)
Θ(ρ˜ε(t1), . . . , ρ˜
ε(tn))
]
= O(ε). (4.39)
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We must examine the convergence of each terms in (4.39). By a.s convergence of (ρ˜ε) in
C([0, T ];H−σ(Td)) along εN, we have
[
ϕ(ρ˜ε(t))−
∫ t
0
L ϕ(ρ˜ε(s))ds
]
Θ(ρ˜ε(t1), . . . , ρ˜
ε(tn))
→
[
ϕ(ρ˜(t))−
∫ t
0
Lϕ(ρ˜(s))ds
]
Θ(ρ˜(t1), . . . , ρ˜(tn))
almost-surely when ε → 0 along εN. Indeed, Lϕ is continuous on H−σ(Td) by (3.21) and the
fact that ξ ∈ Hσ+2(Td), m¯0 ∈ C2(Td). Since Θ is bounded and ϕ(ρ˜ε(t)) and Lϕ(ρ˜ε(t)) are a.s.
bounded by a constant, we can apply the dominated convergence theorem. This gives (4.36).
5 The limit equation
The analysis of the limit generator L was initiated in Section 3.2. We complete this study here,
in particular we establish the relation between L and the stochastic PDE (1.11), and use the
good properties of the limit equation (1.11) to conclude the proof of convergence of fε.
5.1 Resolution of the limit equation
Let S1/2 and W (t) be defined by (3.33) and (3.34) respectively. By testing the limit equation
(1.11) against a smooth function ξ, we obtain the one-dimensional SDE
d〈ρt, ξ〉H−σ ,Hσ = b(ρt, ξ)dt+
∑
k
σk(ρt, ξ)dβk(t),
with coefficients
b(ρ, ξ) = 〈ρ, divx(K∗∇xξ)−Ψ∇xξ〉H−σ ,Hσ , σk(ρ, ξ) = −
√
2µ
1/2
k 〈ρ∇xξ, pk〉L2(Td). (5.1)
Definition 5.1. Let ρin ∈ L2(Td). Let W (t) be given by (3.34), let (FWt ) be the filtration
generated by W . A (FWt )-adapted process ρ ∈ C([0, T ];L2(Td)) is said to be a weak solution to
(1.11) in L2(Td), with initial datum ρin, if ρ ∈ L2(0, T ;H1(Td)) almost-surely and
〈ρt, ξ〉H−σ ,Hσ = 〈ρin, ξ〉H−σ ,Hσ +
∫ t
0
b(ρs, ξ)ds+
∑
k∈N
∫ t
0
σk(ρs, ξ)dβk(s), (5.2)
for all ξ ∈ C1(Td), for all t ∈ [0, T ], where b and σk are defined in (5.1).
Theorem 5.1. Let S1/2 be the Hilbert-Schmidt operator defined by (3.33). Let W (t) be given by
(3.34). Then there exists a unique weak solution to (1.11) in L2(Td) with initial datum ρin.
Proof of Theorem 5.1. We proceed as in [10], proof of Theorem 6.9. The essential step is to
prove an energy estimate for weak solutions to (1.11). It gives uniqueness, and existence via
approximation (e.g. Galerkin’s approximation).
5.2 Conclusion
To conclude the proof of Theorem 1.1, we show the two following facts:
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1. the resolution of (1.11) according to Theorem 5.1 defines a Markov semi-group on L2(Td)
with generator L ,
2. there is uniqueness of the martingale problem associated to L .
Then we use the martingale property of Proposition 4.3 to show that ρ˜t coincides, in law, with
the solution to (1.11). The details of the two steps 1 and 2 are similar to the procedure followed
in [10, Section 6.6]
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