Abstract. We determine the Bernstein-Sato polynomials for the ideal of maximal minors of a generic m × n matrix, as well as for that of sub-maximal Pfaffians of a generic skew-symmetric matrix of odd size. As a corollary, we obtain that the Strong Monodromy Conjecture holds in these two cases.
). For a non-zero element f ∈ S, the set of polynomials b(s) ∈ C[s] for which there exists a differential operator P b ∈ D[s] such that
form a non-zero ideal. The monic generator of this ideal is called the Bernstein-Sato polynomial (or the b-function) of f , and is denoted b f (s). The b-function gives a measure of the singularities of the scheme defined by f = 0, and its zeros are closely related to the eigenvalues of the monodromy on the cohomology of the Milnor fiber. In the case of a single hypersurface, its study has originated in [Ber72, SS74] , and later it has been extended to more general schemes in [BMS06] (see Section 2.5). Despite much research, the calculation of b-functions remains notoriously difficult: several algorithms have been implemented to compute b-functions, and a number of examples have been worked out in the literature, but basic instances such as the b-functions for determinantal varieties are still not understood. In [Bud13] and [Bud15] , Budur posed as a challenge and reviewed the progress on the problem of computing the b-function of the ideal of p × p minors of the generic m × n matrix. We solve the challenge for the case of maximal minors in this paper, and we also find the b-function for the ideal of 2n × 2n Pfaffians of the generic skew-symmetric matrix of size (2n + 1) × (2n + 1). For maximal minors, our main result is as follows:
Theorem on Maximal Minors (Theorem 4.1). Let m ≥ n be positive integers, consider the generic m × n matrix of indeterminates (x ij ), and let I = I n denote the ideal in the polynomial ring S = C[x ij ] which is generated by the n × n minors of (x ij ). The b-function of I is given by
(s + i).
When m = n, I is generated by a single equation -the determinant of the generic n × n matrix -and the formula for b I (s) is well-known (see [Kim03, Appendix] or [Rai15, Section 5] ). For general m ≥ n, if we let Z m,n denote the zero locus of I, i.e. the variety of m × n matrices of rank at most n − 1, then using the renormalization (2.28) our theorem states that the b-function of Z m,n is n−1 i=0 (s + i). It is interesting to note that this only depends on the value of n and not on m.
The statement of the Strong Monodromy Conjecture of Denef and Loeser [DL92] extends naturally from the case of one hypersurface to arbitrary ideals, and it asserts that the poles of the topological zeta function of I are roots of b I (s). We verify this conjecture for maximal minors and sub-maximal Pfaffians in Section 5. When I = I n is the ideal of maximal minors of (x ij ), the methods of [Doc13] can be used to show that the set of poles of the topological zeta function of I is {−m, −m + 1, · · · , −m + n − 1}, and therefore it coincides precisely with the set of roots of b I (s). If we replace I by the ideal I p of p × p minors of (x ij ), 1 < p < n, then this is no longer true: as explained in [Bud15, Example 2.12], a computer calculation of T. Oaku shows that for m = n = 3 one has b I 2 (s) = (s + 9/2)(s + 4)(s + 5), while [Doc13, Thm. 6.5] shows that the only poles of the zeta function of I 2 are −9/2 and −4. Besides the Strong Monodromy Conjecture which predicts some of the roots of b Ip (s), we are not aware of any general conjectural formulas for b Ip (s) when 1 < p < n.
In the case of Pfaffians we prove:
Theorem on sub-maximal Pfaffians (Theorem 3.9). Let n be a positive integer, and with the conventions x ii = 0, x ij = −x ji , consider the generic (2n+1)×(2n+1) generic skew-symmetric matrix of indeterminates (x ij ). If we let I denote the ideal in the polynomial ring S = C[x ij ] which is generated by the 2n×2n Pfaffians of (x ij ) then the b-function of I is given by
(s + 2i + 3).
If we write Z n for the zero locus of I, i.e. the variety of (2n+1)×(2n+1) skew-symmetric matrices of rank at most (2n − 2), then by (2.28) we get b Zn (s) = n−1 i=0 (s + 2i). By [Kim03, Appendix] or [Rai15, Section 6] , this is the same as the b-function of the hypersurface of singular 2n × 2n skew-symmetric matrices.
Organization. In Section 2 we review some generalities on representation theory and D-modules, we recall the necessary results on invariant differential operators and their eigenvalues, and we state the basic results and definitions regarding b-functions of arbitrary ideals. In Section 3 we illustrate some methods for bounding the b-function of an ideal: for upper bounds we use invariant differential operators, while for lower bounds we show how non-vanishing of local cohomology can be used to exhibit roots of the b-functions. These methods allow us to compute the b-function for sub-maximal Pfaffians, and to bound from above the b-function for maximal minors. In Section 4 we employ the SL n -symmetry in the definition of the b-function of maximal minors in order to show that the upper bound obtained in Section 3 is in fact sharp. In Section 5 we give a quick derivation, based on our main results, of the Strong Monodromy Conjecture for maximal minors and sub-maximal Pfaffians.
Notation and conventions. We write [N ] for the set {1, · · · , N }, and for k ≤ N we let
[N ] k denote the collection of k-element subsets of [N ] . Throughout the paper, X = A N is an affine space, and S = C[x 1 , · · · , x N ] denotes the coordinate ring of X. We write D X or simply D for the Weyl algebra of differential operators on X:
. In order to distinguish between the various kinds of tuples that arise in this paper, we will try as much as possible to stick to the following conventions: we write
• f = (f 1 , · · · , f r ) ∈ S r for a tuple of polynomials in S.
•ĉ = (c 1 , · · · , c r ) ∈ Z r for a tuple of integers indexing the operators in the definition of b-functions.
• s = (s 1 , · · · , s r ) for a tuple of independent variables used to define b-functions.
• α = (α 1 , · · · , α r ) ∈ Z r when α i are exponents which arise as specializations of the variables s i .
• λ = (λ 1 , · · · , λ r ) ∈ Z r for a dominant weight or partition.
Preliminaries
2.1. Representation Theory. We consider the group GL N = GL N (C) of invertible N × N complex matrices, and denote by T N the maximal torus of diagonal matrices. We will refer to N -tuples λ = (λ 1 , · · · , λ N ) ∈ Z N as weights of T N and write |λ| for the total size λ 1 + · · · + λ N of λ. We say that λ is a dominant weight if λ 1 ≥ λ 2 ≥ · · · ≥ λ N and denote the collection of dominant weights by Z N dom . A dominant weight with λ N ≥ 0 is a partition, and we write P N for the set of partitions in Z N dom . We will implicitly identify P N −1 with a subset of P N by setting λ N = 0 for any λ ∈ P N −1 . For 0 ≤ k ≤ N and a ≥ 0 we write (a k ) for the partition λ ∈ P k ⊂ P N with λ 1 = · · · = λ k = a. Irreducible rational representations of GL N (C) are in one-to-one correspondence with dominant weights λ. We denote by S λ C N the irreducible representation associated to λ, often referred to as a Schur functor, and note that
If we identify C m ⊗ C n with the linear forms on the space X = X m×n of m × n complex matrices, then (2.1) is precisely the decomposition into irreducible GL m × GL n representations of the coordinate ring of X. For a partition λ we write λ (2) = (λ 1 , λ 1 , λ 2 , λ 2 , · · · ) for the partition obtained by repeating each part of λ twice. The skew-symmetric version of Cauchy's formula [Wey03, Prop. 2.3.8(b)] yields
If we identify 2 C 2n+1 with the linear forms on the space X = X n of (2n + 1) × (2n + 1) skew-symmetric matrices, then (2.2) describes the decomposition into irreducible GL 2n+1 -representations of the coordinate ring of X.
2.2.
Invariant operators and D-modules. Throughout this paper we will be studying various (left) D Xmodules when X is a finite dimensional representation of some connected reductive linear algebraic group G. Differentiating the G-action on X yields a map from the Lie algebra g into the vector fields on X, which in turn induces a map τ :
where U (g) denotes the universal enveloping algebra of g. In particular, any D X -module M inherits via τ the structure of a g-representation: if g ∈ g and m ∈ M then g · m = τ (g) · m. In order to make the action of D X on M compatible with the g-action we need to consider the action of g on D X given by
The induced Lie algebra action of g on the tensor product
We also use the symbol • to avoid a possible source of confusion that may arise as follows. Since S is both a D X -module and a subset of D X , the multiplication of an element p ∈ D X with an element f ∈ S can have two meanings: we write p • f for the result of applying the operator p to f , and p · f for the multiplication of p with f inside D X . The operation p • f is only used twice in our paper: to discuss the pairing between differential operators and polynomials (see (2.7)), and in Section 2.5 when we refer to ∂ i • f j , the i-th partial derivative of f j .
For a Lie subalgebra a ⊂ g, and a D X -module M, we consider the collection M a of a-invariant sections in M:
The main examples that we study arise from a tuple f = (f 1 , · · · , f r ) ∈ S r of polynomial functions on X, where each f i is a-invariant, and M = S f 1 ···fr is the localization of S at the product f 1 · · · f r . In this case we have that M a = (S f 1 ···fr ) a coincides with (S a ) f 1 ···fr , the localization of
The ring of a-invariant differential operators on X, denoted by D a X (not to be confused with M a for M = D X as defined above), are defined via
and M a is a D a X -module whenever M is a D X -module. If we write ZU (a) for the center of U (a) then it follows from (2.4) and (2.5) that
(2.6) An alternative way of producing a-invariant differential operators is as follows. Let P = C[∂ 1 , · · · , ∂ N ] and write S k (resp. P k ) for the subspace of S (resp. P ) of homogeneous elements of degree k. The action of P on S by differentiation induces a-equivariant perfect pairings , :
and w = (w 1 , · · · , w t ), such that for some non-zero constant c
then we can define elements of D a X via
In the examples that we consider, the basis w will have a very simple description in terms of v. For
For the tuples of maximal minors and submaximal Pfaffians, it will suffice to take w i = v * i in order for (2.7) to be satisfied, in which case we'll simply write
We specialize our discussion to the case when X = X m,n is the vector space of m × n matrices, m ≥ n,
n ) of the generic matrix of indeterminates (x ij ), where
and the tuple
n ) of maximal minors in the dual variables
10)
The elements d K form a basis for the irreducible representation V = n C m ⊗ n C n in (2.1), indexed by the partition λ = (1 n ), while ∂ K form a basis for the dual representation W . If we let c = n! then it follows from Cayley's identity [CSS13, (1.1)] that (2.7) holds for the tuples d and ∂, so we get g-invariant operators
If we consider sl n ⊂ gl n ⊂ g, the special linear Lie algebra of n × n matrices with trace 0, then
is the C-subalgebra of S generated by the maximal minors d K . Moreover, S sln can be identified with the homogeneous coordinate ring of the Grassmannian G(n, m) of n-planes in C m . We let 
It will be important in Section 4 to note moreover that p 0 , p ij are algebraically independent and that
(2.14)
2.3. Capelli elements, eigenvalues, and the Fourier transform [HU91] . Throughout the paper, by the determinant of a matrix A = (a ij ) i,j∈ [r] with non-commuting entries we mean the column-determinant: if S r is the symmetric group of permutations of [r], and sgn denotes the signature of a permutation, then
We consider the Lie algebra gl r and choose a basis {E ij : i, j ∈ [r]} for it, where E ij is the matrix whose only non-zero entry is in row i, column j, and it is equal to one. We think of E ij as the inputs of an r × r matrix E with entries in U (gl r ). We consider an auxiliary variable z, consider the diagonal matrix ∆ = diag(r − 1 − z, r − 2 − z, · · · , 1 − z, −z) and define the polynomial C(z) ∈ U (gl r )[z] using notation (2.15):
(2.17) and define elements C a ∈ U (gl r ), a = 0, · · · , r, by expanding the polynomial C(z) into a linear combination
In the case when r = 2 we obtain
The elements C a , a = 1, · · · , r are called the Capelli elements of U (gl r ), and ZU (gl r ) is a polynomial algebra with generators C 1 , · · · , C r . For λ ∈ Z r dom , let V λ denote an irreducible gl r -representation of highest weight λ, and pick v λ ∈ V λ to be a highest weight vector in V λ , so that
Since C a are central, their action on V λ is by scalar multiplication, and the scalar (called the eigenvalue of C a on V λ ) can be determined by just acting on v λ . To record this action more compactly, we will consider how C(z) acts on v λ . Expanding C(z) via (2.15), it follows from (2.19) that the only term that doesn't annihilate v λ is the product of diagonal entries in the matrix E + ∆, hence
We can think of U (gl r ) in terms of generators and relations as follows: it is generated as a C-algebra by E ij , i, j ∈ [r], subject to the relations
where [a, b] = ab − ba denotes the usual commutator, and δ is the Kronecker delta function. For every complex number u ∈ C, the substitutions
preserve (2.21), so they define an involution F u : U (gl r ) −→ U (gl r ) which we call the Fourier transform with parameter u. We can apply F u to C(z) and obtain
where E t is the transpose of E, and Id r denotes the r×r identity matrix. The Fourier transforms F u C 1 , · · · , F u C r of the Capelli elements form another set of polynomial generators for ZU (gl r ), hence they act by scalar multiplication on any irreducible gl r -representation V λ . To determine the scalars, we will consider the action on a lowest weight vector w λ ∈ V λ , so that
Expanding (2.22) via (2.15), it follows from (2.23) that the action of F u C a on V λ is encoded by the fact that
Lemma 2.1. For s ∈ Z, let λ = (s r ) denote the dominant weight with all λ i = s, and for a = 1, · · · , r let P a (s) (resp. F u P a (s)) denote the eigenvalue of C a (resp. F u C a ) on V λ . We have that P a (s) and F u P a (s) are polynomial functions in s, and as such
r−a then it follows from (2.18) and (2.20) that
Expanding the right hand side as a linear combination of
We define F u P (s, z) by replacing P a (s) with F u P a (s) and obtain using (2.24) that
Since F u P (s, z) = P (−s − u, z), the conclusion follows.
Lemma 2.2. For s ∈ Z ≥0 , let λ = (s r−1 ) denote the partition with λ 1 = · · · = λ r−1 = s, λ r = 0, and for a = 1, · · · , r let Q a (s) (resp. F r−1 Q a (s)) denote the eigenvalue of C a (resp. F r−1 C a ) on V λ . We have that Q a (s) and F r−1 Q a (s) are polynomial functions in s, and as such
Proof. We define Q(s, z) and F r−1 Q(s, z) as in the proof of Lemma 2.1 and obtain using (2.20), (2.24) that
It is immediate to check that F r−1 Q(s, z) = Q(−s − r, z), from which the conclusion follows.
2.4. A little linear algebra. We let X m,n , m ≥ n, denote the vector space of m × n matrices, write Z m,n for the subvariety of X m,n consisting of matrices of rank at most n − 1, and let U ⊂ X m,n denote the open affine subset consisting of matrices u = (u ij ) with u 11 = 0.
Lemma 2.3. There exists an isomorphism of algebraic varieties
where det {1,i+1},{1,j+1} = u 11 ·u i+1,j+1 − u 1,j+1 ·u i+1,1 is the determinant of the 2× 2 submatrix of u obtained by selecting rows 1, i + 1 and columns 1, j + 1. It follows for instance from [Joh03, Section 3.4] that the map π is an isomorphism, and that it sends U ∩ Z m,n onto C * × C m−1 × C n−1 × Z m−1,n−1 , which yields the desired conclusion.
We let X n denote the vector space of (2n + 1) × (2n + 1) skew-symmetric matrices, and define Z n ⊂ X n to be the subvariety of matrices of rank at most (2n − 2). We let U ⊂ X n denote the open affine subset defined by matrices (u ij ) with u 12 = 0.
Lemma 2.4. There exists an isomorphism of algebraic varieties
where Pf {1,2,i+2,j+2} is the Pfaffian of the 4×4 principal skew-symmetric submatrix of u obtained by selecting the rows and columns of u indexed by 1, 2, i + 2 and j + 2. Since one can solve for u i+2,j+2 in terms of the entries of M, r, c and u 12 in order to define the inverse of π, which is therefore an isomorphism. We consider the (2n + 1) × (2n + 1) matrix
Writing 0 for zero row/column vectors of size (2n − 1), we have (see also [JP79, Lemma 1.1])
Since rank(u) = rank(C t ·u·C) = rank(M )+2, it follows that π sends U ∩Z n onto C * ×C 2n−1 ×C 2n−1 ×Z n−1 , so it restricts to the desired isomorphism.
2.5. The b-function of an affine scheme. In this section we review the results and definitions from [BMS06] that are most relevant for our calculations. Let X = A N be the N -dimensional affine space, and write S = C[x 1 , · · · , x N ] for the coordinate ring of X, and
for the corresponding Weyl algebra of differential operators. For a collection f = (f 1 , · · · , f r ) of non-zero polynomials in S, we consider a set of independent commuting variables s 1 , · · · , s r , one for each f i . We form the
25) where S f 1 ···fr denotes the localization of S at the product of the f i 's, and f s stands for the formal product f
s is a free rank one S f 1 ···fr [s 1 , · · · , s r ]-module with generator f s , which admits a natural action of D X : the partial derivatives ∂ i act on the generator f s via
, whereĉ = (c 1 , · · · , c r ) runs over the r-tuples in Z r with c 1 + · · · + c r = 1 (for short |ĉ| = 1), and
(2.26)
Equivalently, b f (s) is the monic polynomial of lowest degree for which there exist a finite set of tuplesĉ ∈ Z r with |ĉ| = 1, and corresponding operators
Just as in the case r = 1 (of a single hypersurface), b f (s) exists and is a polynomial whose roots are negative rational numbers. Moreover, b f (s) only depends on the ideal I generated by f 1 , · · · , f r , which is why we'll often write b I (s) instead of b f (s). Furthermore, if we let Z ⊂ X denote the subscheme defined by f 1 , · · · , f r , and if we define
29) It will be important to note also that if Z is irreducible and
(2.30)
A modification of the above formula is shown in [BMS06] to hold even when Z is reducible, and in fact can be used to define a b-function for not necessarily affine or irreducible schemes Z: this generality is not relevant for this article so we won't discuss it further. Combining (2.29) and (2.30) with the results and notation from Section 2.4, we conclude that
(2.31)
Bounding the b-function
In this section we discuss some methods for bounding the b-function from above and below. As a consequence we obtain formulas for the b-function of the ideal of maximal minors of the generic (n + 1) × n matrix, and for the b-function of the ideal of sub-maximal Pfaffians of a generic skew-symmetric matrix of odd size.
3.1. Lower bounds. In order to obtain lower bounds for a b-function, it is important to be able to identify certain factors of the b-function which are easier to compute. One instance of this is given in equation (2.30): the b-function of Z is divisible by the b-function of any affine open subscheme. In this section we note that sometimes it is possible to identify roots of the b-function (i.e. linear factors) by showing an appropriate inclusion of D-modules. As before f = (f 1 , · · · , f r ) ∈ S r , and I ⊂ S is the ideal generated by the f i 's.
For α ∈ Z we define F α to be the D X -submodule of S f 1 ···fr generated by
It is clear that F α+1 ⊆ F α for every α ∈ Z. We have moreover:
Proposition 3.1. If α ∈ Z and if there is a strict inclusion F α+1 F α then α is a root of b f (s).
Proof. By the definition of b f (s), there exist tuplesĉ and operators Pĉ ∈ D X [s 1 , · · · , s r ] such that (2.27) holds. Assume now that F α+1 F α for some α ∈ Z, and consider any integers α 1 , · · · , α r with α 1 + · · · + α r = α.
There is a natural D X -module homomorphism
Applying π to (2.27) we find that b f (α) · f α ∈ F α+1 . If b f (α) = 0 then we can divide by b f (α) and obtain that f α ∈ F α+1 for all α with |α| = α. Since the elements f α generate F α it follows that F α ⊆ F α+1 which is a contradiction. We conclude that b f (α) = 0, i.e. that α is a root of b f (s).
We write H • I (S) for the local cohomology groups of S with support in the ideal I. Proposition 3.1 combined with non-vanishing results for local cohomology can sometimes be used to determine roots of the b-function as follows:
Corollary 3.2. If b I (s) has no integral root α with α < −r, and if H r I (S) = 0 then b I (−r) = 0. Proof. For every α ∈ Z, α < −r, and every α = (α 1 , · · · , α r ) with α = α 1 + · · · + α r , we can apply the specialization map (3.1) to the equation (2.27) to conclude that b I (α) · f α ∈ F α+1 . Since b I (α) = 0 by assumption, we conclude that f α ∈ F α+1 for all such α, and therefore F α = F α+1 . It follows that
since the localization S f 1 ···fr is the union of all F α , α ≤ −r.
By Proposition 3.1, in order to show that b I (−r) = 0, it is enough to show that F −r+1 F −r , which by the above is equivalent to proving that F −r+1 does not coincide with the localization S f 1 ···fr . Consider any generator f α of F −r+1 , corresponding to a tuple α ∈ Z r with α 1 + · · · + α r = −r + 1. At least one of the α i 's has to be nonnegative, so that f α belongs to S f 1 ···f i ···fr , the localization of S at a product of all but one of the generators f i . This shows that
Using theČech complex description of local cohomology, and the assumption that H r I (S) = 0, we conclude that there is a strict inclusion
Combining this with (3.2) we conclude that F −r+1 F −r = S f 1 ···fr , as desired.
Upper bounds.
Obtaining upper bounds for b-functions is in general a difficult problem, since most of the time it involves determining the operators Pĉ in (2.27). In the presence of a large group of symmetries, invariant differential operators are natural candidates for such operators, and the problem becomes more tractable. As in Section 2.2, G is a connected reductive linear algebraic group, and g is its Lie algebra. Definition 3.3. A tuple f = (f 1 , · · · , f r ) ∈ S r is said to be multiplicity-free (for the G-action) if (a) For every nonnegative integer α, the polynomials
(b) For every α ∈ Z ≥0 , the multiplicity of V α inside S is equal to one.
A typical example of a multiplicity-free tuple arises in the case r = 1 from a semi-invariant on a prehomogeneous vector space. In this case the computations for the Bernstein-Sato polynomials have been pursued thoroughly (see for example [Kim82, Kim03] ). Our definition gives a natural generalization to tuples with r > 1 entries. We have the following: Proposition 3.4. Consider a multiplicity-free tuple f = (f 1 , · · · , f r ) for some G, and a G-invariant differential operator D f = r i=1 g i · f i , where g i ∈ D X . If we let s = s 1 + · · · + s r then there exists a polynomial
and moreover we have that b f (s) divides P f (s). 
The goal is to show that, as a polynomial in s 1 , · · · , s r , Q = Q(s 1 , · · · , s r ) has coefficients in C, and moreover that it can be expressed as a polynomial only in s = s 1 + · · · + s r . For this, it suffices to check that: (a) Q(α 1 , · · · , α r ) ∈ C for every α 1 , · · · , α r ∈ Z ≥0 . (b) For α i as in (a), Q(α 1 , · · · , α r ) only depends on α = α 1 + · · · + α r . Let α 1 , · · · , α r be arbitrary non-negative integers, and write α = α 1 + · · · + α r . Since V α is irreducible, V α , S = 1, and D f is G-invariant, it follows from Schur's Lemma that D f acts on V α by multiplication by a scalar, i.e. Q(α 1 , · · · , α r ) ∈ C is a scalar that only depends on α, so conditions (a) and (b) are satisfied.
To see that b f (s) divides P f (s), it suffices to note that D f · f s = P f (s) · f s can be rewritten in the form (2.27), where the sum is over tuplesĉ = (0, · · · , 0, 1, 0, · · · , 0) with c i = 1, c j = 0 for j = i, with corresponding operator Pĉ = g i . Since b f (s) is the lowest degree polynomial for which (2.27) holds, it follows that b f (s) divides P f (s).
Maximal minors.
In this section X = X m,n is the vector space of m × n matrices, m ≥ n. The group G = GL m × GL n acts on X via row and column operations. The coordinate ring of X is S = C[x ij ], and we consider the tuple
n ) of maximal minors defined in (2.9). The tuple d is multiplicity-free for the G-action, where for α ∈ Z ≥0 , the corresponding representation V α in Definition 3.3 is S (α n ) C m ⊗ S (α n ) C n from (2.1) (see for instance [dCEP80, Thm. 6.1]). We associate to d the invariant differential operator D d in (2.11) and by Proposition 3.4 there exists a polynomial P d (s) with
Theorem 3.5. With the notation above, we have that
Proof. In order to compute P d (s), it suffices to understand the action of
(this corresponds to letting s K = 0 for K = L in (3.3)). We consider instead the action of the operator D ∂ in (2.11), and note that by Cayley's identity [CSS13, (1.1)] one has
We will obtain P d (s) by applying the Fourier transform to (3.5).
For i, j ∈ [n], we consider the polarization operators
The action of the Lie algebra gl n ⊂ gl m ⊕ gl n on X induces a map τ : U (gl n ) → D X as in (2.3), sending τ (E ij ) = E ij for all i, j. The Fourier transform sends
so using the notation in Section 2.3 we obtain a commutative diagram
Since D ∂ is in τ (ZU (gl n )) (it is in fact equal to τ (C n ) by [HU91, (11.1.9)]), it follows from (3.5), from the commutativity of the above diagram and from Lemma 2.1 with r = n and u = m that
which concludes the proof of our theorem. 
, from which the conclusion follows easily. The advantage of our proof of Theorem 3.5 is that it applies equally to the case of sub-maximal Pfaffians in Section 3.4, where we are not aware of a more direct approach.
Almost square matrices. In the case of (n + 1) × n matrices, we can show that the lower and upper bounds obtained by the techniques described above agree, and we obtain the following special instance of the Theorem on Maximal Minors described in the Introduction:
Theorem 3.7. If d is the tuple of maximal minors of the generic (n + 1) × n matrix then its b-function is
Proof. We have by Proposition 3.4 and Theorem 3.5 that b d (s) divides the product (s + 2) · · · (s + n + 1). If we write Z n+1,n for the variety of (n + 1) × n matrices of rank smaller than n as in Section 2.4 then the defining ideal of Z n+1,n is generated by the entries of d. Since Z n+1,n has codimension two inside X n+1,n ,
by (2.28), and thus it suffices to show that
By induction on n, we may assume that b Z n,n−1 = n−2 i=0 (s + i). Taking into account (2.31) we are left with proving that (−n + 1) is a root of b Z n+1,n (s), or equivalently that (−n − 1) is a root of b d (s). To do this we apply Corollary 3.2 with r = n + 1, and I the defining ideal of Z n+1,n . It follows from [Wit12, Thm. . The space X n+1,n is prehomogeneous under the action of the smaller group (C * ) n+1 × GL n (C). We will use freely some notions from [Lőr13] . The maximal minors d 1 , · · · , d n+1 can be viewed as semi-invariants for the following quiver with n + 2 vertices and dimension vector 1 1 · · · 1 1 n g g P P P P P P P P P P P P P P` This means that we have formulas
which, together with Lemma 4.4 below gives readily the Bernstein-Sato polynomial of the ideal. Such relations between b-functions of several variables and Bernstein-Sato polynomials of ideals have been investigated in [Lőr15] .
3.4. Sub-maximal Pfaffians. In this section X = X n is the vector space of (2n + 1) × (2n + 1) skewsymmetric matrices, with the natural action of G = GL 2n+1 . The coordinate ring of X is S = C[x ij ] with 1 ≤ i < j ≤ 2n + 1. We consider the tuple 
and by Proposition 3.4 there exists a polynomial P d (s) with
Theorem 3.9. If d is the tuple of sub-maximal Pfaffians of the generic (2n + 1) × (2n + 1) skew-symmetric matrix, then
Proof. We begin by showing, using the strategy from the proof of Theorem 3.5, that
from which we obtain
Since D d * is in τ (ZU (gl 2n+1 )) by [HU91, Cor. 11.3.19], it follows from Lemma 2.2 with r = 2n + 1 that
Using the notation in Section 2.4 we have that b d (s) = b Zn (s + 3) since Z n has codimension three in X n , so (3.8) is equivalent to b Zn (s) = Remark 3.10. The method described in Remark 3.8 can be used in this case as well. Using the decomposition (2.2) and the Littlewood-Richardson rule, we see that 
Together with the analogue of Lemma 4.4 below, this gives the Bernstein-Sato polynomial of the ideal.
Bernstein-Sato polynomials for maximal minors
In this section we generalize Theorem 3.7 to arbitrary m × n matrices. We use the notation from Sections 2.2 and 3.3:
n ) is the tuple of maximal minors as in (2.9). Theorem 4.1. The Bernstein-Sato polynomial of the tuple of maximal minors of the generic m×n matrix is
We know by Proposition 3.4 and Theorem 3. We weren't able to verify this conjecture when m > n + 1, so we take a different approach. We consider 
A more invariant way of describing A p s follows from the discussion in Section 2.2:
n , we can make the following: Definition 4.3. We let s = s 0 + i,j s ij and define a p (s) to be the monic polynomial of the lowest degree in s for which a p (s) · p s belongs to
With P d (s) as computed in Theorem 3.5 we will prove that
, and (4.3) which we can think of as a weight space decomposition, where
is the set of elements in A p s on which g ∈ gl n acts by multiplication by tr(g) · (s + α), and in particular each A p s (α) is preserved by D gl n X . Using (2.13) we obtain that multiplication by 
Proof. Using the fact that p s+ĉ and a p (s) · p s are sl n -invariants, we may assume that Qĉ ∈ D sln X [s]. Since every element in D sln X can be expressed as a linear combination of products Q 1 · Q 2 · Q 3 , where Q 1 is a product of ∂ K 's, Q 2 is a product of d K 's, and Q 3 ∈ D gl n X , the conclusion follows from the observation that D gl n X preserves each weight space, d K increases the weight by one, while ∂ K decreases the weight by one.
We are now ready to prove that a p (s) divides b d (s):
Proof of (4.3). Using (2.27) with s = (s K ) K∈(
[m] n ) we can find a finite collection of tuplesĉ ∈ Z (
n ) with |ĉ| = 1, and corresponding operators Pĉ ∈ D X [s] such that we have an equality inside B d s :
Note that by (2.26), setting s K = 0 makesĉ s = 0 wheneverĉ is such that c K < 0. We apply to (4.7) the specialization
We then use the equalities 
Using Lemma 4.4 it follows that
We conclude by proving (4.4), but before we establish a preliminary result. For |ĉ| = 1 we observe that p s+ĉ ∈ A 
Suppose first thatĉ is a tuple with some entry c i 0 j 0 ≥ 1: we show that for any K, Q 0 K,ĉ = 0. To see this, note that applying any sequence of partial derivatives to p
won't turn the exponent of p i 0 j 0 negative. Since ∂ K ∈ D sln X , we may then assume that
where d 0 , d ij ∈ Z, d i 0 j 0 = 0, and F ∈ S sl n [s 0 ] is a polynomial in s 0 whose coefficients are sl n -invariant. Since S sln is generated by the maximal minors d K , we can apply (2.13) to rewrite the right hand side of (4.9) as a C[s 0 ]-linear combination of p
ij where e 0 , e ij ∈ Z and e i 0 j 0 ≥ 0. We conclude that Q 0 K,ĉ = 0. From now on we assume thatĉ is has all c ij ≤ 0. Since |ĉ| = 1, we must have c 0 ≥ 1. We look at weights under the action of the subalgebra
and note that
| · ∂ K , using notation (2.4), and
It follows that Q 0 K,ĉ can be non-zero only when
which using the fact that c 0 + i,j c ij = 1 is equivalent to c 0 + (n − 1) = |K ∩ [n]|. Since c 0 ≥ 1 this equality can only hold when c 0 = 1 (which then forces all c ij = 0), and
Proof of (4.4). Using Definition 4.3, we can find finitely many tuplesĉ ∈ Z 1+n·(m−n) with |ĉ| = 1, and
Using the definition of Q K,ĉ , we obtain
Applying the specialization
, it follows from Lemma 4.5 that
we consider the action of D d on p s : using (3.4), Theorem 3.5, and applying the specialization (4.8) as before, we obtain
Using (2.13), we can rewrite the above equality as
. We now apply the same argument as we did to (4.10): we consider the further specialization s ij = 0 and use Lemma 4.5 to obtain Q 0 [n],ê = P d (s 0 −n·(m−n)), which concludes our proof.
The Strong Monodromy Conjecture for maximal minors and sub-maximal Pfaffians
Let X = C N and Y ⊂ X a closed subscheme with defining ideal I. Consider a log resolution f : X ′ → X of the ideal I (or of the pair (X, Y ); see for instance [Laz04, Sec. 9.1.B]), i.e. a proper birational morphism f : X ′ → X such that IO X ′ defines an effective Cartier divisor E, f induces an isomorphism f : X ′ \ E → X \ Y , and the divisor K X ′ /X + E has simple normal crossings support. Write E j , j ∈ J , for the irreducible components of the support of E, and express
The topological zeta function of I (or of the pair (X, Y )) is defined as [DL92, DL98, Vey06]
where χ denotes the Euler characteristic and
The topological zeta function is independent of the log resolution, and the Strong Monodromy Conjecture asserts that the poles of Z I (s) are roots of b I (s), and in an even stronger form that 
It follows that k i + 1 = (m − i)(n − i), and a i = n − i for i = 0, · · · , n − 1, and therefore by our Theorem 4.1 the denominator of every term in (5.1) divides b I (s). This is enough to conclude (5.2).
5.2. Sub-maximal Pfaffians. Let X = X n be the vector space of (2n + 1) × (2n + 1) skew-symmetric matrices. Denote by Y the subvariety of matrices of rank at most 2(n − 1) and let I denote the ideal of sub-maximal Pfaffians defining Y . As shown below, there is a log resolution of I with J = {0, · · · , n−1} and
3) It follows that (k i + 1)/a i = 2(n − i) + 1 for i = 0, · · · , n − 1, and thus our Theorem 3.9 implies (5.2). We sketch the construction of the log resolution, based on the strategy in [Joh03, Chapter 4]: this is perhaps well-known, but we weren't able to locate (5.3) explicitly in the literature. We write Y i ⊂ X for the subvariety of (2n + 1) × (2n + 1) skew-symmetric matrices of rank at most 2i. We define the sequence of transformations π i : X i+1 → X i , f i = π 0 • π 1 • · · · • π i : X i+1 → X 0 , where X 0 = X, X 1 is the blow-up of X 0 at Y 0 , and in general X i+1 is the blow-up of X i at the strict transform Y i of Y i along f i−1 . The desired log resolution is obtained by letting X ′ = X n and f = f n−1 : X ′ → X. Each Y i is smooth (as we'll see shortly), so the same is true about the exceptional divisor E i of the blow-up π i . We abuse notation and write E i also for each of its transforms along the blow-ups π i+1 , · · · , π n−1 . It follows from the construction below that the E i 's are defined locally by the vanishing of distinct coordinate functions, so f : X ′ → X is indeed a log resolution.
We show by induction on i = n, n − 1, · · · that X n− where Y n i = Y i and more generally Y i j is the variety of (2i + 1) × (2i + 1) matrices of rank at most 2j. The key property of the filtration (5.4) is that for each j = 0, · · · , i, V j is obtained by intersecting V with the strict transform of Y n−i+j along f n−i−1 . In particular V 0 = V ∩ Y n−i is (on the affine patch V ) the center of blow-up for π i . Since Y 0 0 is just a point, V 0 is an affine space and hence smooth. When i = n, X n−i = X, so we can take V = X and (5.4) to be the filtration X = Y n ⊃ Y n−1 ⊃ · · · ⊃ Y 0 . We discuss the first blow-up (i = n − 1) and the associated filtration, while for i < n − 1 the conclusion follows from an easy iteration of our argument. We write x ij (resp. y ij ), 1 ≤ i < j ≤ 2n + 1 for the coordinate functions on X (resp. on PX, the projectivization of X). X 1 is defined inside X × PX by the equations x ij y kl = x kl y ij , and we choose V ⊂ X 1 to be the affine patch where y 12 = 0 (similar reasoning applies on each of the affine patches y ij = 0). The coordinate functions on V are t 0 = x 12 and u ij = y ij /y 12 for (i, j) = (1, 2). Setting u 12 = 1, we get that the map π 0 : V → X 0 corresponds to a ring homomorphism
given by x ij → t 0 · u ij , and E 0 ∩ V is defined by the equation t 0 = 0. With the usual conventions u ji = −u ij , u ii = 0, we write M ij = Pf {1,2,i+2,j+2} for the Pfaffian of the 4 × 4 principal skew-symmetric submatrix of (u ij ) obtained by selecting the rows and columns of u indexed by 1, 2, i + 2 and j + 2, 1 ≤ i, j ≤ 2n − 1. Using the calculation in the proof of Lemma 2.4, we obtain that {M ij : 1 ≤ i < j ≤ 2n − 1} ∪ {t 0 } ∪ {u 1i , u 2i : i = 3, · · · , 2n + 1} is a system of coordinate functions on V , and moreover π * 0 (I p+1 (x ij )) = t p+1 0 · I p (M ij ), for p = 1, · · · , n, (5.5)
where I p (a ij ) denotes the ideal generated by the 2p × 2p Pfaffians of the skew-symmetric matrix (a ij ). Thinking of {t 0 } ∪ {u 1i , u 2i : i = 3, · · · , 2n + 1}, as the coordinate functions on C 4n−1 , and of {M ij } as the coordinate functions on X n−1 = Y n−1 n−1 , we identify Y n−1 p−1 with the zero locus of I p (M ij ) for p = 1, · · · , n, and note that by (5.5) it is the strict transform of Y p which is the variety defined by I p+1 (x ij ). This yields the filtration (5.4) for i = n − 1. By letting p = n − 1 in (5.5) and noting that I = I n (x ij ), we obtain that the inverse image π −1 0 (I) = IO X 1 vanishes with multiplicity n along E 0 . Iterating this, we obtain the formula (5.3) for the exceptional divisor E. Pulling back the standard volume form dx = dx 12 ∧ · · · ∧ dx n−1,n on X along π 0 , we obtain (on the affine patch V ) π * 0 (dx) = t 2n 2 +n−1 0 · dt 0 ∧ du 13 ∧ · · · ∧ du n−1,n , which vanishes with multiplicity 2n 2 + n − 1 along E 0 . Iterating this, we obtain formula (5.3) for K X ′ /X . the support of the Alexander von Humboldt Foundation, and of the National Science Foundation under grant DMS-1400740.
