We study the limit distribution of zeros of a Ruelle ζ-function for the dynamical system z → z 2 + c when c is real and c → −2 − 0 and apply the results to the correlation functions of this dynamical system.
Remark that the chaotic dynamic of P on [−2, 2] was investigated by J. von Neuman and S. Ulam on one of the first computers.
We are going to study the dynamics of f c , c < −2 when c → −2 and then compare it with the behavior of the limit system P . The chaotic dynamics of f c has to be described in probabilistic terms. This can be done by introducing an appropriate invariant probability measure σ c on the Julia set. We will show that the rate of asymptotic decrease of correlation functions of the system (f c , ν c ) changes dramatically when we pass to the limit system as c → −2.
Our tool is the Thermodynamic Formalism [12, 13, 14, 15] . Let us introduce the main objects of this theory in our particular case. Consider the Fréchet space C ∞ (U) of infinitely differentiable functions defined in some real neighborhood U of the Julia set, such that f −2 is analytic, the spectrum and eigenfunctions of L c in A are the same as in C ∞ (U) (see [14] , Corollary 3.3(i)). This fact allows us to use the explicit expressions for eigenfunctions found in [10] with the help of complex analysis. The following particular form of Ruelle's zeta-function is connected to the operator L c :
where There is an explicit formula found in [10] (see also [11] ):
.
In Appendix we will give a short direct proof of the fact that the eigenvalues of L c are reciprocal to the zeros of D c . Remark. Let us consider another extension of the operator L c : 1. First we investigate the limit distribution of eigenvalues of L c or, which is equivalent, zeros of D c . The following facts about distribution of zeros of D c were established in [9] . For all c < −2 the zeros with moduli greater than 1000 are negative, and simple. There exists a constant c 0 = −2.85 . . . such that for c ≤ c 0 all zeros of D c are real. If c < −2 is close to −2 then there are non-real zeros and their number tends to infinity as c tends to −2.
To study the asymptotic distribution of complex zeros we introduce the probability measures µ c which charge equally every zero whose modulus is less than 1000. Theorem 1 . The measures µ c tend weakly to the uniform distribution on the circle {λ : |λ| = 4}.
Remarks. Notice that 4 is the radius of convergence of the series D −2 = (4 − 2λ)/(4 − λ). Our proof is also applicable to the family of entire functions
whose distribution of zeros was studied by G. H. Hardy [6] . He proved that for fixed a all zeros with moduli greater than r 0 (a) are negative. (In fact r 0 (a) can be replaced by an absolute constant [9] ). Our argument shows that the limit distribution of zeros of H a when a → 1 is the uniform distribution on the circle {z : |z| = 1}. Theorem 1 should be compared with the following theorem of Jentzsch and Szegő: the limit distribution of zeros of partial sums of a power series a k z k is the uniform distribution on {z : |z| = 1}, provided that |a k | 1/k → 1. Our proof is based on the same idea as Beurling's proof of the Jentzsch-Szegő theorem [3] .
Proof. We assume that −3 < c < −2. It is convenient to introduce the variable z = λ/2 and set F c (z) = D c (2z) and r n (c) = f * n c (0). Thus 
It is easy to see that all r n , except r 1 , are positive, the sequence (r n ) is increasing and r n+1 (c)/r n (c) → ∞, n → ∞, c < −2. Denote by k = k(c) the smallest natural k such that
It was proved in [9] that the number of zeros of F c in any fixed disk {z : |z| < R}, R > 1000 is asymptotically equivalent to k(c) when c → −2. This fact also follows from the estimates below (formula (7) plus Rouché theorem).
, which contradicts the definition of k. This proves the left inequality in (i). Now assume that |r k | > 39
2 . Then in view of (2) we have |r k−1 | > 39 and we obtain |r k | = |r k−1 | 2 +c > |r k−1 | 2 −3 and |r k |/|r k−1 | > 36, which contradicts the definition of k. This proves the right inequality in (i).
(ii) Set c = −2 − t, t > 0. An easy induction gives
To prove an inequality in the opposite direction we remark that r n+1 (c) = [r n (c)]
Using the semiconjugacy
(it is more convenient to use cosh rather then cos here) we obtain r n (c) ≤ 2 cosh(2 n−1 y), where y is the smallest positive solution of the equation such that 2 cosh y = 2 + t. There exists an absolute constant C 0 = 30 such that 2 cosh x ≤ C 0 x 2 + 2 whenever 2 cosh x ≤ 1521, x ∈ R. Thus we obtain r n (c) ≤ 2 + 4 n−1 C 0 t, n = 1, 2, . . . , k(c).
The statement (ii) follows from (4) and (5).
In view of (4), (5) (6) we have
This finishes the proof of the Lemma 1.
Denote by A(t 1 , t 2 ) the annulus {z : t 1 < |z| < t 2 } and set
Thus if we denote u c (z) = (k(c)) −1 log |F c (z)| then by (iii) of the Lemma 1
uniformly when z ∈ A(c). We are going to prove that
where the convergence holds in L 1 with respect to the Lebesgue measure (area) in {z : |z| ≤ 324}.
From the definition of A(c) and Lemma 1, (i) follows that A c ⊂ A(144, 13689). So from any sequence c m → −2, c m < −2 we can chose a subsequence (which we again denote by c m such that the annuli A(c m ) contain a fixed annulus A(q 1 , q 2 ), q 1 < q 2 , q 2 > 324. Then in view of (8) we have u cm (z) → log |z/2| uniformly inĀ(q 1 , q 2 ).
(10)
Furthermore we have
(convergence in L 1 on compacts in {z : |z| < 2}), because F c (z) → F −2 (z) = 1 − z/(2 − z), c → −2 uniformly on compacts in {z : |z| < 2}. Now we use the following fact (see for example [7] , Theorem 4.1.9): if a sequence of subharmonic functions u m is bounded from above on {z : |z| = R} and their values at the point 0 are bounded from below then there is a subsequence which converges in L 1 on every compact in {z : |z| < R} to a subharmonic function u. Applying this statement to our functions u cm and R = q 2 , we obtain a subsequence (which we again denote by u cm ) which converges to a subharmonic function u. This function u has the properties:
and
which follow from (11) and (10) respectively. Remark that u(z) ≤ 0, |z| = 2. This follows from (12) and the following theorem of M. Brelot [4] : if u is a subharmonic function and u(z 0 ) = a then for every ǫ > 0 there exists a sequence of circles centered at z 0 and radii tending to zero such that u(z) ≥ a − ǫ on these circles. (It follows from the upper semi-continuity of u that u(z) ≥ 0, |z| = 2, but we do not need this.) Now log |z/2| is a harmonic majorant of u in the annulus A(2, q 2 ), but u(z) = log |z/2| at some points in this annulus, for example for |z| = q 1 . It follows from the Maximum Principle that u(z) = log + |z/2|, |z| < q 2 . Thus we have proved that from every sequence u cm we can select a subsequence tending to log + |z/2|. This means that (9) is true. In fact our proof shows that u c converge to log + |z/2| in L 1 on every compact in the plane. Now we conclude from the general results on convergence of subharmonic functions [1, 2, 7] that the Riesz measures µ c of u c converge weakly to the Riesz measure of u, which is the uniform measure on the circle |λ| = 2|z| = 4. This proves the theorem.
2. Now we consider the application of Theorem 1 to the dynamical system (f c , σ c ) where σ c is the Gibbs state defined in the introduction. We have Proof. We will use the explicit expressions for the eigenfunction h c of L c and for the Cauchy transform
of the eigenmeasure ν c of L * c , corresponding to the greatest eigenvalue λ
(see [16, 10] ). Using the notation r n (c) = f * n c (0) we have
with A and B of the form 1 z − 2 cos πt .
If we introduce the operator
then
Now we notice that
,
where S is a function depending only on z. Combining (15) and (16) we get the statement of Proposition 2.
Remark. The analyticity assumption in Proposition 2 is crucial. Indeed consider the operator G defined in (14) Appendix. Here we indicate a direct proof of the fact that the eigenvalues of L c are reciprocal to the zeros of D c , c < −2 (see also [11] ). Let us look at the eigenvalues of the adjoint operator L * c . The dual space A * is the space of functions g analytic in the complement of the Julia set J(f c ) and equal to zero at infinity. To every such function corresponds a linear functional given by
where the integral is taken along some countur surrounding J(f c ). Now a change of the variable in this integral shows that λ −1 is an eigenvalue iff for every function h holomorphic in a neighborhood of J(f c )
Thus w = g − λg • f c /f c ′ is holomorphic on J c . It is also holomorphic in C\(J(f c ) ∪ {0}) because f
