We extend the importance sampling (IS) simulation technique of Iltis, originally derived for Bayesian equalizers, to evaluate the lower-bound bit error rate (BER) of the Bayesian decision feedback equalizer (DFE) under the assumption of correct decisions being fed back. Using a geometric translation approach, it is shown that the two subsets of opposite-class channel states are always linearly separable. A design procedure is presented, which chooses appropriate bias vectors for the simulation density to ensure asymptotic e ciency of the IS simulation.
Introduction
Among the equalizers with symbol-decision structure and decision feedback, the Bayesian DFE 1]{ 3] is known to provide the best performance. Due to its complexity, the performance of the Bayesian DFE is usually simulated using the conventional Monte Carlo approach, which is computationally very costly even for modest signal to noise ratio (SNR) conditions. Iltis 4] developed a randomized bias technique for the IS simulation of Bayesian equalizers. Although asymptotic e ciency of this IS simulation technique can only be guaranteed for certain channels, it provides a valuable method in assessing the performance of the Bayesian equalizer.
We extend this IS simulation technique to evaluate the lower-bound BER of the Bayesian DFE. By viewing decision feedback as a geometric translation, the Bayesian DFE is \converted" to the Bayesian equalizer in the translated space 5], with a desired property that the subsets of opposite-class channel states are always linearly separable. A design procedure is developed, which determines the set of hyperplanes that form the asymptotic Bayesian decision boundary and constructs the convex regions associated with individual states by intersecting hyperplanes that are reachable from the states concerned. This provides the appropriate bias vectors for the simulation density to ensure asymptotic e ciency of the IS simulation as de ned in 6].
2 Space translation and linear separability
For the notational simplicity, we will assume the real-valued channel modelled as: y(k) = na?1 X i=0 a i s(k ? i) + e(k) ; (1) where n a is the channel length, a i the channel taps, the Gaussian white noise e(k) has zero mean and variance 
Under the assumption of correct decision feedback,ŝ b (k) = s b (k), and the decision feedback translates the original space y(k) into a new space r(k): 2 Lemma 1 states that it is always possible to construct a single hyperplane to correctly separate opposite-class states for the DFE, although the optimal decision boundary in general cannot be realized by one hyperplane. In fact, the asymptotic decision boundary @E of the Bayesian DFE for large SNR consists of L hyperplanes. Each of these hyperplanes is de ned by a pair of dominant opposite-class states (r 
IS simulation for the Bayesian DFE
Since the Bayesian DFE is reduced to the Bayesian equalizer in the translated space, the IS simulation technique of 4] can be extended to evaluate its lower-bound BER as follows:
where the indicator function I E (r(k)) = 1 if r(k) causes an error, and I E (r(k)) = 0 otherwise; p(r i (k)jr i ) is the true conditional density given r i 2 R
, and N s = 2 d is the number of states in R (+) ; the sample r i (k) is generated using the simulation density p (r i (k)jr i ) chosen to be 
In the simulation density (6), L i is the number of the bias vectors c ji = ?r i +v ji for r i 2 R
, and p ji form a probability vector. An estimate of the IS gain, which is de ned as the ratio of the numbers of trials required for the same estimate variance using the Monte Carlo and IS methods, is given in 4]. To achieve asymptotic e ciency, fc ji g must meet certain conditions 6]. The following procedure of constructing p (r i (k)jr i ) shows how these conditions are met. 
Notice that the theory of support vector = fr : H j (r) < 0g.
For the 2-tap channel a = a 0 a 1 ] T , the existence of G (+) i is guaranteed. This is because for the 2-tap channel there exist only two scenarios as illustrated in Fig. 1 3 . Thus, for the 2-tap channel, the simulation density for the Bayesian DFE can always be constructed to satisfy the conditions for asymptotic e ciency. This is in contrast to the case of the Bayesian equalizer for the 2-tap channel 4], where asymptotic e ciency is not always guaranteed. Without a rigorous proof, we believe that asymptotic e ciency of the IS simulation for the Bayesian DFE can generally be ensured. This is because of the linear separability and a much sparse state distribution due to decision feedback. We have tested a variety of channels, and no counter example has been found. A rigorous proof of asymptotic e ciency is still under investigation.
Simulation results
The IS technique for the Bayesian DFE was simulated using two channels de ned by: The bias vectors were generated using the procedure described in the previous section. As in 4], the bias vectors were selected with uniform probability in the simulation. For all the cases, 10 5 iterations at each SNR were run, averaging over all the possible states in R (+) .
The channel 1 had a length n a = 3 and, therefore, the DFE structure was speci ed by m = 3, d = 2 and n = 2. The asymptotic decision boundary consisted of 5 hyperplanes. . Asymptotic e ciency of the IS simulation is therefore guaranteed for this example. Fig. 2 (a) shows the lower-bound BERs obtained using the IS and conventional simulation methods, respectively. It can be seen that the conventional Monte Carlo simulation results for low SNR conditions agreed with those of the IS simulation. The estimated IS gains, depicted in Fig. 2  (b) , indicate that exponential IS gains were obtained with increasing SNR.
As the channel 2 had a length n a = 4, the DFE structure was speci ed by m = 4, d = 3 and n = 3. The asymptotic decision boundary was made up of 7 hyperplanes. Table 2 shows the separability and reachability table for this channel. From Table 2 , a simulation density with asymptotic e ciency was obtained. Fig. 3 depicts the lower-bound BERs obtained using the IS and conventional Monte Carlo methods as well as the estimated IS gains. It can be seen that the results of the conventional Monte Carlo simulation for low SNRs agreed with those of the IS simulation, and exponential IS gains were obtained with increasing SNR.
Conclusions
We have extended the randomized bias technique for IS simulation to evaluate the lowerbound BER of the Bayesian DFE. A design procedure has been presented for constructing the simulation density that meets the asymptotic e ciency conditions. For the 2-tap channel, asymptotic e ciency is guaranteed when using the IS simulation technique to estimate the lower-bound BER of the Bayesian DFE. Although asymptotic e ciency for the general channel has not rigorously been proved, we are unable to nd a counter example suggesting that the asymptotic e ciency conditions are not met. The more di cult problem of how to derive an upper-bound BER of the Bayesian DFE, taking into account error propagation, remains an open question and is still under investigation. 
