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Resumen
El problema de cuasi-equilibrio (QEP) es una generalizacio´n del cla´sico problema de equilibrio (EP) donde
el conjunto de restricciones depende del punto en referencia. Este tipo de problema generaliza problemas
importantes como desigualdades cuasi-variacionales (QVI) y problemas de equilibrio de Nash generali-
zados (GNEP). En los u´ltimos an˜os, el estudio de QEP ha aumentado, tanto desde el punto de vista de
existencia y unicidad de soluciones asi como de algoritmos para encontrar soluciones. En ambos tipos de
investigacio´n, supocisiones y resultados teo´ricos son dados, entonces es necesario poder mostrar ejemplos
que puedan mostrar la validez o la falsedad de esos resultados. Este artı´culo pretende ayudar en esta tarea,
proporcionando dos resultados para encontrar todo el conjunto solucio´n de QEP en una variable.
Palabras clave. Convexidad, Problema de desigualdad cuasi-variacional, Problema de cuasi-equilibrio, Conjunto
solucio´n.
Abstract
The quasi-equilibrium problem (QEP) is a generalization of the classic equilibrium problem (EP) where
the constraint set does depend on the reference point. It generalizes important problems such as quasi-
variational inequalities (QVI) and generalized Nash equilibrium problems (GNEP). In recent years the
study of QEP has increased, both from the point of view of existence and uniqueness of solutions and of
algorithms to find solutions. In both types of research, assumptions and theoretical results are given, so it
is necessary to be able to show examples that can show the validity or falsity of those results . This article
aims to help in this task, providing two results to find the whole solution set of QEPs in a variable.
Keywords . Convexity, Quasi variational inequality problem, Quasi-equilibrium problem, Set solution.
1. Introduccio´n. Este artı´culo trata sobre el problema de cuasi-equilibrio (QEP). Formalmente un
QEP puede ser formulado de la siguiente manera: Dada una bifuncio´n f : C × C → R con C ⊆ Rn
convexo, cerrado y no vacı´o, tal que f(x, x) = 0 para todo x ∈ C y una funcio´n punto conjuntoK : C ⇒ C
que describe como la regio´n viable cambia juntamente con el punto en consideracio´n, el problema de cuasi-
equilıbrio asociado con K y f , el cual denotaremos por QEP (f,K), consiste en:
QEP (f,K) : Hallar x ∈ K(x) tal que f(x, y) ≥ 0, ∀y ∈ K(x).
Este tipo de problema, originalmente fue introducido en [34], y puede ser visto como una formulacio´n
general unificada de varios problemas en el contexto de optimizacio´n, que poseen aplicaciones en diversas
a´reas de la ciencia tales como ingenierı´a , economı´a, biologı´a y otros; ver por ejemplo, [3, 27] y sus refe-
rencias.
Para una apropiada eleccio´n de las funciones K y f , QEP (f,K) cubre varios problemas matema´ticos
importantes [29], los cuales no se encajan en el ambito de los problema de equilibrio cla´sico (EP) introdu-
cido por FAN [23], que es un QEP en que la funcio´n punto conjunto K es constante K(x) = C ⊆ Rn,
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aunque los EP cubren en un modelo matema´tico u´nico, importantes problemas como problemas de opti-
mizacio´n, optimizacio´n multiobjetivo, desigualdades variacionales, problemas de punto fijo, problemas de
complementariedad, equilibrios de Nash en juegos no cooperativos y optimizacio´n inversa, (ver, por ejem-
plo, [3, 23, 25, 26, 6, 28, 21], existen otros tipos de problemas importantes que solo podrı´an analizarse a
trave´s del formato de un QEP, dentro de este grupo de problemas existen dos tipos que se destacan por su
complejidad matema´tica y por que pueden modelar diferentes tipos de aplicaciones en diversas a´reas , tales
como el problema de desigualdad cuasi-variacional (QVI) introducido en [1], que es un caso particular de
un QEP, cuando la bifuncio´n tiene la forma:
(1.1) f(x, y) = 〈F (x), y − x〉
para F : Rn → Rn continua. El otro tipo de problema es el problema de equilibrio de Nash generalizado
(GNEP) [22, 24] que tambie´n pueden ser reformulado como un QEP. En efecto, consideremos la situacio´n
de un GNEP con m jugadores, en que cada jugador v tiene como objetivo minimizar su funcio´n de costo
fv(., x−v) sobre su conjunto de estrategias viables Xv(x−v) ⊆ Rnv , para alguna funcio´n fv : Rn1 ×
... × Rnm → R y alguna funcio´n punto conjunto Xv : Rn1+...+nm−nv ⇒ Rnv , que depende de las
estrategias x−v = (xj)j 6=v escogida por los otros jugadores. Hallar un equilibrio de Nash generalizado






y con la funcio´n punto conjunto dada por: K(x) = X1(x−1)× ....×X(x−m).
La literatura sobre estos dos tipo de problemas asi como para EPs es amplia tanto desde el punto de
vista de existencia y unicidad de soluciones, de algoritmos para hallar soluciones y de modelaje de pro-
blemas que surgen en diferentes a´reas, para QVIs ver por ejemplo [9, 27, 18] y referencias, para GNEPs
[17, 16, 15, 14, 7] y referencias, para EPs [30, 33, 32, 6, 31] y referencias.
Entanto el estudio de QEP ha recibido menos atencio´n en comparacio´n con los problemas antes mencio-
nados, esto puede ser debido a la complejidad y generalidad de su formulacio´n y de aun no encontrarse
suficientes problemas aplicativos que puedan ser modelados estrictamente por QEPs, y que no puedan ser
modelados por algun problema que sea un caso particular de un QEP.
En la u´ltima de´cada investigaciones sobre QEPs se vienen incrementando tanto en el estudio de existencia
de soluciones [10, 3, 11, 12, 13], asi como de algoritmos nume´ricos para hallar soluciones [35, 2, 4, 8, 3, 5].
En virtud de este reciente intere´s en el estudio de QEPs, este trabajo tiene como objetivo principal
mostrar dos nuevos resultados para encontrar el conjunto solucio´n de QEPs en una variable, que son una
extensio´n del caso para GNEPs que fue desarrollado en [19]. Estos resultados pueden ayudar en la tarea de
ilustrar el contenido de teoremas y/o suposiciones en nuevos trabajos de investigacio´n sobre QEPs, por otro
lado aunque estos resultados sean aplicables u´nicamente en el caso unidimensional, creemos que tratandose
de una estructura tan general y compleja que ademas abarca varios problemas importantes en optimizacio´n,
los resultados de este trabajo son interesantes, ademas este trabajo podrı´a servir como una base para posibles
generalizaciones, con las hipo´tesis adecuadas.
Este trabajo esta organizado como sigue. En la seccio´n 2 comenzamos con algunas definiciones y
notaciones que seran usadas en la seccio´n 3. En la seccio´n 3, presentamos dos nuevos resultados para hallar
el conjunto solucio´n de QEPs convexas en una dimensio´n. En la seccio´n 4 concluimos nuestro trabajo con
algunas observaciones.
2. Preliminares. Durante este trabajo consideraremos que la funcio´n punto conjunto K : C ⇒ C es
definida como:
K(x) = {y ∈ C : gi(x, y) ≤ 0, i = 1, ...,m}
donde g = (g1, ..., gm) : C × Rn → Rm.
Esta forma de K es comu´n en artı´culos de QEPs, que desarrollan algoritmos para hallar soluciones.
Definicio´n 1. Un QEP (f,K) de dice convexo si f(x, .) y gi(x, .) son convexas para todo x ∈ C y
para todo i = 1, ...,m.
Definicio´n 2. El dominio de K, es el conjunto:
dom(K) = {x ∈ C : K(x) 6= ∅}.
Definicio´n 3. Diremos que un punto x ∈ C es viable para el QEP (f,K) si x ∈ K(x), y definimos el
conjunto de puntos viables del QEP por:
X = {x ∈ C : x ∈ K(x)}.
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De las definiciones anteriores tenemos que X ⊆ dom(K) ⊆ C.
Finalmente denotamos el conjunto solucio´n del QEP (f,K) por SOL(QEP ) y con PA(x) denotamos la
proyeccio´n ortogonal de x sobre el conjunto convexo y cerrado A.
3. Solucio´n analı´tica . Como es comu´n en matema´tica, es usual dar algunos ejemplos para ilustrar
el contenido de supocisiones y teoremas. Dentro del estudio de QEPs en algunos casos resulta importante
calcular todo el conjunto solucio´n, por ejemplo cuando desarrollamos algoritmos para solucionar nume´ri-
camente un QEP, es importante dar algun ejemplo donde podamos conocer todo el conjunto solucio´n y
verificar que el algoritmo converge a un elemento de ese conjunto, o tambie´n quando hacemos un estudio
teo´rico de propiedades asociadas a las soluciones es importante calcular todo el conjunto solucio´n de algu´n
caso particular para mostrar la aplicacio´n de ese resultado.
Con esa finalidad en esta seccio´n presentamos 2 teoremas que permiten hallar el conjunto solucio´n de cier-
tos QEP en una dimensio´n, usando proyecciones euclidianas.
Teorema 1. Consideremos un QEP convexo, con f : C × C → R y g : C × R → Rm, con C ⊆ R
convexo, cerrado y no vacio. Supongamos que la bifuncio´n f(x, .) tiene un u´nico mı´nimo global sobre R
para todo x ∈ dom(K). Entonces el conjunto solucio´n del QEP es dado por:
SOL(QEP ) = {x ∈ dom(K) : x = PK(x)(z), f(x, z) < f(x, y),∀y ∈ R \ {z}}(3.1)
Demostracio´n: Dado x¯ ∈ dom(K) y z¯ ∈ R el u´nico mı´nimo irrestricto de f(x¯, .), tenemos que:
f(x¯, z¯) < f(x¯, y) para todo y ∈ R \ {z¯}
La convexidad de la funcio´n f(x¯, .) implica
f(x¯, λz¯ + (1− λ)y) ≤ λf(x¯, z¯) + (1− λ)f(x¯, y),
⇐⇒ f(x¯, λz¯ + (1− λ)y) + λ(f(x¯, y)− f(x¯, z¯)) ≤ f(x¯, y)
para todo λ ∈ [0, 1], y asi para todo λ ∈ 〈0, 1] y para cualquier y 6= z¯ tenemos la siguiente desigualdad:
(3.2) f(x¯, λz¯ + (1− λ)y) < f(x¯, y)
Ahora supongamos que x¯ es una solucio´n del QEP, i.e x¯ ∈ K(x¯) y resuelve el problema de optimizacio´n:
(3.3) mı´n
y
f(x¯, y) s.t. y ∈ K(x¯)
Afirmamos que la condicio´n anterior es equivalente a:
(3.4) [x¯, z¯] ∩K(x¯) = {x¯}
Primero si x¯ es solucio´n de (3.3) tenemos que x¯ ∈ K(x¯). Si x¯ = z¯ claramente (3.4) es valido, ahora si
x¯ 6= z¯ ningun punto interior del segmento [x¯, z¯] puede ser viable por (3.2), portanto (3.4) ocurre.
Por otra parte, supongamos que (3.4) ocurre, y consideremos un punto arbitrario y ∈ K(x¯) \ {x¯}. Por la
convexidad de K(x¯) obtenemos [x¯, y] ⊆ K(x¯), y tomando en cuenta (3.4), deducimos que x¯ ∈ 〈y, z¯]. Asi
podemos hallar un λ ∈ 〈0, 1] tal que x¯ = λz¯ + (1− λ)y, y por (3.2), x¯ es solucio´n del problema (3.3).
Esto muestra que cualquier solucio´n del QEP satisfaze la condicio´n (3.4) y viceversa. Como K(x¯) es
convexo y cerrado, la condicio´n (3.4) es equivalente a:
x¯ = PK(x¯)(z¯)
entonces podemos deducir que:
SOL(QEP ) = {x ∈ dom(K) : x = PK(x)(z), f(x, z) < f(x, y),∀y ∈ R \ {z}}

Corolario 1. Consideremos un EP convexo. Si para cada x ∈ C, f(x, .) tiene un u´nico mı´nimo global
sobre R, entonces el conjunto solucio´n del EP es dado por:
SOL(EP ) = {x ∈ C : x = PC(z), f(x, z) < f(x, y),∀y ∈ R \ {z}}(3.5)
Navarro F.- Selecciones Matema´ticas. 2020; Vol. 7(1): 136-143 139
Demostracio´n: Es inmediato del teorema anterior. 
Observacio´n 1.
No´tese que el teorema anterior no pide la diferenciabilidad, convexidad o continuidad de la bifuncio´n
f y de las funciones restricciones gi como funcio´n de (x, y).
Observacio´n 2. En las condiciones del teorema anterior, K(x) es un subconjunto convexo, cerrado y
no vacı´o deR, entonces un intervalo,K(x) = [α(x), β(x)] no necesariamente acotado, ana´logamenteC es
un intervalo unidimensional. En dimensiones mayores, K(x) es convexo y cerrado pero no necesariamente
un intervalo.
Observacio´n 3. En el teorema anterior, la condicio´n que f(x, .) sea convexa para todo x ∈ C, puede
ser sustituida por la condicio´n ma´s de´bil: para todo x ∈ dom(K); por otro lado la condicı´on que f(x, )
tenga un u´nico mı´nimo estricto sobre R puede ser sustituida por cualquier otro conjunto convexo T , tal
que ∪x∈dom(K)K(x) ⊆ T . De forma similar en el corolario 3.1, la condicio´n que f(x, ) tenga un u´nico
mı´nimo estricto sobre R puede ser sustituida por cualquier otro conjunto convexo T , tal que C ⊆ T .
Ejemplo 1. Consideremos el siguiente QEP (f,K), con C = R donde:
f(x, y) = x2y + y2 − x3 − x2 y K(x) = {y ∈ R : x+ y ≤ 1, x− y ≤ 0}
Tenemos queK(x) = [x, 1− x], portanto el dominio deK es dom(K) = 〈−∞, 12 ] en este caso el conjunto
viable del QEP es tambie´n X = 〈−∞, 12 ]. La convexidad estricta y la diferenciabilidad de f(x, .) junto
con el teorema 1 implica que el conjunto solucio´n es dada por:
SOL(QEP ) = {x ∈ 〈−∞, 1
2











si −2 ≤ x ≤ 0
x si 0 ≤ x ≤ 1
2
portanto SOL(QEP ) = 〈−∞,−2] ∪ [0,−1
2
].
Ejemplo 2. Consideremos el siguiente EP (f, C), con C = [0, 1] y f(x, y) = y2 − yx. La convexidad
estricta y la diferenciabilidad de f(x, .) junto con el corolario 1 implica que el conjunto solucio´n es dado
por:
SOL(EP ) = {x ∈ [0, 1] : x = P[0,1](z), z = x
2
} = {0}
Para el siguiente resultado, necesitamos que las funciones f(x, .) y gi(x, .) sean continuamente dife-
renciables para todo x ∈ dom(K), y de la siguiente hipo´tesis para las funciones restricciones gi.
Suposicio´n 1. Todas las funciones restricciones gi(x, .), para x ∈ dom(K) y i = 1, . . . ,m son
continuamente diferenciables . Para todo x ∈ X donde gi(x, x) = 0 y ∇ygi(x, x) = 0 para algun
i ∈ {1, . . . ,m} el conjunto K(x) es unitario, portanto K(x) = {x}.
Observacio´n 4.
(a) Consideremos un QEP con restricciones lineales unicamente i.e g(x, y) = (a1x+b1y+c1, ..., amx+
bmy + cm). La condicio´n ∇ygi(x, x) = 0 implica que gi es independiente de y, asi estas restric-
ciones pueden ser excluidas pues no tienen influencia para determinar K(x). Excluiendo estas
restricciones, el QEP resultante es equivalente al original y satisfaze la suposicio´n 1.
(b) Consideremos el QEP con una u´nica restriccio´n:
g(x, y) = x2 − xy + y2 ≤ 0
Entonces tenemos g(x, x) = 0 y∇yg(x, x) = 0, que es equivalente a x = 0. PortantoK(0) = {0}
y la suposicio´n 1 es satisfecha.
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(c) Existen QEPs donde la suposicio´n 1 no es satisfecha, por ejemplo considere el QEP con una
u´nica restriccio´n:
g(x, y) = xy ≤ 0
Tenemos que si g(x, x) = 0 y ∇yg(x, x) = 0, es equivalente a x = 0, y K(0) = R.
Para todo QEP en una dimensio´n que satisfaze la suposicio´n 1, tenemos el siguiente resultado.
Teorema 2. Consideremos un QEP convexo en una dimensio´n. Si la suposicio´n 1 y las condiciones del
teorema anterior son satisfechas, entonces el conjunto solucio´n del QEP es dado por:
T = ∪mi=1{x ∈ X : gi(x, x) = 0,∇yf(x, x)∇ygi(x, x) ≤ 0} ∪ {x ∈ X : ∇yf(x, x) = 0}




f(x¯, y) s.t. y ∈ K(x¯)
Denotamos por z¯ el mı´nimo global de la funcio´n convexa y diferenciable f(x¯, .), que implica∇yf(x¯, z¯) =
0. Consideremos dos casos, primero si x¯ = z¯ entonces∇yf(x¯, x¯) = 0 y entonces x ∈ T , ahora si x¯ 6= z¯, en
este caso usando la unicidad del mı´nimo global z¯ y la convexidad de f(x¯, .) obtenemos de forma ana´loga
como en (3.2)
f(x¯, x¯+ λ(z¯ − x¯)) < f(x¯, x¯), para todo λ ∈ 〈0, 1]
como x¯ es una solucio´n y las funciones restricciones son continuas, existe un i ∈ {1, . . . ,m} tal que
gi(x¯, x¯) = 0, gi(x¯, x¯+ λ(z¯ − x¯)) > 0 para todo λ ∈ 〈0, 1]
asi tenemos
∇ygi(x¯, x¯)(z¯ − x¯) = l´ım
λ→0+
gi(x¯, x¯+ λ(z¯ − x¯))− gi(x¯, x¯)
λ
≥ 0
de la convexidad y de la propiedad de mı´nimo de z¯, tenemos
∇yf(x¯, x¯)(z¯ − x¯) ≤ f(x¯, z¯)− f(x¯, x¯) < 0
De las desigualdades anteriores y como x¯ 6= z¯ implica
∇yf(x¯, x¯)∇ygi(x¯, x¯) ≤ 0
Asi obtenemos:
x¯ ∈ ∪mi=1{x ∈ X : gi(x, x) = 0,∇yf(x, x)∇ygi(x, x) ≤ 0} ∪ {x ∈ X : ∇yf(x, x) = 0}
portanto SOL(QEP ) ⊆ T .
Ahora supongamos que x¯ ∈ T , por la definicio´n de T tenemos que o x¯ ∈ X y ∇yf(x¯, x¯) = 0, lo
que implica que x¯ es el mı´nimo global de f(x¯, .) y asi solucio´n del problema (3.6), o existe un indide
i ∈ {1, . . . ,m} tal que gi(x¯, x¯) = 0 y ∇yf(x¯, x¯)∇ygi(x¯, x¯) ≤ 0, aqui consideraremos dos casos, primero
si ∇ygi(x¯, x¯) = 0, entonces la hipo´tesis 1 implica que el conjunto K(x¯) es unitario y asi x¯ es solucio´n




∇ygi(x¯, x¯) ≤ 0
La convexidad de f(x¯, .) y gi(x¯, .) implica para todo y ∈ K(x¯) = {y ∈ C : g(x¯, y) ≤ 0}
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f(x¯, y)− f(x¯, x¯) ≥∇yf(x¯, x¯)(y − x¯)
= α∇ygi(x¯, x¯)(y − x¯)
≥ −α(gi(x¯, x¯)− gi(x¯, y))
= αgi(x¯, y)
≥ 0,
y asi x¯ es solucio´n del problema (3.6), portanto T ⊆ SOL(QEP ), esto completa la demostracio´n. 
Ejemplo 3. Consideremos el siguiente problema de cuasi-equilibrio QEP (f,K) con C = R y donde:






y K(x) = {y ∈ R : x2 + y2 ≤ 1}
Tenemos que K(x) =
[−√1− x2,√1− x2] portanto el dominio de K es dom(K) = [−1, 1]








. Tenemos que ∇yf(x, x) = 0 es
equivalente a x = 0 y las condiciones g(x, x) = 0 y ∇yf(x, x)∇yg(x, x) = −2x2 ≤ 0 son satisfechas
simultaneamente unicamente si x = ± 1√
2
portanto SOL(QEP ) = {0,± 1√
2
}
3.1. Problemas de cuasi-equilibrios afines . Un problema de cuasi-equilibrio afin (AQEP) es un
problema de cuasi-equilibrio donde la bifucio´n es de la forma:
(3.7) f(x, y) = (y)TH1y + (y)TH2x− hT y − (x)TH1x− (x)TH2x+ hTx
Con h ∈ Rn yHi ∈ Rn×n matrices definidas positivas para i = 1, 2, ademas las restricciones son funciones
lineales afines dados por:




con A ∈ Rm×2n y b ∈ Rm. Es facil ver que el teorema 2 es aplicable a una subclase de AQEP, en el cual
n = 1. A este tipo de problemas llamamos problemas de cuasi-equilibrio lineales afines en una dimensio´n
(AQEP1s). Para un (AQEP1) por el teorema 2 el conjunto solucio´n viene dado por:




con H = 2H1 +H2.
Ejemplo 4. Consideremos el siguiente problema de cuasi- equilibrioQEP (f,K), conC = R y donde:
f(x, y) = 2y2 + yx− 3y − 3x2 + 3x y K(x) = {y ∈ R : g(x, y) ≤ 0}
donde g(x, y) = (x− y, y − 2x+ 1, y − 2), tenemos que dom(K) = X = [1, 2] y
K(x) =

[x, 2x− 1] si 1 ≤ x ≤ 1,5
[x, 2] si 1,5 ≤ x ≤ 2
∅ si otro caso
usando el teorema 2 tenemos que SOL(QEP ) = [1, 2].
3.2. Conjunto solucio´n para una QVI. Como comentamos en la introduccio´n, una QVI es un caso
particular de un QEP con la bifuncio´n, dado por 1.1. Notese que en ese caso f(x, .) es lineal en y y por
tanto no tiene un u´nico mı´nimo global sobre R para cada x ∈ dom(K), entonces el Teorema 2 no es
aplicable para este caso particular. Para esta clase de problemas tenemos el siguiente resultado.
Teorema 3. Consideremos una QVI en una dimensio´n, con gi(x, .) convexas para todo x ∈ dom(K) y
para todo i = 1, ...,m, entonces el conjunto solucio´n es dado por:
S = {x ∈ X : f(x) > 0, x = infK(x)} ∪ {x ∈ X : f(x) < 0, x = supK(x)} ∪ {x ∈ X : f(x) = 0}
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Demostracio´n: La prueba sigue del hecho de que una funcio´n lineal admite un u´nico mı´nimo unica-
mente en uno de los extremos(en caso tenga alguno) de un intervalo cerrado. 
Ejemplo 5. Consideremos la siguiente desigualdad cuasi-variacional con C = R, dada por:
(x2 − x)(y − x) ≥ 0 y K(x) = {y ∈ R : x− y ≤ 0, y − x− 1 ≤ 0}
Tenemos que dom(K) = X = R y K(x) = [x, x+ 1], usando el teorema 3 tenemos que el conjunto
solucio´n es SOL(QEP ) = 〈−∞, 0] ∪ [1,∞〉
4. Conclusiones. En este trabajo desarrollamos dos resultados referentes a problemas de cuasi-equilibrio
convexos en una dimensio´n, que permiten obtener todo el conjunto solucio´n de esas QEPs.
Aunque los resultados usan el hecho de que n = 1, creemos que tratandonde de una estructura matema´ti-
ca tan general que unifica varios problemas importantes en optimizacio´n, estos resultados son importantes
porque pueden ayudar en la tarea de esclarecer resultados de tipo teo´rico que aparecen en trabajos sobre
existencia y unicidad de soluciones y de trabajos que tratan sobre algoritmos para hallar soluciones.
Por otro parte estos resultados pueden servir como base para futuras extensiones a dimensiones mayores,
por ultimo, como un trabajo a futuro desarrollaremos un algoritmo que calcule en un nu´mero finito de pasos
el conjunto solucio´n de un AQEP1.
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