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QUANTITIES, DIMENSIONS AND DIMENSIONAL ANALYSIS
DAN JONSSON
Abstract. Formal definitions of quantities, quantity spaces, dimensions and
dimension groups are introduced. Based on these concepts, a theoretical frame-
work and a practical algorithm for dimensional analysis are developed, and
examples of dimensional analysis are given.
1. Introduction
In a formula such as E = mc2 or ∂
2T
∂x2 +
∂2T
∂y2 +
∂2T
∂z2 = 0, used to express a physical
law, the variables may be interpreted as numerical measures of physical quantities.
Such measures are somewhat arbitrary. For example, the number c representing the
speed of light in the numerical equation E = mc2 depends not only on the actual
speed of light but also on the units of measurement used. This suggests that it
would be useful to represent physical quantities (and other measurables) in a more
definite and direct manner, as in the modern approach to vector space theory, where
vectors are seen not as arrays of numbers but as abstract mathematical objects,
which can be referenced directly in a ’coordinate-free’ manner by simple symbols
such as u, v or v′. On the other hand, physical quantities can be represented by
scalars through a process of ’coordinatisation’ [8]:
physical quantity → scalar (measure).
It should be noted, though, that in a careful coordinatisation of a physical or
geometrical vector (characterized by its magnitude and direction), numbers are
seen as coordinates characterizing physical phenomena indirectly via mathematical
objects, also called vectors:
geometrical vector → mathematical vector → scalars (coordinates).
This suggests that one should introduce a more elaborate coordinatisation of phys-
ical quantities:
physical quantity → mathematical quantity → scalar (measure),
where measures are similarly seen as characterizing physical quantities indirectly.
As a point of departure for the analysis of quantities as abstract mathemati-
cal objects, let us consider Maxwell’s famous characterization of quantities in his
Treatise on Electricity and Magnetism [6], p. 41.
Every expression of a quantity consists of two factors or compo-
nents. One of these is the name of a certain known quantity of
the same kind as the quantity to be expressed, which is taken as
a standard of reference. The other component is the number of
times the standard is to be taken in order to make up the required
quantity. The standard quantity is technically called the Unit and
the number is called the Numerical value of the quantity
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Maxwell is essentially saying here that a quantity q is something which can be
represented by a combination of (i) a number, the measure of the quantity, and (ii)
a unit of measurement, which is itself a quantity of the same kind as q. Respect for
Maxwell’s genius should not, however, make us blind to the fact that as a definition
this statement suffers from circularity. The notion of quantity presupposes the
notion of ’unit’, but a ’unit’ is itself a quantity “of the same kind”, so the notion of
quantity is required in the first place.
One fairly obvious way of dealing with this circularity is to replace the unit
component of a quantity with a mathematical object of another kind, related to but
conceptually independent of a quantity: a sort, such as ’meter’, ’gallon’ or ’hour’.
A quantity is then seen as something which can be represented by a combination of
a scalar and a sort, rather than a scalar and a unit-quantity; we can write scalar-
sort pairs as (2,m), (3, kg), (200, cm) etc. It should be noted, though, that, for
example, (2,m) and (200, cm) are intended to represent the same physical quantity.
Therefore, mathematical quantities may instead be regarded as equivalence classes
of scalar-sort pairs characterizing the same physical quantities.
Another way of understanding and using Maxwell’s observation is to see it as a
postulate about scalar multiplication. One of the axioms defining vector spaces is
that any vector v can be multiplied by a scalar λ, producing a vector λv. Anal-
ogously, one could, following Maxwell, take as axioms for an algebraic system of
quantities – a “quantity space” – the assumptions that (i) the product λq of a scalar
λ and a quantity q is a quantity λq, and (ii) there is a set U of quantities, called
units of measurement, such that for every quantity q there is some scalar λ such
that q = λu for some u ∈ U .
In this approach, circularity is not a concern, but (i) and (ii) are not sufficient to
set quantity spaces apart from related algebraic structures such as vector spaces. It
turns out to be possible to create a suitable definition of quantity spaces by keeping
scalar multiplication (i) and adding other assumptions, however.
Specifically, quantities, as mathematical objects, can be defined as concrete
value-sort pairs (or equivalence classes of such pairs) or as abstract mathemat-
ical objects. In the first case, operations on quantities are defined in terms of
operations on numbers and sorts; in the second case, properties of operations on
quantities are described by means of abstract axioms. Such an abstract definition
of quantity spaces and quantities will be given below, noting that suitably defined
concrete mathematical quantities satisfy the given axioms for abstract quantities.
The formal definition of mathematical quantities as elements of quantity spaces
given here makes it possible to formalize Maxwell’s intuitive notion of quantities
“of the same kind”. This is tantamount to giving a formal definition of the notion
of a dimension such as length or time. Dimensions will be defined as equivalence
classes of quantities; the equivalence classes of quantities in a particular quantity
space form a free abelian group, a so-called dimension group.
Quantities and quantity spaces are defined and discussed in Section 2, dimensions
and dimension groups in Section 3. The remainder of the article deals mainly with
an important application of the mathematical framework developed in these two
sections, namely dimensional analysis. Quantity functions and the representation of
quantity functions by means of scalar functions are treated in Section 4, principles
and methods of dimensional analysis are presented in Sections 5 and 6, and examples
of dimensional analysis are given in Section 7.
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2. On quantities
2.1. Abstract quantities.
Definition 1. Let K be a field. A scalar system1 K based on K is a subset of K
such that K is closed under addition and the non-zero elements of K form a group
under multiplication. Scalars are elements of scalar systems. The unit element in
K is denoted 1K or 1. 
In applications, K is usually the set of real numbers R, and the corresponding
scalar system R is either R itself, the set R≥0 of non-negative numbers in R, or the
set R>0 of positive numbers in R. (The set R 6=0 of non-zero real numbers is not
closed under addition, although it is a group under multiplication.)
Recall that a monoid is a non-empty set together with an associative binary
operation and an identity element. We use multiplicative notation for the binary
operation, and the unit element of the monoid Q will be denoted 1Q.
Definition 2. A scalable (commutative) monoid over a scalar system K is a com-
mutative monoid Q such that there is a function
σ : K ×Q→ Q, (α, q) 7→ σ (α, q) = αq,
called scalar multiplication, such that for any α, β ∈ K and any q, q′ ∈ Q we have
(1) 1K q = q,
(2) α (βq) = (αβ) q,
(3) α (qq′) = (αq) q′.
An invertible element q ∈ Q is an element which has an inverse q−1 ∈ Q such that
qq−1 = q−1q = 1Q. We can define positive powers of q, denoted qc, in the usual
way; if q is invertible, negative powers of q can be defined by setting qc =
(
q−1
)−c.
By convention, q0 = 1Q.
A subset of a scalable monoid which is closed under monoid multiplication and
scalar multiplication is obviously also a scalable monoid, specifically a scalable sub-
monoid. 
The facts that Q is commutative and associative and that scalar multiplication
is associative have some immediate consequences. For example, a(qq′) = a(q′q) =
(aq′)q = q(aq′), and (αq) (α′q′) = α (q (α′q′)) = α ((α′q′) q) = α (α′ (q′q)) =
α (α′ (qq′)) = (αα′) (qq′). It is also clear that qcqd = q(c+d).
Definition 3. Let Q be a scalable monoid over K. A (finite) basis for Q is a set
B = {b1, . . . , bn} of invertible elements of Q such that every q ∈ Q has a unique
(up to order of factors) expansion
q = µ
n∏
i=1
b
ki
i ,
where µ ∈ K and k1, . . . , kn are integers. 
Any product of invertible quantities is invertible, so any product of basis elements
is invertible. If {b1, . . . , bn} is a basis for Q then {λb1, . . . , bn} is clearly a basis for
Q for any λ 6= 0, since µ∏ni=1 bkii = (µ/λk1) (λb1)k1∏ni=2 bkii .
1The term semifield is used in a similar sense.
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Definition 4. A (finite-dimensional) free scalable monoid, or quantity space, over
K is a scalable monoid over K which has a (finite) basis. The elements of a quantity
space are called quantities. 
It is clear that (
µ
n∏
i=1
b
ki
i
)(
µ′
n∏
i=1
b
k′
i
i
)
= (µµ′)
n∏
i=1
b
(ki+k′i)
i .
Remark. For a quantity space over R, we can identify the scalar product α(1Q)
with the real number α, so we could also define a scalable monoid over R as a
commutative monoid Q such that R ⊂ Q, 1Q = 1, and multiplication in Q is
consistent with the usual multiplication in R, so that 1q = q, since 1α = α, and
α (βq) = (αβ) q, α (qq′) = (αq) q′, since α (βγ) = (αβ) γ. This approach has been
used by, for example, Whitney [7] and Drobot [4, 5]. Partly in order to clarify the
present conceptualization, I will sketch a construction similar to the one proposed
by Drobot.
Recall that R can be regarded as a vector space over itself. Similarly, R>0 is a
vector space over R with vector addition defined by α + β = αβ and scalar multi-
plication of a vector defined by λα = αλ. The bijection α 7→ eα is an isomorphism
between R and R>0, and {e} is a basis for R>0.
Let V be an n-dimensional vector space over R and consider the external direct
sum of vector spaces Σ = R⊕V . Σ is a vector space over R. There is a corresponding
vector space Π = R>0 ⊕ V over R. Using additive notation, addition and scalar
multiplication of vectors in Π are defined by
(α,u) + (β,v) = (αβ,u+ v) , λ (α,u) =
(
αλ, λu
)
;
using multiplicative notation, we can write
(α,u) · (β,v) = (αβ,u · v) , (α,u)λ = (αλ,uλ) .
(While u+ v | u · v and λu | uλ are alternative notations, α+ β | αβ and λα | αλ
are different scalars.) The bijection (α,u) 7→ (eα,u) is an isomorphism between Σ
and Π. As V has a basis B, every v ∈ Π has a unique expansion of the form
v = λ0 (e,0) + λ1 (1,b1) + . . .+ λn (1,bn) (λ0, . . . , λn ∈ R,bi ∈ B)
in additive notation, and
v = (e,1)
λ0 · (1,b1)λ1 · . . . · (1,bn)λn (λ0, . . . , λn ∈ R,bi ∈ B)
in multiplicative notation, where the vector 0 is written as 1. v ∈ Σ has a similar
expansion, and Σ and Π are n+ 1-dimensional vector spaces over R.
Drobot [4] identifies (α,0) or (α,1) with the scalar α, obtaining analogues Σ and
Π of Σ and Π, respectively, and then proves a variant of the so-called Π theorem
in dimensional analysis from facts about Σ via corresponding facts about Π .
Instead of Π, let us consider a similar construction. Let M be a module over Z
and let Q = R>0 ⊕M be the external direct sum of the (abelian) multiplicative
group of R>0 and M as an abelian group, so that again we have
(α,u) + (β,v) = (αβ,u+ v) or (α,u) · (β,v) = (αβ,u · v) .
Q is not a vector space over R, but it is a commutative monoid with (1,1) as
unit element in multiplicative notation, and we can define scalar multiplication on
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Q as the function
σ : R>0 ×Q→ Q, (λ, (α,u)) 7→ λ (α,u) = (λα,u) .
It is easy to verify that then the conditions in Definition 2 are satisfied, so Q is a
scalable monoid over R>0.
Furthermore, ifM has a finite basis B = {b1, . . . ,bn} then every q = (α,u) ∈ Q
has a unique expansion of the form
q = (α,1) ·
(
1,bk11 · . . . · bknn
)
(α ∈ R>0, ki ∈ Z,bi ∈ B)
in multiplicative notation, since (α,u) has a unique decomposition of the form
(α,u) = (α,1) · (1,u). The unique expansion of q can be written as
q = α
n∏
i=1
(1,bi)
ki (α ∈ R>0, ki ∈ Z,bi ∈ B) ,
so Q is a finite-dimensional quantity space over R>0 in the sense of Definition 4,
with {(1,b1) , . . . , (1,bn)} as a basis.
Note that R⊕M can be defined as a quantity space over R in the same way.
2.2. Measures of quantities; invertible quantities.
Definition 5. Let Q be a quantity space and let B = {b1, . . . , bn} be a basis for
Q. The (uniquely determined) scalar µ in the expansion
q = µ
n∏
i=1
bkii
is called the measure of q relative to B and will be denoted by µB(q). If µB(q) does
not depend on B, we may write µB(q) as µ(q) . 
For example, we have µB(1Q) = 1 for any B, or µ(1Q) = 1, because 1Q =
1
∏n
i=1 b
0
i for any B.
Proposition 1. Let B = {b1, . . . , bn} be a basis for a quantity space Q.
(1) For any q ∈ Q, µB(λq) = λµB(q).
(2) For any q, q′ ∈ Q, µB(qq′) = µB(q)µB(q′).
(3) A quantity q ∈ Q is invertible if and only if µB(q) 6= 0, and µB
(
q−1
)
=
µB(q)
−1
= 1/µB(q).
Proof. Set q = µp, where p =
∏n
i=1 b
ki
i , and q
′ = µ′p′, where p′ =
∏n
i=1 b
k′i
i .
(1). µB(λq) = µB(λ (µp)) = µB((λµ) p) = λµ = λµB(q).
(2). qq′ = (µp) (µ′p′) = (µµ′) (pp′), so µB(qq′) = µµ′ = µB(q)µB(q′).
(3). If µB(q) 6= 0 we have∏n
i=1 b
−ki
i
µB(q)
q = q
∏n
i=1 b
−ki
i
µB(q)
=
(
µB(q)
n∏
i=1
bkii
) ∏n
i=1 b
−ki
i
µB(q)
= 1Q,
so q is invertible. If, conversely, q has an inverse q−1 then µB(q)µB
(
q−1
)
=
µB(1Q) = 1, so µB(q) 6= 0 and µB
(
q−1
)
= 1/µB(q). 
Proposition 2. If q ∈ Q is invertible and λq = λ′q then λ = λ′.
Proof. Set q = µ
∏n
i=1 b
ki
i . If λq = λ
′q then λµ
∏n
i=1 b
ki
i = x = λ
′µ
∏n
i=1 b
ki
i , so
λµ = λ′µ, since the representation of x is unique, and µ 6= 0 since q is invertible,
so λ = λ′. 
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2.3. Modeling and representation of quantities by sort-assigned scalars.
As briefly mentioned in the Introduction, scalar-sort pairs, or equivalence classes
of such pairs, may be used to model physical quantities. On the other hand, such
constructs can also be used to represent abstract mathematical quantities in much
the same way as tuples of scalars represent abstract vectors. It is worthwhile to
elaborate somewhat on these observations.
(a). Let S? be the free abelian group on S = {s1, . . . , sn}, and let K be a scalar
system. We define multiplication on P = K×S? by (k, s) (k′, s′) = (kk′, ss′), while
scalar multiplication of an element (k, s) of P by an element λ of K is defined by
λ (k, s) = (λk, s).
It is easy to verify that with these operations P is a scalable monoid over K.
Furthermore, as S is a basis for S?, {(1, s) | s ∈ S} is a basis for P , so P is a quantity
space over K. In particular, we can let K be a scalar system of real numbers R,
and interpret the elements of S as sorts such as ’kilogram’, ’centimeter’, ’second’,
’meter per second’ etc. With this interpretation in mind, we may call (k, s) ∈ P a
sort-assigned scalar and P a space of sort-assigned scalars.
(b). Let P be a space of sort-assigned scalars over K, and let ∼ be a congruence
relation on P . Then we can define the product of equivalence classes in P/∼ without
ambiguity by setting [p] [q] = [pq] for any p, q ∈ P . We can also set λ [q] = [λq]
for any λ ∈ K, q ∈ P . It can be shown that P/∼ with these operations is also a
quantity space over K.
(c). Suppose that there is some universe of measurables, in geometry, physics
and engineering called physical quantities. A particular sort-assigned scalar may
characterize more than one measurable. For example, (10, cm) may characterize
both the base and the height of a triangle.
On the other hand, different sort-assigned scalars may characterize the same
physical quantities. For example, with the usual interpretation (100, cm) and (1,m)
characterize the same measurables. Let ∼ be a relation on P such that p ∼ q if and
only if p and q characterize the same measurables. This is obviously an equivalence
relation on P , so there is a corresponding set P/∼ of equivalence classes. Let us
assume that if p and p′ characterize the same measurables and q and q′ characterize
the same measurables then (i) λp and λp′ characterize the same measurables for
every λ ∈ K, and (ii) pq and p′q′ characterize the same measurables. Then ∼ is a
congruence relation, so P/∼ is a quantity space.
(d). We may denote the equivalence class of sort-assigned scalars which con-
tains (c, s) by [c, s]. Alternatively, we may write quantities such as [1, kg],
[
2,m2
]
,[
3,ms−1
]
in the more familiar forms 1 kg, 2m2, 3m/s etc. Thus, we interpret an
equation such as 100 cm = 1m as [100, cm] = [1,m] rather than (100, cm)=(1,m)
– the latter equality is false, since 100 6= 1 and cm 6= m.
2.4. Mathematical quantities as values of physical quantities. The princi-
pal raison d’être of systems of (abstract or concrete) mathematical quantities is
that they can be used to model systems of measurables, in particular so-called
physical quantities, which are roughly speaking measurable properties of physical
objects and systems. We establish connections between mathematical and physical
quantities by means of names such as radius and circumference (of a circle), length
and width (of a rectangle) etc. For example, in a modeling context radius refers
to a particular physical quantity as well as a particular mathematical quantity; a
mathematical quantity is thus linked to a physical quantity if and only if they have
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the same name. Note that while distinct names always refer to distinct physical
quantities, distinct names can refer to the same mathematical quantity. For exam-
ple, the length and the width of a rectangle are distinct physical quantities, but if
the rectangle is a square then the length and the width of the rectangle is the same
mathematical quantity. The mathematical quantity corresponding to a physical
quantity can be thought of as the value of that physical quantity.
We can use common names of physical and mathematical quantities to define
new physical and mathematical quantities. For example, given the physical and
mathematical quantities arc length and radius we can define a physical and math-
ematical quantity radian such that the mathematical quantity radian is connected
to the mathematical quantities arc length and radius by the relation
radian = arc length · radius−1.
One should not think of such formulas as directly involving physical quantities,
however; it is not possible to multiply or divide physical quantities as such.
2.5. Systems of units of measurement. Units of measurement and systems of
such units are notions which are linked to notions of physical and mathematical
quantities. While a full theory of units of measurement requires consideration of
both physical and mathematical quantities, some basic notions can be described in
terms of mathematical quantities, specifically abstract quantity spaces.
A system of direct units of measurements for a subset S of a quantity space Q is
a set U of quantities in S such that for every q ∈ S there is some u ∈ U and some
µ ∈ K, uniquely determined by q and u, such that
q = µu.
A system of fundamental units of measurement for Q is a basis for Q; that is, a set
B = {b1, . . . , bn} such that every q ∈ Q has a unique expansion
q = µ
n∏
i=1
bkii .
In particular, every unit of measurement u in any system of direct units of mea-
surement U has a unique expansion of this kind. A coherent system of units of
measurement for S is a system of direct units of measurement U such that there is
a system of fundamental units of measurement B for Q such that every u ∈ U has
a unique expansion of the form
u = 1
n∏
i=1
bkii .
The set of all u ∈ Q of this form is obviously a coherent system of units of mea-
surement for all of Q. Relative to a coherent system of units of measurement U ,
given by a basis B, every q ∈ S has a representation of the form q = µu, where
µ ∈ K and u ∈ U are uniquely determined by q, relative to B.
Remark. It is not always emphasized that all quantities in a quantity space are de-
fined in terms of fundamental units in a unique way, meaning that the fundamental
units do not only generate the quantity space but also form a basis. Nevertheless,
the fundamental units in systems of measurement such as the CGS system, the
MKS system or the SI system invariably form a basis.
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3. On dimensions
3.1. Equidimensional quantities and dimensions.
Definition 6. Let Q be a quantity space over R, and let ∼ be a relation on Q
such that q ∼ q′ if and only if αq = βq′ for some α, β ∈ R. Then q and q′ are said
to be equidimensional quantities, and the relation ∼ is accordingly said to be an
equidimensionality relation. 
As a trivial consequence of this definition, q ∼ λq for any q ∈ Q and λ ∈ R,
since λq = 1 (λq).
Proposition 3. An equidimensionality relation on a quantity space is an equiva-
lence relation.
Proof. The equidimensionality relation ∼ is reflexive because 1q = 1q, it is sym-
metric because if αq = βq′ then βq′ = αq, and it is transitive because if αq = βq′
and γq′ = δq′′ then αγq = βγq′ and βγq′ = βδq′′, so αγq = βδq′′. 
Definition 7. A dimension is an equivalence class of quantities with respect to
equidimensionality. We denote the dimension containing the quantity q by [q]. 
Proposition 4. Let Q be a quantity space. The equidimensionality relation ∼ is a
congruence relation on Q, and Q/∼ is a commutative monoid, with the product in
Q/∼ defined by
[q][q′] = [qq′]
for any q, q′ ∈ Q.
Proof. If αq = βx and α′q′ = β′x′ then (αq)(α′q′) = (βx)(β′x′), so (αα′)(qq′) =
(ββ′)(xx′). Thus, if q ∼ x and q′ ∼ x′ then qq′ ∼ xx′, so the equivalence relation
∼ is a congruence on Q, and the product in Q/∼ defined by [q][q′] = [qq′] does not
depend on the choice of representative for [q] and [q′].
Straight-forward calculations show that Q/∼ is associative and commutative and
that [1] q = q [1] = q. 
Example. In a quantity space over R whose elements are equivalence classes of
sort-assigned scalars, we have 5 (2m) = 10m = 1 (10m), so 2m ∼ 10m, and
0 (1 s) = 0 s = 1 (0 s), so 1 s ∼ 0 s. On the other hand, there are no α, β ∈ R
such that α (2m) = β (2 g), α (2m) = β (0 g) or α (0m) = β (0 g), meaning that
2m  2 g, 2m  0 g and 0m  0 g.
Let q be a quantity in Q and d a dimension in Q/∼. If [q] = d, or equivalently
q ∈ d, we say that q has dimension d, or that the dimension of q is d. The way the
concept of ’dimension’ is defined here is generally consistent with previous informal
and formal uses of this term. For example, consider the principle of “dimensional
homogeneity” frequently invoked when dealing with physical quantities (or other
measurables), namely that quantities cannot be equal if they do not have the same
dimension. In terms of the present understanding of dimensions, this principle is
just the following simple fact about quantities and dimensions:
if q = q′ then [q] = [q′] , or equivalently, if [q] 6= [q′] then q 6= q′.
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Proposition 5. Let q, q′ ∈ Q have the expansions µB(q)
∏n
i=1b
ki
i , µB(q
′)
∏n
i=1b
k′i
i
relative to a basis B = {b1, . . . , bn} for Q. If q ∼ q′ then ki = k′i for i = 1, . . . , n.
Proof. By assumption, there are scalars α, β such that
(αµB(q))
n∏
i=1
bkii = x = (β µB(q
′))
n∏
i=1
b
k′i
i ,
and since the expansion of x relative to B is unique, ki = k′i for i = 1, . . . , n. 
Proposition 6. If q, q′ ∈ Q and q ∼ q′ then µB(q′) q = µB(q) q′.
Proof. Use Proposition 5 and note that
µB(q
′)
(
µB(q)
n∏
i=1
bkii
)
= µB(q)
(
µB(q
′)
n∏
i=1
bkii
)
. 
Conversely, if µB(q′) q = µB(q) q′ then q ∼ q′ by definition, so Proposition 6
gives an alternative definition of equidimensionality. Note that if µB(q) 6= 0 then
µB(q
′) q = µB(q) q′ implies
q′ =
µB(q
′)
µB(q)
q,
so Proposition 6 shows that if q ∼ q′ and q is invertible then there is some λ such
that q′ = λq; if q′ is invertible as well then µB(q′) 6= 0, so λ 6= 0.
Theorem 1. Let Q be a quantity space over R. For every q ∈ [1Q], µB(q) does not
depend on B.
Proof. As 1Q ∼ q, µB(q) 1Q = µB(1Q) q by Proposition 6, so if µB(q) 6= µB′(q),
so that µB(q) 1Q 6= µB′(q) 1Q by Proposition 2, then µB(1Q) 6= µB′(1Q), but this
contradicts the fact that µB(1Q) = 1 for any B. 
So-called dimensionless quantities are often defined, in line with Theorem 1, as
those whose measures do not depend on the basis (system of fundamental units of
measurement) chosen; dimensional or dimensionful quantities are then defined as
non-dimensionless quantities. This terminology is not consistent with how quanti-
ties and dimensions are conceptualized here, however, since a “dimensionless” quan-
tity does have a dimension, namely [1Q]. I prefer the terms quasiscalar quantity
and proper quantity.
Note that despite Theorem 1, a “dimensionless” quantity can have different mea-
sures relative to different “dimensionless” direct units of measurement. For example,
angles can be measured in both radians and degrees, although angles are “dimen-
sionless”, but there is only one possible unit of measurement of an angle in a coherent
system of (direct) units of measurement defined in terms of a system of fundamental
units (that is, a basis for Q), namely the radian.
3.2. Sums of quantities. Let p ∈ Q be an invertible quantity. As R is closed
under addition, we can define the sum q +p q′ of q = λp and q′ = λ′p relative to p
by setting
q +p q
′ = (λ+ λ′) p.
If p′ is another invertible quantity such that p′ ∼ p, Proposition 6 implies that
p′ = κp for some non-zero κ ∈ R. Hence,
q +p′ q
′ = (λ/κ)κp+κp (λ′/κ)κp = (λ/κ+ λ′/κ)κp = (λ+ λ′) p = q +p q′,
QUANTITIES, DIMENSIONS AND DIMENSIONAL ANALYSIS 10
so q+p q′ does not depend on p. Note that if q = λp and q′ = λ′p then λ′q = λq′, so
q ∼ q′; conversely, if q ∼ q′ then there is an invertible quantity p such that q = λp
and q′ = λ′p by Proposition 5. Thus, q + q′ can be defined in the following way if
and only if q ∼ q′:
Definition 8. Let Q be a quantity space over R. We set
λp+ λ′p = (λ+ λ′) p
for any invertible p ∈ Q and λ, λ′ ∈ R. 
As a trivial consequence of this definition, addition of quantities is commutative
because addition of scalars is commutative. Straight-forward calculation also shows
that addition of quantities is associative because addition of scalars is associative.
Proposition 7. If q, q′ ∈ Q, q ∼ q′ and B is a basis for Q then µB(q) + µB(q′) =
µB(q + q
′).
Proof. Let q = µB(q)
∏n
i=1 b
ki
i and q
′ = µB(q′)
∏n
i=1 b
ki
i be the expansions of q and
q′ relative to B = {b1, . . . .bn}.
∏n
i=1 b
ki
i is invertible, so
q + q′ = µB(q)
n∏
i=1
bkii + µB(q
′)
n∏
i=1
bkii = (µB(q) + µB(q
′))
n∏
i=1
bkii ,
so we have obtained the unique expansion of q+q′ relative to B, and this expansion
shows that µB(q + q′) = µB(q) + µB(q′). 
If 0 ∈ R then there is for each q ∈ Q a quantity 0q ∈ Q such that
q + 0q = 0q + q = q,
because if q has the expansion q = µ
∏n
i=1 b
ki
i relative to B then 0q = 0
∏n
i=1 b
ki
i .
In fact, 0p = 0
∏n
i=1 b
ki
i = 0q for any p ∼ q, so 0q is the unique zero quantity in [q].
If R = R, we set
−q = (−1) q and q′ − q = q′ + (−q) .
for any q ∈ Q. Then we have
q − q = −q + q = 0q
for any q ∈ Q.
3.3. Dimensions as vector spaces.
Proposition 8. Let Q be a quantity space over R. For any α, α′ ∈ R and q, q′ ∈ Q
we have
(1) α (q + q′) = αq + αq′;
(2) (α+ α′) q = αq + α′q.
Proof. Set q = λp and q′ = λ′p, where p ∈ Q is invertible.
(1). α (q + q′) = α (λp+ λ′p) = α (λ+ λ′) p = (αλ+ αλ′) p = αλp+ αλ′p
= αq + αq′;
(2). (α+ α′) q = (α+ α′)λp = (αλ+ α′λ) p = αλp+ α′λp = αq + α′q. 
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We conclude that a dimension d in a quantity space over R, or indeed any field,
can be regarded as a one-dimensional vector space. As we have seen, an additive
group structure, corresponding to the additive group of the scalar field, can be
defined on d. Furthermore, in view of (1) and (2) in Definition 2 and Proposition
8, vector space scalar multiplication is defined on d. Finally, the fact that there is
some p ∈ d such that for every q ∈ d there is some scalar λ such that q = λp means
that d is a one-dimensional vector space.
3.4. Dimension groups. Since Q is commutative, Q/∼ is also commutative, and
in this section we prove that Q/∼ is not only a commutative monoid but in fact a
free abelian group.
Proposition 9. If Q is a quantity space then Q/∼ is an abelian group.
Proof. For every d ∈ Q/∼ there is some q ∈ Q such that d = [q]. In view of
Proposition 4, suffices to show that d has an inverse. Let B = {b1, . . . , bn} be a
basis for Q, so that q = µ
∏n
i=1 b
ki
i , and set x =
∏n
i=1 b
ki
i . Then x is invertible,
and [q] = [x], since q = µx. We have
[
x−1
]
d = d
[
x−1
]
= [q]
[
x−1
]
= [x]
[
x−1
]
=[
xx−1
]
= [1Q], so
[
x−1
]
is the inverse of d. 
Theorem 2. Let Q be a quantity space.
(1) If B = {b1, . . . , bn} is a basis for Q, then B∗ = {[b1] , . . . , [bn]} is a basis
for Q/∼ with the same number of elements.
(2) If B∗ = {[b1] , . . . , [bn]}, where each bi is invertible, is a basis for Q/∼, then
B = {b1, . . . , bn} is a basis for Q with the same number of elements.
Proof. (1). The unique expansions of bi, bi′ ∈ B relative to B are bi = 1bi and
bi′ = 1bi′ , so µB (bi) = µB (bi′) = 1. Hence, [bi] = [bi′ ] implies bi = bi′ according to
Proposition 6, so the mapping bi 7→ [bi] is one-to-one.
Let d = [q] be an arbitrary dimension in Q/∼. As B generates Q, q = µ∏ni=1 bkii
for some integers k1, . . . , kn, so d =
[
µ
∏n
i=1 b
ki
i
]
=
[∏n
i=1 b
ki
i
]
=
∏n
i=1 [bi]
ki , so B∗
generates Q/∼.
Also, if d =
∏n
i=1 [bi]
ki =
∏n
i=1 [bi]
k′i , then
[
1
∏n
i=1 b
ki
i
]
=
[
1
∏n
i=1 b
k′i
i
]
, so
ki = k
′
i for i = 1, . . . , n by Proposition 5, since B is a basis for Q.
(2). If bi = bi′ then [bi] = [bi′ ], so the mapping [bi] 7→ bi is one-to-one.
Consider an arbitrary q ∈ Q. We have [q] = ∏ni=1 [bi]ki = [∏ni=1 bkii ], so
q ∼ ∏ni=1 bkii . ∏ni=1 bkii is invertible, so Proposition 6 implies that there exists
some λ such that q = λ
∏n
i=1 b
ki
i .
Finally, if q = µ
∏n
i=1 b
ki
i = µ
′∏n
i=1 b
k′i
i then
[
µ
∏n
i=1 b
ki
i
]
=
[
µ′
∏n
i=1 b
k′i
i
]
, so[∏n
i=1 b
ki
i
]
=
[∏n
i=1 b
k′i
i
]
, so
∏n
i=1 [bi]
ki =
∏n
i=1 [bi]
k′i , so ki = k′i for i = 1, . . . , n,
since B∗ is a basis for Q/ ∼. Also, q = µx = µ′x, where x is invertible, so µ = µ′
by Proposition 2. 
Corollary 1. For any (finite-dimensional) quantity space Q, the quotient monoid
Q/∼ is a free abelian group (of finite rank).
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Corollary 2. Any two finite bases for Q/∼ have the same number of elements,
and any two finite bases for Q have the same number of elements.
Proof. Any two finite bases for a free abelian group have the same cardinality. 
Definition 9. A dimension group is a subgroup of a free abelian group Q/∼. 
Corollary 3. Any dimension group is free abelian.
Proof. Any subgroup of a free abelian group is free abelian. 
3.5. Dependent and independent dimensions and quantities. Since dimen-
sion groups are free abelian groups, many notions from group theory are applicable,
and I shall introduce some concepts that will be used later.
Definition 10. Let G be a dimension group, and let S = {d1, . . . , dn} be a set of
dimensions in G. d ∈ G is said to be dependent on S (or on d1, . . . , dn) if and only
if there are integers k 6= 0, k1, . . . , kn such that
dk =
n∏
i=1
dkii ,
where by convention
∏0
i=1 d
ki
i = [1Q], and [1Q] is dependent on the empty set of
dimensions. We may assume that k > 0 without loss of generality.
Also, S is said to be a set of independent dimensions if and only if no di ∈ S is
dependent on S− {di}, or equivalently if and only if
n∏
i=1
dkii = [1Q]
implies that ki = 0 for i = 1, . . . , n. Finally, a set of dimensions S ⊂ T is said
to be a maximal set of independent dimensions in T if and only if S is a set of
independent dimensions and any di ∈ T−S is dependent on S. 
Note that S is a maximal set of independent dimensions in T if and only if S is
a maximal set of independent dimensions in the dimension group G generated by
T, so that every d ∈ G is dependent on S.
Recall that any maximal set of independent elements in a free abelian group
G, in particular a dimension group, has the same number r of elements, called
the rank of G. Every basis for a free abelian group is obviously a maximal set of
independent elements in G, but a maximal set S of independent elements in G does
not necessarily generate G, so S is a basis if and only if S generates G.
The notions of dependence and (maximal) sets of independent elements intro-
duced above can be defined for quantity spaces as well. Consider a quantity space
Q over R; a quantity q ∈ Q is said to be (dimensionally) dependent on a set of in-
vertible quantities {q1, . . . , qn} in Q if and only if there are integers k > 0, k1, . . . , kn
and some λ ∈ R such that
qk = λ
n∏
i=1
qkii ,
where by convention
∏0
i=1 q
ki
i = 1Q, and 1Q is dependent on the empty set of
quantities.
Using this notion of a dependent quantity, we can define a set of independent
invertible quantities and a maximal set of independent invertible quantities in the
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same way as the corresponding concepts for dimensions. Equivalently, {q1, . . . , qn}
is a set of independent invertible quantities in Q if and only if
λ
n∏
i=1
qkii = 1Q,
implies that ki = 0 for i = 1, . . . , n (and λ = 1).
When proving Theorem 2, we also proved that if q1, . . . , qn are invertible then
q1, . . . , qn are independent if and only if [q1] , . . . , [qn] are independent. The following
broader statement can be proved similarly.
Theorem 3. Let Q be a quantity space, and let q1, . . . , qn be invertible quantities
in Q. Then q ∈ Q is dependent on q1, . . . , qn if and only if [q] is dependent on
[q1] , . . . , [qn], and {q1, . . . , qn} is a (maximal) set of independent quantities in Q if
and only if {[q1] , . . . , [qn]} is a (maximal) set of independent dimensions in Q/∼.
4. Quantity functions and scalar representations
The so-called laws of nature and other mathematically described empirical reg-
ularities typically involve relations between quantities – relations which can be
expressed by means of quantity functions. As noted in the Introduction, the well-
known equation E = mc2 may be seen as expressing a relation between three real
numbers which are the measures of three quantities relative to some system of units
of measurement, but the symbols E, m and c can also be seen as directly repre-
senting these three quantities, so that E = mc2 is interpreted as a quantity relation
rather than a relation between scalars. This quantity relation has the form
q = Φ(q1, . . . , qn) ,
where q, q1, . . . , qn belong to some quantity space Q. These variables do not range
over the entire quantity space, though; each variable takes values only within a
subset ofQ, namely a dimension inQ/∼. In E = mc2, for example, E has dimension
’energy’, m has dimension ’mass’, and c has dimension ’velocity’.
4.1. Basic notions.
Definition 11. Let Q be a quantity space over R. A function
Φ : D1 × . . .×Dn → D, (q1, . . . , qn) 7→ q,
where D,D1, . . . ,Dn ∈ Q/∼, is called a (dimensional) quantity function on Q.
A trivial quantity function is a quantity function of the form
(q1, . . . , qn) 7→ 0q.
A quasiscalar quantity function is a quantity function of the form
[1Q]× . . .× [1Q]→ [1Q] .
A monomial quantity function is a quantity function of the form
(q1, . . . , qn) 7→ λqc11 · · · qcnn ,
where λ ∈ K and c1, . . . .cn are integers. 
It is important to be clear about the difference between quantity functions and
scalar functions used to represent quantity functions.
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Definition 12. Let Q be a quantity space over R, and let Φ : D1 × . . .×Dn → D
be a quantity function on Q. A scalar representation of Φ relative to a basis B for
Q is a function
φB : Rn → R, (s1, . . . , sn) 7→ s
such that
φB(µB(q1) , . . . , µB(qn)) = µB(Φ(q1, . . . , qn))
for any q1, . . . , qn. (Note that for any dimension d ∈ Q and any basis {b1, . . . , bn}
for Q there are integers k1, . . . , kn such that µ 7→ µ
∏n
i=1 q
ki
i is a bijection R → d.)
If, in particular, the scalar representation of Φ relative to a basis B is the same
for any B, we write φB as φ, and we have
φ(µB(q1) , . . . , µB(qn)) = µB(Φ(q1, . . . , qn))
for any q1, . . . , qn and any B. In this case, φ is said to be a covariant scalar
representation of Φ, while Φ is said to be covariantly representable. 
Proposition 10. Let Q be a quantity space over R, let Φ be a quantity function
D → D on Q defined by Φ(q) = q for every q ∈ D, and let φ be a scalar function
R → R defined by φ(s) = s for every s ∈ R. Then φ is the covariant scalar
representation of Φ.
Proof. By definition, φ(µB(q)) = µB(q) = µB(Φ(q)) for any B. 
Proposition 11. Any quasiscalar function has a covariant scalar representation.
Proof. If q, qi ∈ [1Q] then µB(q) , µB(qi) do not depend on B. 
Corollary 4. Let ψ : R → R be a scalar function and let Φψ : [1Q] → [1Q] be the
quantity function defined by Φψ(λ1Q) = ψ(λ) 1Q. Then Φψ has a covariant scalar
representation, namely ψ.
Thus we may identify any scalar function ψ with a corresponding quasiscalar
function Φψ, and every quasiscalar function Φ has the form λ1Q 7→ ψΦ(λ)1Q for
some scalar function ψΦ.
4.2. Scalar representations of composite quantity functions. Let
Φ : D1× . . .×Dn → D and Ψ : D1× . . .×Dn → D be quantity functions and define
λΦ by λΦ(q1, . . . . , qn) = λ (Φ(q1, . . . . , qn)), and Φ + Ψ by (Φ + Ψ)(q1, . . . . , qn) =
Φ(q1, . . . . , qn) + Ψ(q1, . . . . , qn). Also, let scalar products λφ and sums φ + ψ of
scalar functions be defined in the same way.
Proposition 12. Let φ and ψ be the covariant scalar representations of Φ and
Ψ, respectively. Then (1) λφ is the covariant scalar representation of λΦ, and (2)
φ+ ψ is the covariant scalar representation of Φ + Ψ.
Proof. Set µB(qi) = si.
(1). λφ(s1, . . . . , sn) = λ (φ(s1, . . . , sn)) = λ (µB(Φ(q1, . . . . , qn)))
= µB(λ (Φ(q1, . . . . , qn))) = µB(λΦ(q1, . . . . , qn)).
(2). (φ+ ψ)(s1, . . . . , sn) = φ(s1, . . . . , sn) + ψ(s1, . . . . , sn)
= µB(Φ(q1, . . . .qn)) + µB(Ψ(q1, . . . .qn)) = µB(Φ(q1, . . . .qn) + Ψ(q1, . . . .qn))
= µB((Φ + Ψ)(q1, . . . .qn)) .
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Now let Φ : D1×. . .×Dn → D and Ψ : D′1×. . .×D′m → D′ be quantity functions,
let ΦΨ be defined by ΦΨ(p1, . . . . , pn, q1, . . . , qm) = Φ(p1, . . . . , pn) Ψ(q1, . . . , qm),
and let Φ−1 be defined by Φ−1(p1, . . . . , pn) = Φ(p1, . . . . , pn)
−1
= 1Q/Φ(p1, . . . . , pn).
Also, let products and inverses of scalar functions be defined in the same way.
Proposition 13. If φ is the covariant scalar representation of Φ and ψ is the
covariant representation of Ψ then (1) φψ is the covariant scalar representation of
ΦΨ and (2) φ−1 is the covariant scalar representation of Φ−1.
Proof. Set µB(pi) = si and µB(qi) = ti.
(1). φψ(s1, . . . , sn, t1, . . . , tm) = φ(s1, . . . , sn)ψ(t1, . . . , tm)
= µB(Φ(p1, . . . , pn))µB(Ψ(q1, . . . , qm)) = µB(Φ(p1, . . . , pn) Ψ(q1, . . . , qm))
= µB(ΦΨ(p1, . . . , pn, q1, . . . , qm)).
(2). φ−1(s1, . . . , sn) = 1/φ(s1, . . . , sn) = 1/µB(Φ(q1, . . . , qn))
= µB(1Q/Φ(q1, . . . , qn)) = µB
(
Φ−1(q1, . . . , qn)
)
. 
If n = m and Di = D′i for i = 1, . . . , n in the definitions of Φ and Ψ, we can set
ΦΨ(p1, . . . . , pn) = Φ(p1, . . . . , pn) Ψ(p1, . . . , pn)
and define covariant scalar representations φ : Rn → R of Φ and ψ : Rn → R of Ψ
accordingly. φψ is again the covariant scalar representation of ΦΨ.
Proposition 14. A monomial function (q1, . . . , qn) 7→ λqk11 · · · · · qknn has the co-
variant scalar representation (s1, . . . , sn) 7→ λsk11 · · · · · sknn .
Proof. Immediate from Propositions 10, 12 and 13. 
Proposition 15. If φ and ψ are the covariant scalar representations of
Φ : D1 → D0 and Ψ : D2 → D1, respectively, then φ ◦ ψ is the covariant scalar
representation of Φ ◦Ψ.
Proof. By definition, φ ◦ ψ (µB(q)) = φ(ψ(µB(q))) = φ(µB(Ψ(q))) = µB(Φ(Ψ(q)))
= µB(Φ ◦Ψ (q)). 
Consider quantity functions
Φ : D1 × . . .×Dn → D0, (q1, . . . , qn) 7→ q
and
Ψ1 : D11 × . . .×D1m1 → D1, (q11, . . . , q1m1) 7→ q1,
...
Ψn : Dn1 × . . .×Dnmn → Dn, (qn1, . . . , qnmn) 7→ qn.
Define the quantity function Φ ◦ (Ψ1, . . . ,Ψn) by
Φ ◦ (Ψ1, . . . ,Ψn) (q11, . . . , qnmn) = Φ(Ψ1(q11, . . . , q1m1) , . . . ,Ψn(qn1, . . . , qnmn)) .
Also consider scalar functions φ : Rn → R, ψ1 : Rm1 → R, . . . , ψn : Rmn → R, and
define φ ◦ (ψ1, . . . , ψn) similarly. The following more general result can be proved
in the same way as Proposition 15.
Proposition 16. If φ and ψ1, . . . , ψn are the covariant scalar representations of Φ
and Ψ1, . . . ,Ψn, respectively, then φ ◦ (ψ1, . . . , ψn) is the covariant scalar represen-
tation of Φ ◦ (Ψ1, . . . ,Ψn).
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5. The representation theorems for quantity functions
5.1. Statement and proof of the representation theorems. In this section,
two representation theorems for quantity functions, one of them directly corre-
sponding to the so-called Π theorem in dimensional analysis, will be stated and
proved. Dimensional analysis is based on the principle that ’laws of nature’ can
be numerically represented without reference to arbitrarily chosen units of mea-
surement [2, 3]. In other words, quantity functions that represent ’laws of nature’
have covariant scalar representations. Quantity functions which are subject to this
restriction have special properties, and their scalar representations also have spe-
cial properties, as expressed by the representation theorems presented below. The
following result, which I call Barenblatt’s lemma because it is based on ideas from
[2], is the crucial step in the derivation of the representation theorems.
Theorem 4. (Barenblatt’s lemma). Let Q be a quantity space over R, let
D,D1, . . . ,Dm,B1, . . . ,Br be dimensions in Q/∼ such that {B1, . . . ,Br} is a ba-
sis for the dimension group generated by D1, . . . ,Dm,B1, . . . ,Br, and consider the
non-trivial quantity function
Ψ : D1 × · · · ×Dm ×B1 × · · · ×Br → D, (p1, . . . , pm, q1, . . . , qr) 7→ p.
(1) If Ψ has a covariant scalar representation then D is dependent onB1, . . . ,Br.
(2) If in addition D,D1, . . . ,Dm = [1Q] then there is a quasiscalar function
Φ : D1 × · · · ×Dm → D, (p1, . . . , pm) 7→ p
such that
p = Ψ(p1, . . . , pm, q1, . . . , qr) = Φ(p1, . . . , pm)
for any pi ∈ Di and any invertible qi ∈ Bi.
Proof. (1). Consider a quantity relation
(5.1) p = Ψ(p1, . . . , pm, q1, . . . , qr) ,
where µB(p) 6= 0. Let B = {b, b1, . . . , br}, where b ∈ D, b1 ∈ B1, . . . , br ∈ Br, be
a set of invertible quantities in Q. If D,B1, . . . ,Br are independent dimensions in
Q/∼, then b, b1, . . . , br are independent quantities in Q. Let Q′ be the subspace
of Q generated by B so that B is a basis for Q′. Note that B′ = {λb, b1, . . . , br},
where λ > 1, is another basis for Q′.
We clearly have µB(qi) = µB′(qi) for i = 1, . . . , r. Also, by assumption there are
integers cij such that Di =
∏m
j=1 B
cij
j for i = 1, . . . ,m, so there are scalars µi ∈ R
such that pi = µi
∏n
j=1 b
cij
j for i = 1, . . . ,m, so µB(pi) = µi
∏r
j=1 µB(bj)
cij =
µi
∏r
j=1 µB′(bj)
cij = µB′(pi) for i = 1, . . . ,m. Hence, the scalar relations corre-
sponding to (5.1) relative to B and B′, respectively, are
µB(p) = ψB(s1, . . . , sm, t1, . . . , tr) ,
µB′(p) = µB(p) /λ = ψB′(s1, . . . , sm, t1, . . . , tr) ,
where si = µB(pi) = µB′(pi) and ti = µB(qi) = µB′(qi). As µB(p) 6= 0 and λ > 1
so that µB(p) 6= µB(p) /λ, we conclude that ψB 6= ψB′ .
Conversely, if Ψ has a covariant scalar representation then D,B1, . . . ,Br are not
independent, and as B1, . . . ,Br are independent, D is dependent on B1, . . . ,Br,
meaning that there are integers k > 0, k1, . . . , kr such that Dk =
∏r
i=1 B
ki
i .
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(2). Consider two quantity relations
(5.2) p = Ψ(p1, . . . , pm, q1, q2, . . . , qr) ,
(5.3) p′ = Ψ(p1, . . . , pm, q′1, q2, . . . , qr) ,
where q1 6= q′1. Let B = {b1, . . . , br}, where b1 ∈ B1, . . . , br ∈ Br, be a set of
invertible quantities in Q. Since B1, . . . ,Br are independent dimensions in Q/∼,
b1, . . . , br are independent quantities in Q. Let Q′ be the subspace of Q generated
by B, so that B is a basis for Q′. Let λ, λ′ be defined by q1 = λb1, q′1 = λ′b1. As q1
and q′1 are invertible, λ, λ′ 6= 0. Thus, B′ = {(λ′/λ) b1, b2, . . . , br} is another basis
for Q′.
Clearly, µB(q1) = µB′(q′1) = λ. It is also clear that µB(qi) = µB′(qi) for i =
2, . . . , r, and µB(pi) = µB′(pi) for i = 1, . . . ,m since pi ∈ [1Q]. Thus the scalar
representations of (5.2) relative to B and (5.3) relative to B′, respectively, are
µB(p) = ψ (s1, . . . , smλ, t2, . . . , tr) ,
µB′(p
′) = ψ (s1, . . . , sm, λ, t2, . . . , tr) ,
where si = µB(pi) = µB′(pi) and ti = µB(qi) = µB′(qi), and we have used the
fact that Ψ has a covariant scalar representation ψ. Thus, µB(p) = µB′(p′), and
by assumption [p] = [p′] = [1Q]. Hence, µB′(p′) = µB(p′), so µB(p) = µB(p′) and
therefore p = µB(p) 1Q = µB(p′) 1Q = p′.
This means that p does not depend upon q1 with q2, . . . , qr fixed, and it is shown
similarly that p does not depend on qi with . . . , qi−1, qi+1, . . . fixed. Hence,
Ψ(p1, . . . , pm, q1, . . . , qn) = Ψ(p1, . . . , pm, 1Q, q2, . . .) = Ψ(p1, . . . , pm, 1Q, 1Q, q3, . . .)
= · · · = Ψ(p1, . . . , pm, 1Q, . . . , 1Q) = Φ(p1, . . . , pm) . 
Lemma 1. Let Q be a quantity space over R>0 and D a dimension in Q. If p ∈ Dk
for some integer k > 0, then there is a unique p ∈ D such that p = pk.
Proof. Let {b1, . . . , bn} be a basis for Q. If D = [q] then Dk = [q]k =
[
qk
]
, so if
q = µ
∏n
i=1 b
ci
i then D
k =
[
qk
]
=
[
µk
∏n
i=1 b
kci
i
]
=
[∏n
i=1 b
kci
i
]
, so if p ∈ Dk then
p = ν
∏n
i=1 b
kci
i = (
k
√
ν
∏n
i=1 b
ci
i )
k, where k
√
ν
∏n
i=1 b
ci
i ∈ [q] = D. 
p is said to be the kth root of p, denoted k
√
p. Proposition 16 implies that if pk has
a unique root k
√
pk and the quantity function Ψ : (q1, . . . , qn) 7→ pk has the covariant
scalar representation ψ, then Φ defined by Φ (q1, . . . , qn) = k
√
Ψ (q1, . . . , qn) has the
covariant scalar representation φ given by φ (s1, . . . , sn) = k
√
ψ (s1, . . . , sn).
Theorem 5. (Reformulated Π theorem.) Let Q be a quantity space over R>0,
let D,D1, . . . ,Dm,B1, . . . ,Br be dimensions in Q/∼ such that {B1, . . . ,Br} is
a maximal set of independent dimensions in the dimension group generated by
D1, . . . ,Dm,B1, . . . ,Br, and let
Ψ : D1 × · · · ×Dm ×B1 × · · · ×Br → D, (p1, . . . , pm, q1, . . . , qr) 7→ p
be a non-trivial quantity function with a covariant scalar representation
ψ : Rm+r>0 → R>0, (s1, . . . , sm, t1, . . . , tr) 7→ s.
Then there are integers k > 0, k1, . . . , kr such that Dk =
∏r
j=1 B
kj
j and integers
ci > 0, ci1, . . . , cir such that Dcii =
∏r
j=1 B
cij
j for i = 1, . . . ,m such that there is
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(1) a quasiscalar function Φ : [1Q]× . . .× [1Q]︸ ︷︷ ︸
m
→ [1Q] such that
pk = Ψk(p1, . . . , pm, q1, . . . , qr) =
r∏
j=1
q
kj
j Φ(Π1, . . . ,Πm) ,
where Ψk(p1, . . . , pm, q1, . . . , qr) = (Ψ(p1, . . . , pm, q1, . . . , qr))
k
and Πi = pcii /
(∏r
j=1 q
cij
j
)
;
(2) a scalar function φ : Rm>0 → R>0 such that ψk, defined by
sk = ψk(s1, . . . , sm, t1, . . . , tr) =
r∏
j=1
t
kj
j φ(pi1, . . . , pim) ,
where pii = scii /
(∏r
j=1 t
cij
j
)
, is a covariant representation of Ψk.
Proof. By assumption, there are integers ci, cij such that Dcii =
∏r
j=1 B
cij
j for
i = 1, . . . ,m, and by Lemma 1 there is a unique function,
Ψ′ : Dc11 × · · · ×Dcmm ×B1 × · · · ×Br → D, (pc11 , . . . , pcmm , q1, . . . , qr) 7→ p
such that
Ψ′(pc11 , . . . , p
cm
m , q1, . . . , qr) = Ψ(p1, . . . , pm, q1, . . . , qr) .
Ψ′ has a covariant scalar representation by Proposition 16, so by Theorem 4 (1),
there are integers k > 0, k1, . . . , kr such that Dk =
∏r
j=1 B
kj
j . Hence, there is a
unique function
Ξ : Dc11 × · · · ×Dcmm ×B1 × · · · ×Br → [1Q] , (pc11 , . . . , pcmm , q1, . . . , qr) 7→ Π
such that
pk = (Ψ′(pc11 , . . . , p
cm
m , q1, . . . , qr))
k
=
r∏
j=1
q
kj
j Ξ(p
c1
1 , . . . , p
cm
m , q1, . . . , qr) .
By Proposition 13 and Proposition 14, Ξ has a covariant scalar representation, since
Ψ′ has a covariant scalar representation.
As Dcii =
∏r
j=1 B
cij
j for i = 1, . . . ,m, we can define a quantity function
Ξ′ : [1Q]× . . . [1Q]×B1 × . . .Br → [1Q] , (Π1, . . . ,Πm, q1, . . . , qr) 7→ Π
by setting
Ξ′(Π1, . . . ,Πm, q1, . . . , qr) =
= Ξ
Π1 r∏
j=1
q
c1j
j , . . . ,Πm
r∏
j=1
q
cmj
j , q1, . . . , qr
 = Ξ(pc11 , . . . , pcmm , q1, . . . , qr) ,
where Πi = pcii /
(∏r
j=1 q
cij
j
)
.
Ξ′ has a covariant scalar representation by Proposition 16, so by Theorem 4 (2),
there is a function
Φ : [1Q]× . . .× [1Q]→ [1Q] , (Π1, . . . ,Πm) 7→ Π
such that Φ(Π1, . . . ,Πm) = Ξ′(Π1, . . . ,Πm, q1, . . . , qr). This means that
Ξ(pc11 , . . . , p
cm
m , q1, . . . , qr) = Φ(Π1, . . . ,Πm), proving (1).
(2) follows easily from Propositions 11, 13 and 14. 
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Without loss of generality, one can require that the integers k, k1, . . . , kr are
relatively prime, and similarly that the integers ci, ci1, . . . , cir are relatively prime
for i = 1, . . . ,m.
Corollary 5. (Conventional Π theorem.) Under the same assumptions as in The-
orem 5, there are integers k > 0, kj and ci > 0, cij for i = 1, . . . ,m and j = 1, . . . , r
such that there is
(1) a quasiscalar function Φ :[1Q]× . . .× [1Q]︸ ︷︷ ︸
m
→ [1Q] such that
p = Ψ(p1, . . . , pm, q1, . . . , qr) = k
√√√√ r∏
j=1
q
kj
j Φ(Π1, . . . ,Πm) ,
where Πi = pcii /
(∏r
j=1 q
cij
j
)
;
(2) a scalar function ϕ : Rm>0 → R>0 such that ψ, defined by
s = ψ(s1, . . . , sm, t1, . . . , tr) =
r∏
j=1
t
kj/k
j ϕ(pi1, . . . , pim) ,
where pii = scii /
(∏r
j=1 t
cij
j
)
, is a covariant representation of Ψ.
Proof. This follows immediately from Theorem 5, using Lemma 1. 
One can also replace scalar ratios of the form scii /
(∏r
j=1 t
cij
j
)
in the represen-
tation theorems with ratios of the form si /
(∏r
j=1 t
cij/ci
j
)
, so that, for example,
s =
r∏
j=1
t
kj/k
j F
s1 /
 r∏
j=1
t
c1j/c1
j
 , . . . , sm /
 r∏
j=1
t
cmj/cm
j
 .
Using Lemma 1, one can similarly replace corresponding quantity ratios with roots
of quantity ratios.
5.2. Variations on the representation theorems. The representation theo-
rems as stated above apply only to quantity spaces over a scalar system R where
all scalars are positive. In physics and engineering, measures of quantities are
usually non-negative, and it is often natural to consider only positive measures of
important types of quantities such as distance, time elapsed, mass, and (absolute)
temperature. Sometimes, the assumption that all scalars in scalar representations
are positive is not appropriate, however, so the representation theorems need to be
modified.
An analysis of the proofs of the representation theorems reveals that the assump-
tion about positive scalars is used in two ways. First, the assumption guarantees
that q1, . . . , qn are invertible. Hence, the quantities pcii /
(∏r
j=1 q
cij
j
)
and the scalars
scii /
(∏r
j=1 t
cij
j
)
are defined. Instead, we could assume that Φ is a partial quantity
function, defined only for invertible quantities
∏r
j=1 q
cij
j . Second, positive scalars
guarantee that unique roots of quantities are defined as described above (though
actually only non-negative scalars are required for unique roots to exist). How-
ever, if the integers k, ci in the representation theorems are all equal to 1 then
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unique ’roots’ exist for all quantities, so one could use this assumption instead of
the assumption about positive scalars. To clarify this, let us consider an example.
Let D be a dimension in Q/∼, where Q is a quantity space over a scalar system
of non-negative real numbers. Consider the quantity function
Ψ : D×D→ D, (qa, qb) 7→ qa + qb.
Since µB(q)+µB(q′) = µB(q + q′) for any B, Ψ has a covariant scalar representation
ψ : R≥0 × R≥0 → R≥0, (a, b) 7→ a+ b.
ψ does not have the form stipulated by the representation theorems. Consider,
however, the closely related function
ψ′ : R>0 × R>0 → R>0, (a, b) 7→ aφ(b/a) ,
where φ(x) = 1 + x. If a > 0 then ψ′(a, b) = a (1 + b/a) = a+ b. Thus, ψ is equal
to ψ∗ defined by 
ψ∗(a, b) = ψ′(a, b) (a > 0, b > 0)
ψ∗(a, b) = a (a > 0, b = 0)
ψ∗(a, b) = b (a = 0, b > 0)
ψ∗(a, b) = 0 (a = 0, b = 0)
.
It is always possible to ’patch’ the scalar representation where it is not defined, but
it is not clear that this can always be done in a natural way. In this case ψ′ can be
extended in a natural way, since lim
a→0
a (1 + b/a) = b.
It should also be noted that we can represent the relation c = a+ b in the form
c = a (1 + b/a) in cases where a and b may be negative real numbers, too. This
illustrates the fact that we can in some cases dispense with an explicit or implicit
assumption underlying the usual Π theorem – that scalars are positive (or possibly
non-negative) numbers.
6. A matrix interpretation of the representation theorems
Let B = {B1, . . . , Bn} be a basis for Q/∼, and let [q0] , . . . , [qm] be dimensions
in Q/∼. We can represent the expansions of [q0] , . . . , [qm] in terms of B by a
dimensional matrix
B1
...
Bj
...
Bn
∥∥∥∥∥∥∥∥∥∥∥∥∥∥
[q0] · · · [qi] · · · [qm]
a01 · · · ai1 · · · am1
...
...
...
a0j · · · aij · · · amj
...
...
...
a0n · · · ain · · · amn
∥∥∥∥∥∥∥∥∥∥∥∥∥∥
such that
[qi] =
n∏
j=1
B
aij
j (i = 0, . . . ,m) .
Let qνi denote the column vector [ai1 · · · ain]T corresponding to [qi], let [q] be one
of the dimensions [q0] , . . . , [qm], and let qν be the corresponding column vector.
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[q] is dependent on [qi1 ] , . . . , [qir ], meaning that there are integers k > 0, kij such
that
[q]
k
=
r∏
j=1
[
qij
]kij ,
if and only if
kqν =
r∑
j=1
kijq
ν
ij .
It is also clear that any dimensions [qi1 ] , . . . , [qir ] are independent if and only if
qνi1 , . . . , q
ν
ir
are independent as column vectors, meaning that if
r∑
j=1
kijq
ν
ij =
 0· · ·
0

then kij = 0 for j = 1, . . . , r.
The facts just mentioned have important immediate consequences:
Theorem 6. Let D be a dimensional matrix with column head dimensions
[q0] , . . . , [qm]. Then the column vector qν in D is dependent on qνi1 , . . . , q
ν
ir
if and
only if [q] is dependent on [qi1 ] , . . . , [qir ], and
{
qνi1 , . . . , q
ν
ir
}
is a (maximal) set of
independent column vectors in D if and only if {[qi1 ] , . . . , [qir ]} is a (maximal) set
of independent dimensions in {[q0] , . . . , [qm]}.
Corollary 6. The rank of a dimensional matrix is the same as the rank of the
dimension group generated by the column head dimensions [q0] , . . . , [qm].
To be able to apply the representation theorems, we need to prepare the data
in the dimensional matrix. First, we select a dependent dimension, denoted D in
the representation theorems. Then, the other dimensions should be divided into a
non-empty set I of independent dimensions and a possibly empty set D of dimen-
sions dependent on those in I. These are the dimensions denoted B1, . . . ,Br and
D1, . . . ,Dm, respectively, in the representation theorems. It is also required that
D is dependent on the dimensions in I. It is clear that I is a maximal set of inde-
pendent dimensions not containing D in the given set of column head dimensions.
While neither the existence nor the uniqueness of such a set I is guaranteed, there is
for each dimensional matrix a setM of all maximal sets of independent dimensions
not containing D in the given set of column dimensions, and a corresponding set of
sets of column vectors. For each set in M there is a unique dimensional model to
which the representation theorems can be applied.
For example, consider the following three dimensional matrices:
B1
B2
∥∥∥∥∥∥
[q] [q1]
1 1
0 1
∥∥∥∥∥∥ , B1B2
∥∥∥∥∥∥
[q] [q1] [q2]
1 1 2
0 1 0
∥∥∥∥∥∥ , B1B2
∥∥∥∥∥∥
[q] [q1] [q2] [q3]
1 1 2 0
0 1 0 1
∥∥∥∥∥∥ .
The rank of each matrix is 2, so every maximal set of independent column vectors
contains 2 column vectors. Equivalently, every maximal set of independent column
head dimensions contains 2 dimensions. We let [q] be the dependent dimension, so
that q is the dependent variable.
In the first case, there is exactly one maximal set of independent dimensions,
namely {[q] , [q1]}, but this set contains [q], so M is empty and the representation
theorems do not apply.
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In the second case, however, there is exactly one maximal set of independent
dimensions which does not contain [q], namely {[q1] , [q2]}, so the dimensional matrix
translates into a unique dimensional model:∥∥∥∥∥∥∥∥
(D)
[q]
1
0
∣∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∣
(B1) (B2)
[q1] [q2]
1 2
1 0
∥∥∥∥∥∥∥∥ .
According to the representation theorems, dimensional analysis involves solving the
equation
[q]
k
= [q1]
k1 [q2]
k2 ,
or equivalently the linear dimensional equation
kqν = k1q
ν
1 + k2q
ν
2 ,
that is,
k
[
1
0
]
= k1
[
1
1
]
+ k2
[
2
0
]
,
where k, k1, k2 are integers and k > 0.
Note that the matrix of the homogeneous equation system corresponding to
the dimensional equation has r + 1 columns, r of which are independent. Thus,
the solution space is one-dimensional; all solutions of a dimensional equation have
the form λ (k, k1, . . . , kr), where (k, k1, . . . , kr) is a basis for the solution space.
Furthermore, k 6= 0 (and we may assume that k > 0) since qν is dependent on
qν1 , . . . , q
ν
r , and there is a basis vector for the solution space where all entries are
integers, since all coefficients in the equation system considered are integers and a
basis vector for the solution space can be derived from the matrix representing a
dimensional equation by means of integer-preserving operations [1].
Thus, it is clear that there is a unique integer solution (k, k1, . . . , kr), where
k > 0 and k ≤ k′ for any integer solution (k′, k′1, . . . , k′r); it suffices to consider only
such canonical solutions, since all solutions with integer coefficients have the form
n (k, k1, . . . , kr), where n is an integer and (k, k1, . . . , kr) is the canonical solution.
The canonical solution in the case considered is
k = 2, k1 = 0, k2 = 1,
with the corresponding quantity relation
q2 = q2 Φ() = q2 (K1Q) = Kq2 or q = C
√
q2,
and the corresponding scalar relation t2 = Kt2 or t = C
√
t2.
In the third case, M = {{[q2] , [q3]} , {[q1] , [q3]} , {[q1] , [q2]}}, and we have three
different dimensional models, as shown below:∥∥∥∥∥∥∥∥
(D)
[q]
1
0
∣∣∣∣∣∣∣∣
(D1)
[q1]
1
1
∣∣∣∣∣∣∣∣
(B1) (B2)
[q2] [q3]
2 0
0 1
∥∥∥∥∥∥∥∥ ,
∥∥∥∥∥∥∥∥
(D)
[q]
1
0
∣∣∣∣∣∣∣∣
(D1)
[q2]
2
0
∣∣∣∣∣∣∣∣
(B1) (B2)
[q1] [q3]
1 0
1 1
∥∥∥∥∥∥∥∥ ,∥∥∥∥∥∥∥∥
(D)
[q]
1
0
∣∣∣∣∣∣∣∣
(D1)
[q3]
0
1
∣∣∣∣∣∣∣∣
(B1) (B2)
[q1] [q2]
1 2
1 0
∥∥∥∥∥∥∥∥ .
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For the first model, we have the equations
k
[
1
0
]
= k2
[
2
0
]
+ k3
[
0
1
]
, k1
[
1
1
]
= k′2
[
2
0
]
+ k′3
[
0
1
]
with the canonical solutions{
k = 2, k2 = 1, k3 = 0
k1 = 2, k
′
2 = 1, k
′
3 = 2
and the corresponding quantity relation
q2 = q2 Φ1
(
q21
q2 q23
)
.
Quantity relations corresponding to the two other dimensional models are
q = q1q
−1
3 Φ2
(
q2
q21q
−2
3
)
, q2 = q2 Φ3
(
q23
q21q
−1
2
)
.
The fact that there is in general more than one dimensional model corresponding
to a given dimensional matrix, even if the dependent dimension is fixed, may at first
seem to be an unwanted complication, casting doubt on the capacity of dimensional
analysis to produce unambiguous results. In applications of dimensional analysis,
this complication is usually hidden by quietly choosing one quantity relation – or
mostly the corresponding scalar relation – in cases where several relations can be
derived from the dimensional matrix. On reflection it is clear, however, that all
relations derived are valid, and that these relations combined may yield more infor-
mation than any single one. This means that by considering all dimensional models
we can often gain more information about the relation between the quantities in-
volved than by considering just one dimensional model. Examples illustrating this
principle will be given in the next section.
7. Dimensional analysis exemplified
Example 1. We want to express the area a of a circle as a function of its diameter
d. Assume that {L} is a basis for the dimension group considered, and that [a] = L2
and [d] = L. Intuitively, L is the dimension of length. The dimensional matrix is
L
∥∥∥∥ [a] [d]2 1
∥∥∥∥ ,
and {[d]} is the only maximal set of independent dimensions not containing [a], so
the dimensional model for the relation a = Ψ(d) is simply∥∥∥∥ [a]2
∣∣∣∣ ∣∣∣∣ [d]1
∥∥∥∥ .
This gives a dimensional equation kaaν = kddν with the canonical solution
{ka = 1, kd = 2} and hence we obtain the quantity relation
a = d2Φ() = Kd2,
where Φ() = K1Q ∈ [1Q], or the formally almost identical scalar relation
a = d2φ() = Kd2,
where φ() = K ∈ R>0. The constant K cannot be determined by means of dimen-
sional analysis, but we know from elementary geometry that K = pi/4.
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Example 2. The following example of dimensional analysis is often given. Assume
that the time of oscillation t of a pendulum depends on its length l, the mass of the
bob m, the amplitude of the oscillation (in radians) θ and the constant of gravity
g; that is, t = Ψ(l,m, θ, g). We obtain the following dimensional matrix
L
T
M
∥∥∥∥∥∥∥∥
[t] [l] [m] [θ] [g]
0 1 0 0 1
1 0 0 0 −2
0 0 1 0 0
∥∥∥∥∥∥∥∥ ,
and there is only one maximal set of independent dimensions not containing the
dimension [t] corresponding to the dependent variable t, namely {[l] , [m] , [g]}. The
corresponding dimensional model is∥∥∥∥∥∥∥∥
[t]
0
1
0
∣∣∣∣∣∣∣∣
[θ]
0
0
0
∣∣∣∣∣∣∣∣
[l] [m] [g]
1 0 1
0 0 −2
0 1 0
∥∥∥∥∥∥∥∥ .
This model gives two dimensional equations{
ktt
ν = kll
ν + kmm
ν + kgg
ν
kθθ
ν = k′ll
ν + k′mm
ν + k′gg
ν
with canonical solutions{
kt = 2, kl = 1, km = 0, kg = −1
kθ = 1, k
′
l = 0, k
′
m = 0, k
′
g = 0
,
and so we obtain a quantity relation
t2 = (l/g) Φ(θ/1Q) = (l/g) Φ(θ) ,
where Φ : [1Q]→ [1Q], or the equivalent scalar relation
t2 = (l/g) φ(θ) ,
where φ : R>0 → R>0. Thus, the time of oscillation does not really depend on the
mass of the bob.2 It is known that for θ ≈ 0 we have φ(θ) ≈ 4pi2, so for small
oscillations both the quantity relation and the scalar relation can be written as
t2 = 4pi2 (l/g) or t = 2pi
√
l/g ;
note that the quantity square root is well-defined because [l/g] = [t]2.
For simplicity, we shall be using symbols such as Ψ,Ψ1,Ψ2 and Φ,Φ1,Φ2 to
denote both quantity functions and scalar functions in the examples below, and
each relation derived can be interpreted both as a quantity relation and a scalar
relation, unless otherwise indicated.
Example 3. We want to express the area a of a rectangle as a function of the
length of its longest side l and the length of its shortest side s; that is, a = Ψ(l, s).
The dimensional matrix is
L
∥∥∥∥ [a] [l] [s]2 1 1
∥∥∥∥ ,
2The assumption that t = Ψ(l,m, θ, g) means, to be precise, that t does not depend on other
variables than l, m, θ and g, so this fact does not contradict the original assumption. Assumptions
about governing variables in dimensional analysis are always of this nature.
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and there are two corresponding dimensional models with a as the dependent vari-
able, ∥∥∥∥ [a]2
∣∣∣∣ [l]1
∣∣∣∣ [s]1
∥∥∥∥ , ∥∥∥∥ [a]2
∣∣∣∣ [s]1
∣∣∣∣ [l]1
∥∥∥∥ .
The two corresponding sets of dimensional equations are{
kaa
ν = kss
ν
kll
ν = k′ss
ν
{
kaa
ν = kll
ν
kss
ν = k′ll
ν
with the canonical solutions{
ka = 1, ks = 2
kl = 1, k
′
s = 1
{
ka = 1, kl = 2
ks = 1, k
′
l = 1
.
These solutions give the relations
a = s2Φ1(l/s) , a = l
2Φ2(s/l) .
If we now assume, for symmetry reasons, that Φ1 = Φ2 = Φ, we see that s2Φ(l/s) =
l2Φ(s/l), and setting x = l/s this becomes
Φ(x) = x2Φ(1/x) .
This functional equation has solutions of the form Φ(x) = Kx. Hence, from
a = s2Φ(l/s) = l2Φ(s/l) we finally obtain the relations
a = Ksl = Kls
for some K, and we know that K = 1 for a rectangle.
Example 4. Now, we express the area a of an ellipse as a function a = Ψ(t, c) of
its transverse diameter t and its conjugate diameter c. The dimensional matrix for
this problem has exactly the same form as in the previous example; it is
L
∥∥∥∥ [a] [t] [c]2 1 1
∥∥∥∥ .
By the same reasoning, in particular the same symmetry assumption as in the
previous example, we obtain the relation
a = Ktc = Kct,
but this time K = pi/4 – indeed, K is the same for any ellipse, and the value of K
for a circle is pi/4.
Example 5. Let A and B be two bodies with mass a and b, respectively, and let c
be the combined mass of A and B. We are looking for a quantity function Ψ such
that c = Ψ (a, b). The simple dimensional matrix is
M
∥∥∥∥ [c] [a] [b]1 1 1
∥∥∥∥ ,
and there are two corresponding dimensional models with c as the dependent vari-
able, ∥∥∥∥ [c]1
∣∣∣∣ [a]1
∣∣∣∣ [b]1
∥∥∥∥ , ∥∥∥∥ [c]1
∣∣∣∣ [b]1
∣∣∣∣ [a]1
∥∥∥∥ .
These models give the relations
c = bΦ1(a/b) , c = aΦ2(b/a) ,
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and assuming for symmetry reasons that Φ1 = Φ2 = Φ and setting x = a/b, we
obtain the functional equation
Φ(x) = xΦ(1/x) ,
which has
Φ(x) = x+ 1
as a solution. From either one of the relations c = bΦ1(a/b) or c = aΦ2(b/a) we
obtain
c = a+ b
as expected. This example illustrates the fact that although any quantity function
obtained by dimensional analysis can be defined using only multiplication and divi-
sion of quantities, addition and subtraction can sometimes also be used to express
the quantity function and hence also its scalar representation.
Example 6. (Adapted from Bridgman [3], pp. 5–8.) Let two bodies with mass m1
and m2 revolve around each other in circular orbits under influence of their mutual
gravitational attraction. Let d denote their distance and t the time of revolution.
We want to find how t depends on other quantities.
We first assume that t = Ψ(d,m1,m2) and formulate a model where L (length), T
(time) and M (mass) are the elements of a basis for the dimension group generated
by {[t] , [d] , [m1] , [m2]}. We obtain the dimensional matrix below:
L
T
M
∥∥∥∥∥∥∥∥
[t] [d] [m1] [m2]
0 1 0 0
1 0 0 0
0 0 1 1
∥∥∥∥∥∥∥∥ .
Inspecting this matrix, we note that each subset of {[t] , [d] , [m1] , [m2]} which is
a maximal set of independent dimensions contains [t]. (Specifically, {[t] , [d] , [m1]}
and {[t] , [d] , [m2]} contain [t], while {[d] , [m1] , [m2]} are not independent, and sets
of less than 3 dimensions can be disregarded, since the rank of the dimensional
matrix is 3.) Hence, Ψ cannot have a covariant scalar representation, and we
cannot use the representation theorems to find this quantity function.
Thus, we have to add another governing variable, and Bridgman suggests that t
does also depend on the gravitation constant G, giving the dimensional matrix
L
T
M
∥∥∥∥∥∥∥∥
[t] [d] [m1] [m2] [G]
0 1 0 0 3
1 0 0 0 −2
0 0 1 1 −1
∥∥∥∥∥∥∥∥ .
For this dimensional matrix, there are two possible dimensional models,∥∥∥∥∥∥∥∥
[t]
1
0
0
∣∣∣∣∣∣∣∣
[m1]
0
0
1
∣∣∣∣∣∣∣∣
[m2] [d] [G]
0 0 −2
0 1 3
1 0 −1
∥∥∥∥∥∥∥∥ ,
∥∥∥∥∥∥∥∥
[t]
1
0
0
∣∣∣∣∣∣∣∣
[m2]
0
0
1
∣∣∣∣∣∣∣∣
[m1] [d] [G]
0 0 −2
0 1 3
1 0 −1
∥∥∥∥∥∥∥∥ .
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The corresponding two sets of dimensional equations are{
ktt
ν = km2m
ν
2 + kdd
ν + kGG
ν
km1m
ν
1 = k
′
m2m
ν
2 + k
′
dd
ν + k′GG
ν
{
ktt
ν = km1m
ν
1 + kdd
ν + kGG
ν
km2m
ν
2 = k
′
m1m
ν
1 + k
′
dd
ν + k′GG
ν
.
The canonical solutions are{
kt = 2, km2 = −1, kd = 3, kG = −1
km1 = 1, k
′
m2 = 1, k
′
d = 0, k
′
G = 0
{
kt = 2, km1 = −1, kd = 3, kG = −1
km2 = 1, k
′
m1 = 1, k
′
d = 0, k
′
G = 0
,
and thus
t2 =
d3
Gm2
Φ1
(
m1
m2
)
=
d3
Gm1
Φ2
(
m2
m1
)
.
For symmetry reasons, we assume that Φ1 = Φ2 = Φ, so setting x = m1m2 we
obtain the functional equation
xΦ(x) = Φ
(
1
x
)
.
Since x1+x =
1
1+(1/x) , this functional equation has solutions of the form
Φ(x) =
K
1 + x
,
and substituting this in t2 = d
3
Gm2
Φ
(
m1
m2
)
or t2 = d
3
Gm1
Φ
(
m2
m1
)
we obtain
(7.1) t2 =
Kd3
G (m1 +m2)
or t = C
√
d3
G (m1 +m2)
.
As before, (7.1) can be interpreted both as a quantity relation and as a scalar
relation. The quantity square root is well-defined because
[
d3
G(m1+m2)
]
= [t]
2. The
constants cannot be determined by dimensional analysis, but it can be shown based
on empirical data or theoretical considerations that K = 4pi2, C = 2pi.
It is worth pointing out that Bridgman considers only one solution to this prob-
lem, namely
t =
d
3
2
G
1
2m
1
2
2
φ
(
m2
m1
)
;
the corresponding relation here is t2 = d
3
Gm2
Φ1
(
m1
m2
)
. Thus, Bridgman is not able
to derive the functional equation xΦ(x) = Φ(1/x) by setting Φ1 = Φ2, and he does
not obtain the much more informative formula (7.1), derived here using nothing
but dimensional analysis and a natural symmetry assumption.
Example 7. (Adapted from Barenblatt [2], pp. 13–14.) A Koch snowflake or
Koch star (named after the Swedish mathematician Helge von Koch) is constructed
as follows: Start with an equilateral triangle. Then divide each side into three
equal line segments and replace the middle segment with the two other sides of
an outwards-pointing equilateral triangle with the middle segment as its base. All
line segments thus obtained can be subjected to the same operation, and this is
repeated as many times as desired, or ad infinitum.
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Figure 1. Koch snowflake after n = 0, 1, 2, 3 iterations.3
It is clear that the length ` of the curve obtained after n iterations can be
expressed as a function F of n and the length d of one side of the original triangle.
Equivalently, the length of the curve can be expressed as a function of d and η, the
length of the line segments making up the curve after n iterations; thus ` = Ψ(d, η),
where η = f(d, n) and Ψ is given by Ψ(d, f(d, n)) = F (d, n). We shall consider the
relation ` = Ψ(d, η) in order to illustrate a general point about dimensional analysis.
The simple dimensional matrix corresponding to this relation is
L
∥∥∥∥ [`] [d] [η]1 1 1
∥∥∥∥ ,
and there are two possible dimensional models,∥∥∥∥ [`]1
∣∣∣∣ [d]1
∣∣∣∣ [η]1
∥∥∥∥ , ∥∥∥∥ [`]1
∣∣∣∣ [η]1
∣∣∣∣ [d]1
∥∥∥∥ ,
with corresponding quantity relations ` = ηΦ1(d/η) and ` = dΦ2(η/d).
Unfortunately, if we do not know Φ1 or Φ2 these relations tell us nothing about
how ` depends on d (for a fixed η) or on η (for a fixed d). In this case, there is no
reason to assume that Φ1 = Φ2, so we cannot find a functional equation in the same
way as in previous examples. There is an alternative approach, however: to use
only one of the two relations, and derive an explicit expression for the corresponding
function from what we know about the procedure used to construct the Koch star.
It is intuitively clear that the length of the curve for fixed η/d is proportional to d,
so it is natural to try to determine the function Φ2 in the relation ` = dΦ2(η/d).
To simplify, let us temporarily interpret `, d and η as scalars. In each step of the
construction of the Koch star, a line segment of length δ is replaced by four line
segments of length δ/3. This means that after n steps we have η = d/3n, so that
n = log (d/η) / log 3,
and that we also have ` = 3d (4/3)n, so that
` = 3d
(
en(log 4−log 3)
)
= 3d
(
eα log(d/η)
)
= 3d (d/η)
α
,
3 “KochFlake”. Licensed under Creative Attribution–Share Alike 3.0 via Wikimedia Commons.
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where α = log 4−log 3log 3 ≈ 0.26. Comparing this expression with ` = dΦ2(η/d), where
`, d and η are quantities, we conclude that Φ2(x) = 3 (µ(x))
−α
1Q, giving the
quantity relation
(7.2) ` = d
(
3 (µ(η/d))
−α
1Q
)
= 3 (µ(η/d))
−α
d.
Incidentally, from (7.2) and the relation ` = ηΦ1(d/η) we can calculate Φ1, and we
obtain Φ1(x) = 3 (µ(x))
1+α
1Q, so Φ1 6= Φ2 as anticipated.
Since µ(η/d) = µB(η) /µB(d) for any basis B and µB(`) = µB(d)µB(Φ2(η/d))
for any B, the scalar relation corresponding to (7.2) is
µB(`) = µB(d)
(
3 (µB(η) /µB(d))
−α
)
= 3µB(d)
1+α
µB(η)
−α
for any B, which can be written as
(7.3) ` = 3d1+αη−α.
The right-hand side of (7.3) is a monomial with irrational exponents, multiplied
by a constant. Note that such a monomial cannot be obtained by dimensional
analysis alone, since dimensional analysis as understood here produces exponents
which are integers or, equivalently, rational numbers. As dimensional analysis ide-
ally produces a relation of the form
qk = Kqk11 . . . q
kn
n or q = Cq
k1/k
1 . . . q
kn/k
n ,
the scalar relation (7.3) might give the impression that only dimensional analysis
is needed to derive it, but the quantity relation (7.2) reveals that this is not the
case, although (7.2) also shows that the conclusion that ` = dΦ2(η/d), based on
dimensional analysis, can be separated from the conclusion about Φ2, based on
additional information specific to the Koch star.
References
[1] Bareiss E.H. (1966). Sylvester’s Identity and Multistep Integer-Preserving Gaussian Elimina-
tion. Math. Comput., 22, 565–578.
[2] Barenblatt G.I. (1996). Scaling, Self-similarity and Intermediate Asymptotics. Cambridge Uni-
versity Press.
[3] Bridgman P.W. (1922). Dimensional Analysis. Yale University Press.
[4] Drobot S. (1953). On The Foundations of Dimensional Analysis. Studia Mathematica, 14,
84–99.
[5] Kasprzak W., Lysik B., Rybaczuk M. (1990). Dimensional Analysis in the Identification of
Mathematical Models. World Scientific.
[6] Maxwell J.C. (1873). A Treatise on Electricity and Magnetism, Vol. 1. Clarendon Press.
[7] Whitney H. (1968). The Mathematics of Physical Quantities.American Mathematical Monthly,
75, 227–256.
[8] Weyl H. (1939). The Classical Groups. Their Invariants and Representations. Princeton Uni-
versity Press.
Department of Sociology and Work Science, University of Gothenburg, Box 720,
SE 405 30 Göteborg, Sweden.
