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Abstract
A metacontrast mask suppresses the visibility of, without inﬂuencing the reaction time (RT) to, the target. We investigated
whether this dissociation results from a sensori-motor pathway immune to masking eﬀects or from the characteristics of stimulus
timing in mutually inhibitory sustained and transient channels. For target visibility, para- and metacontrast yielded the usual U-
shaped functions. Peak paracontrast occurred at stimulus onset asynchronies (SOAs) of )150 to )100 ms. RTs were relatively low
for metacontrast and did not show a systematic change as a function of SOA. The RT contribution from contour-masking was
greatest at an SOA of )150 ms (paracontrast) and declined to near zero in the metacontrast regime. The dissociation between
visibility and RT seen in metacontrast did not occur in paracontrast, rejecting the theory that RTs are elicited by a single sensori-
motor pathway immune to masking. The dependence of the dissociation on stimulus timing can be explained by RECOD, a dual-
pathway model wherein fast and slow activities interact.
 2003 Elsevier Science Ltd. All rights reserved.
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1. Introduction
The visibility of a target stimulus can be strongly re-
duced when it is followed in time by a spatially non-
overlapping mask stimulus, a phenomenon known as
metacontrast (Fry, 1934; Stigler, 1910, 1926; reviews:
Bachmann, 1994; Breitmeyer, 1984; Breitmeyer & Og-
men, 2000). In general, the interactions between the
target- and mask-generated activities are complex and
the criterion content, i.e. the stimulus dimension(s) on
which the observer bases his/her judgments, has pro-
found eﬀects on the nature of masking eﬀects (reviews:
Kahneman, 1968; Breitmeyer, 1984, pp. 103–105). For
example, for target and mask stimuli of equal energy, a
U-shaped (‘‘Type B’’) metacontrast function is obtained
when the observers make judgments related to the tar-
gets surface properties (e.g., perceived brightness, con-
trast), contour properties (e.g., contour completeness,
contour shape), or ﬁgural identity (e.g., letter recogni-
tion). U-shaped functions can be obtained by a variety
of response tasks such as matching, magnitude estima-
tion, and choice reaction-times (RTs) as long as the
criterion content required for the task falls into one of
the aforementioned categories (for references, see the
aforementioned reviews). However, when the observers
task is changed to report the presence or the spatial
location of the target, instead of its visibility, the
metacontrast mask has no eﬀect on the observers per-
formance, as measured by simple/choice RTs or by re-
sponse accuracy (e.g., Fehrer & Raab, 1962; Schiller &
Smith, 1966). 1 A ‘‘coarse localization’’ of the stimulus
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1 Note that, as one might expect, in addition to task parameters and
criterion content, stimulus parameters such as size, energy, eccentricity,
contour proximity, also inﬂuence the nature of masking interactions.
For example, when the mask energy is higher than the target energy
one obtains a monotonic (‘‘Type A’’) masking function. The absence
of masking eﬀects in Schiller and Smiths study held when the target
and mask stimuli were of equal energy. When the mask was of higher
energy than the target, a Type A masking function was obtained
(Schiller & Smith, 1966).
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in time and/or in space is suﬃcient to accomplish this
task. We will therefore make a distinction between task
parameters and criterion content that require a coarse
localization of the target (hereafter referred as ‘‘target
localization’’) and those that require surface, contour,
and ﬁgural identiﬁcation of the target (hereafter referred
as ‘‘target visibility’’). 2 The markedly diﬀerent ﬁndings
for the visibility versus localization of the target suggest
that the processes that underlie the visibility of a stim-
ulus can be dissociated from those that underlie the
spatial localization of the same stimulus.
Several studies provided evidence for the existence of
two distinct neural pathways, a ‘‘what’’ pathway related
to stimulus visibility/identity and a ‘‘where’’ pathway
related to the spatial localization of the stimulus
(Desimone & Ungerleider, 1989; Ungerleider, 1985;
Ungerleider & Mishkin, 1982). Accordingly, one way to
explain the dissociation between stimulus visibility and
localization in visual masking is to postulate that the
mask stimulus interferes with the target stimulus in the
‘‘what’’ pathway but not in the ‘‘where’’ pathway. 3 This
explanation would be consistent with the ﬁndings
showing that ﬁgural aspects of stimuli such as size can
be distorted at the perceptual level but not at the motor
level (Milner & Goodale, 1995). On the other hand, it is
also possible that the pathways processing the ﬁgural
and the spatial localization information interact and
that the dissociation observed in metacontrast is not a
general property of neural processing. Indeed, our
analysis of a dual-channel model of masking (explained
in detail in Section 2) suggests that no dissociation
should be observed when the temporal order of the
stimuli is reversed (the mask is presented before the
target, i.e. paracontrast). The purpose of this study was
to determine whether the dissociation between visibil-
ity and spatial localization in masking holds irrespec-
tive of stimulus timing and test whether the dissociation
results from a sensori-motor pathway immune to
masking eﬀects or from the characteristics of stimulus
timing in mutually inhibitory sustained and transient
channels.
2. Theoretical background
2.1. The general architecture of the model
In this section, we discuss the predictions of the re-
tino-cortical dynamics (RECOD) (Ogmen, 1993) model
for stimulus visibility and localization. Fig. 1 illustrates
the general structure of the model.
Two major populations of ganglion cells, one with
fast-phasic (transient) responses and a second with
slower-tonic (sustained) responses had been identiﬁed in
the primate retina (e.g., Croner & Kaplan, 1995; De
Monasterio, 1978; Gouras, 1969). The two ellipses at the
bottom of Fig. 1 represent these two populations of
retinal ganglion cells in our model. Typical responses of
these neurons to a pulse input are depicted in the ﬁgure.
These two populations of retinal ganglion cells project
to distinct layers of the lateral geniculate nucleus (LGN)
and form two parallel aﬀerent pathways (the magno-
cellular and the parvocellular) as shown in the ﬁgure. At
the systems level, the properties of transient and sus-
tained channels in humans (Breitmeyer, 1975, 1984;
Breitmeyer, Levi, & Harwerth, 1981; Kulikowski &
Tolhurst, 1973; Legge, 1978) and monkeys (Harwerth,
Boltz, & Smith, 1980) parallel the properties of mag-
nocellular and parvocellular pathways, respectively
(Kremers, 1999) and we consider these pathways as
neural correlates for the transient and sustained aﬀerents
in our model. Magnocellular and parvocellular projec-
tions to the cortex provide selective inputs to diﬀerent
visual areas sub-serving various functions such as the
computation of motion, form, and brightness. However,
at the cortical level these two pathways interact (Van
Essen, Anderson, & Felleman, 1992), but the loci and
degree of their interactions are not fully established (e.g.,
Martin, 1992; Sincich & Horton, 2002). Neuro-ana-
tomical data indicate that the magnocellular aﬀerents
2 Contour properties and ﬁgural identiﬁcation also require spatial
localization. For example, judging thick versus thin rectangles (Reeves,
1981) may require spatial localization of contours; left versus right
shift in a Vernier judgment (Breitmeyer, 1978) may require the spatial
localization of the lines making up the Vernier target. However, these
are relatively ﬁne spatial localizations related more closely to ﬁgural
identiﬁcation (‘‘what’’) and we distinguish them from coarse spatial
localizations (e.g., the target appearing 2 deg to the left versus 2 deg to
the right of ﬁxation (‘‘where’’).
3 Unless, when the mask energy is much higher than the target
energy as to produce a qualitatively diﬀerent masking (Type A versus
Type B), as mentioned in Footnote 1.
Fig. 1. Schematic representation of the RECOD model. Filled and
open triangular symbols depict inhibitory and excitatory synapses,
respectively. For simplicity, only the general structure of the model is
shown; the details can be found in Appendix A.
1338 H. Ogmen et al. / Vision Research 43 (2003) 1337–1350
provide the dominant (as opposed to exclusive) inputs to
the dorsal (‘‘where’’) pathway whereas parvocellular
aﬀerents provide the dominant inputs to the ventral
(‘‘what’’) pathway (Yabuta & Callaway, 1998). The
model uses a lumped representation for the cortical
targets of magnocellular and parvocellular pathways.
The main cortical targets of the magnocellular pathway
represent the areas in the dorsal pathway. The main
cortical targets of the parvocellular pathway represent
the areas in the ventral pathway (see the upper ellipses in
Fig. 1). The model postulates that reciprocal inhibition
exists between parvo and magno driven cortical cells as
shown by the arrows between the upper ellipses in the
ﬁgure. 4 We will refer to this reciprocal inhibition as
inter-channel inhibition to distinguish it from inhibitory
interactions within each channel, which in turn will be
called intra-channel inhibition (Breitmeyer, 1984). The
lumped representation for the areas involved in the
computation of dynamic form and brightness contains
recurrent connections to represent the extensive feed-
back observed between cortical areas as well as the
feedback from cortex back to LGN (rev. Sherman &
Guillery, 1996). The real-time dynamics of the model
unfolds in three phases: (i) a ‘‘feed-forward dominant’’
phase where the aﬀerent signals travel to higher cortical
areas, (ii) a ‘‘feedback dominant’’ phase where feedback,
or re-entrant, signals contribute to information pro-
cessing, and (iii) a ‘‘reset phase’’ which allows a transi-
tion from feedback back to feed-forward dominant
phase when inputs change. An illustration of these
phases can be seen in Fig. 3 of Purushothaman, Ogmen,
Chen, & Bedell (1998).
2.2. Schematic explanation of model predictions
A detailed description of the model can be found in
Appendix A. In this section, we will present a simpliﬁed
schematic explanation of the model predictions in order
to provide an intuitive basis for the quantitative results
presented in the manuscript. The top panel of Fig. 2
provides a schematic explanation for the dissociation
between visibility and localization in metacontrast. The
target stimulus is presented ﬁrst and generates a fast
transient and a slower sustained activity in the aﬀerent
transient and sustained pathways, respectively. The
model postulates that the visibility of the target is cor-
related with the activities in post-retinal areas receiving
their main input from the sustained (parvocellular)
pathway. Both sustained and transient activities carry
information about the spatial location of the target.
However, because of the shorter latency of the transient
signals (Maunsell & Gibson, 1992; Petersen, Miezin, &
Allman, 1988; Schmolesky et al., 1998), the model pos-
tulates that the transient activities will play a major role
in target localization when the observer is asked to re-
spond as fast as possible. This provides a theoretical
rationale as to why RT is used as the dependent variable
in our localization experiments.
In metacontrast, the mask is presented second and
generates similar activities with a delay equal to the
stimulus onset asynchrony (SOA). From the nature of
the temporal overlap between the activities, one can see
that both the intra- and inter-channel inhibition will
cause a suppression of activity in the sustained channel
for the target. As a result, the visibility of the target is
predicted to decrease. However, the transient activity
generated by the target, and consequently the ability of
the observer to report the presence or the location of the
target, is predicted to remain intact.
The bottom panel of Fig. 2 depicts the prediction of
the model for paracontrast. In this case, both the tran-
sient and sustained activities generated by the target are
inhibited. As a result, the model predicts that RTs
should increase and the visibility of the target should
decrease.
4 In general, excitatory connections between these areas are required
to model cross-attribute interactions such as motion-deﬁned form.
However, cross-attribute interactions are not critical in the analysis
presented herein and thus, for simplicity, we did not elaborate the
model to include inter-channel excitatory connections.
Fig. 2. Depictions of model predictions for metacontrast (top panel)
and paracontrast (lower panel).
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2.3. Model simulations
As discussed in Appendix A, all model equations and
parameters, with a few exceptions, were taken from our
previous studies (Ogmen, 1993; Purushothaman et al.,
1998; Purushothaman, Lacassagne, Bedell, & Ogmen,
2002). The network was designed to represent spatially a
one-dimensional ﬁeld of 3.2 deg around the fovea. A
spatially faithful representation of the stimuli used in
this study would require a much larger network. 5
Therefore, in our simulations we used ‘‘representative
stimuli’’ consisting of one-dimensional versions of the
actual stimuli designed to ﬁt into the 3.2 deg ﬁeld
around the fovea. The model predicted reaction-time
was determined as a weighted average of the latencies
for the transient and sustained responses. In the simu-
lations, under normal conditions the magnitude of the
transient responses was much higher than that of the
sustained responses. This diﬀerence biased the weighted-
average towards the faster response, as required by the
experimental task. Because the experimental task re-
quired the determination of a choice RT resulting from a
discrimination of the activity generated by the mask-
only versus by the target-and-mask in temporal succes-
sion, the transient and sustained activities used in
determining the choice RT were those derived by com-
puting the diﬀerential activities between mask-only
versus target-and-mask cases. The model predicted
perceived-brightness was computed as the time-inte-
grated activity of post-retinal sustained cells responding
to the target.
Fig. 3 shows the results of the simulations. Type B, or
U-shaped masking functions are obtained for both
paracontrast and metacontrast. For target localization,
RTs are relatively constant for metacontrast but in-
crease for paracontrast.
A comparison of these results with the corresponding
data will be presented in the following sections.
3. Stimulus visibility in paracontrast and metacontrast
While stimulus visibility in metacontrast had been
studied extensively, there have been very few studies of
paracontrast. Therefore, we ﬁrst measured target visi-
bility for both metacontrast and paracontrast.
3.1. Methods
Apparatus and stimuli. The stimuli were displayed at
160 Hz frame rate on a NANAO Flex-Scan F2-21 color
monitor. Stimulus presentation and response recording
were controlled by a visual stimulus generator (VSG2/3)
card manufactured by Cambridge Research Systems.
Fig. 4(A) illustrates the stimulus conﬁguration. A ﬁxa-
tion cross was presented at the center of the screen. The
target was a disk of 1 deg diameter. The center of the
target was displaced horizontally 1.7 deg to the right of
the ﬁxation square. The mask consisted of a ring of 1.7
deg outer diameter. The spacing between the target disk
and the mask ring was 6 min. A match disk of 1 deg
diameter was placed 1.7 deg horizontally to the left of
the ﬁxation target. No mask stimulus surrounded the
match disk. The background luminance was 8.5 cd/m2.
The target and mask stimuli had the same luminance of
27.5 cd/m2. The target, mask, and the match stimuli had
all the same duration of 12.5 ms. The target and the
match were always presented simultaneously. The mask
was presented with SOA values which were ordered
randomly during the experiment. To establish a baseline
value for target visibility, we also ran a condition where
the mask was not presented (T-only).
Observers. Two of the authors (RM was na€ıve to the
purpose of the experiment at the time of data collection)
participated in the experiment.
Procedure. The task of the observer was to indicate
through a joystick which of the two, the target or the
match, appeared brighter. The luminance of the match
5 To avoid spurious edge artifacts, there should be suﬃcient space
between the outer edges of the stimuli and the spatial borders of the
network.
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Fig. 3. Quantitative predictions of the RECOD model for target vis-
ibility (top panel) and localization (lower panel). RT values are in
arbitrary units.
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varied according to a staircase procedure to estimate the
point of subjective equality (PSE).
3.2. Results and discussion
Fig. 5 shows the PSEs between the perceived lumi-
nance of the match and the target stimuli as a function
of SOA for the two observers. As expected, both para
and metacontrast functions show U-shaped functions
with a smaller magnitude for para than metacontrast.
Peak metacontrast occurs at SOA¼ 50 ms. Peak para-
contrast occurs in the )150 to )100 ms range, which is
similar to the ﬁndings obtained using chromatic and
monocular stimuli (Cavonius & Reeves, 1983) but sub-
stantially larger than reports showing peak paracontrast
in the )30 to )20 ms range using dichoptic stimuli
(Kolers & Rosner, 1960). It is known that peak meta-
contrast magnitude and timing vary with stimulus pa-
rameters and the observers task (Breitmeyer, 1984, pp.
105–120). It is also possible that paracontrast timing can
vary with stimulus parameters and the observers task.
As mentioned earlier, there have been very few studies of
paracontrast and further studies are needed to answer
this question.
Fig. 6 shows the data averaged across the two ob-
servers along with the model prediction. Overall, the
model predictions match well the data in terms of
the location of the dips in the masking function. In the
model, paracontrast masking at relatively large SOA
magnitudes arises from a slow intra-channel cortical
inhibition which was not included in the earlier versions
of the dual-channel masking models. In our simulations,
the relative delay of this intra-channel inhibition was
144 ms. The estimated delays for antagonistic interac-
tions (center-surround) in the early visual pathways are
at least an order of magnitude less than this value (e.g.,
Benardete & Kaplan, 1997). Both the type and timing
of post-retinal interactions are complex, but if our
assumption that this inhibition is carried out through
intra-channel mechanisms is correct, consideration of
response timings in the visual system (Schmolesky et al.,
1998) suggests the involvement of anatomically eﬀerent
signals. In our simulations, we used a functionally feed-
forward signal to implement this inhibition (see Fig. 7);
however, a functionally feedback signal is also possible.
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Fig. 5. The averaged perceived brightness of the target as a function of
SOA for two observers. The error bars correspond to 1 SEM. The
horizontal lines represent the perceived brightness of the target in the
absence of the mask stimulus.
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Fig. 4. Stimulus conﬁgurations for target visibility experiment (A) and
for target localization experiment (‘‘real-mask’’: B; ‘‘pseudo-mask’’:
C).
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Additional experiments are needed to test these possi-
bilities. Quantitatively, the model under-estimates the
magnitude of metacontrast and the span of masking at
large SOA magnitudes. For computational simplicity,
the simulations were based on a simpliﬁed (one-dimen-
sional) version of the stimuli used in the experiment. It is
possible that the quantitative discrepancies between the
model and the data are due to the failure in our model
and simulations to represent adequately all stimulus
parameters such as eccentricity, stimulus size, energy,
and background level. These parameters are known to
inﬂuence both the magnitude and the morphology of the
masking functions (rev. Breitmeyer, 1984). Qualita-
tively, the model shows changes in stimulus visibility for
both paracontrast and metacontrast and thus provide
the necessary conditions to study the dissociation phe-
nomenon. Our goal was to ﬁt the model to the visibility
data with a reasonable match so that quantitative pre-
dictions that provide a reasonable approximation for
RT data could be obtained.
4. Spatial localization in paracontrast and metacontrast
In this section we introduce experiments that measure
the performance of observers in target spatial localiza-
tion in order to test whether the dissociation between
target visibility and spatial localization holds in para-
contrast. The parameters for the spatial localization
experiment were slightly diﬀerent than those used in the
target visibility experiment (Section 3). First, we ran a
control experiment to check that these parametric dif-
ferences did not cause any dramatic change in the
masking function. Second, we ran a pilot experiment
whose results provided the rationale for the design of the
main experiment.
4.1. Control and pilot experiments
4.1.1. Methods
Apparatus and Stimuli. The stimuli were displayed at a
75-Hz frame rate on a Sony Trinitron, 1024 768, color
monitor. Stimulus presentation and response recording
were controlled by a Macintosch II-ci computer. RTs
were recorded by a National Instruments NB-MIO-16
input/output board with an onboard AM9513 timer
running at 1 kHz. At a viewing distance of 57 cm, the
display screen was 35 deg 27 deg. As shown in Fig.
4B, a ﬁxation cross appeared at the center of the screen,
and the target and the mask stimuli were centered
symmetrically 2 deg to the left and right of the vertical
meridian and 1.6 deg above ﬁxation. The background
luminance was 100 cd/m2. Stimuli were darker than the
background. The target consisted of a dark disk of
)33% contrast (50 cd/m2) and 0.86 deg in diameter. The
mask ring could assume contrasts of )33% (50 cd/m2) or
)100% (0 cd/m2). The outer diameter of the mask ring
was 1.66 deg, and the contour separation between the
disk and the mask ring was 2 min. Target and mask
stimuli were each presented in separate frames, each
lasting 13.33 ms. SOAs ranged from )293 to 224 ms in
multiples of 13.33 ms.
Observers. Control and pilot experiments were con-
ducted with one of the authors serving as the observer.
Procedure. Because there were some diﬀerences in the
stimulus parameters with respect to the previous ex-
periment, we conducted a control experiment to estab-
lish that changes in target visibility occurred for both
paracontrast and metacontrast with the stimulus pa-
rameters used in this experiment. We used the method of
magnitude estimation and the task of the observer was
to rate the perceived brightness of the target on a scale
ranging from 0 to 5, corresponding to the lowest and
highest levels of visibility, respectively. Twenty ratings
were averaged to provide an estimate of the perceived
brightness of the target in the M=T ¼ 1 condition. In a
separate (pilot) experiment, we adopted a variation of
the procedure used by Schiller & Smith (1966) to study
RTs in metacontrast. On any trial, the target was ran-
domly presented either to the left or else to the right of
the vertical meridian and the observer had to press ei-
ther the left or else the right arrow key of a keyboard as
quickly and as accurately as possible to indicate where
he detected the target. For metacontrast, nine SOAs
ranging in 26.67 ms steps from 13.33 to 223.67 ms and
for paracontrast, 10 SOAs ranging from )13.33 to
)293.33 ms were used. For both the paracontrast and
the metacontrast conditions the masks had either the
(A) (B)
Fig. 7. Ellipses represent cortical areas where the aﬀerent signals, de-
picted by the solid lines, travel from the bottom layer to the top layer.
In (A), the signal carried by the dashed line to the ﬁlled circle repre-
sents an anatomically eﬀerent signal. This signal is functionally feedback
signal because it depends on the output of the unit that it inﬂuences.
On the other hand, in (B) the dashed signal, while anatomically an
eﬀerent signal, is not a functionally feedback signal because it does not
depend on the activity of the unit that it inﬂuences.
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same contrast as the target or else three times the con-
trast of the target; i.e. mask-to-target contrast ratios
were 1.0 or else 3.0. Metacontrast and paracontrast
choice RTs were each run in separate experimental
sessions, each consisting of four blocks of trials. The
order of the four possible conditions consisting of
crossing two mask-to-target contrast ratios (1.0 and 3.0)
were randomized across blocks.
For metacontrast each of the blocks consisted of 180
trials with 20 trials devoted to each of the nine SOAs.
Similarly, for paracontrast each of the blocks consisted
of 200 trials with 20 trials devoted to each of the 10
SOAs. The orders of SOAs and target locations were
randomized within a block. At each SOA, in half of the
20 trials the target was presented to the left of the ver-
tical meridian; in the remaining half, to the right. Each
trial began with a brief warning tone followed 600 ms
later by the target-mask (for metacontrast) or the mask-
target (for paracontrast) sequence. A millisecond clock
was started with the presentation of the target and was
terminated when the observer made his response. The
subsequent trial began 1000 ms after the observers re-
sponse. For each trial the computer stored the RT and
whether the response was correct or incorrect.
4.1.2. Results and discussion
Fig. 8 plots the normalized ratings for target visibility
(rating/5) along with normalized PSEs [(PSE in the
masking condition)/(PSE in the target only condition)]
from the previous experiment for observer BB. The two
curves match well with the following exceptions: 6 For
the conditions of the present experiment, for metacon-
trast the masking eﬀect decays somewhat more slowly;
paracontrast masking is stronger and seems to exhibit
an additional component at SOA¼)13.3 ms. The tim-
ing of this component is closer to the timing of para-
contrast reported in the previous studies (Kolers &
Rosner, 1960). 7 Overall, the results of the control ex-
periment show that changes in stimulus parameters did
not signiﬁcantly modify the reduction observed in target
visibility for both paracontrast and metacontrast.
Fig. 9 plots RTs as a function of SOA. The average
response accuracy was 98%. As expected, RTs in
metacontrast did not show a signiﬁcant systematic de-
pendence on SOA. In paracontrast, RTs were approxi-
mately constant for SOAs smaller than )100 ms at levels
comparable to metacontrast. However, RTs increased
signiﬁcantly as SOA approached 0 ms. This pattern
deviates from our model prediction. One factor which is
not considered in our model is the ‘‘interference eﬀect’’
that occurs when stimuli are presented in rapid succes-
sion. We hypothesized that besides contour-speciﬁc
suppression of the target by the mask, the mask also
produces an interference eﬀect and, assuming additivity,
the total reaction time RTtotal can be expressed as:
RTtotal ¼ RTcontour-mask þRTinterference þ C;
where C is the baseline reaction time, RTcontour-mask and
RTinterference represent the contributions of contour-mask
and interference eﬀects to the reaction time, respectively.
RTcontour-mask can be estimated by designing a con-
trol experiment where a ‘‘pseudo-mask’’ produces an
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Fig. 8. The normalized average ratings for target visibility as a func-
tion of SOA for observer BB superimposed on the data of the same
observer from Fig. 5.
6 The two experiments used diﬀerent procedures, viz. matching
versus rating. Both of these procedures have been used in masking
studies and they produce, at least qualitatively, similar results. To our
knowledge, there has been no systematic study comparing masking
data obtained by these procedures.
7 In our model, paracontrast suppression around this range would
be produced by intra-channel inhibition when the mask is strong and
spatially close enough to the target to produce a surround inhibition in
the receptive ﬁelds of the neurons in the aﬀerent sustained pathway.
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interference eﬀect with minimal contour masking. The
reaction time obtained in the control experiment,
RTcontrol, can be written as:
RTcontrol ¼ RTinterference þ C:
It can seen that the diﬀerence
DRT ¼ RTtotal RTcontrol
provides an estimate for RTcontour-mask.
4.2. The main experiment
4.2.1. Methods
All methods were identical to those described in
Section 4.1 with the following changes to control for
‘‘interference’’ eﬀects on RT:
Stimuli. A new ‘‘pseudo-mask’’ condition was intro-
duced. The ring mask stimuli were replaced by four
squares as shown in Fig. 4C. Each of the four squares
comprising the pseudo-mask was 0.6 deg 0.6 deg, and
the horizontal and vertical distances from the center of
the target to the center of each square were 1.7 deg.
These parameters were chosen, based on our observa-
tions, so that the pseudo-mask, though having the same
total area as the real mask, did not cause any signiﬁcant
change in the perceived brightness of the target.
Observers. The authors and four na€ıve subjects ob-
tained from the University of Houston undergraduate
population served as observers. Of the na€ıve observers
one was female. All subjects had normal or corrected-
to-normal vision.
Procedure. Metacontrast and paracontrast choice
RTs were each run in separate experimental sessions,
each consisting of four blocks of trials. The order of the
four possible conditions consisting of crossing two
mask-to-target contrast ratios (1.0 and 3.0) and two
mask types (real and pseudo) were randomized across
blocks and counterbalanced across observers. For
metacontrast, each of the blocks consisted of 180 trials
with 20 trials devoted to each of the nine SOAs. Simi-
larly, for paracontrast each of the blocks consisted of
200 trials with 20 trials devoted to each of the 10 SOAs.
The orders of SOAs and target locations were ran-
domized within a block. Observers ran the two––
metacontrast and paracontrast––sessions on separate
days. Each session lasted about 1 h. Order of session was
counterbalanced across observers. At the beginning or
end (randomized across observers) of the metacontrast
sessions 20 choice RTs in which only the unmasked
target was presented were measured. These choice RTs
provided baseline data. Additionally, to compare single-
subject to group performance, two of the authors (BB
and HO), unlike the rest of the observers who each ran
only two sessions, ran a total of eight sessions, repeating
each of the metacontrast and paracontrast sessions four
times in counterbalanced order. Across all possible
conditions, observers BB and HO thus generated 80
responses per SOA instead of the 20 responses generated
by the rest of the observers.
4.2.2. Results and discussion
The RTs and DRTs averaged across the observers are
plotted as a function of SOA in Figs. 10 and 11, re-
spectively. The accuracy of responses was higher than
97% for all observers. As can be seen from Fig. 10, RTs
asymptote to a somewhat higher level than the baseline
RT, shown by the dashed line, for large magnitudes of
SOA. This indicates that the mask adds a component to
the baseline RT even when the target and the mask are
well separated in time. For metacontrast, RTs are rela-
tively ﬂat showing some increase near SOA¼ 0, in
agreement with previous ﬁndings (Schiller & Smith,
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1344 H. Ogmen et al. / Vision Research 43 (2003) 1337–1350
1966). The increase near SOA¼ 0 is likely to be due to
the interference eﬀect. For paracontrast, RTs increase
signiﬁcantly as SOA approaches zero. Statistical analy-
sis of the RT data showed that in paracontrast the
eﬀects of SOA, mask-type, and SOAmask-type in-
teraction were signiﬁcant (F9;45 ¼ 45:9, p < 0:001; F1;5 ¼
39:0, p < 0:001; F9;45 ¼ 3:4, p < 0:003). SOA mask-
type interaction showed a signiﬁcant quadratic trend
(F1;5 ¼ 18:1, p < 0:008). For metacontrast, only the ef-
fect of SOA was signiﬁcant (F8;40 ¼ 7:9, p < 0:001). RTs
for the ‘‘real-mask’’ and ‘‘pseudo-mask’’ conditions
show similar qualitative trends but with quantitative
diﬀerences. Fig. 11 plots DRTs, i.e. the estimate of the
‘‘contour-mask’’ RTs. For metacontrast, DRTs ﬂuctuate
around averages of )5.5 and 1.7 ms for M=T ratios of 1
and 3, respectively. However, for paracontrast DRTs
depend strongly on SOA, peaking at SOA¼ )150 ms.
The peak DRT values are 28.7 and 51.1 ms for M=T
ratios of 1 and 3, respectively.
Overall, these results show that the dissociation be-
tween stimulus visibility and spatial localization does
not hold in paracontrast. Fig. 11 also shows the model
prediction superimposed on the data. Both the data and
the model show an inverse-U shaped function for
paracontrast and a relatively constant function for
metacontrast. For paracontrast, on a closer examina-
tion, the model and the data (in particular for M=T ¼ 3)
suggest a ﬁner structure that can be described as an
‘‘inverse-W function’’, although the peaks and dips of
this function in the model and the data are shifted with
respect to each other.
Recently a related choice RT study employing meta-
contrast (Lachter & Durgin, 1999) showed that the
ability to discriminate the location of a target-mask se-
quence from the location of a simultaneously presented
two-mask sequence depended on task speciﬁcation.
When observers were allowed to make slow responses,
they were least accurate at SOAs of 40–50 ms and
progressively more accurate as progressively shorter or
larger SOAs. In other words, a Type B non-monotonic
U-shaped masking function was obtained. However,
when required to make speeded responses, the accuracy
was lowest at a 0-ms SOA and increased with SOA.
Here a Type A monotonic function was found. We be-
lieve that these results can be explained by shifts in
criterion content or eﬀective visual information (Lachter
& Durgin, 1999) used with the two task requirements.
When allowed to make slow responses, the observers
criterion could be based on the output of the slower
sustained channels. Due to transient-on-sustained (in-
terchannel) inhibition, these target-activated channels
are suppressed in a U-shaped manner as a function of
SOA by the fast mask-activated transient channels;
hence one would expect a U-shaped masking function.
However, when required to speed their responses, ob-
servers relied on the output of the faster target-activated
and mask-activated transient channels. Here intrachan-
nel interactions would prevail; and since the mask had a
higher energy than the target, a Type A function would
be expected, similar to the Type A function reported by
Schiller & Smith (1966) in their target-localization task
and also evident in our Fig. 10 at the shorter metacon-
trast SOAs of 0–90 ms.
5. Conclusions
We replicated prior ﬁndings showing that target-
detection RTs (and DRTs) remain relatively constant in
metacontrast. We have also shown that in paracontrast
DRTs follow an inverse-U (or inverse-W) shaped func-
tion of SOA. We suggest that the diﬀerence between
para and metacontrast originates from whether the
target-generated transient activity is inhibited or not:
According to our model, in metacontrast, target-gener-
ated transient activity remains intact and generates fast
motor responses. In paracontrast, target-generated
transient activity is inhibited, causing an increase in
DRTs.
Overall, these ﬁndings suggest that the dissociation
between stimulus visibility and spatial localization in
visual masking does not originate from a sensori-motor
pathway immune to masking eﬀects. Rather, the disso-
ciation depends on the timing of interactions between
parallel pathways.
We have also found that strong paracontrast sup-
pression occurs at SOAs substantially larger than those
reported in some previous studies. Further studies are
needed to clarify the origins of this diﬀerence.
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Appendix A. Mathematical description of the RECOD
model
A.1. Introduction––fundamental equations of the model
and their neurophysiological bases
The ﬁrst type of equation used in the model has the
form of a generic Hodgkin–Huxley equation
dVm
dt
¼ ðEp þ VmÞgp þ ðEd  VmÞgd  ðEh þ VmÞgh;
ðA:1Þ
where Vm represents the membrane potential, gp, gd, gh
are the conductances for passive, depolarizing, and
hyperpolarizing channels, respectively, with Ep, Ed, Eh
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representing their Nernst potentials. This equation has
been used extensively in neural modeling to characterize
the dynamics of membrane patches, single cells, as well
as networks of cells (rev. Grossberg, 1988; Koch &
Segev, 1989). For simplicity, we will assume Ep ¼ 0 and
use the symbols B, D and A for Ed, Eh, gp, respectively to
obtain the generic form for ‘‘multiplicative’’ or ‘‘shunt-
ing’’ equation (rev. Grossberg, 1988):
dVm
dt
¼ AVm þ ðB VmÞgd  ðDþ VmÞgh: ðA:2Þ
The depolarizing and hyperpolarizing conductances
are used to represent the excitatory and inhibitory in-
puts, respectively.
The second type of equation is a simpliﬁed version of
Equation (A.1), called the ‘‘additive’’, ‘‘leaky-integra-
tor’’ model, where the external inputs inﬂuence the ac-
tivity of the cell not through conductance changes but
directly as depolarizing and hyperpolarizing currents
yielding the form:
dVm
dt
¼ AVm þ ExcitatoryInputs InhibitoryInputs:
ðA:3Þ
Mathematical analyses showed that, with appropriate
connectivity patterns, shunting networks can automati-
cally adjust their dynamic range to process small and
large inputs (rev. Grossberg, 1988). Accordingly, we use
shunting equations when we have interactions among a
large number of neurons [Eqs. (A.6), (A.8), (A.9), and
(A.11)] so that a given neuron can maintain its sensi-
tivity to a small subset of its inputs without running into
saturation when a large number of inputs become active.
We use the simpliﬁed additive equations when the in-
teractions involve few neurons [Eqs. (A.7) and (A.10)].
Finally, a third type of equation is used to express
biochemical reactions of the form
Sþ Z!c Y!d X!a Sþ Z
where a biochemical agent, S, activated by the input,
interacts with a transducing agent, Z, (e.g., a neuro-
transmitter) to produce an ‘‘active complex’’, Y, that
carries the signal to the next processing stage. This ac-
tive complex decays to an inactive state, X, which in
turn dissociates back into S and Z. It can be shown that
(see Appendix in Sarikaya, Wang, & Ogmen, 1998),
when the active state X decays very fast, the dynamics of
this system can be written as:
dz
dt
¼ aðb zÞ  csz ðA:4Þ
with the output given by yðtÞ ¼ ðc=dÞsðtÞzðtÞ, where s, z,
y represent the concentrations of S, Z, and Y, respec-
tively and c, d, a denote rates of complex formation,
decay to inactive state, and dissociation, respectively.
This equation has been used in a variety of neural
models, in particular to represent temporal adaptation,
or gain control property, occurring for example through
synaptic depression (e.g., Grossberg, 1972; Carpenter &
Grossberg, 1981; Ogmen & Gagne, 1990; Gaudiano,
1992; Ogmen, 1993; Abbott, Varela, Sen, & Nelson,
1997).
A.2. The retinal network
The retinal network is designed to capture the basic
spatio-temporal properties of the retinal output without
necessarily incorporating all details of the retinal cir-
cuitry. To the extent possible, parameters of the model
reﬂect the physiologically measured parameters of the
primate retina.
A.2.1. Retinal cells with sustained activities (parvocellu-
lar pathway)
All the equations and the parameters are identical to
those used in (Purushothaman et al., 2002). The activi-
ties of sustained retinal cells are described in three
functional stages:
Stage I: Temporal adaptation (gain control). We use
Eq. (A.4) to achieve temporal adaptation (gain control)
1
s
dzi
dt
¼ aðb ziÞ  cðJ þ IiÞzi; ðA:5Þ
where zi represents the concentration of a transducing
agent at the ith spatial location. J is a baseline input
generating a dark current and Ii is the external input
(luminance value) at the ith spatial position. This tem-
poral adaptation, or gain control, stage causes the
neural activity to decay to a plateau level after an initial
peak response to a sustained input, as observed in sus-
tained retinal ganglion cell responses. The parameter s
adjusts the time-constant of the decaying response.
Stage 2: Spatial center-surround organization. Signals
from the ﬁrst stage are convolved by the kernels Gsek and
Gsik which represent the excitatory-center and the inhib-
itory-surround of the receptive ﬁeld. The kernels are
Gaussian functions of the form Gsek ¼ Ampseeðk
2=ðsd2seÞÞ
and the parameters Ampse and sdse were selected ac-
cording to the receptor spacing at the fovea (Coletta &
Williams, 1987; Dacey, 1993) and the physiologically
measured receptive ﬁeld characteristics at the corre-
sponding region of the primate retina (Croner &
Kaplan, 1995). For simplicity, only the on-center,
oﬀ-surround-cells were considered. The membrane
potential of the ith sustained cell, wi, is described by
1
s
dwi
dt
¼ Aswi þ ðBs  wiÞ
Xiþns
j¼ins
GsejiWðJs þ IjÞzj
 ðDs þ wiÞ
Xiþns
j¼ins
GsijiWðJs þ IjÞzj ðA:6Þ
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where the center and surround convolution sums provide
the excitatory and the inhibitory inputs to a shunting
equation (compare the Eqs. (A.2) and (A.6)). The input
signal is processed by a second order polynomial, Wð:Þ,
whose coeﬃcients were determined by ﬁtting the contrast
response of the model neurons to the physiological data
from Kaplan & Shapley (1986) (see Appendix A.1 and
Fig. 6 in Purushothaman et al., 2002).
Stage 3: Quadratic-non-linearity-with-threshold and
persistence. The ‘‘membrane potential’’ of the ith cell is
transformed into an output signal (e.g., spike frequency)
through a quadratic non-linearity with threshold,
kð½wi  CsþÞ2, where ½aþ denotes the threshold, or half-
wave rectiﬁcation, function (i.e. ½aþ ¼ a if a > 0 and
½aþ ¼ 0, otherwise). Parameters k, Cs represent the gain
and the threshold level of this function, respectively. The
thresholded signal provides the input to the additive
equation
dvi
dt
¼ rðvi þ kð½wi  CsþÞ2Þ; ðA:7Þ
whose parameter r determines the overall temporal
persistence of the signal in the parvocellular pathway.
A.2.2. Retinal cells with transient activities (magnocellu-
lar pathway)
For simplicity, in our previous work the equations
used to represent the retinal cells with transient activities
did not incorporate the cells spatial receptive ﬁeld
proﬁle. In order to simulate the spatial spread of
masking eﬀects more accurately, we incorporated the
spatial receptive ﬁeld proﬁle of transient cells using a
Gaussian kernel whose parameters (see Table 2) reﬂect
physiologically measured receptive ﬁeld characteristics
of the transient cells in the primate retina (Croner &
Kaplan, 1995). The surround of the receptive-ﬁeld in-
tegrates inputs with low sensitivity but over a relatively
large retinal area. The relatively small one-dimensional
stimuli used in our simulations (see Section A.5) do not
produce any appreciable surround response. Therefore,
we used only the center of the receptive ﬁeld in a
shunting equation given by:
dyi
dt
¼ Atyi þ ðBt  yiÞ
Xiþnt
j¼int
GtsejifIjðtÞ  Ijðt  dÞg
ðA:8Þ
A delayed version of the input (delay ¼ d) is subtracted
from the input to generate transient responses (back-
ward-diﬀerence formula).
A.3. The post-retinal network
Because of its staggering complexity, a detailed model
of the post-retinal network (LGN and visual cortical
areas) would be computationally intractable. Our ap-
proach is to use a lumped network that is tailored
according to the requirements of the simulation. For
example, a study using achromatic stimuli would not
require a detailed modeling of areas processing chro-
matic aspects of stimuli. In Purushothaman et al. (2002),
we studied the coding and discrimination of edges for a
wide range of edge blur and stimulus contrast values.
This required a post-retinal network consisting of mul-
tiple ‘‘spatial-frequency channels’’ and two distinct lay-
ers to produce the contrast normalization. On the other
hand, our study of motion deblurring using small targets
did not necessitate such complexity (Purushothaman
et al., 1998). Here, we will adopt the relatively simple
representation used in Purushothaman et al. (1998) with
one major exception: We will introduce post-retinal
sustained-on-transient inhibition which is critical for the
experimental paradigm studied in this paper.
A.3.1. Post-retinal cells mainly driven by the parvocellu-
lar pathway (‘‘post-retinal sustained cells’’)
The activity of the ith cell, pi, is given by the shunting
equation
1
s
dpi
dt
¼ Appi þ ðBp  piÞfUðpiÞ þ 2viðt  gÞg
 pi
Xiþnpf
j¼inpf ;j 6¼i
UðpjÞ
8<
: þ
Xiþnp
j¼inp
Hpijivjðt  g jpÞ
þ
Xiþnp
j¼inp
Qmpjimj
9=
;; ðA:9Þ
where the excitation consists of the aﬀerent parvocellu-
lar signal and a feedback signal. The inhibitory signal
consists of feedback, feed-forward, inter-channel terms.
Excitatory and inhibitory recurrent (feedback, re-
entrant) signals are carried out through the non-linear
function UðxÞ ¼ 10afðaþ 1Þ2  1g, if a < 0:05 and
UðxÞ ¼ aðaþ 0:975Þ , otherwise. This function and its
parameters were chosen to achieve sharpening of
boundary signals for dynamic inputs (Ogmen, 1993).
The inhibitory kernels Hpik and Q
mp
k , determine the spa-
tial spread of intra- and inter-channel inhibition, re-
spectively. Parameter g represents the relative delay
between the parvocellular and magnocellular signals.
Parameter jp reﬂects the relative delay of the inter-
channel inhibitory signal with respect to the excitatory
signal.
A.3.2. Post-retinal inhibitory inter-neurons
The post-retinal inhibitory inter-neurons carry the
inhibition from sustained cortical cells to transient cor-
tical cells via the additive equation:
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dqi
dt
¼ Aqqi þ Bqpi; ðA:10Þ
where qi is the activity of the ith post-retinal inhibitory
inter-neuron.
A.3.3. Post-retinal cells mainly driven by the magnocel-
lular pathway (‘‘post-retinal transient cells’’)
The post-retinal transient cells receive excitatory and
inhibitory inputs from the magnocellular pathway and a
post-retinal sustained-on-transient inhibition via the
kernel Qpmk yielding the shunting equation:
dmi
dt
¼ Ammi þ ðBm  miÞ2½yiðtÞþþ
 mi
Xiþnp
j¼inp
Hmiji½yjðt
(
 jmÞþþ þ
Xiþnp
j¼inp
Qpmjiqj
)
;
ðA:11Þ
where mi is the activity of the ith post-retinal transient
cell. The function ½:þþ denotes full-wave rectiﬁcation
that generates the ‘‘on-oﬀ’’ response characteristics of
transient cells. Parameter jm reﬂects the relative delay of
the intra-channel inhibitory signal with respect to the
excitatory signal.
A.4. Parameter values
The equations used for sustained retinal ganglion cells
are identical to those used in Purushothaman et al.
(2002) and the corresponding parameter values can be
found in Appendix A.1 therein. The post-retinal equa-
tions were modiﬁed from Purushothaman et al. (1998)
and the corresponding parameters can be found in Ap-
pendix A.3. therein. The newly introduced or modiﬁed
parameters are given in Tables 1 and 2.
A.5. Simulation methods
The system of ordinary diﬀerential equations con-
sisting of Equations (A.5)–(A.11) were solved numeri-
cally with the CVODE package. This package uses
variable-coeﬃcient forms of the Adams and backward
diﬀerentiation formula methods (Cohen & Hindmarsh,
1994). The programs were written in C and were run on
SUN workstations. Numerical solutions of large sys-
tems of ODEs can be very time consuming. The model
was simpliﬁed to keep the simulations within reasonable
bounds. The model contains only one spatial dimension,
which was sampled at 500 positions (i.e. 16 i6 500). At
the foveal inter-receptor spacing of 23 s, this results in a
region of 3.2 deg extent. To simplify the computations,
the convolution sums were carried out with a ﬁxed ex-
tent given by ns ¼ 28, nt ¼ 40, and np ¼ 120. The target
covered 19 spatial positions (at 23 s spacing, this cor-
responds to a size of 7 min). It was ﬂanked on both sides
by masks of the same size. Center-to-center separation
between the target and the masks was 40 spatial posi-
tions, corresponding to an edge-to-edge separation of 8
min. The magnitude of the target and the mask were 1
(arbitrary) unit above a background of 1 unit. The du-
rations of the target and mask were 2 simulation-time
units which correspond to 2 8 ms ¼ 16 ms. The
‘‘perceived brightness’’ of the stimuli was computed as
the time-integrated activity of the post-retinal sustained
cells responding to the target (computed at the 19 po-
sitions occupied by the target stimulus). In the reaction-
time experiments, the observers had to report as fast as
possible and as accurately as possible, at which of the
two sides they perceived the target. First, we computed
the diﬀerential (target-and-mask–mask-only) responses
for the target and the mask. This diﬀerential response
carries the critical information that would allow the
observer to choose between the target-and-mask versus
mask-only side. The reaction-time was computed as a
weighted average of the latencies (computed as time to
peak) for the transient and sustained responses:
where
R
T ðtarget;maskÞ, R T ðmaskÞ denote spatio-tem-
porally integrated transient responses for target-and-
mask and for mask only simulations, respectively.
Similarly
R
Sðtarget;maskÞ, R SðmaskÞ denote spatio-
temporally integrated sustained responses for target-
and-mask and for mask only simulations, respectively.
Symbols lat T and lat S represent the computed re-
sponse latencies for transient and sustained responses.
In the simulations, under normal conditions the mag-
nitude of the transient responses was much higher than
RTcontour-mask ¼ ½
R
T ðtarget;maskÞ  R T ðmaskÞlat Tþ ½R Sðtarget;maskÞ  R SðmaskÞlat S
½R T ðtarget;maskÞ  R T ðmaskÞ þ ½R Sðtarget;maskÞ  R SðmaskÞ
Table 1
Numerical values of parameters
Parameter g jp jm Aq Bq Am Bm
Value 2 18 10 1 10 10 1
Table 2
Amplitude and standard deviation of receptive ﬁeld kernels
tse pi mp mi pm
Amp 1 0.5 5 7 300
sd 6(60/23) 100 100 56 80
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that of the sustained responses. This diﬀerence biased
the weighted-average towards the faster response, as
required by the experimental task. A reduction in the
transient response implied a higher reliance on the sus-
tained response, thereby causing an increase in the reac-
tion time. As an example, the simulations for SOA¼ 16
ms produced
R
T ðtarget;maskÞ ¼ 123:898, R T ðmaskÞ ¼
68:0266,
R
Sðtarget;maskÞ ¼ 30:1125, R SðmaskÞ ¼ 0,
lat T ¼ 2 and lat S ¼ 15 yielding the RT value of 6.55
shown in Fig. 3. In order to compare these values to
DRT values in Fig. 11 a linear scaling was used. We
subtracted 7 to bring the baseline values approximately
to 0 ms and multiplied by 55/7 to bring the peak DRT
to 55 ms.
References
Abbott, L. F., Varela, K., Sen, K., & Nelson, S. B. (1997). Synaptic
depression and cortical gain control. Science, 275, 220–223.
Bachmann, T. (1994). Psychophysiology of visual masking: the ﬁne
structure of conscious experience. New York: Nova Science
Publishers.
Benardete, E. A., & Kaplan, E. (1997). The receptive ﬁeld of the
primate P retinal ganglion cell, I: linear dynamics. Visual Neuro-
science, 14, 169–185.
Breitmeyer, B. G. (1975). Simple reaction time as a measure of the
temporal response properties of transient and sustained channels.
Vision Research, 15, 1411–1412.
Breitmeyer, B. G. (1978). Disinhibition of metacontrast masking of
Vernier acuity targets: sustained channels inhibit transient chan-
nels. Vision Research, 18, 1401–1405.
Breitmeyer, B. G. (1984). Visual masking: an integrative approach.
Oxford: Oxford University Press.
Breitmeyer, B. G., Levi, D. M., & Harwerth, R. S. (1981). Flicker
masking in spatial vision. Vision Research, 21, 1377–1385.
Breitmeyer, B. G., & Ogmen, H. (2000). Recent models and ﬁndings in
visual backward masking: a comparison, review, and update.
Perception and Psychophysics, 62, 1572–1595.
Carpenter, G. A., & Grossberg, S. (1981). Adaptation and transmitter
gating in vertebrate photoreceptors. Journal of Theoretical Neuro-
biology, 1, 1–42.
Cavonius, C. R., & Reeves, A. J. (1983). The interpretation of
metacontrast and contrast-ﬂash spectral sensitivity functions. In J.
D. Mollon, & L. T. Sharpe (Eds.), Color vision: physiology and
psychophysics (pp. 471–478). London: Academic Press.
Cohen, S. D., & Hindmarsh, A. C. (1994). CVODE User Guide.
UCRL-MA-118618.
Coletta, N. J., & Williams, D. R. (1987). Psychophysical estimate of
extrafoveal cone spacing. Journal of The Optical Society of America
A, 4, 1503–1513.
Croner, L. J., & Kaplan, E. (1995). Receptive ﬁelds of P and M
ganglion cells across the primate retina. Vision Research, 35, 7–24.
Dacey, D. M. (1993). The mosaic of midget ganglion cells in the
human retina. Journal of Neuroscience, 13, 5334–5355.
De Monasterio, F. M. (1978). Properties of concentrically organized X
and Y ganglion cells of macaque retina. Journal of Neurophysio-
logy, 41, 1394–1417.
Desimone, R., & Ungerleider, L. (1989). Neural mechanisms of visual
processing in monkeys. In F. Boller, & J. Grafman (Eds.),
Handbook of neuropsychology: Vol. 2 (pp. 267–299). Amsterdam:
Elsevier.
Fehrer, E., & Raab, D. (1962). Reaction time to stimuli masked by
metacontrast. Journal of Experimental Psychology, 63, 143–147.
Fry, G. A. (1934). Depression of the activity aroused by a ﬂash of light
by applying a second ﬂash immediately afterwards to adjacent
areas of the retina. American Journal of Physiology, 108, 701–707.
Gaudiano, P. (1992). A uniﬁed neural network of spatio-temporal
processing in X and Y retinal ganglion cells. II: Temporal
adaptation and simulation of experimental data.. Biological
Cybernetics, 67, 23–34.
Gouras, P. (1969). Antidromic responses of orthodromically identiﬁed
ganglion cells in monkey retina. Journal of Physiology, London,
204, 407–419.
Grossberg, S. (1972). A neural theory of punishment and avoidance,
II: quantitative theory. Mathematical Biosciences, 15, 253–285.
Grossberg, S. (1988). Nonlinear neural networks: principles, mecha-
nisms, and architectures. Neural Networks, 1, 17–61.
Harwerth, R. S., Boltz, R. L., & Smith, E. L. (1980). Psychophysical
evidence for sustained and transient channels in the monkey visual
system. Vision Research, 20, 15–22.
Kahneman, D. (1968). Method, ﬁndings, and theory is studies of visual
masking. Psychological Bulletin, 70, 404–425.
Kaplan, E., & Shapley, R. M. (1986). The primate retina contains two
types of ganglion cells with high and low contrast sensitivity.
Proceedings of the National Academy of Sciences USA, 83, 2755–
2757.
Koch, C., & Segev, I. (1989). Methods in neuronal modeling.
Cambridge, MA: MIT Press.
Kolers, P. A., &Rosner, B. S. (1960). On visual masking (metacontrast):
dichoptic observation. American Journal of Psychology, 73, 2–21.
Kremers, J. (1999). Spatial and temporal response properties of the
major retino-geniculate pathways of Old and NewWorld monkeys.
Documenta Ophthalmologica, 95, 229–245.
Kulikowski, J. J., & Tolhurst, D. J. (1973). Psychophysical evidence
for sustained and transient detectors in human vision. Journal of
Physiology, 232, 149–162.
Lachter, J., & Durgin, F. H. (1999). Metacontrast masking functions: a
question of speed? Journal of Experimental Psychology: Human
Perception and Performance, 25, 1–12.
Legge, G. (1978). Sustained and transient mechanisms in human vision:
temporal and spatial properties. Vision Research, 18, 341–376.
Martin, K. A. C. (1992). Parallel pathways converge. Current Biology,
2, 555–557.
Maunsell, J. H. R., & Gibson, J. R. (1992). Visual response latencies in
striate cortex of the macaque monkey. Journal of Neurophysiology,
68, 1332–1344.
Milner, A. D., & Goodale, M. A. (1995). The visual brain in action.
Oxford: Oxford University Press.
Ogmen, H. (1993). A neural theory of retino-cortical dynamics. Neural
Networks, 6, 245–273.
Ogmen, H., & Gagne, S. (1990). Neural models for sustained and on-
oﬀ units of insect lamina. Biological Cybernetics, 63, 51–60.
Petersen, S. E., Miezin, F. M., & Allman, J. M. (1988). Transient and
sustained responses in four extrastriate visual areas of the owl
monkey. Experimental Brain Research, 70, 55–60.
Purushothaman, G., Lacassagne, D., Bedell, H. E., & Ogmen, H.
(2002). Eﬀect of Exposure Duration, Contrast and Base Blur on
Coding and Discrimination of Edges. Spatial Vision, 15, 341–376.
Purushothaman, G., Ogmen, H., Chen, S., & Bedell, H. E. (1998).
Motion deblurring in a neural network model of retino-cortical
dynamics. Vision Research, 38, 1827–1842.
Reeves, A. (1981). Metacontrast in hue substitution. Vision Research,
21, 907–912.
Sarikaya, M., Wang, W., & Ogmen, H. (1998). Neural network model
of on-oﬀ units in the ﬂy visual system: simulations of dynamic
behavior. Biological Cybernetics, 78, 399–412.
Schiller, P. H., & Smith, M. C. (1966). Detection in metacontrast.
Journal of Experimental Psychology, 71, 32–39.
Schmolesky, M. T., Wang, Y., Hanes, D. G., Thompson, K. G.,
Leutgeb, S., Schall, J. D., & Leventhal, A. G. (1998). Signal timing
H. Ogmen et al. / Vision Research 43 (2003) 1337–1350 1349
across the macaque visual system. Journal of Neurophysiology, 79,
3272–3278.
Sherman, S. M., & Guillery, R. W. (1996). Functional organization of
thalamocortical relays. Journal of Neurophysiology, 76, 1367–1395.
Sincich, L. C., & Horton, J. C. (2002). Divided by cytochrome oxidase:
a map of the projections from V1 to V2 in macaques. Science, 295,
1734–1737.
Stigler, R. (1910). Chronophotische studien €uber den umgebungskon-
trast. Pﬂugers Archiv fur die Gesamte Physiologie des Menschen und
der Tiere, 135, 365–435.
Stigler, R. (1926). Die untersuchung des zeitlichen verlaufes des
optischen erregung mittels des metakontrastes. In E. Aberhalden
(Ed.), Handbuch des biologischen arbeitsmethoden: Part 6, Whole
no. 6 (pp. 949–968). Berlin: Urban and Schwarzenberg.
Ungerleider, L. G. (1985). The corticocortical pathways for object
recognition and spatial perception. In C. Chagas, R. Gattas, & C.
Gross (Eds.), Pattern recognition mechanisms (pp. 21–37). Vatican
City: Pontiﬁcal Academy of Sciences.
Ungerleider, L. G., & Mishkin, M. (1982). Two cortical visual systems.
In D. J. Ingle, M. A. Goodale, & R. J. W. Mansﬁeld (Eds.),
Analysis of visual behavior (pp. 549–586). Cambridge, MA: MIT
Press.
Van Essen, D. C., Anderson, C. H., & Felleman, D. J. (1992).
Information processing in the primate visual system: An integrated
systems perspective. Science, 255, 419–423.
Yabuta, N. H., & Callaway, E. M. (1998). Functional streams and
local connections of layer 4C neurons in primary visual cortex of
the macaque monkey. Journal of Neuroscience, 18, 9489–9499.
1350 H. Ogmen et al. / Vision Research 43 (2003) 1337–1350
