In this paper we explore the potential for creating large pseudodisplays using posters instead of touchscreens. Interactive public displays are common in city centres, but may not be accessible to emergent users. However, the prevalence of increasingly smart, sensor-rich mobile devices offers an alternative. The PosterPointing concept uses physical gestures with mobile devices around printed media in order to explore a rich set of interactions. We created a prototype to investigate the feasibility of one method of enabling this, and suggest other potential approaches. We performed a study to understand how emergent users might gesture using a small device to interact with two larger surface scenarios. Our results show a range of gestures and combinations of phone and paper surface, and offer suggestions for how the design might be used in future.
INTRODUCTION
Large public displays are used worldwide for a variety of applications, such as information broadcast or on-demand information access. Many of these displays are touchscreens, allowing casual browsing or location-based queries by anyone who approaches the screen. However, these displays are most commonly situated in affluent urban areas, such as tourist attractions, shopping malls or central business districts. As a result, access to-and the potential benefits of-these displays are unavailable to many prospective users.
In this work, we explore whether it might be possible to support similar large display interactions without the need for a display at all. We approached this by considering the technology access and experience levels of the kinds of users who do not currently have the opportunity to use these interactions. It is widely accepted that mobile access is higher than ever before, and that most people worldwide now own or have access to a phone. Increasingly, these phones are smartphones. As Gitau et al. [5] caution us, however, simply having access to a mobile is not the end of the story, and striving towards a future that is mobile-only will leave many behind. Issues around interfaces and interaction designs are especially challenging for emergent users [4] .
In situations where GUI-based interactions might not always be appropriate, then, we wondered whether it would be possible to use phones in conjunction with (non-interactive) posters to create a "pseudo-display". Consider the following scenario, which illustrates the concept:
Patrick wants to re-listen to a radio programme he heard recently. There's a poster for the radio station on a nearby wall, so he walks over and takes a look, opening the PosterPointing app on his phone. Using his phone as a pointer, he touches different areas, exploring the available content. The phone is able to recognise when he moves the phone to touch each area, turning the poster into an interactive display that he can use to search and filter episodes. After browsing for a while, Patrick finds the presenter he likes, and touches to listen again . . .
In this paper we present the design concept of PosterPointing. Similar phone+poster interactions have previously been investigated in African contexts -see, for example Smith and Marsden's photo-driven media downloads in taxis [17] . Our primary aim in this work, however was to investigate potential use-cases and interaction approaches for pointing and gesturing directly with non-interactive posters. We believe that this is an important step before investing significant research and development time into the idea, so chose to focus on capturing interaction styles, rather than technical developments.
In the rest of this paper, after a summary of related literature, we discuss potential approaches for implementing the concept, including an early technology prototype we have developed. Following this, we present the results of a study conducted to explore the possibility of using phones as pointers with large pseudo-displays. We conclude with a discussion of the potential benefits and challenges of using PosterPointing-like designs in the wild.
BACKGROUND
In this work we focus on two potential approaches to providing phone-as-a-pointer interaction with posters: image-based and sensor-based techniques.
Image recognition and augmented reality
Augmented reality (AR) and image recognition techniques allow digital elements to be layered visually on top of realworld objects, either in real-time or after capturing a photo. Previous work has investigated how these approaches could be used for large display interaction. For example, Ballagas et al. [2] used a grid of visual markers on a large screen in conjunction with a phone camera to allow selection of objects using the phone. Jiang et al. [10] used a similar approach to allow a mobile to move a cursor on a projected display.
In this work, however, we do not aim for interaction with a display; rather, we propose using the mobile as a pointer to interact directly with posters and other printed material. As a result, we cannot use the sorts of synchronisation methods seen in previous work (cf. [2] ) Previous work more similar to our concept includes systems such as Anoto [1] , which uses specially marked paper and a camera placed adjacent to a pen's nib to recognise document areas and support gestures while writing. Vincent et al. [18] demonstrated AR for tablet-based interaction with a printed wall-mounted map, but focused on optimising map interactions on the touchscreen of the tablet, rather than using the tablet itself as a pointer. Similarly, Henze et al. [8] support poster-based interaction, presenting a useful technique for object recognition, but focusing on interaction on the phone's screen, rather than using its physical form as a pointer. We see this work as being more closely positioned to, for example, Maunder et al.'s SnapAndGrab [14] , which used photos of media objects on a large display as surrogates for requesting Bluetooth transfer of related media, or that of Robinson et al. [15] , who used a pico-projected surface for pair-based sketching and storytelling.
Tag, token and sensor-based techniques
Previous work has extensively explored using physical tokens to support interaction with and around devices. For example, Rukzio et al.'s early work [16] proposed using NFC or RFID tags to enhance interaction with posters. Hardy et al. [7] built upon this concept to demonstrate how grids of these tags could be used to support the types of pointing interaction we imagine. While this technique has been shown to be effective, our aim is to remove the need for custom-made-and potentially prohibitively expensive-tag grid approaches. Instead, we focus on simplicity and potential widespread utility at the expense of some degree of pointing precision.
As we discuss below, one approach to this could be to use the phone's sensors to detect metal or magnetic objects in the vicinity of the poster the user is interacting with. Previous work has demonstrated how smartphones' onboard sensors can be used to orient objects around the device in this manner. For example, Ketabdar et al. [11] showed how a magnet held above a smartphone could be used to gesture to enter digits. Liang et al.'s approach [12] used a grid of magnets attached to a phone to provide accurate stylus input (supporting tilt, pressure and other features). Other related work includes that of Bianchi and Oakley [3] , who demonstrated on-device and adjacent-to-device tangible objects using magnetic fields.
The key difference between our concept and the majority of previous work is that prior research has focused interaction H e a lt h p o s te r H e a lt h p o s te r H e a lt h p o s te r Figure 1 . PosterPointing concept. From left to right: Senzo points to symptoms on the new self-help health information poster, then listens to the advice given. Wanting an expert's opinion, he records a short description of his symptoms by speaking into his phone, then points to the poster again to send details to a doctor for diagnosis.
around or on the device detecting movement. That is, whether using AR [6] , NFC [13] , multi-tag gestures [9] or other tracking approaches, related work has used the poster interaction as a way to initiate or support tasks that are then completed on the touchscreen of a smartphone or other device. In our work we imagine moving the detecting device (the smartphone), and using it as a pointer to other objects, offering a coarser level of precision but a potentially more natural interaction.
CONCEPT AND PROTOTYPE
As discussed in the previous section, there are various technological approaches that could potentially support the type of interactions we imagine. Figure 1 illustrates how we see the system being used in a self-help medical context, for example. Due to the nature of the design and the sensing techniques available, the degree of pointing precision that we are aiming for is lower than previous work. However, rather than supporting very precise interactions using pointing alone, we imagine using the system in conjunction with other multimodal feedback (activating relevant audio content over a low-bandwidth connection, for instance). Furthermore, movements over the surface could provide "drag and drop" and other functionality, and combinations of mobile screen interactions and surface movements may provide even richer interactions, such as pinch to zoom.
We have developed a prototype that supports some of these interactions. Currently, our design uses smartphone sensors in conjunction with a neodynium magnet positioned below a QR code in the centre of an A4-sized poster. After scanning the QR code (to uniquely identify the poster), our prototype prompts the user to perform a calibration step, by pointing to all four corners of the poster with the corner of their phone (similar to [15] ). This calibration information is saved for future interaction with this particular poster. Subsequently, the prototype is able to detect when the user touches the same corner of the phone elsewhere on the poster.
Our current design can support gross selections, detecting up to approximately ten unique areas on the poster. While this is potentially sufficient for some of the concept scenarios we imagine, its level of accuracy is not yet high enough for the richer interactions we have designed. Consequently, we are now turning our attention towards image recognition-based methods, as described in the background section. We imagine a refined prototype working in much the same way as our current design, but using the back of the phone rather than the corner as the pointer (e.g., keeping the poster in view of the camera); and, without the need for any initial user calibration.
Before carrying out this work, however, we felt it appropriate to explore the types of interactions and gestures that might be used by potential users, allowing us to assess, at a basic level, the degree of accuracy that the system would need to support.
EXPLORATORY STUDY
We performed an IRB-approved lab study in Mumbai, India in order to explore the potential viability of the approach, and its resonance with emergent users. Eight people were recruited to take part in a 20 min prototyping session. Participants were aged between 18-27, and all were male, working as housekeepers or casual labourers. All participants owned phones: one participant owned a smartphone, another owned a featurephone, and the remainder owned basic phones. Seven of the participants were classified at the Rote Learner stage of Devanuj and Joshi's User-Usage Model (cf. [4] ), with the sole smartphone user classified as Fluent.
The focus of this study was twofold. Firstly, we wanted to establish the viability of using the phone as a gestural pointer for users who are not familiar with advanced mobile devices and services. Our second goal was to explore the types of gestures and movements participants might choose to use with a small device in conjunction with a larger touch surface, allowing us to assess whether a future version of our prototype could support the sorts of interactions participants imagine using.
Procedure
At the start of the study participants were welcomed, given information about the purpose of the study and its tasks, and guided through an ethical consent procedure to ensure they were fully aware of their rights during the study, including drawing particular attention to our request to record video of the gestures they used. After participants consented, we collected basic demographic and technology experience information in addition to recording their level of education.
Following this, participants were asked to perform gestures to interact with two separate interaction scenarios printed on wall-mounted posters (see Fig. 2 ). The first of these was a selfhelp medical diagram (Fig. 2, left) , with participants asked to imagine that the poster interaction would be used as part of an early informational or self-diagnosis procedure before visiting a doctor. The second scenario involved grocery shopping (Fig. 2, right) , with participants thinking of ways to use gestures to indicate items that they wished to buy.
To demonstrate their gesture ideas, participants were given a non-functional (i.e., powered off) smartphone, and told that they should use the phone to interact with the poster. The phone was powered off in order to focus participants' attention on the device as a passive, location-tracking pointer rather than on its technological capabilities (which have been amply demonstrated in previous work in this area). Participants were told that they could touch anywhere on the phone or on the paper (or both in tandem) and that the phone knew where they were touching and how they were holding it.
The study tasks were semi-structured, beginning with a request from the researcher (e.g., "Imagine you had a rash on your stomach. How would you show your phone what is wrong with you?"). The participant then used the phone in conjunction with the poster to indicate-through touching, tapping or any other method of their choice-how they would indicate this condition. After the participant had demonstrated their gestures for this action, they were asked to show other variations and responses (e.g., "How would you show that you have more than one symptom?"), to explore the range of gestures that they might use to interact. The same format was used for the shopping scenario, with participants asked to buy a number of items, and then return one or more they no-longer wanted.
These tasks were repeated a second time (e.g., all participants interacted with a second set of both posters), with participants asked this time to briefly describe why they chose particular gestures, or whether they had any alternative gestures in mind. Finally, participants were thanked for their time, and given |100 as compensation for their participation.
RESULTS
We analysed the videos of each participant's interactions, paying particular attention to the areas of the phone that were used, gesture styles (e.g., tapping, pointing, drawing etc.), and any compound interactions that participants employed (such as using both pointing and another modality to interact). These observations were then clustered into distinct interaction forms, which we present below.
Participants demonstrated a wide range of gestures and interaction styles when interacting with the two scenarios. The most common approach to the tasks was for participants to touch the corner of the phone to a point on the poster to select items or positions. Six of the eight participants took this approach (see Fig. 3, (a-b) ). Of the remaining participants, one used the top edge of the phone to touch in a similar manner to those who had used the corner, while the last participant used the whole phone to gradually zoom into items to select them, as if using the camera to recognise the images, as shown in Fig. 3, (c) . 
Gesture styles
Participants tended to use one of two broad interaction styles observed: tapping the phone to positions in turn, or drawing a line between two or more positions. Half of the participants used each approach. Participants customised their gestures depending on the scenario that was in use, however, and several participants used both styles.
Self-help medical scenario
In the medical scenario, participants tended to touch part of the body and then touch the symptom image (in either order), indicating both the location and type of ailment that they were reporting. There were interesting behaviours around customising this response, however. For example, one participant wanted to indicate particularly severe pain, so they rubbed the corner of the phone on the symptom image, pressing especially hard to indicate the severity of the condition (see Fig. 3, (d) ). Another participant combined modalities, choosing to ignore the symptoms listed, and instead touching a body position and saying the word for the symptom. Finally, one participant chose not to touch the symptom images, but instead drew a tick or cross gesture in the air over each one, and then touched the body position to indicate where the condition was affecting them.
Shopping scenario
The shopping scenario highlighted several different behaviours in terms of item selection. The most common interaction was for participants to touch items and then touch the basket, using this gesture to indicate which items they wanted to buy. For quantities, participants repeated the whole gesture (e.g., three times for three items).
One interesting observation came when participants were asked to buy multiple different items, or all of the items at once. In this case, all participants chose to draw a line from item to item, making sure to touch each one, and then either drew a line to or touched the basket. None of the participants used the spatial arrangement of the items to, for example, allow circling or multiple selections -it was seen as important to touch all the items to select them.
When asked to remove items from the basket, six participants reversed the gesture they had used previously, though one participant touched the item and then made a gesture in the air (e.g., to throw the item away), and another touched the item and then swiped the screen of the phone.
Findings
Previous work in this space has largely focused on completing the final step of precise tasks using a touchscreen (e.g., [18] ), but our participants focused primarily on gestures with the phone itself. Clearly, our experimental design encouraged participants to use the phone in conjunction with the poster, but we would argue that the range of similar gestures used by participants suggests a space for the types of interaction we are investigating.
Interestingly, some participants chose to demonstrate multimodal gestures, entirely unprompted. This finding offers support for our concept of interacting with, say, an audio service, or potentially another way to refine gesture accuracy.
In general, participants' gestures replicated the standard task flow of physical versions of the tasks (e.g., touching an item before the basket to put the item in; reversing this to remove the item). Participants did not take advantage of the spatial arrangement of the poster to select multiple items, or perform larger-scale gestures, such as circling a group of items. This suggests that future versions of our design will need higher precision than is currently supported. While most participants naturally used the corner of the phone to touch items, one participant chose to hold the phone as if its camera was viewing the item being selected, suggesting that camera-based tracking could be used for a refined version of our prototype.
CONCLUSION
In this work we have explored the potential for creating pseudo-displays using posters rather than touchscreens. We asked emergent users to carry out a range of simple transactions using a phone+poster interaction technique of their choosing. Seven of eight participants did not have access to smartphones, and none had previously interacted with sensor-based interfaces. Despite this, all were able to imagine and demonstrate interacting with a poster in this way, generating a range of different gestures and combinations of the phone and the paper display.
Our early prototype of the PosterPointing system uses inertial sensor-based tracking to provide a relatively low level of accuracy. The next step in this work is to develop a refined prototype, initially using camera-based tracking. We then plan to deploy the design with emergent users in context.
