If a sampled-data linear system is considered on a fixed finite time interval, it is not a trivial matter to determine whether the output" of the inverse of the system converges or diverges as the sampling period goes to 0 because the number of sample points increases while some zeros of the pulse transfer function tend to the boundary between the stable and unstable areas. This paper discusses the inverse of sampled-data systems obtained from linear continuous-time systems of relative degree 2.
Introduction
Since the zeros of the pulse transfer function of sampled-data systems and the zeros of the transfer function of continuous-time systems have no simple relation, in contrast to the poles, many papers on the behavior of the zeros of sampled-data systems have been published [l, 2, 31 . Several approaches to determine stability or avoid unstable zeros have been presented. On the other hand, little has been published about the inverse of sampled-data systems on fixed finite time intervals, which requires a different approach because the number of sample points increases as the sampling period goes to 0, while zeros vary. It is known that the zeros of the pulse transfer function of a sampled-data system approach the zeros of
where b p k = ) and m and n indicate the degree of the numerator and the denominator of the continuous-time transfer function, respectively [l] . According to this result, if the relative degree of the transfer function of a continuous-time system is 1 or 2, all zeros tend to the unit circle, i.e. the boundary of the stable area. In this case, it is not a trivial matter to determine whether the output of the a = 1 (-l)k-iiP ( adachi@i.kyoto-u.ac.jp inverse sampled-data system converges or diverges as the sampling period goes to 0 on a finite time interval. The authors have shown the convergence in the case of relative degree 1 and that this holds true even if unstable zeros exist [4] . In this paper, we will demonstrate a similar property in the case of relative degree 2.
Sampled-data systems on a finite time interval
Consider a linear continuous-time SISO system
with the initial condition z(0) = 0 on a finite time 
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Next, consider the sampled-data system that is derived 
... (12) and
respectively. The main result is as follows. The convergence (15) is established by making use of the Taylor expansions of zeros [3] , namely, q;(A) = l + -y i A + O ( A 2 ) ( i = 1 7 2 , . . . , n -2 )
where M ( n ) is a constant dependent on n.
Application and concluding remarks
The former result [4] and the main result of this paper imply that if the relative degree is 1 or 2, the solution of an optimal control problem T minimize 1 {y(t) -y*(t)}2dt (17) or the inverse problem
can be approximated by the solution of the finitedimensional minimization problem minimize lrAv -aAy*l2 (19) namely, r i O A Y * . We can arbitrarily reduce the intersample residuals on [0, TI by shrinking the sampling period A regardless of the stability of the zeros. We can also formulate problems of iterative learning control [4] simply as minimization problems (19). It should be noted that such a property is uncommon for a relative degree of more than 2, because there may be zeros that converge to certain points exterior to the unit circle [l] .
