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This paper considers a new class of network ﬂows, called dynamic generative network
ﬂows in which, the ﬂow commodity is dynamically generated at a source node and dynam-
ically consumed at a sink node and the arc-ﬂow bounds are time dependent. Then the max-
imum dynamic ﬂow problem in such networks for a pre-speciﬁed time horizon T is deﬁned
and mathematically formulated in both arc ﬂow and path ﬂow presentations. By exploiting
the special structure of the problem, an efﬁcient algorithm is developed to solve the gen-
eral form of the dynamic problem as a minimum cost static ﬂow problem.
 2009 Elsevier Inc. All rights reserved.1. Introduction
Flow variations over time (some times called dynamic ﬂow) are important features in network ﬂow problems arising in
various real applications such as road or air trafﬁc control, production systems and communication networks. Examples and
further applications can be found in the literature such as, Aronson [1], Powell et al. [2], Hoppe [3] and Fonoberova [4]. This
class of network ﬂows was ﬁrst introduced by Ford and Fulkerson [5]. A comprehensive survey and bibliography was given
by Aronson [1]. The network ﬂows with ﬂow transition time were called ‘‘ﬂow over time”. Then some of the authors used the
term ‘‘dynamic ﬂow” for such kind of network ﬂows [1,3,4,6–8].
In all models developed so far, the time dimension has been employed for ﬂow transition, but in many optimization prob-
lems, originating from real-life systems, the time factor for generations or consumptions of ﬂow is a key factor in the problem
formulation. In all of the so-called dynamic network ﬂow, the characteristics parameters, such as arcs capacity, ﬂow cost and
nodes supply/demand are constant values independent of time. While these network properties remain constant, using the
term ‘‘dynamic ﬂow” is not quite true, but the term ‘‘ﬂow over time” is more suitable. In this paper we consider the real dy-
namic network ﬂows, in which thementioned parameters, namely, arc capacities and node supplies/demands are functions of
time. Since in such kind of network ﬂows, the ﬂow supplies are generated over time, and also the ﬂow is absorbed dynamically
in some other nodes, we call this class of network ﬂows as dynamic generative network ﬂows (DGNF), where travel and trans-
mission time are instantaneous. Moreover, in contrast to static ﬂow problems, ﬂow values on arcs may change with time in
these networks. Dynamic ﬂows arewidely used inmodeling of control processes from different technical, economic and infor-
mational systems. This paper consists of modeling, analyzing and solving the problem of maximum dynamic ﬂow (MDF) on a
dynamic generative network ﬂow consisting of a source node s, a sink node d and a pre-speciﬁed integral time horizon T.
The source node s generates ﬂow during the time horizon and the amount of generated ﬂow is determined by generative
function ps(t) for all t 2 [0,T]. Also the amount of ﬂow consumed (absorbed) by the sink node d, is determined by function
rd(t), t 2 [0,T].. All rights reserved.
; fax: +98 (0)2166412178.
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In such kind of network ﬂows, the amount of ﬂow on an arc changes at every moment during a pre-speciﬁed time horizon T.
In this paper, we have proposed two methods for studying and solving the above problem in dynamic generative network
ﬂows. The basic method used for investigation of the problem relies on an auxiliary network. As it will be showed, the max-
imum ﬂow problem on generative dynamic networks, in general case, can be formulated as a linear programming model
whose special structure lead to an efﬁcient solving algorithm. Finally, we formulate the MDF problem using the ﬂow decom-
position Theorem in the path and cycle presentation form [9].
In Section 2, we explain the needed deﬁnitions and preliminary items. In Section 3, the proposed problem is formulated in
two cases; continuous and discrete time. Moreover, the feasibility conditions and the dual of the problem are explained after
developing the notion of s  d cut to dynamic s  d cut. Also, we use the idea of residual (static) network to deﬁne the resid-
ual dynamic network. In Section 4, we describe a new time expanded network representation of a DGNF which can be con-
sidered as a static network ﬂow and explain how to solve the MDF problem on this static network as a static minimum cost
ﬂow problem. Moreover, an efﬁcient path formulation of the problem using decomposition ﬂow theorem, is developed in
Section 5. Finally, a different method for the problem in a special case is stated in Section 6.
2. Deﬁnitions and preliminaries
In this section, we provide the basic concepts describing dynamic generative network ﬂows with a source node s and a
sink node d. Assume that G = (V,A,T) is a network ﬂow with node set V, arc set A and an integral time horizon T. There are
time-varying arc capacities uij(t), horizon capacities uij and time-varying lower bounds lij(t) assigned to each arc (i, j) 2 A. The
horizon T is the time until which the ﬂow can travel in the network. The amount of generated ﬂows in the (generative) source
and the amount of absorbed ﬂows in the (consumer) sink are also functions of time, and the amount of ﬂow on each arcs will
change during [0,T].
In a DGNF, x(t):A? R+ is a feasible Continuous dynamic ﬂow, if it satisﬁes the following constraints:X
j
Z h2
h1
xijðtÞdt 
X
j
Z h2
h1
xjiðtÞdt ¼ 0 8i 2 V n fs;dg; 8h1; h2 2 ½0; T; ð2:1Þ
0 6 lijðtÞ 6 xijðtÞ 6 uijðtÞ < 1 8ði; jÞ 2 A; 8t 2 ½0; T; ð2:2ÞZ T
0
xijðtÞdt 6 uij 8ði; jÞ 2 A; ð2:3Þ
xijðtÞ ¼ 0 8ði; jÞ 2 A 8t > T; ð2:4ÞThe value xij(t) is the amount of ﬂow passing arc (i, j) at timet 2 [0,T]. Conditions (2.1) are the ﬂow conservation constraints
for all intermediate nodes and time pointst 2 [0,T]. Conditions (2.2) and (2.3) are the boundary value constrains. In other
words, condition (2.2) represents the minimum and maximum possible amount of ﬂow on arc (i, j) at any moment t. Condi-
tion (2.3) denotes the upper bound on total ﬂow that we can send from node i along arc (i, j) during the time horizon T, not on
the ﬂow that becomes available on the arc (i, j) during the horizon T, in which we consider
R T
0 uijðtÞdt P uij. Conditions (2.4)
guarantees that the ﬂow can just travel in the network until the end of a pre-speciﬁed time interval. We have assumed that
no arcs enter the source node and no arcs leave the sink node.
Therefore, the value of a dynamic s  d ﬂow, x(t), is given byf ¼
X
ðs;jÞ2A
Z T
0
xsjðtÞdt:Note that f is the total amount of ﬂow leaving the source node s until time T, and that, because of ﬂow conservation in inter-
mediate nodes, this value is equal to the total amount of ﬂow arriving into the sink node d until time T, i.e.,X
j
Z T
0
xsjðtÞdt ¼
X
j
Z T
0
xjdðtÞdt:2.1. Canceling the time-varying lower bounds
The dynamic ﬂow x(t) with time horizon T is a feasible ﬂow in the DGNF if it satisﬁes the conditions (2.1)–(2.3). By replac-
ing xijðtÞ ¼ x0ijðtÞ þ lijðtÞ for every (i,j) 2 A, we obtain the following equivalent constraints:X
j
Z h2
h1
x0ijðtÞdt 
X
j
Z h2
h1
x0jiðtÞdt ¼
Z h2
h1
v iðtÞdt 8i 2 V n fs; dg; 8h1; h2 2 ½0; T; ð2:5Þ
0 6 x0ijðtÞ 6 u0ijðtÞ < 1 8ði; jÞ 2 A; 8t 2 ½0; T; ð2:6ÞZ T
0
x0ijðtÞdt 6 u0ij 8ði; jÞ 2 A; ð2:7Þ
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X
j
ljiðtÞ 
X
j
lijðtÞ; ð2:8Þis considered as supplies/demands of node i 2 Vn{s,d} at time t 2 [0,T]. In order to have a similar case at nodes s and d we
deﬁne vs(t) = ps(t) and vd(t) = rd(t) for all t 2 [0,T]. Observe that u0ijðtÞ ¼ uijðtÞ  lijðtÞ and u0ij ¼ uij 
R T
0 lijðtÞdt. Therefore, con-
straints (2.1)–(2.3) are then equivalent to constraints (2.5)–(2.7). That is if x0ijðtÞ is a feasible ﬂow in the transformed network
(2.5)–(2.7), then xijðtÞ ¼ x0ijðtÞ þ lijðtÞ is a feasible solution of (2.1)–(2.3).
Deﬁnition 2.1 (Potential Energy Function). We deﬁne for every intermediate node i 2 Vn{s,d} a potential energy function vi(t)
by (2.8) and node i is called a generative node if vi(t) > 0 for every t 2 [0,T] and it is called a consumer node if vi(t) < 0 for every
t 2 [0,T]. We consider node i as a transshipment if vi (t) = 0 for every t 2 [0,T]. And we deﬁne ViðTÞ ¼
R T
0 v iðtÞdt as the
potential energy of node i at horizon T.
Remark 2.1. According to the foregoing discussions if x0(t) is a maximum ﬂow in the transformed generative network with
value f 0 ¼Pðs;jÞ 2 A R T0 x0sjðtÞdt, then x(t) = x0(t) + l(t) will be a maximum ﬂow in the original generative network with value
f ¼Pðs;jÞ2A R T0 ðx0sjðtÞ þ lijðtÞÞdt.
3. The maximum dynamic ﬂow problem in DGNF
We can formulate the dynamic ﬂow problem in two ways depending on whether we use a discrete or continuous repre-
sentation of time. The discrete-time dynamic ﬂow problem is a discrete-time expansion of a static network ﬂow problem. In
this case we distribute the ﬂow over a set of predetermined time steps t = 0,1, . . . ,T  1. In a continuous-time dynamic ﬂow
problem we look for the ﬂow which distributed continuously over time within the time horizon T.
Remark 3.1. Regarding the previous section, we can formulate anyMDF problem on a DGNFwith time-varying lower bounds
as a MDF problemwithout lower bounds. So henceforth we focus on the generative network problems without lower bounds.3.1. The continuous time model
Let us consider the maximum dynamic ﬂow (MDF) problem on a DGNF with source s and sink d. The MDF problem on a
DGNF is the problem of ﬁnding a feasible ﬂow with maximum value from source s to sink d within a pre-speciﬁed time hori-
zon T such that ﬂow going through arcs does not exceed their bounds. Hence, we can formulate the MDF problem as follows:ðMDFÞ max fX
j
Z T
0
xsjðtÞdt ¼ f ; ð3:1Þ
X
j
Z T
0
xjdðtÞdt ¼ f ; ð3:2Þ
X
j
Z h2
h1
xijðtÞdt 
X
j
Z h2
h1
xjiðtÞdt ¼
Z h2
h1
v iðtÞdt 8i 2 V n fs; dg; 8h1; h2 2 ½0; T; ð3:3Þ
Z T
0
xijðtÞdt 6 uij 8ði; jÞ 2 A; ð3:4Þ
0 6 xijðtÞ 6 uijðtÞ < 1 8ði; jÞ 2 A; 8t 2 ½0; T; ð3:5Þ
xijðtÞ ¼ 0 8ði; jÞ 2 A; 8t > T: ð3:6ÞIn order to exist a feasible ﬂow during [0,T], we require that
P
i2V
R h
0 v iðtÞdt ¼ 0, for every h 2 [0,T]. In particular, the feasi-
bility of MDF problem at the horizon T requires that
P
i2VViðTÞ ¼ 0. It is easy to show that these conditions are necessary
but not sufﬁcient. In order to take T into account, we require that xij(t) = 0, "t > T.
Lemma 3.1. The value of any dynamic s  d ﬂow can be stated as f ¼ R T0 f ðtÞdt, where f(t) is the amount of ﬂow leaving the
generative source s at time moment t 2 T. Moreover, f ðtÞ 6Pðs;jÞ 2 AusjðtÞ, "t 2 [0,T] and f 6Pðs;jÞ 2 Ausj.
Proof. Indeed f ¼Pðs;jÞ 2 A R T0 xsjðtÞdt ¼ R T0 Pðs;jÞ 2 AxsjðtÞdt. Let f ðtÞ ¼Pðs;jÞ 2 AxsjðtÞ, then f ¼ R T0 f ðtÞdt. Also we know that
xij(t) 6 uij(t), "(i,j) 2 A, then f ðtÞ 6
P
ðs;jÞ 2 AusjðtÞ. Considering the horizon capacity, it is found that f 6
P
ðs;jÞ 2 Ausj. h3.2. The discrete-time model
A dynamic generative network ﬂow G = (V,A,T) with discrete-time consists of a set of nodes V, (jVj = n), a set of arcs A,
(jAj =m), two capacity functions u:A  N? R+ and u: A? R+ where N = {0,1, . . . ,T-1} is a set of time steps. As before, every
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t 2 [0,T].
The feasibility constraints for a ﬂow in this case are the same as continuous case. It is sufﬁcient to replace in (2.1)–(2.4),R h2
h1
with
Ph2
h1
and "h1,h2 2 [0,T] with " h1,h2 2 N. Such a ﬂow is called a feasible discrete dynamic ﬂow. Where xij(t) is the
amount of ﬂow passing through arc (i, j) at time step t. It is easy to observe that the ﬂow does not enter arc (i, j) at time step
t if tP T. Similarly, the value of the discrete dynamic s  d ﬂow, x(t), is given byf ¼
X
t2N
X
ðs;jÞ2A
xsjðtÞ: ð3:7ÞNow with regard to the deﬁned notations and Remark 3.1, we can formulate the MDF problem on a discrete-time DGNF with
time horizon T in a analogous way as in the continuous case stated in expressions (3.1)–(3.6). It is sufﬁcient to replace
R h2
h1
with
Ph2
h1
.
It is easy to see that if for each i 2 Vn{s,d}, vi(t) is a constant and T = 0, then the problem becomes a maximum ﬂow prob-
lem on a static network ﬂow.
Lemma 3.2. The value of any discrete dynamic s  d ﬂow can be computed as f ¼Pt 2 Nf ðtÞ, where f(t) is the amount of ﬂow
leaving the source s at time step t 2 T. Moreover, f ðtÞ 6Pðs;jÞ 2 AusjðtÞ, "t 2 N and f 6Pðs;jÞ 2 Ausj.
Proof. It is similar to the proof of Lemma 3.1.
It can be seen that the conservation constraints in the discrete-time model are equivalent toX
j
xijðtÞ 
X
j
xjiðtÞ ¼ v iðtÞ 8i 2 V=fs;dg; 8t 2 N: ð3:8ÞSince,
P
j
Ph2
t¼h1xijðtÞ 
P
j
Ph2
t¼h1xijðtÞ ¼
Ph2
t¼h1
P
jxijðtÞ 
P
jxjiðtÞ
 
, " h1,h2 2 N.
Now, with regard to Lemma 3.2 we may equivalently reformulate the MDF problem on a dynamic generative network G
as following:ðMDFÞ max
X
t2N
f ðtÞ; ð3:9Þ
X
j
xijðtÞ 
X
j
xjiðtÞ ¼
f ðtÞ if i ¼ s
v iðtÞ if i–s;d 8t 2 N
f ðtÞ if i ¼ d;
8><
>: ð3:10Þ
0 6
X
t2N
xijðtÞ 6 uij 8ði; jÞ 2 A; ð3:11Þ
0 6 xijðtÞ 6 uijðtÞ 8ði; jÞ 2 A; 8t 2 N; ð3:12Þ
xijðtÞ ¼ 0 8ði; jÞ 2 A; 8t R N:  ð3:13Þ3.3. Feasibility conditions
Before stating the feasibility conditions of the problem, we need to deﬁne dynamic cuts.
Deﬁnition 3.1 (Dynamic Cut). If /– S  V and S ¼ V n S then a dynamic cut ðS; SÞ, is deﬁned asðS; SÞ ¼ fði; jÞ 2 A : i 2 S; j 2 Sg:Deﬁnition 3.2 (s  d Dynamic Cut). We say that a dynamic cut ðS; SÞ is a s d dynamic cut if the set S contains the generative
source s and the set S contains the consumer sink d.
Deﬁnition 3.3 (Capacity of Dynamic Cut). Let ðS; SÞ be a dynamic cut in a generative network ﬂow G. Then the capacity of a
dynamic cut ðS; SÞ, is deﬁned as:uðS; SÞ ¼
X
ði;jÞ2ðS;SÞ
uij 
X
i2S
ViðTÞ: ð3:14ÞTheorem 3.1. The value of any feasible dynamic ﬂow is bounded above by the capacity of any s  d dynamic cut in a generative
network ﬂow.
Proof. Let ðS; SÞ be any s  d dynamic cut in a generative network ﬂow, G, and x(t), be a dynamic ﬂow in G. Summing the ﬂow
conservation equations of the MDF problem over nodes inS, we get
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i2S
X
j
xijðtÞ 
X
j
xjiðtÞ
 !
¼ f ðtÞ þ
X
i2S
v iðtÞ:The above equation holds at every time step. Hence,X
i2S
X
t2N
X
j
xijðtÞ 
X
t2N
X
j
xjiðtÞ
 !
¼
X
t2N
f ðtÞ þ
X
t2P
X
i2S
v iðtÞ:Now, according to the deﬁnition of potential energy of a node i at time horizon T and Lemma 3.2, we obtain
f 6
P
ði;jÞ2ðS;SÞuij 
P
i2SViðTÞ. h
Hence, we have constructively proved the following.
Corollary 3.1. The value of the maximum dynamic ﬂow in DGNF is less than or equal to the capacity of any s  d dynamic cut in
the generative network.
Remark 3.2. The value of any dynamic ﬂow, x(t), in a generative network ﬂow can be described byf ¼
X
t2N
X
ði;jÞ2ðS;SÞ
xijðtÞ 
X
t2N
X
ði;jÞ2ðS;SÞ
xjiðtÞ 
X
i2S
ViðTÞ: ð3:15ÞTheorem 3.2. The necessary and sufﬁcient conditions for a generativenetworkﬂow to be feasible are that for every dynamic cut ðS; SÞX
i2S
Xh
t¼0
v iðtÞ 6
X
ði;jÞ2ðS;SÞ
Xh
t¼0
uijðtÞ 8h 2 N; ð3:16Þ
X
i2V
Xh
t¼0
v iðtÞ ¼ 0 8h 2 N; ð3:17Þ
uðS; SÞP 0: ð3:18ÞProof. Suppose that G = (V,A,T) is a DGNF. Let t 2 N be an arbitrary time step. The necessary and sufﬁcient conditions for
feasibility of a MDF at step t is [9]: For any /– S  V:X
i2S
v iðtÞ 6
X
ði;jÞ2ðS;SÞ
uijðtÞ;
X
i2V
v iðtÞ ¼ 0:Let h 2 N be an arbitrary time point. Then summing the above inequalities up to h, we get the following:Xh
t¼0
X
i2S
v iðtÞ ¼
X
i2S
Xh
t¼0
v iðtÞ 6
Xh
t¼0
X
ði;jÞ2ðS;SÞ
uijðtÞ ¼
X
ði;jÞ2ðS;SÞ
Xh
t¼0
uijðtÞ;
Xh
t¼0
X
i2V
v iðtÞ ¼
X
i2V
Xh
t¼0
v iðtÞ ¼ 0:Also for feasibility of the MDF problem at T, it is necessary and sufﬁcient that the following conditions hold:X X
i2S
ViðTÞ 6
ði;jÞ2ðS;SÞ
uij; for every dynamic cut ðS; SÞ:Then, according to the deﬁnition of the capacity of a dynamic cut, uðS; SÞP 0. h3.4. Some notes on duality (dynamic dual)
As in the static network maximum ﬂow problem, a dynamic cut in generative networks has a close relation with the dual
of a MDF problem. A dual formulation of the MDF problem,MDF, is obtained by assigning multipliers wi(t), hij and hij(t) to the
constraints (3.10)–(3.12), respectively, i.e.:MDF : min
X
t2N
X
i2V
wiðtÞv iðtÞ þ
X
ði;jÞ2A
hijuij þ
X
t2N
X
ði;jÞ2A
hijðtÞuijðtÞ; ð3:19Þ
wnðtÞ w1ðtÞ ¼ 1; 8t 2 N; ð3:20Þ
wiðtÞ wjðtÞ þ hijðtÞ þ hij P 0; 8ði; jÞ 2 A; 8t 2 N; ð3:21Þ
hijðtÞP 0; hij P 0 8ði; jÞ 2 A: ð3:22ÞWhere w1(t) = ws(t) andwn(t) =wd(t).
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are simpliﬁed intowiðtÞ wjðtÞ þ hijðtÞ þ hij P 0 8ði; jÞ 2 A; 8t 2 N;
hijðtÞP 0; hij P 0 8ði; jÞ 2 A:Theorem 3.3. Every s  d dynamic cut ðS; SÞ determines a feasible solution to the dual of the MDF problem on a generative
network ﬂow.Proof. Assume ðS; SÞ is any s  d dynamic cut. For achieving a feasible solution of the dual problem, it is sufﬁcient to setwiðtÞ ¼ 1 i 2 S
0 i 2 S
(
; 8t 2 N;
hij ¼ 1 ði; jÞ 2 ðS; SÞ
0 o:w
(
8ði; jÞ 2 A;
hijðtÞ ¼ 0 8ði; jÞ 2 A; 8t 2 N:
Now, it is easy to see that the above values do not violate any constraints of the dual problem. h
Remark 3.3. The foregoing Theorem leads to another proof for Theorem 3.1. It is sufﬁcient to see thatX
t2N
X
i2V
v iðtÞ ¼
X
t2N
X
i2S
v iðtÞ þ
X
t2N
X
i2S
v iðtÞ ¼ 0;for every dynamic cut ðS; SÞ.3.5. Residual dynamic network
Here, we extend the idea of residual network in the static network [9,10] to the dynamic one. Suppose that arc (i,j) carriesP
t 2 NxijðtÞ units of ﬂow during [0,T]. Then we can pass the additional uij 
P
t 2 NxijðtÞ units of ﬂow along arc (i, j) during [0,T]
without violating any time-varying capacity. Also, we can send up to
P
t 2 NxijðtÞ units of ﬂow from node j to node i over the
arc (i, j) during the horizon T, which amounts up to canceling the existing ﬂow on the arc. Using this idea, the residual dy-
namic network ﬂow with respect to the dynamic ﬂow x(t), in the generative network ﬂow G, is deﬁned as follows:
Deﬁnition 3.4 (Residual Dynamic Network). We deﬁne the residual dynamic network with respect to a given feasible
dynamic ﬂow x(t) as GðxðtÞÞ ¼ ðV ;Ax1 [ Ax2; TÞ whereAx1 ¼ ði; jÞ 2 A : uij P
X
t2N
xijðtÞ
( )
;
Ax2 ¼ ði; jÞ 2 A : 0 <
X
t2N
xijðtÞ
( )
:The residual dynamic network G(x(t)) is provided with residual arc capacities as:uxij ¼ uij 
X
t2N
xijðtÞ for ði; jÞ 2 Ax1;
uxji ¼
X
t2N
xijðtÞ for ði; jÞ 2 Ax2:Theorem 3.4 (Maximum Dynamic Flow-Minimum Dynamic Cut). The value of a maximum dynamic ﬂow from the source node
s to the sink node d in a DGNF equals the value of a s  d dynamic cut with minimum capacity.
Proof. Assume that x(t) is the current feasible dynamic ﬂow and G(x(t)), is the residual dynamic network with respect to x(t)
such that no directed path exist, in G(x(t)), from source s to sink d. We will show that the current ﬂow x(t) is a maximum ﬂow.
Suppose that S be a set of nodes in G(x(t)) that can be reached along some directed path in G(x(t)) from source s. Let S ¼ V n S.
Clearly, s 2 S and d 2 S.consider arcs between S and S. First, for each arc ði; jÞ 2 ðS; SÞ must have uij ¼
P
t 2 NxijðtÞ; Otherwise
there would be an arc (i,j) in G(x(t)), and therefore, j 2 S (a contradiction). Second, for each arc ði; jÞ 2 ðS; SÞ must haveP
t 2 NxijðtÞ ¼ 0; Otherwise there would be an arc (j, i) inG(x(t)), and therefore, i 2 S (a contradiction). Now, according to
Remark 3.1 the value of the current ﬂow,x(t), equals the capacity of the s  d dynamic cut ðS; SÞ. But then Theorem 3.1 implies
that x(t) is a maximum ﬂow and ðS; SÞ is a minimum s  d dynamic cut. h
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To solve the formulated MDF problem we propose an approach based on transforming the problem to a minimum cost
static ﬂow problem. We consider the discrete-time models, in which all times are integral and bounded by T. We show that
the dynamic problem on the generative network ﬂow G = (V,A,T) can be reduced to a static ﬂow problem on an auxiliary
network GT = (VT,AT), called time expanded network. The advantage of this method is that it transforms the problem of deter-
mining a maximum ﬂow on a DGNF into a static network ﬂow problem.
Deﬁnition 4.1 (Time Expanded Network). For a generative network ﬂow G = (V,A,T) the time expanded networkGT = (VT,AT)
is deﬁned as follows:
1. Vt = {itji 2 V,t 2 N}
2. AT = {(i,j)t = (it,jt)j(i,j) 2 A,t 2 N}
3. v ti ¼ v iðtÞ for it 2 VT
4. utij ¼ uijðtÞ for (i,j)t 2 AT
5. uTij ¼ uij for{(i,j)tjt 2 N}Note that, for the network GT, jVTj = nT and jATj =mT. According to the deﬁnition of time expanded network for a gener-
ative network, G = (V,A,T), with a source node s and a sink node d, the related time expanded network, GT, contains T source
nodes s0,s1, . . . ,sT1 and T sink nodes d0,d1, . . . ,dT1. In the time expanded network, we can consider the problem as a static
network ﬂow problem. It is easy to see that any static ﬂow, xt, in GT from the source nodes s0,s1, . . . ,sT1 to the sink nodes
d0,d1, . . . ,dT1 is equivalent to a dynamic ﬂow, x(t), from the source s to the sink d in G and vice versa.
For example, Let us construct the time expanded network GT from the generative network G given in Fig. 1. The set of time
points is N = {1,2,3}. We assume the potential energy functions vi(t), "i 2 Vn{s,d}, time-dependent capacities uij(t) and hori-
zon capacities uij are given (see Fig. 2).
Now, with regard to the deﬁnition of time expanded network we get the following equivalent formulation of the MDF
problem on a generative network ﬂowG.max f T ¼
X
t2N
f t; ð4:1Þ
X
j
xtij 
X
j
xtji ¼
f t if i ¼ st
v ti if i–st ;d
t t 2 N
f t if i ¼ dt
8><
>: ; ð4:2Þ
0 6
X
t2N
xtij 6 uTij fði; jÞt j t 2 Ng; ði; jÞ 2 A; ð4:3Þ
0 6 xtij 6 utij 8ði; jÞt 2 AT ; t 2 N: ð4:4Þ
Where fT is the value of the static ﬂow, xt, in the time expanded network GT, and xtij represents the amount of ﬂow passing
through the arc (i,j)t 2 AT.
Note that, constraint (4.3) corresponds to a subset of arcs, in the time expanded network, instead of a constraint on each
arc separately. In fact, this constraint guaranties the total ﬂow traversing the arc throughout the time horizon T is at most
uTij½¼ uij as we require. We refer to this constraint as the collective constraint.
Theorem 4.1
(i) Let x:A  N? R+ be a dynamic ﬂow G. Then the function xt:AT? R+ with following deﬁnition represents a static ﬂow in GT:
xtij ¼ xijðtÞ for ði; jÞt 2 AT ; t 2 N: ð4:5ÞFig. 1. A dynamic generative network ﬂow G.
Fig. 2. The time expanded network GT.
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xijðtÞ ¼ xtij for ði; jÞ 2 A;t 2 N;
xijðtÞ ¼ 0 for ði; jÞ 2 A;t R N:
ð4:6Þ(iii) The value of any dynamic ﬂow in the generative network ﬂow G is equal to the value of its corresponding ﬂow in GT, i.e., f = fT.Proof. It is obvious that the function (4.5) is a bijection from the set ﬂows in the generative network G onto the set of ﬂows
in GT. Let xij(t) be a dynamic ﬂow in G, and xtij a corresponding function in G
T. Let’s prove that xtij satisﬁes the conservation
constraints in the static network GT. Let i 2 V/{s,d} be an arbitrary node and t, an arbitrary time step:v iðtÞ ¼
X
j
xijðtÞ 
X
j
xjiðtÞ ¼
X
j
xtij 
X
j
xtij ¼ v ti : ð4:7ÞNote that, according to the deﬁnition of the time expanded network all necessary conditions are satisﬁed for each interme-
diate node it 2 VT. In such a way for any static ﬂow xtij in GT, the corresponding function xij(t) is a dynamic ﬂow in G. It is easy
to verify that a feasible ﬂow in G is a feasible ﬂow in network GT and vice versa. Indeed,0 6 xtij ¼ xijðtÞ 6 uijðtÞ ¼ utij;X
t2N
xtij ¼
X
t2N
xijðtÞ 6 uij ¼ uTij:The value of the static ﬂow xt in the time expanded network GT is determined as:f T ¼
X
t2N
X
ðs;jÞt2AT
xtsj ¼
X
t2N
X
ðs;jÞ2A
xsjðtÞ ¼ f : Remark 4.1. According to Theorem 4.1, for any DGNF, G, there exists a bijection from the set of feasible ﬂows in G onto the
set of feasible ﬂows in the time expanded network ﬂow, GT. Suppose F is the set of feasible ﬂows in G = (V,A,T) and FT is the
set of feasible ﬂows in GT = (VT,AT). Deﬁnef : F ! FTasf ðxijðtÞÞ ¼ xði; jÞt  xtij:
Now with respect to deﬁnition of time expanded network and relations (4.1)–(4.4), the MDF problem on GT also can be re-
duced to the following matrix form, (4.8), as a linear programmax
X
t2N
f t;
Axt þ ðen  e1Þf t ¼ vt 8t 2 N;
0 6
X
t2N
xt 6 uT ;
0 6 xt 6 ut 8t 2 N;
f 6
X
ðs;jÞ2A
usj;
f t 6
X
ðs;jÞ2A
utsj 8t 2 N:
ð4:8Þ
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view ft as a ﬂow variable on an arc from node dt to node st. A is the node-arc incidence matrix of the network. In order to
simplify notation, we deﬁne vector xt ¼ xtij
n o
ij
; f t
 
, that is the vector of ﬂows for t 2 N in the network GT. Also, we assign
a cost coefﬁcient of zero to every ﬂow variable except ft, "t 2 N, which receive a 1. Hence, for every t 2 N, we assign a cost
vectorct ¼ f0; 0; . . . ; 0; 1g. Therefore, we get the new formulation, (4.9), below.
X
ttmin
t2N
c x ;
Axt ¼ vt 8t 2 N;
0 6
X
t2N
xt 6 uT ;
0 6 xt 6 ut 8t 2 N:
ð4:9ÞWhere A is the node-arc incidence matrix of the network after adding dynamic return arc f to network G (note that, it is
equivalent to adding return arcs ft in GT). ut ¼ utij
n o
ij
;
P
ðs;jÞt 2 AT u
t
sj
 
represent the vector of arc capacities on ﬂows for
t 2 N in GT. Also uT ¼ uTij
n o
ij
;
P
t2N
P
ðs;jÞt2ATu
T
sj
 
represent the vector of upper limits on the total ﬂow passing through the
arcs for all t 2 N. vt ¼ 0; v ti ; 0
 
i–st ;dt represent the vector of the (time-varying) potentials at t in the network G
T.
The arc formulation of the problem stated in (4.9) shows that, we can formulate the MDF problem on a DGNF as a static
minimum cost ﬂow problem. Note that, the size of the matrix for the linear program (4.9)A 0 0 0
0 . .
. . .
.
0
0 0 A 0
I I    I
2
66664
3
77775;will be (m + nT)  (m +mT + T). Since the arc formulation stated in (4.9) contains m + nT constraints (it contains one mass
balance constraint for every node and one horizon capacity constraint for every arc at every time step). It hasm +mT + T vari-
ables (including the slack variables and variables ft, for every t 2 N). The special structure of the node-arc incidence matrix
means that the linear program can be attacked by the Dantzig–Wolfe decomposition principle [11] and some other methods
to the foregoing problem [10,12–14].
Consider the application of a decomposition algorithm to the obtained minimum cost static ﬂow problem. Let
Xt ¼ xt : Axt ¼ vt ;0 6 xt 6 ut
n
. Let us assume that each component of ut is ﬁnite so that Xt for every t 2 N is bounded. Then
any xt can be expressed as a convex combination of the extreme points of Xt as follows:xt ¼
Xkt
i¼1
ktix
t
i :WhereXkt
i¼1
kti ¼ 1;
kti P 0 i ¼ 1; . . . ; kt;
and xt1;x
t
2; . . . ;x
t
kt
are the extreme points of Xt. Substituting for xt in the problem and denoting the vector of slack variables by
s, we get the following formulation:min
X
t2N
Xkt
i¼1
ðctxti Þkti ;
X
t2N
Xkt
i¼1
ðIxti Þkti þ s ¼ uT ;
Xkt
i¼1
kti ¼ 1 t 2 N;
kti P 0 t 2 N; i ¼ 1; . . . ; kt ;
sP 0:
ð4:10ÞLemma 4.1. In the formulation (4.10) of the MDF problem, any basis will determine at least one arc set for every time step t 2 N
transports a positive ﬂow.
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determines at least one arc set with respect to each t 2 N that carries a positive ﬂow. That means, any basis will detect
one arc set for every time step t 2 N, that transports a positive ﬂow. h5. The path formulation of the MDF problem
The MDF problem on a DGNF may be also described by path formulation [9]. For this end, assume that in the DGNF there
is only a single source s, a single sink d and a time ﬂow requirement r(t) between this source and sink. So, we consider a
single source st and a single sink dt for every t 2 N in GTand a ﬂow requirement of rt units between these source and sink
nods. According to deﬁnition of time expanded network, it is easy to see that any static ﬂow in GT from the source nodes
s0,s1, . . . ,sT1 to the sink nodes d0,d1, . . . ,dT1 is equivalent to a dynamic ﬂow from the source s to the sink d in G and vice
versa. We also assume that there is no time-dependent capacity uij(t). Let us ﬁrst reformulate the MDF problem on GT using
path and cycle ﬂows representation instead of arc ﬂows. Therefore, we assume that we can represent any solution as sum of
ﬂows on directed paths ([9]). For each t, Let Pt denote the collection of all directed paths from the source node st to the sink
node dt in the static network GT respect to t, i.e., Ptdenotes the collection of all directed paths from the source node s to the
sink node d in G at time step t. In the path ﬂow formulation, each decision variable f(P) is the ﬂow on path P and step t. In
such networks we deﬁne this variable for every directed path P in Pt. Let dtijðPÞ be an arc-ﬂow indicator variable, That is, dtijðPÞ
equals 1 if (i,j)t 2 P, and is 0 otherwise. Note that if (i,j)a 2 P, P 2 Pt, then a = t.
The ﬂow decomposition theorem of network ﬂows ([9]) states that we can always decompose ﬂow xtij into path ﬂows f(P)
as: xtij ¼
P
P 2 Ptd
t
ijðPÞf ðPÞ. Note that for each t, if we substitute for the arc-ﬂow variable in the objective function (see Theorem
4.1), we ﬁnd that f t ¼Pðs;jÞt 2 AT xtsj ¼Ppt 2 Pf ðpÞ.
Then we obtain the following equivalent path ﬂow formulation of the MDF problem:max
X
t2N
X
pt2P
f ðpÞ;
X
t2N
X
P2Pt
dtijðPÞf ðPÞ 6 uTij 8ði; jÞ 2 A; ð5:1ÞX
P2Pt
f ðPÞ ¼ rt 8t 2 N; ð5:2Þ
f ðPÞP 0 8P 2 Pt ;8t 2 N: ð5:3Þ
In this formulation by using the ﬂow decomposition any feasible arc ﬂow has decomposed into a set of path ﬂows in such a
way that path ﬂows satisfy the mass balance condition (5.1). Note that the new formulation of the MDF problem has a very
simple constraint structure. The problem has a single constraint (5.1) for each arc (i, j) which state that the sum of the path
ﬂows passing through the arc at all steps is at most uTij , the horizon capacity of the arc, i.e., the sum of the path ﬂows passing
through the arc (i, j) during [0,T] is at most uTij. Moreover, the problem has a single constraint (5.2) with respect to each t 2 N
which states that the total ﬂow on all paths connecting the source nodes stand sink nodes dt with respect to tmust equal the
demand rt, i.e., the total ﬂow on all paths connecting the source node s and sink node d in the dynamic network G at time step
t must equal the demand at this time step t.
For a network with n nodes, m arcs, and horizon T, the foregoing formulation contains m + T constraints. In contrast, the
matrix form (arc formulation) containsm + nT constraints. We can apply the generalized upper bounding simplex method to
solve the new formulation very efﬁciently.
For example, for a network with n = 1000 nodes and m = 5000 arcs and with a time-step set N(jNj = 1,000,000), the path
ﬂow formulation contains 1,005,000 constraints. In contrast, the arc formulation (matrix form) contains 1,000,005,000 con-
straints. But on other hand, because no path appears in more than one of the constraint (5.2), we can apply a generalized
version of the simplex method, known as generalized upper bounding simplex method (GUBS) to solve the path ﬂow formu-
lation very efﬁciently. Even though the linear programming basis for our example has size 1,005,000  1,005,000, the GUBS
method is able to perform all of its matrix computations on a very much smaller basis of size 5000  5000. This method
essentially solves the problem as though it contained only m master constraints (in our formulation, that is constraint
(5.1)), which, for this sample data, means that we can essentially solve a linear program with only 5000 constraints instead
of over 1 billion constraint in the arc formulation.
Lemma 5.1. In the path formulation of the MDF problem any linear programming basis contains m + T basic variables. Moreover,
any basis will determine at least one s  d path for every time step t 2 N transports a positive amount of ﬂow.
Proof. The proof is straightforward. h6. A heuristic method for solving the problem without horizon capacities
Consider the MDF problem formulated. As before, we show that the dynamic problem on generative network G = (V,A,T)
can be reduced to a static problem on a new auxiliary network GT+. The advantage of this method is that it transforms the
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we may use a known and efﬁcient network algorithm (e.g. network simplex) to solve the problem. The new auxiliary net-
work GT+ = (VT,AT) is the same as the time expanded network (deﬁned in Section 4) except that a set of new arcs is added to
the arc set. This new set is AT2 ¼ fði; iÞt ¼ ðit ; itþ1Þ j it 2 VT ; t 2 Ng, and AT ¼ AT1 [ AT2, where AT1 ¼ fði; jÞt ¼ ðit; jtÞjði; jÞ;2 A;
t 2 Ng.
We deﬁne a feasible ﬂow in GT+ as xtij ¼ xijðtÞ, xtii ¼ 0, where xtij denotes the amount of ﬂow on the arc (i, j)t 2 AT in GT+. Now,
the maximum ﬂow problem on dynamic generative network ﬂow G can be solved as the minimum cost static ﬂow problem
on the new auxiliary network GT+ with some arcs at zero level.
Now Let us construct GT+ from G given in Fig. 1. The set of time steps is N = {1,2,3}. The time functions vi(t) and time-
dependent capacities uij(t) considered to be given.
Lemma 6.1
(i) Let xt:AT? R+ be a ﬂow in the static network GT+. Then the function x:A  N? R+ deﬁned as follow represents a dynamic
ﬂow in the generative network ﬂow G:xijðtÞ ¼ xtij for ði; jÞ 2 A; t 2 N;
xijðtÞ ¼ 0 for ði; jÞ 2 A; t R N:(ii) Let x: A  N? R+ be a dynamic ﬂow in the generative network G. Then the function xt:AT? R+ deﬁned as following repre-
sents a static ﬂow in the network GT+.xtij ¼ xijðtÞ for ði; jÞt 2 AT ; t 2 N;
xtii ¼ 0 for ði; iÞt 2 AT ; t 2 N:Proof. To prove, it is enough to look at the proof of Lemma 4.1 and the following equality.v ti ¼
X
j
xtij þ xtii
 !

X
j
xtji þ xt1ii
 !
¼
X
j
xtij 
X
j
xtji ¼
X
j
xijðtÞ 
X
j
xijðtÞ ¼ v iðtÞ: Theorem 6.1. If x is a dynamic ﬂow in G and xt is the corresponding ﬂow in GT+, then ct(xt) = c(x) and vice versa.
Proof. The proof is straightforward. h6.1. Application of two-phase method for starting network simplex algorithm
In this manner it is not necessary to set xtii ¼ 0, for every i and t. Assume the given MDF problem on the static network GT+.
Suppose that by adding artiﬁcial arcs (i, i)t, for every i and t, we have transformed the given problem into a problem in a con-
nected static network (e.g. Fig. 3). This new network has exactly n(T  1) additional variables that are denoted by xtii. Now we
apply the two-phase method in order to make artiﬁcial variables vanish and compute an initial basis and ﬁnally, achieve the
optimality state [10]. After adding appropriate artiﬁcial variables, we get the following objective function in phase I.min
X
ði;iÞt2AT2
xtii:Fig. 3. The time expanded network GT.
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fore, at the end of phase I we certainly obtain zero as the optimal value. Then if there is any artiﬁcial variable in the basis, it
will be at zero level. With this feasible basis at hand obtained from the end of phase I we proceed to solve the problem in
phase II. Note that, ﬁnally, we get a basic feasible ﬂow in which any artiﬁcial variable, xtii, is zero. Also, the obtained optimal
ﬂow determines values (i, j)t 2 AT for every t 2 N.
7. Conclusion
In this literature, we introduced a type of network ﬂows, called dynamic generative network ﬂows (DGNF) which con-
tained a generative source node s and a consumer sink node d. In this kind of network ﬂows the ﬂow commodity is dynam-
ically generated and consumed. The mathematical models of the maximum dynamic ﬂow (MDF) problem in DGNF for
continuous and discrete time were built and analyzed. The dynamic cuts and residual dynamic networks on generative net-
work ﬂows were deﬁned. Moreover, by transforming the DGNF to a static network, called time expanded network, we
showed that the problem can be solved as a static minimum cost ﬂow problem with a special structure. Then an algorithm
for ﬁnding the optimal solution of the MDF problemwas proposed. Finally, an efﬁcient path ﬂow formulation for the problem
was developed.
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