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Lezione 6
Intersezione e somma di
sottospazi
In questo capitolo studieremo che cosa succede effettuando le operazioni in-
siemistiche sui sottospazi di uno spazio vettoriale, vale a dire considerando
l’intersezione e l’unione di due (o piu`) sottospazi.
6.1 Intersezione di sottospazi
Proposizione 6.1 Siano S e T sottospazi di uno spazio vettoriale V . Allora
S ∩ T e` un sottospazio vettoriale di V .
Dimostrazione. Osserviamo preliminarmente che 0V appartiene sia ad S
che a T , percio` 0V appartiene a S ∩ T . Mostriamo ora che S ∩ T e` chiuso
rispetto alla somma: siano v, w vettori di S ∩ T , cioe` v, w ∈ S e v, w ∈ T .
Poiche´ S e` un sottospazio di V , S e` chiuso rispetto alla somma, pertanto
v + w ∈ S; analogamente v + w ∈ T , percio` v + w ∈ S ∩ T . Siano ora
v ∈ S ∩ T ed α ∈ R. Dal momento che S e` un sottospazio di V , esso e`
chiuso rispetto al prodotto per scalari, percio` αv ∈ S; analogamente αv ∈ T ,
pertanto αv ∈ S ∩ T . Essendo chiuso rispetto alla somma e al prodotto per
scalari, S ∩ T e` un sottospazio di V .
Esempio 6.1.1 Siano S = 〈(1, 1, 1), (2, 1, 0)〉 e T = {(x, y, z) ∈ R3 | x −
y + 2z = 0}. Vogliamo determinare S ∩ T . Si tratta di determinare tutti gli
elementi di R3 che appartengono sia ad S che a T , cioe` tutti gli elementi di
S che appartengono anche a T . Osserviamo che i vettori (1, 1, 1) e (2, 1, 0)
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di S sono linearmente indipendenti perche´ non sono uno multiplo dell’altro,
pertanto individuano una base di S. Ogni elemento v di S e` dunque della
forma: v = a(1, 1, 1) + b(2, 1, 0) = (a + 2b, a + b, a), con a, b ∈ R. Tra tutti
i vettori di S cerchiamo quelli che appartengono a T , vale a dire quelli che
soddisfano l’equazione di T : S ∩ T = {(a + 2b, a + b, a) ∈ R3 | a + 2b− a−
b + 2a = 0} = {(a + 2b, a + b, a) ∈ R3 | b = −2a} = {(−3a,−a, a) ∈ R3} =
〈(−3,−1, 1)〉.
Esempio 6.1.2 Consideriamo i sottospazi S = {(x, 0) ∈ R2} e T = {(0, y) ∈
R2} di R2. Notiamo che S ∪T non e` chiuso rispetto alla somma, infatti som-
mando, ad esempio, il vettore (1, 0) di S con il vettore (0, 1) di T otteniamo il
vettore (1, 1) che non appartiene ne´ ad S ne´ a T e che quindi non appartiene
ad S ∪ T .
Proposizione 6.2 Siano S e T sottospazi di uno spazio vettoriale V . Allora
S ∪ T e` un sottospazio di V se e solo se S ⊆ T oppure T ⊆ S.
Dimostrazione. Certamente se S ⊆ T (resp. T ⊆ S), S ∪ T = T (resp.
S∪T = S), pertanto in questi casi l’unione di due sottospazi e` un sottospazio.
Supponiamo ora che S non sia contenuto in T e che T non sia contenuto in
S. Esisteranno dunque almeno un elemento v ∈ S, v /∈ T , ed un elemento
w ∈ T , w /∈ S. Allora v+w non appartiene ad S, altrimenti S, essendo chiuso
rispetto alla somma ed al prodotto per scalari, conterrebbe anche il vettore
(v + w) − v = w, contro le ipotesi. Analogamente, v + w non appartiene
a T , altrimenti T conterrebbe il vettore (v + w) − w = v, contro le ipotesi.
Dunque v + w non appartiene a S ∪ T , dal momento che non appartiene ne´
ad S ne´ a T , pertanto S ∪ T non e` chiuso rispetto alla somma e quindi non
e` un sottospazio vettoriale di V .
Dal momento che in generale l’unione di due sottospazi S, T di uno spazio
vettoriale V non e` un sottospazio di V , e` naturale chiedersi quale sia il piu`
piccolo sottospazio di V contenente S ∪ T .
Definizione 6.1.3 Dati due sottospazi S e T di uno spazio vettoriale V , si
chiama somma di S e T il seguente sottoinsieme di V :
S + T = {v = s+ t | s ∈ S, t ∈ T}.
Proposizione 6.1.4 La somma S + T di due sottospazi vettoriali S e T di
uno spazio vettoriale V e` un sottospazio vettoriale di V .
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Dimostrazione. Osserviamo preliminarmente che il vettore nullo di V
appartiene ad S + T , dal momento che 0V ∈ S, 0V ∈ T e 0V = 0V + 0V .
Mostriamo ora che S+T e` chiuso rispetto alla somma: siano v, w elementi
di S + T , cioe` v = s1 + t1, w = s2 + t2, con s1, s2 ∈ S, t1, t2 ∈ T . Allora:
v+w = (s1 + t1) + (s2 + t2) = (s1 + s2) + (t1 + t2) dove s1 + s2 appartiene ad
S essendo somma di elementi di S e t1 + t2 appartiene a T essendo somma
di elementi di T . Dunque v + w appartiene ad S + T .
Sia ora, come prima, v = s1 + t1 ∈ S + T e sia α ∈ R. Allora αv =
αs1 + αt1, dove αs1 appartiene ad S, essendo S chiuso rispetto al prodotto
per scalari e, similmente, αt1 appartiene a T . Si ha dunque αv ∈ S + T .
Abbiamo cos`ı mostrato che S + T e` chiuso rispetto alla somma e al
prodotto per scalari e pertanto e` un sottospazio vettoriale di V .
Osservazione 6.1.5 Osserviamo che se W e` un sottospazio di V contenente
i sottospazi S e T , certamente W dovra` contenere anche la somma di tutti
gli elementi di S e di tutti gli elementi di T , cioe` tutti gli elementi di S + T .
S + T e` pertanto il piu` piccolo sottospazio di V contenente sia S che T .
Osservazione 6.1.6 Dati due sottospazi S e T di uno spazio vettoriale V ,
come si determina concretamente il sottospazio S + T? Sia B = {v1, . . . , vk}
una base di S e sia C = {u1, . . . , uh} una base di T . Allora {v1, . . . , vk,
u1, . . . , uh} e` un insieme di generatori di S+T . Infatti ogni vettore v di S+T
e` della forma: v = s + t con s ∈ S e t ∈ T . Allora s = α1v1 + . . . + αkvk,
essendo B una base di S, e t = β1u1 + . . . + βhuh, essendo C una base di T .
Dunque v = α1v1 + . . .+ αkvk + β1u1 + . . .+ βhuh.
Naturalmente NON stiamo affermando che i vettori {v1, . . . , vk, u1, . . . , uh}
sono una base di S+T ma solo che essi generano S+T . Per individuare una
base di S+T bisognera` scartare gli eventuali vettori linearmente dipendenti.
Esempio 6.1.7 Consideriamo i sottospazi vettoriali di R4:
S = 〈(1, 0, 1, 1), (2, 1, 3,−1)〉, T = 〈(0,−1,−1, 3), (−1, 1, 2, 1)〉
e determiniamo una base di S + T . Grazie all’Osservazione 6.1.6, sappiamo
che S + T = 〈(1, 0, 1, 1), (2, 1, 3,−1), (0,−1,−1, 3), (−1, 1, 2, 1)〉, pertanto
dim(S + T ) = rg

1 0 1 1
2 1 3 −1
0 −1 −1 3
−1 1 2 1
 = rg

1 0 1 1
0 1 1 −3
0 −1 −1 3
0 1 3 2
 =
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= rg

1 0 1 1
0 1 1 −3
0 0 0 0
0 0 2 5
 = 3.
Il sottospazio S+T ha pertanto dimensione 3. Dal momento che le operazioni
elementari sulle righe di una matrice preservano lo spazio generato dalle righe,
una base di S+T e` data, ad esempio dalle righe non nulle della matrice ridotta
in forma a scala: {(1, 0, 1, 1), (0, 1, 1,−3), (0, 0, 2, 5)}.
Se lo spazio vettoriale W possiede due sottospazi T1 e T2 tali che T1+T2 =
W ma T1 ∩ T2 6= {0V }, allora uno stesso vettore di W si puo` scrivere in
due modi diversi come somma di un elemento di T1 ed uno di T2 (si veda, a
questo proposito, l’Esempio 6.1.8). Naturalmente il sottospazio W puo` anche
coincidere con lo spazio ambiente.
Esempio 6.1.8 In R3 siano dati i due sottospazi T1 = 〈(0, 1,−1), (1, 1, 0)〉 e
T2 = 〈(1, 2,−1), (0, 0, 1)〉. Usando la definizione di spazio vettoriale gene-
rato da un insieme di vettori possiamo descrivere esplicitamente gli ele-
menti di ciascun sottospazio: ogni elemento di T1 e` del tipo λ1(0, 1,−1) +
λ2(1, 1, 0) al variare di λ1, λ2 ∈ R, mentre ogni elemento di T2 e` della forma
η1(1, 2,−1) + η2(0, 0, 1) al variare di η1, η2 ∈ R. Per determinare un ele-
mento nella intersezione di T1 e T2 si dovranno determinare λ1, λ2, η1, η2 ∈
R tali che η1(1, 2,−1) + η2(0, 0, 1) = λ1(0, 1,−1) + λ2(1, 1, 0), vale a dire
(η1, 2η1,−η1 + η2) = (λ2, λ1 + λ2,−λ1). Due vettori di R3 sono uguali se e
solo se le loro componenti sono ordinatamente uguali, in questo caso:{
η1 = λ2
2η1 = λ1 + λ2
−η1 + η2 = −λ1.
Risolvendo otteniamo: η1 = λ1 = λ2 e η2 = 0. (Abbiamo trovato tutte le
possibili soluzioni del sistema? Perche´?). Abbiamo trovato che T1 ∩ T2 =
{η1(1, 2,−1) | η1 ∈ R} = 〈〈(1, 2,−1)〉. In particolare si ha allora che
1(0, 1,−1)+1(1, 1, 0) = (1, 2,−1) ∈ T1 e 1(1, 2,−1)+0(0, 0, 1) = (1, 2,−1) ∈
T2.
Osserviamo che il vettore (1, 3,−1) si puo` scrivere in due modi diversi
come somma di un elemento di T1 e di un elemento di T2: (1, 3,−1) =
(1, 3,−2) + (0, 0, 1) = (0, 1,−1) + (1, 2, 0).
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Definizione 6.1.9 La somma di due sottospazi S e T di uno spazio vettoria-
le V si dice diretta se S ∩ T = {0V }. In tal caso indicheremo la somma di S
e T con S ⊕ T .
Osservazione 6.1.10 Supponiamo che V sia uno spazio vettoriale finita-
mente generato e che T1 e T2 siano sottospazi di V tali che V = T1 ⊕ T2.
Allora anche T1 e T2 sono finitamente generati. Siano dunque {u1, . . . , uk} e
{v1, . . . , vp} rispettivamente una base di T1 ed una base di T2. L’unione delle
due basi {u1, . . . , uk, v1, . . . , vp} e` una base per lo spazio somma V .
Abbiamo gia` visto nell’Osservazione 6.1.6 che lo spazio somma V e` gene-
rato dai vettori {u1, . . . , uk, v1, . . . , vp}. Si tratta ora di vedere che essi sono
linearmente indipendenti. Supponiamo che esista una relazione di dipenden-
za tra essi: β1u1 + · · ·+βkuk +γ1v1 + · · ·+γpvp = 0V per determinati numeri
reali γj e βi non tutti nulli. Se tutti i γj fossero eguali a 0 avremmo qualche
βi diverso da zero e quindi una relazione di dipendenza che coinvolge solo
u1, . . . , uk che sono linearmente indipendenti il che e` assurdo. Analogamente
otterremmo una contraddizione se tutti i βi fossero uguali a 0. Dobbia-
mo quindi concludere che qualche βi e contemporaneamente qualche γj sia
diverso da zero, allora, posto
w = β1u1 + · · ·+ βkuk = −γ1v1 − · · · − γpvp,
si avrebbe w ∈ T1 ∩ T2, ma l’intersezione tra T1 e T2 contiene solo il vettore
nullo 0V , quindi β1u1 + · · · + βkuk = 0V = −γ1v1 − · · · − γpvp. Essendo
u1, . . . , uk linearmente indipendenti, cos`ı come v1, . . . , vp, si ottiene β1 =
. . . = βk = γ1 = . . . = γp = 0. E` stato dunque assurdo pensare che qualche
coefficiente potesse essere diverso da 0.
6.2 La formula di Grassmann
Presi due sottoinsiemi finiti di un insieme se vogliamo contare il numero
di elementi della loro unione possiamo innanzitutto sommare il numero di
elementi di uno al numero di elementi dell’altro: in questo modo pero` gli
elementi che stanno nella intersezione vengono contati due volte. Per calco-
lare allora il numero esatto di elementi dell’unione dobbiamo sottrarre alla
somma precedente il numero degli elementi dell’intersezione. Questo e` es-
senzialmente cio` che succede anche per i sottospazi, sostituendo al numero
di elementi del sottoinsieme la dimensione del sottospazio e alla unione la
somma di sottospazi.
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Teorema 6.2.1 (Formula di Grassmann) Siano V un R-spazio vettoria-
le, T1 e T2 due suoi sottospazi di dimensione finita, rispettivamente n1 e n2.
Allora anche l’intersezione T1 ∩ T2 ha dimensione finita e si ha:
dim(T1 + T2) = dimT1 + dimT2 − dim(T1 ∩ T2).
Dimostrazione. Certamente T1 ∩ T2 ha dimensione finita in quanto sot-
tospazio vettoriale di uno spazio di dimensione finita (T1, ad esempio, o
T2). Sia ora B = {v1, . . . , vk} una base di T1 ∩ T2. B e` un insieme di
vettori linearmente indipendenti di T1 (e di T2) e quindi si puo` completare
sia in una base di T1: B1 = {v1, . . . , vk, v′k+1, . . . , v′n1}, che in una base di
T2: B2 = {v1, . . . , vk, v′′k+1, . . . , v′′n2}. Con gli indici sopra introdotti abbiamo
dimT1 = n1, dimT2 = n2 e dimT1 ∩ T2 = k. Il teorema sara` dimostrato
se mostreremo che B1 ∪ B2 = {v1, . . . , vk, v′k+1, . . . , v′n1 , v′′k+1, . . . , v′′n2}, che ha
proprio n1+n2−k elementi, e` una base di T1+T2. Dall’osservazione 6.1.6 sap-
piamo che B1∪B2 e` un insieme di generatori di T1+T2. Vediamo ora che esso e`
un insieme di vettori linearmenti indipendenti. Se non lo fosse potremmo scri-
vere 0V = δ1v1+· · ·+δkvk+δk+1v′k+1+· · ·+δn1v′n1+δn1+1v′′k+1+· · ·+δn1+n2−kv′′n2
per opportuni δj ∈ R non tutti nulli. Avremmo cioe` δ1v1 + · · · + δkvk +
δk+1v
′
k+1 + · · ·+ δn1v′n1 = −δn1+1v′′k+1 − · · · − δn1+n2−kv′′n2 . Al primo membro
dell’uguaglianza ottenuta abbiamo un vettore di T1 e al secondo membro un
elemento di T2, quindi un elemento di T1 ∩ T2. Ma se questo vettore appar-
tiene all’intersezione di T1 e T2 esso e` combinazione lineare dei soli vettori
v1, . . . , vk dal momento che {v1, . . . , vk} e` una base di T1∩T2. Quindi esistono
α1, . . . , αk ∈ R tali che α1v1 + · · · + αkvk = −δn1+1v′′k+1 − · · · − δn1+n2−kv′′n2
da cui otteniamo α1v1 + · · ·+αkvk + δn1+1v′′k+1 + · · ·+ δn1+n2−kv′′n2 = 0V , ma
allora α1 = · · · = αk = δn1+1 = δn1+n2−k = 0 poiche´ B2 e` base di T2 e quindi
insieme di vettori linearmente indipendenti.
Resta cos`ı : δ1v1 + · · · + δkvk + δk+1v′k+1 + · · · + δn1v′n1 = 0V , ma adesso
v1, . . . , vk, v
′
k+1, . . . v
′
n1
sono linearmente indipendenti e quindi il solo modo di
scrivere il vettore nullo come loro combinazione lineare e` attraverso tutti i
coefficienti uguali a zero. C.V.D.
Esempio 6.2.2 In R3 consideriamo i due sottospazi Z1 = 〈(0, 1, 0), (1, 1, 1)〉
e Z2 = 〈(1, 2, 0), (1, 1,−1)〉. Z1 e Z2 hanno entrambi dimensione 2 e dim(Z1+
Z2) = dimZ1 + dimZ2 − dim(Z1 ∩ Z2). Ora, dal momento che Z1 + Z2 e`
un sottospazio di R3, avra` al piu` dimensione 3, quindi da dim(Z1 + Z2) =
4 − dim(Z1 ∩ Z2) si deduce che Z1 ∩ Z2 non puo` essere lo spazio vettoriale
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banale. D’altra parte Z1∩Z2 e` un sottospazio di Z1 (e di Z2) e dunque potra`
avere dimensione 1 o 2. Se avesse dimensione 2 allora sarebbe un sottospazio
di dimensione due in uno spazio di dimensione 2 cioe` coinciderebbe con Z1
(e con Z2), si avrebbe quindi: Z1 = Z2 = Z1 ∩ Z2, ma questo non e` vero,
perche´ (0, 1, 0) /∈ Z2, quindi Z1 ha dimensione 1 e dim(Z1 + Z2) = 3, i.e.,
Z1 + Z2 = R3. Chi e` Z1 ∩ Z2? Sappiamo che e` uno spazio vettoriale di
dimensione 1, quindi per trovarne una base bastera` esibire un suo elemento
diverso dal vettore nullo. Si tratta quindi di determinare η1, η2, 1, 2 ∈ R, per
cui η1(0, 1, 0) + η2(1, 1, 1) = 1(1, 2, 0) + 2(1, 1,−1), cioe`: (η2, η2 + η1, η2) =
(2 + 1, 2 + 21,−2), i.e. η2 = −2, 1 = −22, η1 = −22, ad esempio
2 = 1, η2 = −1, 1 = −2, η1 = −2 : (−1,−3,−1) ∈ Z1 ∩ Z2.
Osservazione 6.2.3 Per definizione di somma diretta, dal Teorema 6.2.1 si
ha subito:
dim(S ⊕ T ) = dim(S) + dim(T ).
6.3 Esercizi svolti
Esercizio 6.3.1 InM2(R) si consideri l’insieme U =
{(
a b
c d
)
∈M2(R) |
a2 = d2
}
. L’insieme U e` un sottospazio vettoriale di M2(R)? In caso di
risposta negativa, si determini il sottospazio vettoriale generato da U .
Svolgimento. La prima cosa da verificare e` che U contenga il vettore nullo.
Il vettore nullo inM2(R) e` la matrice nulla che appartiene a U . Osserviamo
che le matrici A =
(−1 3
4 1
)
e B =
(
2 −3
0 2
)
appartengono ad U . Se U
fosse un sottospazio vettoriale diM2(R) dovrebbe essere chiuso rispetto alla
somma. Osserviamo pero` che se sommiamo le matrici A e B:
A+B =
(−1 3
4 1
)
+M2(R)
(
2 −3
0 2
)
=
(
1 0
4 3
)
la matrice A + B non appartiene ad U dal momento che 12 6= 32! Quindi U
non e` un sottospazio vettoriale diM2(R). Si noti, pero`, che se
(
a b
c d
)
∈ U
(i.e. a2 = d2), preso α ∈ R allora α
(
a b
c d
)
=
(
αa αb
αc αd
)
∈ U : infatti se
a2 = d2 allora (αa)2 = (αd)2.
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Il sottospazio generato da U e`, per definizione, il piu` piccolo sottospazio
vettoriale che contenga U . Tale sottospazio deve pertanto contenere tutti gli
elementi di U ed ogni loro combinazione lineare. Osserviamo che U contiene
i vettori A =
(
0 1
0 0
)
, B =
(
0 0
1 0
)
e i vettori C =
(
1 0
0 1
)
e D =(
1 0
0 −1
)
. Lo spazio che stiamo cercando contiene allora le matrici A, B,
C, D e tutte le loro combinazioni lineari. Ad esempio conterra` la somma di
C e D:
(
1 0
0 1
)
+
(
1 0
0 −1
)
=
(
2 0
0 0
)
e la loro differenza
(
1 0
0 1
)
+
(−1)
(
1 0
0 −1
)
=
(
0 0
0 2
)
. Lo spazio generato da U contiene allora le
matrici
(
0 1
0 0
)
,
(
0 0
1 0
)
e
(
0 0
0 2
)
,
(
2 0
0 0
)
: ma questi sono quattro
vettori linearmente indipendenti diM2(R) e quindi una base diM2(R) (dal
momento che M2(R) ha dimensione 4). Pertanto lo spazio generato da U e`
tutto M2(R).
Esercizio 6.3.2 Siano U = {(x, y, z) ∈ R3 | x+y+z = 0} e V = {(x, y, z) ∈
R3 | x = y}.
(i) Verificare che U e V sono sottospazi vettoriali di R3.
(ii) Determinare una base di U ed una base di V .
(iii) Determinare U ∩ V e U + V .
(iv) Completare la base di U ∩ V ad una base di R3.
Svolgimento. A questo punto dello studio, lo studente dovrebbe essere in
grado di risolvere la parte (i) senza colpo ferire, se non e` questo il caso ....si
riparta dalla Lezione 3.
(ii) Gli elementi di U sono i vettori di R3 della forma (x, y,−x − y) =
x(1, 0,−1)+y(0, 1,−1) con x, y ∈ R. Pertanto l’insieme {(1, 0,−1), (0, 1,−1)}
genera U . D’altra parte i vettori (1, 0,−1), (0, 1,−1) sono linearmente indi-
pendenti e quindi individuano una base di U .
Analogamente gli elementi di V sono tutti e soli della forma (a, a, z) con
a e z in R, cioe` a(1, 1, 0) + z(0, 0, 1). Cos`ı {(1, 1, 0), (0, 0, 1)} genera V ed e`
una sua base dal momento che i vettori (1, 1, 0) e (0, 0, 1) sono linearmente
indipendenti.
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(iii) Il sottospazio U + V contiene tutti gli elementi di U e tutti gli ele-
menti di V . In particolare contiene i vettori (1, 0,−1), (0, 1,−1), (0, 0, 1).
Questi tre vettori sono linearmente indipendenti e generano quindi R3. Di
conseguenza U+V coincide con R3 e l’insieme {(1, 0,−1), (0, 1,−1), (0, 0, 1)}
e` una sua base (come pure {(1, 0, 0), (0, 1, 0), (0, 0, 1)} o qualsiasi altra base
di R3). Il Teorema 6.2.1 ci consente ora di calcolare la dimensione di U ∩ V :
dim(U ∩ V ) = dimU + dimV − dim(U + V ) = 2 + 2 − 3 = 1. Pertanto
per determinare una base di U ∩ V sara` sufficiente determinare un vettore
non nullo appartenente sia ad U che a V . Ad esempio, il vettore (1, 1,−2)
soddisfa sia l’equazione di U che quella di V e appartiene pertanto alla loro
intersezione. Dunque U ∩ V = 〈(1, 1,−2)〉.
(iv) Per completare {(1, 1,−2)} in una base di R3 possiamo prendere, ad
esempio, i vettori (0, 1, 0) e (0, 0, 1). Perche´? Basta verificare che l’insieme
{(1, 1,−2), (0, 1, 0), (0, 0, 1)} e` un insieme di vettori linearmente indipendenti.
Esercizio 6.3.3 In R≤3[x] si considerino i polinomi p1 = x2 − 1, p2 = 3,
p3 = 2x
2 + 1, q1 = x
3, q2 = 5, q3 = x+ 1. Siano S e T i sottospazi vettoriali
di R≤3[x] generati rispettivamente da p1, p2, p3 e q1, q2, q3. Determinare:
(i) la dimensione di S e la dimensione di T ;
(ii) la dimensione di S ∩ T e S + T ed una base di ciascuno di essi.
Svolgimento.
(i) S e` il sottospazio vettoriale di R≤3[x] generato dai polinomi p1 = x2 −
1, p2 = 3, p3 = 2x
2 + 1. Cerchiamo di stabilire se questi sono o
meno linearmente indipendenti. I polinomi p1 e p2 sono certamente
linearmente indipendenti dal momento che p1 ha grado 2 e p2 ha grado
0. Il polinomio p3 e` combinazione lineare di p1 e p2? Esistono, in altre
parole, α e β in R tali che sia p3 = 2x2 + 1 = α(x2 − 1) + β(3) =
3β − α + αx2? In effetti basta prendere α = 2 e β = 1. Dunque p3 e`
combinazione lineare di p1 e p2 e S = 〈p1, p2〉 ha dimensione 2.
Procedendo in modo analogo si verifica che i polinomi q1, q2 e q3 sono
linearmente indipendenti e che, quindi, T ha dimensione 3.
(ii) A questo punto sappiamo gia` che la somma di S e T non puo` essere
diretta, cioe` che la loro intersezione non puo` essere banale. Infatti
dimS ∩ T = dimS + dimT − dim(S + T ) = 2 + 3− dim(S + T ) ≥
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≥ 2 + 3− 4 = 1
dal momento che S+T e` un sottospazio di R≤3[x] e ha pertanto dimen-
sione minore o uguale a quella di R≤3[x] cioe` 4. Determiniamo S ∩ T :
un elemento di S∩T e` un polinomio che si scrive contemporaneamente
come combinazione lineare di p1 e p2 e di q1, q2, q3:
a(x2 − 1) + b(3) = αx3 + β(5) + γ(x+ 1).
Otteniamo dunque: α = a = γ = 0 e 5β = 3b. Di conseguenza, gli unici
polinomi che appartengono sia a T che a S sono i polinomi di grado 0:
S ∩ T = 〈1〉. Otteniamo allora immediatamente che dim(S + T ) = 4
cioe` S + T = R≤3[x].
Esercizio 6.3.4 In V = R2 consideriamo i sottospazi vettoriali T1 = 〈(1, 1)〉
e T2 = 〈(1, 2)〉. Si vede immediatamente che T1 e T2 non hanno vettori in
comune diversi dal vettore nullo. Inoltre l’insieme {(1, 1), (1, 2)} genera R2.
Dunque: R2 = T1⊕T2. Sia ora S = 〈(1, 3)〉. Allora, come prima, R2 = T1⊕S,
ma S 6= T2. Inoltre vale anche: R2 = S ⊕ T2 e questo mostra che non solo
S e T2 non hanno vettori in comune, ma addirittura sono talmente diversi
da generare tutto lo spazio in somma diretta. D’altro canto non avendo S e
T2 vettori in comune ed essendo lo spazio ambiente R2, cos`ı deve essere. Da
questo esercizio risulta chiaro che dato T ≤ V (con V di dimensione finita)
esiste, ma non e` unico, un sottospazio S ≤ V tale che T ⊕ S = V .
Esercizio 6.3.5 Consideriamo i seguenti sottospazi vettoriali di R4: S =
{(x, y, z, t) ∈ R4 | 3x+ y + 2z = 0} e T = 〈(2, 1, 0,−5), (3, 4, 0, 0)〉. Stabilire
se la somma di S e T e` diretta e calcolare la dimensione di S + T .
Svolgimento. La somma di due sottospazi S e T di uno spazio vettoriale V
e` diretta se S∩T = {0V }. Determiniamo dunque l’intersezione di S e T . Un
elemento generico di T e` un elemento della forma v = (2α+3β, α+4β, 0,−5α)
con α, β ∈ R. Il vettore v appartiene a S se e solo se le sue coordinate
soddisfano l’equazione di S: 6α+9β+α+4β = 0, cioe` 7α+13β = 0. Dunque il
vettore v = 13(2, 1, 0,−5)−7(3, 4, 0, 0) = (5,−15, 0,−65) appartiene a S∩T ,
cos`ı come ogni suo multiplo. Pertanto la somma di S e T non e` diretta e
S ∩ T = 〈v〉. Si ha dunque dim(S + T ) = dimS + dimT − dimS ∩ T =
3 + 2− 1 = 4, cioe` S + T = R4.
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6.4 Esercizi proposti
Esercizio 6.4.1 Costruire due sottospazi S e T di R3 la cui somma non sia
diretta e sia uguale ad R3.
Esercizio 6.4.2 Sia S = 〈(1, 1, 1, 1), (1, 0,−1, 2), (−1, 0,−1, 1), (1, 2, 1, 3)〉.
1. Determinare la dimensione di S.
2. Determinare, se possibile, un sottospazio T di R4 tale che S ⊕ T = R4.
3. Determinare, se possibile, un sottospazio non banale W di R4 tale che
la somma di S e W sia diretta e propriamente contenuta in R4.
4. Determinare, se possibile, un sottospazio V di R4 tale che la somma di
S e V non sia diretta e sia uguale a R4.
Esercizio 6.4.3 Si considerino i seguenti sottospazi vettoriali di M2(R):
U =
{(
a b
0 −a
)
| a, b ∈ R
}
, V =
{(
d 0
d d
)
| d ∈ R
}
.
1. Determinare una base di U ed una base di V .
2. Determinare una base di U + V ed una base di U ∩ V .
3. Completare la base di U + V trovata in 2. in una base B di M2(R).
4. Determinare le coordinate del vettore
(
1 1
1 1
)
nella base B.
Esercizio 6.4.4 Sia V un R spazio vettoriale di dimensione 3 e sia {u, v, w}
una base di V . Siano S = 〈u− v, v − w〉 e T = 〈u+ w, 2u− w〉.
1. Calcolare la dimensione di S e la dimensione di T .
2. Determinare S + T e S ∩ T ed esibire una base per ciascuno di essi.
3. Completare la base trovata di S ∩ T in una base di V .
Esercizio 6.4.5 In R≤2[x] si considerino i sottospazi S = 〈1 + x, 1 − x2〉 e
T = 〈2 + x+ x2, x+ x2〉.
1. Determinare S + T e S ∩ T .
2. Stabilire se ogni vettore di R≤2[x] si scrive come somma di un vettore
di S e di un vettore di T e, in caso affermativo, se tale scrittura e` unica.
