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Introduction
Many research questions in Economics are addressed using Structural Vector Autoregressive models (SVARs) . Yet the data only lead the researcher toward a reduced form representation, and give a set of covariance restrictions to map the reduced form model into the structural model. Since the covariance restrictions admit many structural representations, researchers typically complement covariance restrictions with identifying restrictions. For example, one can set-identify demand and supply shocks using the generally accepted view that demand functions are negatively sloped and supply functions are positively sloped. This paper develops a Bayesian approach to assess whether the data support candidate set-identifying restrictions that the researcher is contemplating to use. The restrictions considered are sign restrictions, which are assessed as follows. Divide the structural parameter space A into two subsets, A valid and A invalid , depending on whether the parameter values satisfy the identifying restrictions or not. For example, in the case of demand and supply functions, A invalid includes all structural representations featuring two positively sloped or two negatively sloped equations.
The conventional approach is to dismiss A invalid , say, by attaching zero prior mass to it. On the contrary, I develop the following preliminary step to the identification of the model, in order to let the researcher assess the support that the data give to the candidate identifying restrictions. The researcher expresses her uncertainty regarding the validity of the restrictions using a prior distribution that attaches mass to both A valid and A invalid . She then compares the probability mass on A valid from prior to posterior. The more this probability mass increases, the more the researcher can subjectively resolve her uncertainty in favour of the identifying restrictions and proceed to structural analysis, for example following Baumeister & Hamilton (2015a,b) .
The key challenge faced in developing the above assessment is that the likelihood function is equally high across all candidate structural representations of the VAR.
Hence the data support representations that satisfy the identifying restrictions just as much as they support representations that do not satisfy the restrictions. Under a frequentist approach, this implies that, as long as neither A valid nor A invalid is empty, no assessment of the validity of the restrictions can be developed, unless using additional information external to the model (as for example in Lütkepohl & Netšunajev 2014) . On the contrary, the Bayesian approach offers a framework to assess the (subjective) validity attached to the identifying restrictions by studying the probability mass corresponding to A valid . This is equivalent to comparing prior and posterior odds associated with A valid , relative to the full parameter space A.
The use of Bayesian model comparison through prior and posterior odds is well established in the literature. However, to the best of my knowledge, it is not applied to SVAR models, because prior information regarding the relative validity of two specific candidate structures (say the recursive structure and any rotation of it)
is not updated by the data, due to the indeterminacy of the model. This point is uncontroversial and is well recognized in the literature since at least the contributions by Kadane (1974) , Drèze (1974) , Drèze & Richard (1983) and Poirier (1998) .
However, I show that it holds only for point-identification, not for set-identification, which was introduced to the literature at a later stage (Faust & Leeper 1997 , Canova & De Nicoló 2002 , Uhlig 2005 . By discussing this possibility, the paper aims to fill a gap in the literature, considered the widespread use of set-identified SVAR models.
The reason why the data allow for an update of the prior mass on candidate set-identifying restrictions is that the likelihood function is not flat in the structural parameter space. It only features infinite modes -the infinite candidate structural representations -whose distribution in the structural parameter space reflects the 3 data covariance structure. Since the latter is identified, the data inform the researcher as to where the candidate representations lay in the parameter space. The model remains unidentified in the sense discussed by Kadane 1974 , and no attempt is made to generate a well-behaved posterior by dominating the likelihood with a prior that favours one specific representation. The update occurs because the parameters of the model are not variation-free, due to the constraints that the reduced form parameters impose upon the structural ones. Accordingly, the marginal prior on unidentified parameters can be updated by the data even without prior dependence. This point is already discussed in the literature, but to the best of my knowledge it has not been acknowledged as a tool for model comparison of SVAR models (see for example Koop & Poirier 1997 for an application to switching regression models, and Sala 2009 and Koop et al. 2013 for an application to DSGE models).
The intuition of the analysis is built using the example of a demand and a supply function for the labour market. The thought experiment is the following. A researcher has data on employment and wages, and is willing to use the identifying restriction that the labor supply function is positively sloped. However, she is uncertain whether she should impose a negatively sloped labor demand function, because economic theory also provides support for positively sloped demands (see for example the efficiency wage literature, Shapiro & Stiglitz 1984 and Yellen 1984) .
The researcher aims to develop a preliminary assessment of the proposition that, conditioning on one of the equations of the model being positively sloped, the other equation is negatively sloped. If in fact such candidate identifying restriction was not satisfied by the (unknown) process that generated the data, sign restrictions would be inappropriate to disentangle between demand and supply shocks.
I first show that, while being unidentified, the unrestricted model still favours certain parts of the parameter space more than others, in a way summarized in the 4 covariance structure of the reduced form model. In a bivariate set-up, the feature that drives the update, namely the fact that structural and reduced form parameters are not variation-free, can be isolated analytically through an appropriate reparametrization of the model, as shown. I then apply the analysis to the identification of labor demand and labour supply shocks by Baumeister & Hamilton (2015a) , and to a standard New Keynesian model. I find extensive support for the identifying restrictions used by Baumeister & Hamilton (2015a) , and I find that the update successfully guides the researcher in the identification of the New Keynesian model.
Section 2 outlines the proposed Bayesian assessment of set-identifying restrictions in a general framework. Section 3 develops the intuition analytically using the bivariate VAR model for the labour market. Section 4 shows the application to the New Keynesian model. Section 5 concludes.
Assessing candidate set-identifying restrictions
The structural VAR model can be written as
Matrix A represents a k × k matrix capturing the contemporaneous relations among variables, y t is a k × 1 vector of endogenous variables, C = [C 1 , ..., C p ] is a k × kp matrix that includes the autoregressive parameters of the model, x t = (y t−1 , ..., y t−p )
is a kp × 1 vector containing the p lags of the endogenous variables and t is a k × 1 vector of serially uncorrelated structural shocks, with t ∼ N (0, I). The reduced 5 form model corresponding to (1) is
Matrix Π = A −1 C contains the reduced form autoregressive parameters of the model,
t are the reduced form shocks, or VAR innovations, with ν t ∼ N (0, Ω),
Deterministic terms in models (1) and (2) are omitted to simplify notation.
Call Y = [y −p+1 , .., y 0 , y 1 , ..., y T ] a matrix containing the data. As shown for example in Amisano & Giannini (2002) , conditioning on the first p observations, the likelihood function of the model can be written as
To focus on identification, assume that Π is known (alternatively, suppose we have an estimator for it, say the OLS estimator). The likelihood function can then be written as
where the data now enter the likelihood throughΩ =
.Ω corresponds to the OLS/MLE estimator of the unknown matrix Ω, and is a consistent estimator for Ω. Last, to make the unidentification of the structural model explicit, substitute out the unknown matrix Ω with
trace A AΩ .
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The unidentification of the structural model (1) can be seen from equation (5).
Define A c the lower triangular decomposition ofΩ, which implies A (5). Ω is identified, since the likelihood has a unique mode
in Ω (Hamilton 1994) . However, A is not identified, since the likelihood has infinite modes in A, corresponding to the infinite possible draws of the orthogonal matrix Q.
In this sense, any structural representation of the model is just as consistent with the data, as long as the corresponding matrix A satisfies the covariance restrictions
The literature already discusses the fact that prior information regarding the validity of any specific structural representations is not updated by the data (see 
This inability to meaningfully compare candidate specific structural representations is uncontroversial. However, the fact that a unique mode in A cannot be established does not imply that the data equally support A anywhere in the parameter space. In fact, the likelihood function is not flat along A, it only features infinite modes, whose distribution in the parameter space of A is pinned down by the covariance restrictions (6). Matrices A achieving the maximum likelihood can be generated without loss of generality starting from A c and computing A = QA c .
A c is identified, given that Ω is identified and that the decomposition of Ω into A c is unique (under standard sign normalizations of the shocks). Once she identifies A c , the researcher indirectly learns where in the parameter space A can be, given that Q cannot be any matrix but it is constrained to be orthogonal.
While the above point is indirectly exploited in several applications, for example in the interpretation of acceptance ratios within frequentist applications of sign restrictions (see Section 3), to the best of my knowledge it is not outlined explicitly as the point of departure for a Bayesian assessment of set-identifying restrictions.
To appreciate the relevance of this point, consider again the prior distribution p(A). 
do not necessarily equal prior odds
, since L(A;Ω) is not flat in A. Indirectly, the data speak in favour of or against A valid by revealing the mass under the likelihood in A valid , which is converted into a posterior proper subjective probability 3 Application to Baumeister & Hamilton (2015a) Baumeister & Hamilton (2015a) argue that sign restrictions are best applied using a Bayesian framework that explicitly acknowledges the prior distributions used on the structural parameters of the model. They develop the intuition of their analysis using a bivariate structural VAR model of labour demand and supply. The model is written as
Rewrite the model in compact form as
with y t = (∆n t , ∆w t ) the vector of the growth rate of US total employment and of the real compensation per hour, 1 and
Contrary to model (1), model (11) normalizes one column of matrix A rather than the covariance matrix of the structural shocks. To build the intuition behind the assessment of set-identifying restrictions proposed in this paper, I depart from their analysis and develop the following illustrative thought experiment. Suppose the researcher trusts the identifying restriction that the wage elasticity of labour supply is positive, i.e. α > 0. However, she is uncertain regarding the sign of the elasticity of labour demand β, because economic theory also lends support to positively rather than (more conventional) negatively sloped labour demand functions. This is the case, for example, in the efficiency wage literature, which the literature uses to explain phenomena like involuntary unemployment and dual labour markets (Shapiro & Stiglitz 1984 , Yellen 1984 . 3 The researcher legitimately expresses uncertainty on whether she should impose the restriction that β < 0, and aims to assess whether the data support such candidate restriction.
More precisely, suppose for simplicity that the researcher is willing to exclude of shocks rather than the contemporaneous relations among variables, i.e.
values considered extreme for α and β by using the following support for A:
The boundaries α H , β L and β H , whose relevance in the analysis is discussed below, can be set using either economic theory (as at the end of this section) or reduced form statistics (as in Section 4). The researcher aims to assess the data support for the proposition that, conditioning on 0 ≤ α ≤ α H , A belongs to A valid , with
For the moment, the actual prior distribution P (A) is not specified other than for its support, nor we introduce p(D), the prior on the variance of the structural shocks. This is done in order to emphasize the role of the likelihood function in driving the update.
In Section 2, it was discussed that, while not allowing the researcher to identify a unique matrix A, the information inΩ potentially allows the researcher to update her subjective belief on p(A ∈ A valid ). In this bivariate model, the main driver of the update can be computed analytically, as is now discussed.
Callω ij the i, j element ofΩ. Define ρ as
The covariance restrictions,Ω
impose restrictions on α, β, d 1 , d 2 givenω 11 ,ω 22 ,ω 12 . As shown in the appendix, the system (14) implies that, givenΩ, no solution exists in which α and β are on the
Not all combinations α, β that satisfy conditions (15) Conditions (15) show that the reduced form parameters Ω and the structural parameters α, β are not variation-free. This establishes the relation between reduced form and structural parameters that allows for the update of the marginal distribution of the latter given the update of the marginal distribution of the former.
Baumeister & Hamilton (2015a) discuss how the sign of the correlation between residuals (hence also the sign of ρ(Ω)) allows interpreting sign restrictions on α and β as implicit restrictions on the magnitude of the labour elasticities. In this paper I use their framework for model comparison across candidate identifying restrictions, rather than to express identifying restrictions through nondogmatic prior distributions. A related point is made by Paustian (2007) , who discusses the fact that if α > 0 is correctly imposed, then the frequentist researcher would always infer that β < 0 if d 2 is sufficiently bigger than d 1 , making the correlation (and hence) ρ(Ω) negative. I further discuss the relationship of the analysis with the work by Paustian at the end of this section.
5 As discussed for example in Poirier (1998) , consider two parameters, ι and ν, with prior probabilities p(ι) and p(ν). Suppose only ι is identified, i.e. the likelihood function is L(ι, ν; y) = L(ι; y). The data potentially allow updating the belief on ι, i.e. p(ι|y) = p(ι). In addition, it holds that p(ν|ι, y) = p(ν|ι), i.e. for given value of the identified parameter, beliefs about the unidentified parameters cannot be updated by the data. However, the marginal belief on the unidentified parameter can potentially be updated, i.e. p(ν|y) = p(ν), as long as there is a relationship between ι Notes: In Panel a), the light shaded area indicates the subset of the parameter space ruled out through the sign restriction imposed on α. In the remaining panels, the dark shaded area indicates the subset of the parameter space that cannot be reached by any structural representation of the model, given the value of ρ implicit in the covariance structure of the data.
Upon learning about ρ(Ω), the researcher can readjust the distribution of the mass under her prior p(A) and revise the implicit support to the associated set-identifying and ν that allows the marginal update on ι to yield information on ν. This occurs either through prior dependence, i.e. p(ι, ν) = p(ι)p(ν), or if ν and ι are not variation-free. An example of the latter is the case in which the support of one parameter depends on the other parameter. In the application to SVARs, the covariance restrictions of the model imply A and Ω being not variation-free. In the bivariate case considered, this constraint on the support of α and β given Ω is highlighted in equations (15). Hence, a statistical assessment can be derived by comparing P (A ∈ A valid |Ω) and P (A ∈ A valid ), or equivalently
.
The full set of observational equivalence is shown in Figure 2 , which complements Following the terminology by Zellner (1971) , I use the algorithm to compare alternative hypotheses regarding the validity of structural candidate representations.
I first study to what extent there is support for a demand shock (β < 0), given the restriction of the other shock being a supply shock (α > 0). This hypothesis, labeled as Hypothesis I in Table 1 , is compared to the complementary Hypothesis II in which the unconditioned shock is another supply shock, i.e. it satisfies the sign pattern associated with supply shock (strict zero equality are omitted for simplicity).
Hypotheses I versus II represent the thought experiment introduced at the beginning of this section to motivate the analysis. I then drop the restriction α > 0 and assess the support for a demand and a supply shock jointly (i.e. α > 0 and β < 0 or α < 0 and β > 0). This hypothesis, labelled as Hypothesis III, is compared to the case of both shocks taking the sign pattern of demand shocks (α < 0, β < 0, Hypothesis VI ) and to the case of both shocks taking the sign pattern of supply shocks (α > 0, β > 0, Hypothesis V ). Consider Hypothesis I. As reported in Table 1 , the prior probability mass favouring a demand shock given a supply shock equals 50%, and it is updated upwards to 86%, with prior odds of 1 increasing to posterior odds of 6.40. This suggests that the data provide support for the hypothesis assessed, while Hypothesis II is largely dismissed. Consider then Hypothesis III, which is the same as Hypothesis I except that it does not condition on α > 0. The prior probability favouring these restrictions is again 50%, which increases to 87%, equivalent to an increase in odds from 1 to 7.12. There is instead limited support for the possibility that α and β are both 20 negative or both positive. Support for such parts of the parameter space would be problematic, given the impossibility of sign restrictions to disentangle shocks associated with the same sign pattern of responses. Accordingly, the data seem to lend support to the identifying restrictions used by Baumeister & Hamilton (2015a) to identify the model. Table 1. I conclude this section with a few remarks. As can be inferred from Table 1 and Figure 3 , the proposed assessment of candidate set-identifying restrictions only provides the researcher with a probabilistic answer. Except for the special cases, it will not rule out the researcher's uncertainty on the validity of the restrictions, leaving her with the choice of whether to rethink the identification strategy, or to trust the identifying restrictions and proceed with structural analysis. Such degree of arbitrariness could be disciplined by adopting a loss function, and would emerge just as well under a frequentist approach in the choice of a significance level for the test (Zellner 1971 , Chapter X ).
In some frequentist applications of sign restrictions to VAR models, researchers report the acceptance ratio, i.e. the ratio of extractions that satisfy the sign restrictions relative to the total number of extractions (see for example Kilian & Murphy 2012 and Straub & Peersman 2006) . While what drives the statistical assessment developed in the paper is the same feature that drives the acceptance ratio, there are three important differences between the two approaches. First, in a frequentist setting one can draw inference on the validity of a candidate set of sign restrictions only in the special cases in which the acceptance ratio equals either zero or one. Second, the frequentist use of acceptance ratios does not compare it to the acceptance ratio that is instead implicit in the prior beliefs by the researcher, making it harder to draw conclusions from the results. Third, in its standard use, the acceptance ratio fails to account for estimation uncertainty of the matrix Ω. The Bayesian approach, instead, is not constrained to cases in which posterior probabilities equal 0 or 1, it explicitly outlines the prior probability favouring the candidate identifying restrictions, and it naturally combines estimation and identification uncertainty into a proper posterior distribution, ultimately turning the acceptance ratio into a probability.
The difference between frequentist acceptance ratios and Bayesian model comparison allows also to relate the paper to Paustian (2007) . Paustian studies to what extent the correct imposition of sign restrictions to a subset of the parameter space implies only representations that meet the correct sign of the unrestricted remaining structural parameters. As in his work, it is the covariance structure of the model that determines whether the candidate structural representations of the model will be in one part or another of the parameter space. The Bayesian analysis pursued in this paper extends his analysis to a probabilistic setting, which allows to draw inference even when draws imply both structural representations with the correct sign of the parameters and structural representations with the incorrect sign of the parameters.
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Having developed the key intuition of the analysis using a bivariate model that allows for analytical derivations of the main driver of the update, I now explore numerically the potential of the Bayesian assessment discussed in Section 2 using a simulation exercise on a standard new Keynesian model.
The model, which is used also in Koop et al. (2013) to study the identification of DSGE models, consists of three equations:
Equation (17a) is a monetary policy rule determining the interest rate R t . Equation (17b) is an IS curve determining the output gap x t . Equation (17c) is a Phillips curve determining inflation π t . The structural shocks in the model are a monetary shock M , a demand shock D and a cost-push shock S , or supply shock.
Rewriting model (17) in structural VAR form gives
This, in turn, can be written as
I calibrate and simulate the model as in Koop et al. (2013) . The values of the structural parameters are σ = 0.4, γ = 0.75, ψ = 2. I then rewrite the model in the specification that formalizes the contemporaneous impact effects of shocks rather than the contemporaneous relationships among variables, since the former is more common in the identification of this type of models. The true structural model generating the data is then 
The first column of B corresponds to the impulse vector to a monetary shock, the second column to the impulse vector to a demand shock and the third column to the impulse vector to a supply shock. As in Koop et al. (2013) , the shocks are all standard normal and independent of one another, and the artificial data are generated for T = 100 observations. The estimated variance-covariance matrix of the VAR innovations iŝ 
24
Rewrite matrix B from model (21) in the general form as
Since within this type of models shocks are at best identified up to sign convention, I
normalize β 1,j , j = 1, 2, 3 to take positive values, which is achieved through the prior distribution discussed below. Accordingly, each impulse vector j is associated with only two elements whose sign is unrestricted, i.e. β 2,j and β 3,j . Each of the three impulse vector can take one of the four sign patterns, summarized in Table 2 We know that the true pattern of shocks in the process generating the data consists of one monetary shock, one demand shock and one supply shock, which is the combination {M, D, S}. In real world applications this is of course not known to the researcher, who might express uncertainty regarding the validity of such restrictions.
This could happen, for example, because of economic theories that predict alternative sign patterns for the shocks. For this reason, I develop the thought experiment in which the researcher decides to assess the support by the data for these sign restrictions, instead of immediately using them to run structural analysis.
Operationally, the researcher expresses her uncertainty regarding the validity of some candidate set of sign restrictions through a prior distribution on B. Under the normalization of the model to V (s t ) = I used here, each element b ij of matrix B can be interpreted as the impact effect on variable i of a one standard deviation increase in shock j. A relatively uninformative way of expressing uncertainty on B is then to set a prior support for
. This implies that a one standard deviation shock cannot impact variable i by more than four times as much as the standard deviation of the innovation of the variable itself. Contrary to the case in Section 3, these boundaries impose no constraint conditioning on a value
of Ω due to the normalization on the covariance matrix of the structural shocks.
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The entries of B are independently distributed, and as in Section 3, are uniformly distributed. For entries b 1,j , j = 1, 2, 3, the prior distribution is truncated to be positive. The remaining entries imply positive probability mass to all of the twenty combinations of the four candidate sign patterns summarized in Table 2 .
The results of the analysis are summarized in Table 3 . The alternative hypotheses 6 In the general case of a k × k matrix B and under the normalization of the covariance of the structural shock to the identity matrix, the covariance restrictionsΩ = BB imply k(k + 1)/2 restrictions. The restrictions corresponding to the diagonal elements ofΩ areω ii = b
Sinceω ii is nonnegative, no element on the right hand side can violate condition
Hence, conditioning on a value ofΩ, prior distributions for b ij in the support [−µ √ω ii , µ
√ω ii ] with µ > 1 include the entire set of observational equivalence. In a model with covariance restrictionŝ Ω = A −1 A −1 the constrains on a ij are − ω I jj ≤ a ij ≤ ω I jj , givenω I jj the j, j entry ofΩ −1 . When instead the normalization is applied on a row (in the B model) or a column (in the A model) rather than on the covariance matrix of the structural shocks, the above constraints for the unrestricted elements in the matrix B and A diverge to the entire real line.
compared are the twenty candidate unique combinations listed on the second column of the table. The line corresponding to the true combination of shocks is highlighted in bold. The analysis is divided into two scenarios. Under Scenario 1, the researcher addresses explicitly the possibility that sign patterns of shocks could be non-unique, and that the model might feature shocks which could not be separately set-identified using sign restrictions. Scenario 2, instead, conditions the analysis to the candidate combinations of shocks that would be unique in terms of sign patterns. For simplicity, the analysis departs from the same prior distribution and then readjusts the probabilities under Scenario 2 using the rule of conditional probability. 7 The results are reported as in Table 1 , comparing the prior and posterior probability mass in favour of the hypothesis considered, and the corresponding prior and posterior odds.
Combinations are listed in descending order according to the posterior probability mass in favour of the candidate hypothesis.
Consider Scenario 1. The prior probability mass corresponding to the prior distribution on B is positive for each candidate combination of shocks, and equals between approximately 0.02 and 0.09. 8 From the posterior probability mass we see that the researcher can confidently rule out 11 candidate combinations, which are the ones to which the algorithm attaches posterior mass equal to zero. The true combination of shocks features a probability mass that increases from 9% to 18%. While not being the combination associated with the highest posterior probability, it ranges as third, already indicating a relatively strong support for such sign pattern, relative to 7 An alternative approach would be to specify the prior distributions on b ij recursively, restricting new shocks not to take the same pattern of the preceeding shocks.
8 Under the uniform prior distribution used, each of the four candidate sign patterns of shocks has a 0.25 probability of occurring. This implies a 0.25 · 0.25 · 0.25 = 0.015625 probability of drawing a combination of shocks featuring the same sign pattern for all three shocks. The probability mass attached to a combination featuring two equal sign patterns then increases to 3 · 0.015625 = 0.046875, given the three possible permutations of a combination of shocks featuring two identical sign patterns. The probability instead increases to 6 · 0.015625 = 0.09375, given the six possible permutations of a combination of shocks all featuring different sign patterns. competing patterns. Inspection of the results under Scenario 1 shows that the combinations that the algorithm favours relative to the true pattern of shocks are combinations that include two shocks associated with the sign pattern of demand shocks. However, the researcher considering to use sign restrictions might find it suspicious to have two demand shocks, and might be willing to impose the prior restriction that shocks with the same pattern are not in place. This is indeed common practice when using sign restrictions. Note that the problem emerges only with two demand shocks, while any combination of two other shocks (i.e. containing M M , SS or OO) can be ruled out by the researcher based on the unrestricted results from the Bayesian update.
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The results for such a conditioning thought experiment are shown under Scenario 2. Under this case, the probability mass favouring the true sign pattern of shocks increases from 25% to 57%, and is associated with the highest posterior probability.
Overall, judging whether the Bayesian assessment developed in the paper successfully guides the researcher in identifying the correct pattern of shocks is a subjective matter, and should be explicitly done by setting and defending a full loss function rather than heuristically comparing prior and posterior probabilities. This loss function could impose weights to discipline the choice of favouring a candidate set of restrictions when the posterior probability favouring such restrictions is strictly lower than one, or to discipline the decision between a candidate set of restrictions and other restrictions apparently more favoured by the data but at odds with other prior beliefs of the researcher. The purpose of the paper is not to investigate possible loss functions, but to show that the Bayesian update on candidate set-identifying restrictions can take place, and that there is useful information that the researcher gains from such an exercise.
Conclusions
Structural interpretations of reduced form vector autoregressive models are usually achieved by combining the covariance restrictions given by the data with additional identifying restrictions. This paper discussed the possibility of statistically assessing set-identifying restrictions using the covariance restrictions of the model. The analysis develops an approach that allows the data to speak in favour of or against candidate set-identifying restrictions, before such restrictions are imposed upon the data when actually identifying the model. The Bayesian model comparison is made possible by the fact that the reduced form and the structural form parameters of the 29 SVAR model are not variation free, as the two sets of parameters are linked through the covariance restrictions. Since the former are identified, the researcher can update her belief on the latter even without prior dependence between the two.
I first developed the intuition using a simple model in which a reparametrization of the model allows isolating analytically an important driver of the update. I then show the functioning of the proposed Bayesian assessment using two applications.
The first one is the bivariate model of the labour market by Baumeister & Hamilton (2015a) , the second one is a simulated New Keynesian model. I find extensive support for the sign restrictions used in the identification of the labour market, and I find that the algorithm points the researcher towards the true pattern of shocks driving the New Keynesian model.
The paper mainly relates to the contribution by Baumeister & Hamilton (2015a) .
Contrary to their work, this paper proposes an approach to achieve model comparison across candidate set-identifying restrictions, rather than to model prior identifying restrictions in a Bayesian way. Overall, the analysis suggests potential in the tool developed, although much more research is required in order to learn how the conclusions drawn from the application discussed hold in a more general framework. 
This is a system of four unknowns (α, β, d 1 , d 2 ) in three elements (ω 11 , ω 12 , ω 22 ). Data (if working in sample) or population moments (if working in population) enter the restrictions through (ω 11 , ω 12 , ω 22 ).
To solve for the structural form, obtain d 1 = (α − β)(ω 12 − βω 11 ) as a solution for 
d 2 (α, β) = (α − β)(αω 11 − ω 12 ).
Equations (26), (27), (28) 
From equations (27) and (28) (or dividing (25b) by (25a) and rearranging) we obtain
Since the left-hand side is constrained to the interval [0, 1], ρ constrains α and β.
If α > β, then conditions δ > 0 and δ < 1 jointly imply β < ρ < α. If instead α < β, then conditions δ > 0 and δ < 1 jointly imply α < ρ < β. Hence, no solution exists in which α and β are on the same side of ρ. Equality between α and β would lead δ(α, β) to diverge to infinity, or equivalently, to the singularity of matrix A.
Combining (26) with (29) 
which shows that β or α diverge when α and β approach ρ, yielding δ(α, β) to approach 1 or 0, respectively. A solution can instead always be computed for α = ρ or β = ρ. To compute the implicit prior distribution on ρ given p(A, D), combine equations (25a) and (25b) with (29), obtaining 
