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Quantum nanoelectronics has entered an era where quantum electrical currents are built from single to few
on-demand elementary excitations. To date however, very limited tools have been implemented to characterize
them. In this work, we present a quantum current analyzer able to extract single particle excitations present
within a periodic quantum electrical current without any a priori hypothesis. Our analyzer combines two-
particle interferometry and signal processing to extract the relevant electron and hole wavefunctions localized
around each emission period and their quantum coherence from one emission period to the other. This quantum
current analyzer opens new possibilities for the characterization and control of quantum electrical currents in
nanoscale conductors and for investigations of entanglement in quantum electronics down to the single electron
level.
Can we extract the full single particle content of a quantum
electrical current? Although growing in importance by the
availability of on-demand single to few electron sources1–4,
characterizing the excitations of a quantum electrical current
is still an open problem. In the stationary regime, electronic
transport is described in term of coherent scattering of elec-
tronic modes characterized by their energies5. The knowl-
edge of the mode population given by the electronic distri-
bution function is then sufficient to predict any single-particle
physical quantity. In the non-stationary regime, slow drives
generate quasi-classical currents carrying a large number of
excitations per period, which can also be viewed as adiabatic
evolutions of the d.c. case. Conversely, fast drives lead to
fully quantum electrical currents that can be used to trans-
mit information carried by single to few electronic excitations
transferred coherently during each period of the source. From
a basic quantum physics perspective, as well as in terms of
quantum technological applications, it is then natural to ask
what their wavefunctions and what their injection probabili-
ties are.
Beyond time1,6 and energy distribution measurements4,7,
which are not able to answer these questions completely,
theoretical works have investigated the elementary events of
charge transfer through a quantum point contact8. Recent ex-
perimental works have probed electron and hole wavefunc-
tions in a tunnel junction under a.c. excitation9 or have re-
constructed the electronic Wigner distribution10 of a Leviton
excitation3,11,12. However, in both cases, the characterization
of the input state is based on strong assumptions and cannot
extract the electron and hole wavefunctions from an arbitrary
quantum electrical current.
In this article, we present an on-chip quantum electrical cur-
rent analyzer combining two-particle interferometry13–16 with
signal processing techniques to answer these questions. The
single particle content of a quantum electrical current is en-
coded within the electronic Wigner distribution6,18 which is a
very relevant tool for describing quantum states, in particu-
lar of light19, atoms20 or molecules21. Using sinusoidal drives
for demonstration, we reconstruct the Wigner distributions of
both a quasi-classical and a quantum electrical current. In the
latter case, we extract the single particle wavefunctions from
the reconstructed Wigner distribution as well as their coher-
ence across different periods. This experiment demonstrates
our ability to extract the full single particle content of a quan-
tum current from experimental data without any assumption
on the electronic state, opening new perspectives for electron
and microwave quantum optics in conjunction with quantum
information in quantum conductors.
Similarly to the electronic distribution function f(ω),
which describes the occupation probability of electronic
modes as a function of energy ~ω and contains all the single-
body properties of a stationary current, the Wigner distribu-
tion W (e)(t, ω) encodes all the single-particle properties of
the electronic state in the non-stationary case. It also provides
a direct way to distinguish between quasi-classical and quan-
tum currents6. Quasi-classical currents are characterized by
bounded values of the Wigner distribution, 0 ≤W (e)(t, ω) ≤
1, such thatW (e)(t, ω) can be interpreted as a time-dependent
electronic distribution function. Conversely, deviations from
these classical bounds are the hallmark of the quantum regime
where W (e)(t, ω) can be used to extract electron and hole
wavefunctions. Following the protocol presented in Ref.22,
an unknown Wigner distribution can be reconstructed using
an electronic Hong-Ou-Mandel23 interferometer15,16, which
measures the overlap between two electronic states propagat-
ing towards the two inputs of a beam-splitter. The interfer-
ometer is implemented in a two-dimensional electron gas in
the quantum Hall regime at filling factor ν = 2. A quantum
point contact is used as an electronic beam-splitter partition-
ing the outer edge channel. As can be seen on the sketch of
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2the experiment represented in Figure 1, the source generating
the unknown state labeled by the subscript S is propagating
in input 1 whereas input 2 is fed with a set of reference states
called probe states and labeled {Pn}, n ∈ N. The low fre-
quency current noise at the output of the splitter probes the
degree of indistinguishability between the source and probe
states. To isolate the contribution of the source, we measure
the excess noise ∆S at splitter output 3 between the on and
off states of the source:
∆S = 2e2T (1− T )
∫
dω
2pi
[
∆W
(e)
S
t
(1− 2feq)
− 2∆W (e)S ∆W (e)Pn
t
]
(1)
where T is the beam-splitter transmission, · · ·t denotes the
average over time t and ∆W (e)S/Pn are respectively the source
and probe excess Wigner distribution with respect to the equi-
librium situation described by the Fermi-Dirac distribution:
W
(e)
S/Pn
(t, ω) = feq(ω) + ∆W
(e)
S/Pn
(t, ω). The first term in
Eq.(B1) represents the classical random partition noise of the
source. It is reduced by the second term which represents two-
particle interferences between source and probe related to the
overlap between ∆W (e)S and ∆W
(e)
Pn
. By properly choosing
the probe states, Eq.(B1) allows for the reconstruction of any
unknown Wigner distribution6,22.
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FIG. 1. The unknown Wigner distribution ∆W (e)S (t, ω) is sent into
input 1. The probe signals ∆W (e)Pn (ω) sent into input 2 are plotted
for n = 0 to n = 3, time (energy) is on the horizontal (vertical) axis.
The frequency is f = 5 GHz and the temperature Tel = 80 mK).
The excess noise ∆S is measured in output 3 as a function of the d.c.
bias VDC = −~ωDC/e and the phase difference φ between the source
and probe signals.
As a proof of concept of our quantum current analyzer, we
use simple sinusoidal drives, VS(t) = VS cos (2pift) at var-
ious frequencies f = 1/T , a convenient choice which does
not affect the generality of our results. In this case, the low
frequency drives with hf . kBTel (where Tel = 100 mK is
the electronic temperature) are in the quasi-classical regime.
W
(e)
S should then be given by a Fermi sea with a time depen-
dent chemical potential following the a.c. drive: W (e)S (t, ω) =
feq
(
ω + eVS~ cos (2pift)
)
. Conversely, hf & kBTel corre-
sponds to the quantum regime where deviations from the clas-
sical bounds are expected. As the source state is periodi-
cally emitted, a convenient choice of probe states basis is sug-
gested by a Fourier expansion of the source Wigner distribu-
tion: ∆W (e)S (t, ω) =
∑
n ∆W
(e)
S,n(ω)e
2piinft. Let us first fo-
cus on the n = 0 harmonic, ∆W (e)S,0(ω), which represents the
source excess electronic distribution function. This time av-
eraged quantity can be extracted from Eq.(B1) by using a d.c.
bias VDC as the probe P0 (see Fig.1) so that ∆W
(e)
P0
(t, ω) =
feq (ω − ωDC)− feq(ω) (with ωDC = −eVDC/~) is very close
to 1 for 0 ≤ ω ≤ ωDC and to 0 elsewhere. Fig.2 (upper left
panel) represents the excess noise ∆S as a function of ωDC
for various sinusoidal source drives of increasing frequency
(1.75 GHz, 9 GHz and 20 GHz) with drive amplitudes (Vs =
28 µV, 31 µV and 38 µV respectively) chosen to produce sim-
ilar partition noise (around 2× 10−29 A2 Hz−1) at ωDC = 0
(P0 switched off). The partition noise is suppressed to zero
by two-electron interferences when the d.c. bias is increased
but in different ways for different frequencies. ∆W (e)S,0(ω)
can then be obtained via the derivative of ∆S with respect
to ωDC22,24 (see Supplementary Material). The obtained val-
ues of ∆W (e)S,0(ω) are plotted on the upper right panel of Fig-
ure 2. The three curves show that as the drive frequency in-
creases, the spectral weight is shifted towards higher frequen-
cies. In the quasi-classical case (f = 1.75 GHz), the typical
energy at which electrons (respectively holes) are promoted
above (respectively below) the Fermi energy is given by the
amplitude eVS = 28 µeV of the chemical potential variations.
On the contrary, in the quantum regime (f = 20 GHz so that
hf > kBTel), electron/hole pair creation results from the ab-
sorption of photons at energy hf 26,27. The excess electron dis-
tribution function presents square steps of width hf = 83 µeV
and amplitude (eVS/hf)2/4, which is the probability to ab-
sorb one photon from the drive. Our experimental results
compare very well with photo-assisted noise calculations27
(plain lines) without any adjustable parameters, thus confirm-
ing the robustness of our measurement of ∆W (e)S,0(ω).
Accessing the time dependence ofW (e)S (t, ω) requires mea-
suring the non-zero harmonics ∆W (e)S,n 6=0. Fortunately, an ac-
curate reconstruction is usually achieved already with |n| ≤ 3.
Following Eq.(B1), accessing the nth harmonic requires a
probe Pn whose Wigner distribution W
(e)
Pn
evolves periodi-
cally in time at frequency nf . At low excitation amplitude,
the W (e)Pn depends linearly on the probe voltage, VPn(t) =
VPn cos (2pinft+ φ), chosen to extract ∆W
(e)
S,n
6:
∆W
(e)
Pn
(t, ω) = −eVPn
~
cos (2pinft+ φ) gn (ω − ωDC) ,
(2)
with gn(ω) =
(
feq(ω − npif) − feq(ω + npif)
)
/(2pinf).
∆W
(e)
Pn
for n = 1 to n = 3 are plotted on Fig. 1. Changing
the phase φ allows us to scan the temporal axis, whereas the
width of ∆W (e)Pn along the energy axis is fixed by the width
3theorydata
FIG. 2. Upper left panel: Excess noise ∆S as a function of
d.c bias ωDC. The plain lines represent numerical calculations for
VS = 28 µV, f = 1.75 GHz, VS = 31 µV , f = 9 GHz, and
VS = 38 µV, f = 20 GHz and Tel = 100 mK. Upper right panel:
electronic distribution function ∆W (e)S,0(ω). Plain lines represent nu-
merical calculations (same parameter as the left panel). Lower panel:
∆W
(e)
S,n(ω) for f = 10 MHz (left) and f = 9 GHz (right). The
plain lines represent numerical calculations with Tel = 100 mK,
VS = 33 µV (f = 10 MHz) and VS = 31 µV (f = 9 GHz).
of gn, given by the maximum of kBTel and nhf . As in the
n = 0 case, varying a d.c. bias VDC on top of the a.c. probe
excitation enables scanning the energy axis. Using Eqs. (B1)
and (2), the real and imaginary parts of ∆W (e)S,n can be directly
related to the variations of ∆S as a function of the phase φ and
d.c. bias VDC (see Supplementary Material).
Figure 2 presents <(∆W (e)S,n) (=(∆W (e)S,n) = 0) for n =
0, 1, 2, 3 for a quasi-classical drive f = 10 MHz (lower left
panel), and n = 0, 1, 2 (n = 3 falls below our experimen-
tal resolution) for a quantum drive f = 9 GHz (lower right
panel). While the n = 1 harmonics take very close values as
explained by the similar amplitudes of the drives (VS = 33 µV
for f = 10 MHz and VS = 31 µV for f = 9 GHz), the n = 0,
2 and 3 harmonics are lower in the high frequency case com-
pared to the low frequency one. Indeed, these terms are related
to multiphoton absorption/emission processes, whose strength
increases with the ratio α = eVS/hf . This ratio is very high
in the quasi-classical case (α ≈ 800) and smaller than one in
the quantum one (α ≈ 0.8) thus explaining the smaller am-
plitude of the harmonics n 6= 1. After extracting all relevant
∆W
(e)
S,n, we can combine them to reconstruct the full Wigner
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FIG. 3. Upper panels: experimental data of W (e)S (t, ω) in the
quasi-classical (f = 10 MHz, left) and quantum (f = 9 GHz,
right) cases. Middle panels: theoretical calculations of W (e)S (t, ω)
at f = 10 MHz (left) and f = 9 GHz (right). Lower pan-
els: cuts of W (e)S (t, ω) at constant energy ~ω = 11 µV (left) and
~ω = −11 µeV (right). Blue points are for f = 10 MHz, red points
for f = 9 GHz, the plain lines represent numerical calculations.
distribution:
W
(e)
S (t, ω) = feq(ω) + ∆W
(e)
S,0(ω)
+ 2
N∑
n=1
<(∆W (e)S,n(ω)) cos (2pinft), (3)
where the sum extends to N = 3 at f = 10 MHz and N = 2
at f = 9 GHz, and where =(∆W (e)S,n) = 0 has been used.
The two Wigner distributions are represented on Fig. 3 (upper
panel). Apart for small discrepancies related to the decon-
volution process, the quasi-classical case is very close to the
expected equilibrium distribution function with a time vary-
ing chemical potential µ(t) = −eVS cos (2pift) (see middle
left panel). In particular, it is basically constrained to values
between 0 and 1. In contrast, in the quantum case, the Wigner
distribution can take values that are strongly negative or that
are well above one. Consequently, single-particle properties
are no longer described in terms of a time varying electronic
distribution function, in good agreement with theoretical pre-
dictions (middle right panel). These differences with the clas-
sical case can be understood by plotting cuts of the Wigner
distribution at constant energy ~ω = ±11 µeV (lower pan-
els of Fig. 3). In the classical case the sizeable values of
the high harmonics of the Wigner distribution are necessary
to reconstruct an equilibrium Fermi distribution which varies
sharply from 0 to 1. On the contrary, high harmonics are sup-
pressed in the quantum case such that W (e)S (t, ω) varies in
4a much smoother way. This explains the overshoots (under-
shoots) above 1 (below 0) which agree well with theoretical
expectations (plain lines).
The second step of our quantum signal dissection scheme
extracts individual electronic wavepackets from the recon-
structed Wigner distribution. This reconstruction is performed
on the excess single electron coherence28,29 ∆0G(e)S (t+ τ2 , t−
τ
2 ), which is the inverse Fourier transform with respect to ω of
the excess Wigner distribution ∆0W
(e)
S (t, ω) = W
(e)(t, ω)−
Θ(−ω), defined with respect to the zero temperature Fermi
electronic distribution function Θ(−ω). This reference choice
ensures that all excitations, including the thermal ones, are ex-
tracted by our algorithm. The goal is to find the simplest ex-
pression of the excess single electron coherence in terms of re-
cently introduced ”electronic atoms of signal”4, which form a
family of normed and mutually orthogonal electronic wavelets
representing the electron and hole wavefunctions generated
for each time period of the source. Generically, several elec-
tron/hole wavelets are needed, since several electron/hole ex-
citations might be emitted in different wavepackets for each
period of the source. However, in our experimental situation
at f = 9 GHz, and more generally whenever the probability to
emit more than one electron/hole pair per period is very small,
only one electron ϕ(e) and one hole ϕ(h) wavelets are needed.
The time translated wavepackets ϕ(α)l (t) = ϕ
(α)(t − lT ) are
defined using the period index l ∈ Z and satisfy the following
orthogonality conditions 〈ϕ(α)l |ϕ(β)l′ 〉 = δα,βδl,l′ for α and β
being e or h. The simplest generic form of the excess single
electron coherence can then be written in this case as:
∆0G(e)S (t, t′) =
∑
(l,l′)∈Z2
[
g(e)(l − l′)ϕ(e)l (t)ϕ(e)l′ (t′)∗ − g(h)(l − l′)ϕ(h)l (t)ϕ(h)l′ (t′)∗ + 2<
(
g(eh)(l − l′)ϕ(e)l (t)ϕ(h)l′ (t′)∗
)]
(4)
When l = l′, the real numbers 0 ≤ g(e)(0) ≤ 1 and
0 ≤ g(h)(0) ≤ 1 represent the probability for emitting an elec-
tronic (resp. hole) excitation with wavefunction ϕ(e) (resp.
ϕ(h)) at each period. When l 6= l′, the complex numbers
g(e)(l− l′) (resp. g(h)(l− l′)) represent the interperiod coher-
ence between electronic (resp. hole) wavepackets. Finally, the
complex number g(eh)(l− l′) represents the electron/hole co-
herence between the electron and hole wavepacket associated
with periods l and l′. These terms occur when the probability
to emit the electron and hole excitations differ from 1, such
that a coherent superposition between the equilibrium state
and the creation of an electron/hole pair is generated. They
encode the modulus and phase of this coherent superposition.
By exact diagonalization of the projection of the excess single
electron coherence on the electronic and hole sectors (see Sup-
plementary Material) it is possible to extract from W (e)S the
electron and hole wavefunctions ϕ(e/h) as well as the interpe-
riod coherences g(e)(l−l′), g(h)(l−l′) and g(eh)(l−l′). These
data describe the single particle content of the electronic cur-
rent and quantify how far it deviates from the ideal electron
and hole emission regime, characterized in this language by
g(eh)(l − l′) = 0 and g(e)(l − l′) = g(h)(l − l′) = δl,l′ .
Figure 4 presents the result of this analysis on the exper-
imental data obtained for the quantum drive (f = 9 GHz).
As expected, the excess coherence is strongly dominated by
one electronic ϕ(e) and one hole ϕ(h) wavepacket, which are
plotted in the Wigner representation on the upper and middle
panels. The hole is shifted by half a period with respect to the
electron and its energy dependence is almost the same as that
of the electron’s at positive energy, as can be seen from their
electronic distribution functions f |ϕ(e/h)(ω)|2. Note that
these functions present almost flat plateaus of width hf : devi-
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FIG. 4. Left panel: Wigner distribution functions Wϕ(e/h)(t, ω) =∫
dτϕ(e/h)(t + τ
2
)ϕ(e/h)∗(t − τ
2
)eiωτ for the dominant electronic
ϕ(e) and hole ϕ(h) atoms of signal in the f = 9 GHz case.
The panels in the margins of the colour plots represent the time
|ϕ(e/h)(t)|2/f and energy f |ϕ(e/h)(ω)|2 distributions obtained by
integration of Wϕ(e/h)(t, ω) over ω and t. Right panel: moduli of
the interperiod coherence |g(e)(l)|, |g(h)(l)| and |g(eh)(l)| (Data and
numerical simulation at Tel = 0 mK)
ations from flatness express that atoms of signal at finite tem-
perature are contaminated by thermal excitations. The moduli
of the corresponding interperiod coherences are depicted on
the right panel: they extend beyond one period, as expected,
since the thermal coherence time h/kBTel ' 0.5 ns is roughly
54 times larger than the period. Since g(eh)(l − l′) 6= 0 and
both g(e)(0) ' g(h)(0) ' 0.27 6= 1, we are not in the single
electron regime. The specific role of thermal fluctuations is
illustrated by comparing on Figure 4 the data (Tel = 100 mK)
with the numerical simulation of the interperiod coherences
in the zero temperature case. The occupation probabilities
g(e)(0) and g(h)(0) increase from 0.16 (Tel = 0 mK) to
0.27 (Tel = 100 mK) when the temperature increases, re-
flecting the contamination by thermal excitations populating
ϕ(e/h). Thermal fluctuations also decrease the electron/hole
coherence |g(eh)(0)|, showing how temperature progressively
destroys the coherent superposition between the equilibrium
state and the creation of an electron/hole pair.
To conclude, we have demonstrated a quantum electrical
current analyzer which directly extracts the single electron
and hole wavefunctions, as well as their emission probabil-
ities and coherence from one emission period to the other.
Assuming a minimal knowledge on the state of the elec-
tron fluid, it can be used to characterize any quantum elec-
trical current. It also explicitly takes into account the role
of thermal excitations and their progressive contamination
of the electron and hole wavefunctions. The same princi-
ple could lead to quantum current analyzers for any low-
dimensional conductor that can be weakly tunnel-coupled to a
probe port for noise measurements, enabling the control of
the quantum state of the elementary excitations transferred
across nanoscale conductors. Our quantum analyzer is the
tool of choice for single electron source characterization or
for identifying single particle wavefunctions generated in in-
teracting conductors31. It may also offer a way to access to
the recently studied electron/hole entanglement32 and, supple-
mented by other measurements33, to quantify more precisely
the importance of interaction-induced quantum correlations.
Finally, it can establish a bridge between electron and mi-
crowave quantum optics34,35, by probing the electronic con-
tent of microwave photons injected from a transmission line
into a quantum conductor.
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7Appendix A: Sample and noise measurements
The sample is a GaAs/AlGaAs two dimensional electron gas of nominal density ns = 1.9× 1015 m−2 and mobility µ =
2.4× 106 cm−2 V−1 s−1. It is placed in a magnetic field B = 3.7 T to reach the quantum Hall regime at filling factor ν ≈ 2 in
the bulk. The current noise at the output of the quantum point contact is converted to a voltage noise on the resistanceR = h/2e2
(at filling factor ν = 2) between the ohmic contact connected to output 3 of the splitter and an ohmic contact connected to the
ground. The contact on output 3 is connected to a tank circuit so as to move the noise measurement frequency to 1.45 MHz with
a 78 kHz bandwidth. The tank circuit is followed by a pair of homemade cryogenic amplifiers followed by room temperature
amplifiers and a vector signal analyzer in order to measure the voltage correlations between the two amplification chains. Noise
measurements are calibrated by measuring both the thermal noise of the output resistance R, and the partition noise of a d.c.
bias applied on input 2 of the electronic beam-splitter.
Appendix B: Reconstruction of ∆W (e)S,n(ω) from noise measurements
The excess electronic distribution function ∆W (e)S,n=0(ω) can be obtained via the derivative of ∆S with respect to the d.c. bias
ωDC applied on the probe port.
∆S = 2e2T (1− T )
∫
dω
2pi
[
∆W
(e)
S
t
(1− 2feq) − 2∆W (e)S ∆W (e)Pn
t
]
(B1)
∆˜W
(e)
S,0 = −
pi
2e2T (1− T )
∂∆S
∂ωDC
=
∫
dω∆W
(e)
S,0 (ω)
(−∂feq
∂ω
)
(ω − ωDC) (B2)
As shown by Eq.(B2), the experimental signal ∆˜W
(e)
S,0 does not provide directly ∆W
(e)
S,0 but its convolution with the thermally
broadened function
(−∂feq
∂ω
)
. Knowing the electronic temperature and using deconvolution techniques based on Wiener filtering1
(see next section), one can reconstruct ∆W (e)S,0(ω) from the measurement of ∆˜W
(e)
S,0.
The higher order terms ∆W (e)S,n 6=0 which encode all the time dependence, are reconstructed from the measurement of the
output noise ∆Sφ as a function of the phase φ of a.c. voltage VPn(t) and of the d.c. voltage ωDC applied on on the probe port.
Using Eqs.(B1) with ∆W (e)Pn (t, ω) = −
eVPn
~ cos (2pinft+ φ)gn (ω − ωDC), we can reconstruct the real and imaginary parts of
∆W
(e)
S,n:
<(∆˜W (e)S,n) =
h
8e3VPnT (1− T )
(∆Sφ=0 −∆Sφ=pi) =
∫
dω<
(
∆W
(e)
S,n (ω)
)
gn(ω − ωDC) (B3a)
=(∆˜W (e)S,n) =
h
8e3VPnT (1− T )
(
∆Sφ=pi2 −∆Sφ= 3pi2
)
=
∫
dω=
(
∆W
(e)
S,n (ω)
)
gn(ω − ωDC) (B3b)
As in the n = 0 case, the experimental signal is the convolution between ∆W (e)S,n and gn =
(
feq(ω − npif) − feq(ω +
npif)
)
/(2pinf). The real and imaginary parts of ∆W (e)S,n are thus reconstructed using the Wiener filtering deconvolution tech-
nique (see next section). A specific difficulty arises for the n 6= 0 terms, as their reconstruction process requires the accurate
knowledge of the relative phases between the probe signals for various values of n. To measure the phase relationship between
the n = 1, n = 2 and n = 3 probe signals, we use two-particle interferences between two different probe signals generated
simultaneously at input 2 in the absence of the source (e.g. between n = 1 and n = 2 or between n = 1 and n = 3). The
noise at the splitter output is then minimal when the two probe signals are in phase, allowing for an accurate calibration of the
relative phase between the probe signals for different harmonics n. For the measurement of the phase between the n = 2 and
n = 1 harmonics, two-particle interferences between source and probe vanish at zero bias voltage VDC due to the electron/hole
symmetry of a sinusoidal drive. We thus add a small positive bias voltage to the probe port in order to calibrate the relative
phase (this method should be applied for the phase calibration of all even harmonics). As a result of the phase calibration, we
find that, as theoretically expected for sine drives, ˜=(∆W (e)S,n) = 0 for all n and all ω. The reconstruction of ∆W (e)S,n 6=0 also
requires the accurate knowledge of the probe voltage amplitude VPn which are calibrated by measuring the partition noise of
the probe (source switched off) as a function of the drive amplitude VPn . When measuring these n 6= 0 harmonics, we also
systematically checked the linear dependence of the output noise with the probe amplitude in order to check the validity of the
linear approximation relating ∆W (e)Pn (t, ω) to VPn(t).
8Appendix C: Wiener deconvolution filter
In order to account for the convolution of ∆W (e)S,n with gn, the noise data ∆˜W
(e)
S,n is deconvoluted using a Wiener decon-
volution filter1. Given our experimental situation, where gn is well known, but the experimental data ∆˜W
(e)
S,n is spoiled by
noise, brute force deconvolution techniques cannot be applied as they tend to amplify the noise fluctuations. On the contrary, the
Wiener filter allows to efficiently deconvoluate the signal while smoothing the random fluctuations. Denoting by FT and FT−1
the Fourier and inverse Fourier transformations, which relate the variable ω to its conjugate variable ω˜, we define the signal over
noise ratio of the measurement: ρ(ω˜) =
∣∣∣FT [gn]·FT[∆W (e)S,n]∣∣∣2(ω˜)
N(ω˜) , where N(ω˜) is the power spectral density of the experimental
noise. The Wiener filter that deconvolutes the noisy experimental data is then defined as:
∆W
(e)
S,n(ω) = FT
−1
[
H∗ (ω˜) · FT
[
∆˜W
(e)
S,n
]
(ω˜)
]
(C1)
H(ω˜) =
1
FT [gn] (ω˜)
1
1 + ρ−1(ω˜)
(C2)
For ω˜ values such that the signal to noise ratio is high (ρ−1(ω˜)  1), the Wiener filter acts as a standard deconvolution filter:
H = 1/FT [gn]. On the contrary, ω˜ values which do not carry information on the signal (ρ−1(ω˜)  1) are suppressed by the
Wiener filter: H ≈ 0, so that contrary to standard deconvolution methods, the noise does not get amplified by the deconvolution
but is instead suppressed in the process. The difficulty is then to properly evaluate ρ(ω˜). Assuming no correlations between
the fluctuations of ∆W (e)S,n measured at different energies ω (set by the d.c. bias ωDC), meaning that N(ω˜) = N is a white
noise, the value of N is directly set by the size of the experimental error bars on the measurement of ∆S. If the noise N(ω˜) is
known, it is not the case for the signal FT
[
∆W
(e)
S,n
]
(ω˜) which is the quantity to be determined. We have tested two different
methods for estimating ρ, which give equivalent results within error bars. The first method relies on an estimate of the signal
over noise ratio using a theoretical prediction for FT
[
∆W
(e)
S,n
]
(ω˜). In the second method ρ(ω˜) is self-consistently determined
from an optimization of the deconvolution process. More precisely, we take ρ(ω˜) =
∣∣∣∣FT [gn] · FT [∆˜W (e)S,n]∣∣∣∣2 (ω˜)/a, where a
is self-consistently determined. The optimization is based on the balance between two limits. When ρ is overestimated (meaning
that the chosen a is too small), the deconvolution amplifies ω˜ values which are in fact dominated by the noise which results in
the appearance of high frequency fluctuations in the deconvoluted signal. When ρ is underestimated (meaning that the chosen
a is too large), ω˜ values which are dominated by the signal are suppressed by the Wiener filter and the resulting deconvoluted
data is oversmoothed. It can be detected by reapplying the convolution by gn on the deconvoluted signal; oversmoothing then
shows up as a result which differs from the experimentally measured data ∆˜W
(e)
S,n. This method leads to an uncertainty in the
determination of ρ (related to the uncertainty on the parameter a) which, together with the noise on the experimental data, are
taken into account when evaluating the error bar of the deconvoluted data. In order to evaluate these error bars, we generate
a random distribution of experimental data (with a standard deviation given by the experimental uncertainty) and a family of
Wiener deconvolution filters with randomly distributed values of ρ (with a standard deviation given by the uncertainty on the
determination of ρ). We deconvoluate the randomly picked data with a randomly chosen filter, generating a random distribution
of deconvoluted data. The data points of ∆W (e)S,n plotted on Fig.(2) and Fig.(3) correspond to the average of the obtained
distribution and the error bars to its standard deviation.
Appendix D: Electron and hole wavefunction extraction
The extraction of electron and hole wavefunctions from the experimental data of ∆W (e)S (t, ω) relies on an algorithm which
recasts any excess T -periodic single electron coherence ∆0G(e) under the form given by Eq.(4) of the article:
∆0G(e)S (t, t′) =
∑
(l,l′)∈Z2
(
g(e)(l − l′)ϕ(e)l (t)ϕ(e)l′ (t′)∗ − g(h)(l − l′)ϕ(h)l (t)ϕ(h)l′ (t′)∗
)
+
∑
(l,l′)∈Z2
(
g(eh)(l − l′)ϕ(e)l (t)ϕ(h)l′ (t′)∗ + h.c.
)
(D1)
9The algorithm is based on an exact diagonalization of the
projection of ∆0G(e)S onto the electronic and hole quadrants
containing the information on the purely electronic and purely
hole single particle excitations within the system. Due to
time periodicity, this leads to electronic and hole probabil-
ity spectra consisting of bands on the quasi-pulsation interval
0 ≤ ν ≤ 2pif associated with the time period T as well as
eigenvectors which are the Floquet version of Bloch waves
of solid state physics2. The analogous of Wannier functions3
are then the electronic and hole atoms of signal4. As in solid
state physics5, the ambiguity of these wavepackets has been
lifted by minimizing their time spreading. Finally, the elec-
tron and hole coherences g(e)/h(l) (l ∈ Z) can be obtained
from the probability spectras and the electron/hole coherences
computed from ∆0G(e) using the explicit numerical data for
the electronic and hole atoms of signals2.
After Wiener filtering, the experimental data come as a
finite set of real values ∆W (e)S,n(ωk) where ωk are the dis-
cretized values of ω and n = 0,±1,±2. First we add the ther-
mal excess feq(ω) − Θ(−ω) of the equilibrium Fermi Dirac
distribution at temperature Tel = 100 mK to ∆W
(e)
S,n=0(ω) to
obtain the experimental dataset for ∆0W
(e)
S (ω). Then, in or-
der to extract a square matrix for the exact diagonalization,
the first step is to generate new data that can be matched on
a grid well suited to the electronic and hole quadrants. These
two quadrants are defined in the frequency domain as corre-
sponding to the sectors where purely electronic (resp. purely
hole) excitation contribute to ∆W (e)S,n(ω). For a periodically
driven source, these sectors correspond to ω±npif ≥ 0 for the
electron quadrant and to ω± npif ≤ 0 for the hole quadrant6.
For each n, the dataset ∆0W
(e)
S,n(ωk) is first interpolated us-
ing cubic splines to infer a new dataset on a grid adapted to
the electronic and hole quadrants, that is such that this grid
intersects the boundaries ω ± npif = 0 of the electronic and
hole quadrants. This new data grid has a discretization step δω
such that ~δω ' 0.19 µeV. We assign zero to the remaining
grid points for which no data is available (higher harmonics
|n| > 2 and values of ~|ω| & 70 µeV). This dataset is then
used to build the matrices corresponding to the projection of
this interpolated data for ∆W (e)S,n(ω), which are then fed into
the electron and hole wavefunction algorithm.
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