ABSTRACT Sparse learning is an efficient technique for feature selection and avoiding overfitting in machine learning research areas. Considering sparse learning for real-world problems with online learning demands in neural networks, an online sparse supervised learning of extreme learning machine (ELM) algorithm is proposed based on alternative direction method of multipliers (ADMM), termed OAL1-ELM. In OAL1-ELM, an 1 -regularization penalty is added in loss function for generating a sparse solution to enhance the generalization ability. This convex combinatorial loss function is solved by using ADMM in a distributed way. Furthermore, an improved ADMM is used to reduce computational complexity and to achieve online learning. The proposed algorithm can learn data one-by-one or batch-by-batch. The convergence analysis for the fixed point of the solution is given to show the efficiency and optimality of the proposed method. The experimental results show that the proposed method can obtain a sparse solution and have strong generalization performance in a wide range of regression tasks, multiclass classification tasks, and a real-world industrial project.
I. INTRODUCTION
Many machine leaning methods are mainly based on batch learning. Although batch learning shows high sample efficiency, one obvious limitation is that the algorithm must relearn all data and raise high computational cost when adding new training data. In real-world applications, online data processing and learning tasks are very common [1] , [2] . Data collected from dynamic systems are sequentially, and batch learning cannot be on track to handle these data in every time-step. However, the raw online observations are normally represented as high-dimensional features. When the number of data is relatively small, learning solutions are prone to be overfitting. For this reason, the regularization techniques that can effectively reduce the overfitting risk are more necessary for online learning than batch learning. Therefore, to find an algorithm with high sample-efficiency, low computational
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Neural network (including deep network) is one of the most popular value function approximation models for data regression and classification tasks [4] . Neural network has a strong nonlinear approximation ability and can map any complex nonlinear relationship in theory [5] , [6] . However, regular neural network training methods (such as error back propagation) raise high computational cost and suffer from oversensitivity to hyper-parameter tuning. Meanwhile, the solution is easy to be stuck at saddle points in loss function space and the learning performance is unforeseeable. Batch learning methods can avoid such learning problems in offline training and even have a lower global computation throughout all data. However, when some new data come in online training, batch learning methods cannot keep a good generalization capability under the given computational cost [7] , [8] .
Another issue is the structure of neural networks. In all available structures, feed forward neural network (FFNN) is a concise and natural choice, and has been applied in various fields, because of the ease of use and the low computational cost [9] , [10] . Some widely-researched FFNNs contain radial basis function network (RBF) [11] , [12] , extreme learning machine (ELM) [13] , [14] and random vector functional-link network [15] , [16] . Compared with other FFNNs, the regular ELM as a batch learning method has the advantages of low runtime complexity of training, strong generalization capability and high approximation accuracy. An important variant, termed as online sequential extreme learning machine (OS-ELM) [17] , can work in online sweep learning and make ELM not limited to the batch learning way. These advantages make ELM to be an effective and practical method for more widespread applications, such as image recognition [18] , [19] and fault diagnosis [20] , [21] .
The key feature of ELM is that the input-hidden-layer parameters can be given at random and need not to be tuned, and this feature greatly reduces the training computational cost and mostly retains strong generalization ability [8] , [22] - [24] . Meanwhile, ELM with the output weights solved by regularized least squares has been proved to maintain the unique optimal fixed point [25] , [26] , and the stability proof about randomly setting of hidden layer parameters have been given in [14] , [15] . Even for multi-layer neural networks, such as in deep learning studies, ELM shows some unique advantages by using some training techniques [27] , [28] from deep learning.
When ELM is used for online learning tasks, like other methods in supervised learning, three important issues are raised: avoiding over-fitting, reducing approximation errors, and reducing the computational cost. Regularization penalty (norm regularization commonly) added in the loss function can reduce the structural risk of the network by reducing the norm of weights to enhance the generalization ability [29] - [31] . For this reason, norm regularization can effectively avoid over-fitting problems. Two main norm regularization methods are 1 -norm regularization and 2 -norm regularization. In OS-RELM [32] , an 2 -regularization is used in OS-ELM to enhance generalization ability and to avoid the singularity problem. Differing to 2 -regularization, minimizing 1 -regularization penalty can yield sparse solution of weights to reduce computational cost and achieve feature selection function [33] . However, the 1 -norm regularization penalty makes the loss function becomes not differentiable in zero point. Therefore, solving online 1 -regularization optimization is difficult [34] , [35] . Many scholars made efforts to solve this problem [36] , [37] , but the existing methods with high runtime computational complexity in each time-step are not suitable for online learning. However, some advanced convex optimization methods show potential to solve this problem under the admissible computational complexity. Alternative direction method of multipliers (ADMM) is an effective method to solve the convex optimization problem of combinatorial loss function [38] , [39] in distributed computation way. ADMM inherits the features of dual decomposition and augmented Lagrange method and can even achieve parallel computing in multiple processing [40] . There are also some improved ADMM methods that can reduce computational cost in some certain tasks [35] .
For online supervised learning tasks, we proposed an algorithm named online ADMM-based 1 -rergularized-ELM (termed OAL1-ELM). Considering the advantages of ELM, we use regularized single-hidden-layer ELM as the learning model in this paper. The parameters of the hidden layer are initialized randomly and fixed throughout the training process. In each time-step, when a new sample comes, the immediate solution of the online 1 -regularized combinatorial loss function is updated by the improved ADMM that we proposed. OAL1-ELM ensures only O(n 2 ) per-step-time computational complexity, where n is the dimension of features. The convergence analysis and the experimental results show the stability and effectiveness in learning and feature selection.
The rest of this paper is organized as follows. Section 2 provides a brief review of ELM. In Section 3 we propose the main results about the OAL1-ELM algorithm. The convergence analysis of OAL1-ELM is given in Section 4. Section 5 shows the experimental results and discussion of OAL1-ELM through several regression and multiclass classification tasks. Conclusions and future works are presented in the final section.
II. PRELIMINARIES AND RELATED WORK
This section briefly introduces the single-hidden-layer batch ELM algorithm [41] , [42] . We denote that in a supervised learning task N is the number of sample, L is the number of hidden layer nodes, x i ∈ R d is the ith input vector, d is the dimension of input vectors, y i ∈ R m is the related ith output label, and m is the dimension of output vectors. The output can be obtained as
where the parameter vector β ∈ R L is the output weight vector connecting the hidden layer and the output layer. The parameters a ∈ R L and b ∈ R L denote the weights and bias in hidden nodes. The function G (x) is the activation function and G j (a i , b i , x) is the output of the ith hidden node with respect to x. Because G (x) maps the raw inputs to the outputs of hidden layer, we commonly call the output of G (x) as the features. When the sigmoid function is chosen as activation
We can also choose Gaussian function as activation function:
If an N -length input-output training data set is given, we represent (1) as the following matrix form:
where the feature matrix H colleting the features that G (x) outputs is
In (4) the weight vector β can be calculated by β = H † Y analytically, where H † is the Moore-Penrose generalized inverse of the matrix H . We can also solve β by adding 2 -norm regularization penalty with respect to β. In this case, the combinatorial loss function is
Since 2 -norm is differentiable and convex, according to the optimal condition ∂J /∂β = 0, the optimal β * can be solved analytically as follows:
where I is an d-dimension identity matrix. When N L, for any λ > 0, we can obtain that
It is clear that according to (9) , when N L, the optimal output weight β * can be solved as
Based on the above ideas of 1) random parameters and 2) least squares solution of β, some improved ELMs are proposed to overcome the problems from different aspects in practice, such as incremental ELM [43] to enhance online update capability, multi-layer ELM [27] for highdimensional input problem, dual-ELM network [21] for simultaneous-class recognition and even broad learning [44] as an alternative deep learning perspective. Although the training processes for these methods are hierarchical or multistaged, the random parameters and least squares in (8) or (10) are always the necessary techniques. These state-of-the-art methods work well for overcoming each own encountered problems.
III. ONLINE ADMM-BASED L1-REGULARIZATION-ELM
In this section, an online 1 -regularized-ELM learning algorithm is proposed for solving regression and multivariate classification tasks. An improved ADMM for minimizing online 1 -norm regularization combinatorial loss function and reducing computational complexity is derived.
A. L1-REGULARIZED-ELM
The main virtue of 1 -regularization on weight parameters is that some elements of solution are tend to be zeros. This technique is called sparsification. The loss function of 1 -regularized-ELM problem can be formulated as
where H (feature matrix) is the output of hidden layer, β is the output weights between hidden layer and output layer, y is the target output vector, and the scaler hyper-parameter λ is a regularization parameter that weights the regularization effect, where λ > 0 holds. The optimal output weights can be expressed as
It can be seen that the loss function in (11) is a combination of a mean square error (MSE) and an 1 -regularization penalty weighted by λ. Since the term λ||β|| 1 is nondifferentiable in zero point, solving (12) by conventional methods is difficult.
B. ONLINE ADMM-BASED L1-REGULARIZED-ELM
It is worth noting that the proposed algorithm is to achieve the output parameters updated in online learning tasks, when the randomly selected or pre-tuned hidden parameters are adopted [45] , [46] .
By defining two intermediate variable vectors x, z ∈ R L , the dual decomposition of (12) can be changed as in [47] :
where both f (x) = 1/2||Hx − y|| 2 2 and g(z) = λ||z|| 1 are convex functions.
The augmented Lagrangian L ρ (x, z, µ) of (13) is
where µ ∈ R L is a dual variable vector and ρ > 0 is the augmented quadratic penalty weight parameter. The optimal fixed point of (14) can be calculated by the following iterations:
where k is the time-step of iterations. With k increasing, x k gradually approaches to z k . The iterations in (15) and (16) are used to obtain the current fixed point of x and z, respectively. The iteration in (17) is used for the dual variable µ updating. We use proximal operator denoted as prox(·) to solve the optimization arg min L ρ (·), and thus the iterative process is transformed as
where the quadratic proximal operator prox ηf (x) and the 1 -norm proximal operator prox λg (z) are given as follows, respectively:
where ε = 1/η is a small positive number, and clearly H T H + εI is always invertible. The notation (·) i is the ith dimension scalar of vector (·).
For minimizing functions f (x) and g(z), the iteration in (18) achieves a distributed calculation. There is a slight difference between x and z, and updating z with the soft threshold function in (20) yields a sparse solution. Therefore, z is chosen as the output weight.
Because of the matrix inversion in updating x, the perstep-time runtime computational complexity of the original ADMM is O(n 3 ), where the feature dimension n in this paper is equal to the number of hidden layer nodes L. We deduce the online ADMM based on the idea of recursive least squares technique. In this way, the per-time-step runtime computational complexity of our improved ADMM can be reduced to O(n 2 ). This proposed algorithm can achieve online learning, which means that when some new training samples comes, the parameters need to be updated by considering only these new samples. The detailed derivation process is described as follows.
When a new input sample x k arrives at time-step k, a related hidden layer output h k can be obtained by forward compu-
The following matrix inversion lemma is used to change the current Q k into a recursive form. Lemma 1 [32] : Assume that matrix A ∈ R n×n is invertible and the vectors u, v ∈ R n satisfy 1 + v T A −1 u = 0, the matrix inversion lemma can be presented as
According to Lemma 1, a recursive form of Q(k) is given as
We summarize the iterations for updating parameters x, z and µ as follows:
We state the online learning process in Algorithm 1. This proposed algorithm is called Online ADMM-based 1 -regularized-ELM algorithm (OAL1-ELM for brevity).
Algorithm 1
In Algorithm 1 we see that the iteration computations are presented in line 6 to line 8. In each line the runtime complexity is only O(n 2 ). Therefore, OAL1-ELM has an O(n 2 ) complexity in both runtime and memory in each time-step iteration.
A similar related work to the proposed OAL1-ELM is the widely-used online sequential ELM (OS-ELM) [11] . An OS-ELM can also learn data one-by-one with O(n 2 ) runtime complexity in each time-step. The key technique for both algorithms to reduce computational complexity is using the Woodbury formula (Lemma 1 in this paper). However, the major difference is that the proposed OAL1-ELM is an 1 -regularized algorithm both to enhance the generalization ability and to implement feature selection. The regular OS-ELM has no such regularization function, and even an initialization learning phase is necessary to avoid running into singularity problem. OAL1-ELM uses proximal operator to avoid this problem. OS-RELM [32] , as an 2 -regularized algorithm, also has no feature selection function. OS-L1-ELM [35] and Sparse ELM [48] are related works that can generate solution, but they are still batch learning algorithms. Therefore, OAL1-ELM is the first algorithm that combines all following algorithmic features: online learning, feature selection, O(n 2 ) runtime complexity, and no singularity problem.
C. ONLINE ADMM-BASED L1-REGULARIZED-ELM FOR MULTICLASS CLASSIFICATION TASKS
The proposed OAL1-ELM algorithm can be used to solve K -class (K ≥ 2) multiclass classification tasks. Firstly, the training sample labels are constructed; that is, each label with K outputs in turn represents the indicator from first to the K th classes. If a sample is labeled in the jth class, the corresponding label in the jth digit position is equal to 1, and the others are equal to 0. For example, the output vector for the jth class (j ∈ {1, 2, . . . , K }) should be expressed
We also define a K -class classification task as following minimization problem: min H β − y 2 2 + λ β 1 y ∈ {e 1 , e 2 , . . . , e K } (26) where H is the output of hidden layer, β is the output weight of the connection hidden layer, e i is a K -dimensional indicator vector where the ith digit position is one. The predict label of the testing samples can be expressed as
IV. CONVERGENCE ANALSIS
In this section, the convergence analysis of the proposed OAL1-ELM is given based on ordinary differential equation (ODE) method [49] . The following analysis proves that OAL1-ELM converges to the unique optimal fixed point of (12) under some certain conditions. In the iteration of (24), the updating expression of vector z k is substituted into those of x k and µ k to eliminate z k , and (24) can be simplified as
Define the intermediate variable vector y and the definition as well as the updating expression for y is y k := x k + µ k . The iteration in (28) can be changed with respect to x and y as follows:
Define the incremental terms in the ODEs in (29) as
By substituting (30) into (29), we then obtain the following standard discrete ODE expressions:
The convergence of the iteration in (31) is established and proved as follows. According to (31) , given y * = λ(x k ) and differential equationẋ k = εA(x k , λ(x k )) can be rearranged as follows:
where the inverse of −(Q − I /ε) can be obtained as follows:
Because of P = H T H , both matrices P and P −1 are positive definite symmetric matrices, and thus we have P −1 (P + εI ) = (P + εI ) P −1 . The matrix −(Q−I /ε) and its inverse matrix are real symmetric matrices. Thus, differential equationẋ k = εA(x k , λ(x k )) has a unique global asymptotic stability point as follows:
Hence Theorem 1 holds. The updating expression of µ in (24) makes x and z approaching to each other, because clearly this expression has only one equilibrium where µ = 0 and x = z. Therefore, we finally have the convergence conclusion that OAL1-ELM converges to the unique fixed point β = z in the parameter space.
V. EXPERIMENTAL DETAILS
To verify the performance of OAL1-ELM, several regression and multiclass classification benchmarks are adopted in experiments. Performance of OAL1-ELM is compared with those of ELM, 2 -ELM, OP-ELM, 1 -2 -ELM and SVM with the identical structure of network. In order to completely demonstrate our proposed method for online solving output layer parameters, both of Gaussian and sigmoid functions were chosen as activation functions. All the computational results in this section are run with Matlab 2013b, and the runtimes are obtained by using the profiler tool in Matlab.
A. REGRESSION TASKS
The first experiment is based on regression benchmarks. The data are generated through a nonlinear dynamic system [50] as follows:
where the initial values are y(0) = 0 and y(1) = 0, and we use a sequence u (k) = sin(2πk/25) as an excitation signal. The general single-step predictive function is represented aŝ
For this regression task, the root-mean-square error (RMSE) is chosen as the evaluation function:
where y(k) is the real output of system in (35) at timestep k. We collect totally 998 sequential samples. The first 700 samples are used as training samples and the rest are used for testing. We first study on the sensitivity of the OAL1-ELM with respect to the hyper-parameters settings, and the main results can be seen in Fig. 1 . In Fig. 1 , by comparing the RMSEs, the near-optimal hyper-parameters, including the regularization parameter and the number of hidden layer nodes L, can be easily determined. Therefore, we use these optimal hyper-parameters to train the networks. Fig. 2 shows statistical histograms of the number of output weights for each range varies under hyper-parameters (C, L). It can be clearly seen that OAL1-ELM can generate sparse solution.
To further verify the performance of OAL1-ELM, the testing prediction results and the testing errors of single-step and multi-step prediction are shown in Figs. 3 and Figs. 4 , respectively. Multi-step prediction model is a recursive 
by given only the first few initial values. In multi-step prediction we show the 286-step prediction results. We see that OAL1-ELM can track the real outputs accurately during the entire testing horizon.
For a wider research, four real-world regression data sets are downloaded from UCI [51] for testing and comparison, and the information of these data sets is shown in Table 1 . Table 2 shows the testing RMSEs of the five algorithms. As seen from Table 2 , the proposed OAL1-ELM can obtain better or at least not worse prediction accuracy in most of tasks than those of ELM, OP-ELM, 2 -ELM, 1 -2 -ELM. However, in some tasks with data-sufficient tasks, for example, wine quality white, OAL1-ELM performs worse, because 1 -regularization is not necessary for the tasks with sufficient data.
B. MULTICLASS CLASSIFICATION TASKS
In the second experiment, we test the algorithm performance through classification tasks. We use eight real-world classification data sets, and the information is shown in Table 3 , which is also downloaded from the UCI database [51] . We choose three multiclass classification datasets: Landsat satellite, Vehicle Silhouettes and MAGIC Gamma Telescope (large input dimensions or large sample sizes), to represent variations of testing accuracy with tuned near-optimal VOLUME 7, 2019 hyper-parameters (C, L). The results can be seen in Fig. 5 . The statistical histogram of output layer parameters for the three datasets are shown in Fig. 6 . It can be clearly seen from Fig. 6 that most of the output parameters solved by the OAL1-ELM are zeros, which can reduce the computational cost greatly. Table 4 shows the averaged testing accuracies results over 50 independent runs by using OAL1-ELM. It can be seen from Tables 3 and 4 that OAL1-ELM also obtains higher classification accuracy in multiclass classification problems with a large amount of data and large input dimensions than ELM, OP-ELM, 2 -ELM and 1 -2 -ELM. Runtimes of the proposed method and other ELM algorithms are shown in Table 5 . Although OAL1-ELM is not the fastest algorithm, the computational cost of OAL1-ELM is very close to the fastest algorithm in each benchmark experiment.
C. DRY POINT SOFT SENSING OF AVIATION KERONSENE
The third experiment is a real-world industry project from the petrochemical company refinery distillate hydrocracking unit (HCU). In this process, the raw materials of the device are gas oil and vacuum oil, and the main product is aviation kerosene. The process flowchart for the fractionation of aviation kerosene is shown in Fig.7 .
The measured variables in the fractionation procedure of the hydrocracking unit are mainly temperature, pressure, flow and liquid level. The main factors that influence the dry VOLUME 7, 2019 point of aviation kerosene include the flow and composition of the material, top pressure, the temperature in the bottom of the tower, the reflux ratio in the top of the tower, the internal reflux ratio, and so on. In our studies, 13 auxiliary variables are selected as the process input variables of soft sensing prediction model. These data are collected from DCS in every four hours, the labeled dry points of aviation kerosene laboratory values are obtained by laboratory analysis. According to the past data records, this paper carefully collected 427 groups data.
Through the principal component analysis (PCA) method, 5 process variables are selected as the principal elements (dominant variables) from the 13 auxiliary variables. According to the 3σ -criterion, the collected data are handled by filtering, smoothing and data standardization. Then 413 sets of data are selected, 300 of which are used as training data, the rest are used for testing. To ensure reliability, three sets of 300 groups of data were randomly selected from413 groups of data to train the proposed OAL1-ELM, ELM, PLS and RBFN.
Comparison results of OAL1-ELM with partial least squares (PLS), ELM and RBFN are shown in Table 6 . It can be clearly seen that compared with other algorithms, OAL1-ELM has the least training error and the shortest training time.
VI. CONCLUSION
For sparse online supervised learning tasks, online ADMMbased 1 -rergularized-ELM (termed OAL1-ELM) algorithm was proposed in this paper. The prime optimization problem with the loss function of 1 -regularized squared error was changed as augmented Lagrangians by dual decomposition. Two proximal operators were used to solve these dual optimizations under the distributed ADMM structure. Recursive least squares technique was used to make online learning available. OAL1-ELM combined the advantages of ELM and 1 -regularization; that is, OAL1-ELM had simple structure and could generate sparse output weights. The computational complexity of both runtime and memory in the case of online sweep learning is only within O(n 2 ) in each timestep iteration. By convergence analysis using ODE method, it was proved that OAL1-ELM could converge to the unique optimal fixed point. OAL1-ELM was tested in regression and multiclass classification tasks by using different activation functions of the networks. Experimental results showed that OAL1-ELM could achieve the function of feature selection. By regularizing network structure, the approximation accuracy was improved, and accordingly the generalization ability was improved. Compared with some similar algorithms, OAL1-ELM could achieve similar effects for regression problems and had a better effect when the classification tasks with multi-samples data and large input dimensions.
In this work, we proposed and tested the algorithm only in single-hidden-layer model. How to use OAL1-ELM to train multi-hidden-layer FFNNs or even deep networks becomes an important study issue. Since OAL1-ELM can work in online learning tasks, we think the sequence-to-sequence tasks, such as in NLP and machine translation, can be solved by OAL1-ELM. Therefore, both algorithmic researches and applications of OAL1-ELM make up the future works. 
