Financial market time series exhibit high degrees of non-linear variability, and frequently have fractal properties. When the fractal dimension of a time series is non-integer, this is associated with two features: (1) inhomogeneityextreme fluctuations at irregular intervals, and (2) scaling symmetriesproportionality relationships between fluctuations over different separation distances. In multivariate systems such as financial markets, fractality is stochastic rather than deterministic, and generally originates as a result of multiplicative interactions. Volatility diffusion models with multiple stochastic factors can generate fractal structures. In some cases, such as exchange rates, the underlying structural equation also gives rise to fractality. Fractal principles can be used to develop forecasting algorithms. The forecasting method that yields the best results here is the state transition-fitted residual scale ratio (ST-FRSR) model. A state transition model is used to predict the conditional probability of extreme events. Ratios of rates of change at proximate separation distances are used to parameterize the scaling symmetries. Forecasting experiments are run using intraday exchange rate futures contracts measured at 15-minute intervals. The overall forecast error is reduced on average by up to 7% and in one instance by nearly a quarter. However, the forecast error during the outlying events is reduced by 39% to 57%. The ST-FRSR reduces the predictive error primarily by capturing extreme fluctuations more accurately.
INTRODUCTION
Financial time series exhibit high degrees of non-linear variability, particularly at high frequencies, and often show fractal properties (Mantegna and Stanley, 1995 , 1997 , 1998 Schmitt et al., 1999; Calvet and Fisher, 2002) . When the fractal dimension of a time series is non-integer, or equivalently when the codimension is non-zero, this is associated with two characteristic features. First, fractal processes exhibit inhomogeneity-a high probability of extreme or outlying fluctuations, generally at irregular intervals. Second, fractal processes also exhibit scaling symmetries-proportionality relationships between fluctuations at different separation distances. Evidence of fractality in financial markets does not imply chaoticity-behaviour reminiscent of randomness produced by a small number of deterministic equations. Prior studies have found no evidence of chaotic attractors (Brock and Sayers, 1988; Hsieh, 1991 Hsieh, , 1993 . Instead, fractality in large-scale multivariate systems such as financial markets is stochastic and high-dimensional. This type of fractality generally originates as a result of multiplicative interactions between two or more stochastic processes.
Much of the recent literature on non-linear variability in financial markets has been based on volatility diffusions with multiple stochastic factors. References include Andersen (1994) , Andersen and Lund (1997) , Andersen and Bollerslev (1997) , Andersen et al. (1999) , Bollerslev and Mikkelsen (1996) , Bates (1996) , Fouque et al. (2000) , Gallant et al. (1999) . Volatility diffusions with multiplicative relationships between stochastic factors will as a rule generate fractality. Let W it denote i separate Levy motions, let U jt denote j separate stochastic factors, let s be the diffusion coefficient or positive root of the variance, and let Y t be a time series. The following equations describe a multiple factor diffusion in continuous time:
(1) (2) ( 3) where the w, ẃ, w are fixed coefficients. The stochastic factors U 2t and U 3t evolve according to Ornstein-Uhlenbeck processes. The second factor U 2t allows for variation in the drift. The diffusion coefficient varies as a function of the stochastic factor U 3t and the Levy motions dW 1t , dW 3t . Because of the multiplicative relationship between the Levy motion terms in equations (1) and (3), simulations of this type of model invariably give rise to fractal structures, as reported below.
At longer separation distances, financial series can be modelled using structural equations, which are generally non-fractal. In this sense, it is reasonable to characterize economic time series as exhibiting fractal properties at short horizons, but converging to equilibria asymptotically. In some instances, however, the underlying structural equations will also generate fractality. The clearest case in point is the exchange rate, hypothesized to be determined by differentials in real rates of return. Let X t be the exchange rate, let I t be the interest rate, let the superscript e denote expectations, let e t be the residual, and let the subscript F denote foreign. The structural equation is of the form:
As pointed out in Mandelbrot (1997) , taking ratios of stochastic processes can give rise to non-linear variability. For this reason, the term [(ln I t -ln p e t ) -(ln I Ft -ln p e Ft )] implies fractal behaviour. Moreover, nominal and real interest rates can also be shown to be fractal, so that the differential in real rates of return is itself a difference of two independently fractal processes.
If fractality is found in economic series, the issue arises as to whether it can be exploited in order to forecast. The forecasting algorithms analysed here combine two methods. One is to predict the conditional probability of extreme events using a state transition model. The other is to build a model of the scaling symmetries at short horizons. The second section discusses some analytic concepts. The third section sets out the forecasting models. The fourth section estimates the fractal codimension, order of integration and probability distribution for exchange rates, exchange rate futures con- There are any number of definitions of dimensionality in the fractal literature; probabilistic measures such as the information and pointwise dimensions are more relevant to stochastic processes (Medio, 1992) . The basic idea is that the number of occurrences of a process falling outside a particular threshold or boundary behaves as a power law. Let N be the number of events, let L be the characteristic length, and let D be the embedding dimension of the space that encompasses the process; for a time series, D = 1. Let d be the fractal dimension. A probabilistic measure of dimensionality for the absolute log-difference of Y t is given by:
The share of observations that lie outside the threshold, L, relative to the total sample, varies as a power-law function of the dimension:
where ª denotes asymptotic equality. In this sense, dimensionality is a measure of entropy or disorder.
The dimension varies as a function of the threshold, and therefore has often been measured as the asymptotic limit as the threshold approaches zero. A more recent idea is to estimate the average inhomogeneity of the process, using the codimension, C, which is the difference between the embedding dimension and the fractal dimension: C = D -d. For all C π 0, the process is said to be fractal. At low degrees of fractality (C close to zero), the process is more homogenous: there are few extreme fluctuations. Conversely, for higher values of C, there are more extreme events, or fluctuations outside the threshold. The process becomes less homogenous, more intermittent, sparser and more volatile.
The codimension formalism and the overall mathematical framework used here is that of Schertzer and Lovejoy (1991) ; see also Schertzer et al. (1997) ; Schmitt et al. (1992 Schmitt et al. ( , 1993 ; Lavallee et al. (1991 Lavallee et al. ( , 1992 . The relationship between the codimension and the scaling symmetry is given by the following equations. Let t be a time scale running from 1 to T, where T is the largest horizon of interest. Let m denote the mean. Let q denote a series of scaling exponents. The scaling symmetry is of the form:
where z is a function. This states that the mean absolute log-difference (raised to the power q) is proportional to the mean absolute log-difference at larger separations in time, when scaled by the term [(t/T)
]. The theoretical form of z(q) is universal and incorporates three parameters, denoted C 1 , H, a:
The parameter C 1 is the codimension associated with scaling the sample means. When C 1 = 0, z(q) is a linear trend. When C 1 π 0, the curvature of z(q) depends on both the codimension and the probability distribution. The coefficient a characterizes the probability distribution. The case of a = 2 corresponds to the Gaussian, while a = 1 corresponds to the Cauchy. Most economic processes show 1 < a < 2. In this case the distribution has heavier tails than the standard normal, and the variance is time-varying. An interesting property of series that exhibit both 1 < a < 2 and 0 < C 1 < 1 is that integration generally does not result in a smooth path for the level series. Instead, the integral will exhibit discrete jumps.
The coefficient H characterizes the non-conservation of the mean. The notation H actually originates with the Hurst exponent, or rescaled range coefficient, a widely used measure of memory (Hurst, 1951) . In this framework, however, H is estimated as one in a series of scaling coefficients. This statistic is related to the order of integration by an additive constant. For an I(0) process, H = 0.5. For a non-stationary process, the order of integration can be recovered by estimating H on the rate of change (Beran, 1992) . This method is robust both to non-linearity and to fractional orders of integration.
THE FORECASTING ALGORITHMS
Given the dual properties of extreme events and scaling symmetries, it is natural to develop models that can capture both features. State transition models have been common in the literature (Gray, 1996; Hamilton, 1989 Hamilton, , 1994 Terasvirta, 1994) . The state transition is here specified for the transition from a state of low or intermediate variability to an extreme state, and is denoted S Et . The state transition model for the exchange rate can be specified as:
The state can be predicted iteratively using a regression of the form: (9) where the rate of change as well as the level of the exchange rate is included on the RHS on the grounds that in practical applications this was found to improve the results. This type of model does of course have one intrinsic risk: the state transitions may be predicted incorrectly. To guard against this possibility, models with and without state transitions should be estimated. A further issue in implementation is that including state transitions on all of the RHS variables can make the model too complex. A limited number of state transitions, on selected causal factors, may be preferable. A final problem is how to specify the extreme event. This can be determined empirically, by testing the values that yield the best forecasts. In the tests below, absolute rates of change two to five times greater than the conditional mean were essayed, and were found to yield good results.
The idea of using the scaling symmetry in order to forecast was originally proposed in Schertzer et al. (1997, pp. 456-458) for physical processes that exhibit strong symmetries between large and small scales. Since proportionality relationships in economic series are generally limited to shorter intervals, the models here use only the proximate symmetry. The following equations were set out Richards (2002) . For the predicted rate of change, there is a symmetry with respect to the most recent lag: (10) where l 1t is the proportionality coefficient, the numerical subscript denotes the separation distance on the RHS, and the t-subscript indicates time-variation. Similarly, for the observed rates of change:
Solving for l 2t :
One practical problem in implementation is that the denominators of the ratios may contain zero values. Any number of interpolation procedures can be used to impute missing values. In the experiments below, when the ratio was indeterminate, the data was exponentially smoothed, and the ratio based on the smoothed data was substituted. Other imputation methods yielded similar results. The forecasting model for the overall process is then:
As noted above, most structural equations in macroeconomics do not imply long-term fractality. This argues for fitting a structural equation, and constructing the scale ratios for the residual: (14) ( 15) where g 2t is the proportionality coefficient for the residual. The forecasting model therefore becomes: (16) where t is the residual from this regression. This is the residual scale ratio (RSR) model.
The main drawback associated with the SR and RSR models is that the scale ratios are known only for the current period. Further, in practical tests, the scale ratios were often found to be too volatile to forecast effectively. A reasonable solution is to factor the scale ratio into two components, a systematic process and a residual. Let g 2St denote the systematic component in g 2t . Generally, the forecaster does not know the form of this component, but can estimate it using a regression on lags:
The predicted value, g 2St+1 , is then included in the forecasting equation. This is the fitted residual scale ratio (FRSR) 
The same procedure can be used for the simple scale ratio, yielding the FSR model. All the scale ratio models can be augmented with state transition terms, yielding the class of state transition scale ratio models (ST-SR, ST-RSR, ST-FSR, ST-FRSR).
ESTIMATION OF THE FRACTAL PARAMETERS
Estimation of the fractal parameters is based on scaling the log means of the absolute logdifferences over increasing separation distances [see equations (6) and (7)]. In effect, this exploits the relationship between the scaling symmetry and the function z(q). The mean (m) is the sample mean of the data. The series of scaling exponents, q, can include negative as well as positive values, but here runs from 0.1 to 4.0, in increments of 0.1. The initial stage is to compute the scaling:
where ⌼ t is a time series running from 1 to T. The procedure is repeated for each value of q. In the second stage, each series ln ⌼ tq corresponding with a value of q is regressed on the log of the time scale:
The coefficient w 1 estimates z(q) for each value of q. From equation (7), when q = 1, the expression [C 1 / (a -1)](q a -q) equals zero and z(q) = H. Equivalently, H = z(1). When 1 < a < 2, the values of C 1 and a are estimated using the first derivative of z(q) at the origin, denoted z¢(0) (Schertzer et al., 1997, p. 445 ). This term is equal to z(1) plus a second term, which is a power-law function of a:
where k is a constant. Multiplying both sides by q and subtracting z(q) from both yields: (22) which in turn implies the log-linear regression:
The coefficient w 1 estimates a. The antilog of the intercept is equal to [C 1 / (a -1)], so that the codimension can be estimated as C 1 = [exp(w 0 )](a -1).
Because fractality is in evidence mainly at high frequencies, the primary data set used here consists of five intraday foreign exchange futures contracts. These are proprietary series obtained from the Futures Communications Company, Inc., for futures contracts traded on American exchanges.
The measurement interval is one observation every 15 minutes. Four sets of contracts are traded, with expirations at the end of each quarter. The series tested are the September contracts for the Canadian dollar and German mark, the June contracts for the Swiss franc and the Japanese yen, and the December contract for the British pound. The Canadian dollar contract runs from 1 July, 1976 to 31 December 1998, and provides 88,899 observations. The other contracts start in December 1977, and run through the end of 1998. The number of observations is 79,984 for Germany, 79,799 for Switzerland and 85,846 for the United Kingdom.
Daily actual exchange rate series for the same five countries are also analyzed; these series were obtained from the US Federal Reserve. The sample period is 24 August 1971, coinciding with the breakdown of the Bretton Woods fixed exchange rate system, through April 2001, except for the German mark, which runs until 31 December 1998. Figure 1 shows the log first-difference of the Canadian dollar. The fractal structure is evident in the intermittent outlying values. The other exchange rates show similar patterns. Table I presents the estimated parameters, using an outer horizon of 200 days. This rather short value for the outer horizon was determined empirically. At long horizons, the codimension falls to zero, consistent with the idea that economic time series possess long-term equilibria. For the exchange rate, the differential in real rates of return will be gradually equalized by arbitrage. At extremely short horizons, however, the scaling function is often inestimable. From equation (22), when [qz¢(0) -z(q)] < 0, equation (23) The probability distribution has heavy tails: a ranges from 1.61 to 1.95 for the futures contract, and 1.79 to 1.88 for the actual exchange rate. The degree of fractality is low: the codimension ranges from 0.038 to 0.085 for the futures contract, and 0.031 to 0.051 for the actual exchange rate. The values of H range from 0.52 to 0.59, implying that the order of integration is fractional, but very close to unity: I(1.02) to I(1.09).
Given the relationship postulated in equation (4), it is also germane to test interest rates. The final lines show the results for two short-term interest rates in the United States, the Federal funds rate and 90-day Treasury bill rates, again at a daily frequency, estimated for 1971-2001. These series are also very close to the unit root case. The probability distribution has lighter tails: a = 1.95 to 1.98. The degree of fractality is higher for the Federal funds rate: C 1 = 0.082, compared to C 1 = 0.059 for the Treasury bill rate. This may reflect the way in which the Federal Reserve has targeted the overnight rate, engineering abrupt level shifts followed by periods of greater stability. Note: H is estimated as z(1), rather than as the rescaled range coefficient. I(n) is to the order of integration. C 1 is the fractal codimension of the mean, and a is the coefficient characterizing the probability distribution.
FORECASTING EXPERIMENTS
This section conducts a series of forecasting experiments, testing the scale ratio models against each other and the well-known GARCH (Bollerslev, 1986) and EGARCH (Nelson, 1991) models. Both models are specified with a generalized probability distribution. The main emphasis is on the exchange rate futures contract, denoted X Ct . Because of the high frequency of the futures data, a structural equation cannot be estimated, and the basic predictive model is simply a regression on one lag of the LHS:
The residual used in the RSR and ST-RSR models is the residual from this regression. Two daily series were also tested, the Federal funds rate and the US Canada exchange rate. Let t denote real output. The basic forecasting equations for daily interest rates and the exchange rate are:
The interest rates are the US Federal funds and the Canadian overnight rate. Inflation is the CPI, and real output is the index of industrial production, interpolated to a daily frequency. Each of these models was first estimated over the first 1000 data points, and forecasted iteratively one period ahead through the entire sample using the Kalman filter (Kalman, 1960) . While the Kalman filter does not directly take account of the non-linear behaviour of the time-varying variance, it does provide consistent estimators of the Gaussian quasi-likelihood. The initial run of the model then serves as the baseline against which the other, more complex models are evaluated. The forecast criterion is the root mean square error (RMSE). However, the key test of the fractal models is not so much the overall ability to forecast, but rather the ability to forecast outlying fluctuations (see on this issue Huisman et al., 2001) . For this reason, the RMSE during the extreme state is also reported. To facilitate comparisons, each of the forecast errors is also expressed as a ratio to the forecast error generated by the basic model. Values below unity measure the percentage improvement in forecast accuracy.
Before running the forecasts, it is of interest to analyse the fractal properties of the scale ratio terms. Table I reports the results for the fitted residual scale ratio, for each of the five futures contracts. The estimates for C 1 are similar to the actual futures contract series. In most cases, however, the probability distribution has heavier tales. Table II , Parts 1 through 5, gives the results of the experiments for the exchange rate futures contracts. The results strongly favour the ST-FRSR model. For the full sample, the reduction in the RMSE in this model is in the range of 1-7% in Canada, Germany, Japan and Switzerland, and a much more decisive 24% in the United Kingdom. The most dramatic improvement in the forecast error occurs during the outlying events, where the ST-FRSR reduces the RMSE by 39% to 57%. In two countries, Canada and the United Kingdom, the ST-EGARCH and ST-GARCH models yield approximately the same forecast errors for the outlying fluctuations as the ST-FRSR. Table II , Parts 6 and 7, give the results for the daily Canadian dollar and the Federal funds rate. In both cases, the ST-EGARCH, rather than one of the scale ratio models, achieves the smallest forecast error. In sum, the ST-FRSR model yields the best results for the highly volatile intraday data, while the ST-EGARCH performs better on the daily data. Without the state transitions, however, there is little improvement in forecast accuracy. Further, models based on constructing the scale ratio for the residual dominate models using scale ratios of the overall process.
FRACTALITY, ARCH PROCESSES AND VOLATILITY DIFFUSIONS
The favourable results for the ST-EGARCH on the daily series argue that in certain cases ARCH models can approximate fractal processes. The fractal and ARCH literatures have sometimes been antagonistic, in part because multifractal models of asset returns have incorrectly used a multiplicative cascade paradigm. While the cascade mechanism is known in models of physical turbulence, it has no analogue in economics. Once it is recognized that fractality can also be generated by other types of multiplicative models, however, a key parallel between these approaches emerges. Specifically, both conditional heteroskedasticity and localized scaling symmetries can be generated by volatility diffusions.
In continuous time, the ARCH models converge to two-factor diffusions. In the volatility diffusion literature, multiple-factor models have generally been found to be superior to the two-factor ARCH diffusions, because they reproduce other properties of financial market series, such as long memory (for a review, see Chernov et al., 2003) . Including more stochastic factors additively, however, does not increase the number of multiplicative interactions, and should therefore not increase the degree of fractality. Instead, the key mechanism is the multiplicative relationship between stochastic factors and Levy motions. The issue now becomes identifying the type of Levy motion that can reproduce the degree of fractality observed in real-world series.
If the motion terms are specified as Brownian (the special case of Levy motion with a = 2), the fractal codimension is generally lower than actually observed in financial markets. One hundred simulations of three-factor models with Brownian motion were run, and tested by multiple scaling. The mean value of the estimated codimension is only 0.027, well below the values reported in Table  I . With Brownian motion and a logarithmic specification for the stochastic factor in equation (1)s[exp(ẃ 10 + ẃ 13 U 3t )](w 11 dW 1t + w 13 dW 3t )-the mean value of C 1 rises to 0.035. Exponentiation leads to explosive increases at irregular intervals. A further possibility is to substitute generalized Levy motion, which encompasses heavier-tailed distributions. Simulation of stochastic volatility models with generalized Levy motion have been found to be in close agreement with the properties of empirically observed series Shephard, 2001, 2002) . A more parsimonious approach is to retain Brownian motion as the fundamental unit, but model extreme events as Poisson jumping processes. This uses two special cases of Levy motion rather than a generalized case (Duffie et al., 2000) .
To evaluate these hypotheses, further experiments were run. Three-factor diffusions were simulated in discrete time using Brownian motion with Poisson jumps, and Student-t motion with varying degrees of freedom. Due to space constraints, only a brief summary of the results is provided. The Poisson jumping models yielded results very similar to the logarithmic models, with C 1 averaging 0.034. For large numbers of degrees of freedom, Student-t motion converges to Gaussian motion, and yields comparable results. For 30 degrees of freedom, the codimension is estimated at 0.04. As the number of degrees of freedom diminish, the tails of the Student-t become heavier, and the codimension increases. With 18 degrees of freedom, Student-t motion yields a mean value of the codimension in the area of 0.05. As the degrees of freedom decline, Student-t motion converges towards Cauchy motion. At very low degrees of freedom-5 or below-the codimension rises to 0.09. With actual Cauchy motion, the value of C 1 averages 0.12. Values of C 1 in this range are never observed in economic time series. By implication, the fundamental unit of motion in financial markets probably has heavier tails than in the Gaussian distribution, but not as heavy as in the Cauchy.
Finally, multivariate diffusions that capture simultaneous equation relationships have also been found to replicate actual financial market behaviour (Johnson, 2002) . Let Y tk be a vector of k time series, s tk be a vector of k diffusion coefficients, and let X k and W k be matrices of structural coefficients. A simultaneous equation diffusion system can be written: (27) (28) (29) If the model structure is simultaneous rather than recursive, then the reduced forms of the equations will involve multiplicative relationships among the coefficients. 
CONCLUSIONS
Volatility diffusions with various types of Levy motion-Brownian motion with Poisson jumps, Student-t motion, as well as simultaneous equation systems-are all capable of reproducing the fractality observed in the real world. If the fundamental data-generating process can be represented by a stochastic volatility diffusion, then it is possible to forecast either using models of the diffusion coefficient, as in the ARCH class, or models of the localized scaling symmetry, as in the SR class.
Neither approach necessarily dominates the other, but both classes can be enhanced by including state transitions. Of the fractal paradigms tested here, the optimal model for the intraday exchange rate futures contract is the ST-FRSR, which reduces the predictive error primarily by capturing extreme fluctuations more accurately. The forecast error during the outlying events is reduced by between two-fifths and three-fifths, a highly significant outcome.
