Let G = (V, E) be a simple graph. A set S ⊆ V is a dominating set of G, if every vertex in V \S is adjacent to at least one vertex in S. Let C i n be the family of dominating sets of a cycle C n with cardinality i, and let d(C n , i) = |C i n |. In this paper, we construct C i n , and obtain a recursive formula for d(C n , i). Using this recursive formula, we consider the
Introduction
Let G = (V, E) be a simple graph of order |V | = n. A set S ⊆ V is a dominating set of G, if every vertex in V \S is adjacent to at least one vertex in S. The domination number γ(G) is the minimum cardinality of a dominating set in G. For a detailed treatment of this parameter, the reader is referred to [4] . It is well known and generally accepted that the problem of determining the dominating sets of an arbitrary graph is a difficult one (see [3] ). Let C i n be the family of dominating sets of a cycle C n with cardinality i and let d(C n , i) = |C i n |. We call the polynomial D(C n , x) = n i=⌈ n 3 ⌉ d(C n , i)x i , the domination polynomial of cycle. For a detailed treatment of domination polynomial of a graph, the reader is referred to [1] .
In the next section we construct the families of dominating sets of C n with cardinality i by the families of dominating sets of C n−1 , C n−2 and C n−3 with cardinality i − 1. We investigate the domination polynomial of cycle in Section 3.
As usual we use ⌈x⌉, for the smallest integer greater than or equal to x. In this paper we denote the set {1, 2, ..., n} simply by [n].
Dominating sets of cycles
Let C n , n ≥ 3, be the cycle with n vertices V (C n ) = [n] and E(C n ) = {(1, 2), (2, 3) , ..., (n− 1, n), (n, 1)}. Let C i n be the family of dominating sets of C n with cardinality i. We shall investigate dominating sets of cycles. A simple path is a path where all its internal vertices have degree two. We need the following lemmas to prove our main results in this section: Lemma 1. The following properties hold for cycles,
(ii) C To find a dominating set of C n with cardinality i, we do not need to consider dominating sets of C n−4 and C n−5 with cardinality i − 1. We show this in Lemma 2. Therefore, we only need to consider C i−1 n−1 , C i−1 n−2 , and C i−1 n−3 . The families of these dominating sets can be empty or otherwise. Thus, we have eight combinations of whether these three families are empty or not. Two of these combinations are not possible (see Lemma 3(i) and (ii)).
Also, the combination that C i−1
n−3 = ∅; no need to be considered because it implies C i n = ∅ (see Lemma 3(iii) ). Thus we only need to consider five combinations or cases. We consider this in Theorem 1.
Proof. Let Y ∈ C i−1 n−4 and Y ∪ {x} ∈ C i n for some x ∈ [n]. This means, by Lemma 3, we only need to consider {1, n − 4}, {2, n − 4} and {1, n − 5} as a subset of Y . In each case,
The following lemma follows from Lemma 1(ii).
The following lemma follow from Lemma 1(ii). 
Proof.
⌉.
If i − 1 > n − 1, then i > n, and by Lemma 1(ii), C give us n = 3k and i = k for some k ∈ N.
(⇐) If n = 3k and i = k for some k ∈ N, then by Lemma 1(ii), we have C
(⇐) If n = 3k + 2 and i = ⌈ 3k+2 3
⌉ for some k ∈ N, then by Lemma 1(ii), 
(ii) C 
by Y 1 and Y 2 , respectively. We shall prove that and at least one of {1, 2, 3}, and also 3k and at least one of {1, 2} are in Y , then 
simply by Y 2 . By Lemma 1(iii), at least one of the vertices labeled n − 3, n − 2 or 1
, simply by Proof. We consider the five cases in Theorem 1. We rewrite Theorem 1 in the following form:
. where 
the expansion of the function
By substituting the values from Table 1 , we have
Therefore we have the result.
Domination polynomial of a cycle
In this section we introduce and investigate the domination polynomial of cycles. 
Theorem 5. The following properties hold for coefficients of D(C n , x):
, then for every n ≥ 4, S n = S n−1 + S n−2 + S n−3 with initial values S 1 = 1, S 2 = 3 and S 3 = 7.
(i) Since C 3n n = {1, 4, 7, ..., 3n − 2}, {2, 5, 8, ..., 3n − 1}, {3, 6, 9, ..., 3n} , so d(C 3n , n) = 3.
(ii) It follows from Theorem 2.
(iii) By induction on n. The result is true for n = 1, because C 5 2 = {1, 3}, {1, 4}, {2, 4}, {2, 5}, {3, 5} . Now suppose that the result is true for all natural numbers less than n, and we prove it for n. By (i), (ii) and induction hypothesis, we have
(iv) By induction on n. Since C 4 2 = {1, 2}, {1, 3}, {1, 4}, {2, 3}, {2, 4}, {3, 4} , so d(C 4 , 2) = 6, the result is true for n = 1. Now suppose that the result is true for all natural numbers less than n, and we prove it for n. By (i), (ii), (iii) and induction hypothesis, we have
(v) Since for any graph with n vertices, d(G, n) = 1, then we have the result.
(vi) Since for any graph with n vertices, d(G, n − 1) = n, we have the result.
(vii) By induction on n. The result is true for n = 3, since d(C 3 , 1) = 3. Suppose that the result is true for all natural number less than n, and we prove it for n. By parts (ii), (v), (vi) and induction hypothesis have
(viii) By induction on n. The result is true for n = 4, since d(C 4 , 1) = 0. Suppose that the result is true for all natural number less than n and prove it for n. By parts (x) We shall prove that for every n, d(C i , n) < d(C i+1 , n) for n ≤ i ≤ 2n − 1, and d(C i , n) > d(C i+1 , n) for 2n ≤ i ≤ 3n − 1. We prove the first inequality by induction on n. The result hold for n = 3. Suppose that result is true for all n ≤ k. Now we prove it for n = k + 1, that is d(C i , k + 1) < d(C i+1 , k + 1) for k + 1 ≤ i ≤ 2k + 1.
By Theorem 2 and induction hypothesis we have 
