A hybrid approach integrating OWA (Ordered Weighted Averaging) aggregation into TOPSIS (technique for order performance by similarity to ideal solution) is proposed to tackle multiple criteria decision analysis (MCDA) problems. First, the setting of extreme points (ideal and anti-ideal points) in TOPSIS is redefined and extended for handling the multiple extreme points situation where a decision maker (DM) or multiple DMs can provide more than one pair of extreme points. Next, three different aggregation schemes are designed to integrate OWA into the TOPSIS analysis procedure. A numerical example is provided to demonstrate the proposed approach and the results are compared for different aggregation settings and confirm the robustness of rankings from different scenarios.
Introduction
Due to ever increasing complexity of human society, people often need to consider multiple criteria (attributes, factors, objectives) to make decisions. The research area of multiple criteria decision analysis (MCDA) is developed to provide decision aid for complex decision situations. MCDA aims to furnish a set of decision analysis techniques to help decision makers (DMs) logically identify, compare, and evaluate alternatives according to diverse, usually conflicting, criteria arising from societal, economic, and environmental considerations. This body of literature has also been interexchangeably referred to as multiple criteria (attribute) decision aid (making) [11] .
MCDA provides a systematic framework to investigate complex decision problems containing multiple intertwining criteria. MCDA concentrates on decision analysis with a finite set of alternatives and offers a host of methods for preference elicitation and aggregation. A unique feature of MCDA is preference-based aggregation. To reach a final recommendation, it is inevitable that an aggregation procedure is required to synthesize alternatives' performances over different criteria. To achieve this more effectively, the aggregation in MCDA is based on DMs' preferences instead of relying on traditional cost-benefit analysis in which all criteria have to be converted to monetised measures [10] .
Roy [21] suggests three problématiques (fundamental problems) for MCDA, whereby a set of alternatives, A, is evaluated to produce a final decision result:
• Choice. Choose the best alternative from A. • Sorting. Sort the alternatives of A into relatively homogeneous groups in a preference order. • Ranking. Rank the alternatives of A from best to worst.
Among the above three types of decision problems, ranking produces the most comprehensive information with a full preference order of alternatives. Obviously, the best alternative (choice) can be conveniently identified if a full ranking is obtained. Also, a sorting problem can be addressed by applying a logical assignment procedure to the generated ranking results [4] . Various MCDA approaches are developed to handle different types of MCDA problems, including multiattribute utility theory (MAUT) [18] , outranking methods [21] and analytic hierarchy process (AHP) [22] , to name a few. A recent state-of-the-art review of MCDA [11] summarizes a wide variety of MCDA approaches.
The TOPSIS (technique for order performance by similarity to ideal solution) method [13] constitutes a useful technique in solving ranking problems. The basic idea of the TOPSIS is simple and intuitive: measure alternatives' distances to pre-defined ideal and anti-ideal points first and, then, aggregate the separate distance information to reach overall evaluation results. Some features of TOPSIS, as summarized in [19, 23] , include clear and easily understandable geometric meaning, simultaneously consideration from both best and worst points of view, and convenient calculation and implementation. Different methods have thus been developed to extend the original TOPSIS idea [2, 3, 9, 14, 16, 20, 23, 25] .
The Ordered Weighted Averaging aggregation operators, commonly known as OWA operators, are introduced by Yager [28] to provide a parameterized class of mean-type aggregation operators. Many notable mean operators, such as the Max, arithmetic average, median, and Min, are members of this class. OWA operators have been widely used in computational intelligence due to their flexibility in modeling linguistically expressed aggregation instructions [8] . A comprehensive literature review and summary of OWA operators with diverse applications is provided in [24, 30] . TOPSIS and OWA methods become increasingly popular research topic in several academic fields. For example, within the journal of Expert Systems with Applications, a search on the keywords "TOPSIS" through ScienceDirect identifies 105 papers. Especially there is a significant increase in 2009: over 80 papers has been published or accepted for publication. In this paper a hybrid approach of OWA aggregation and TOPSIS is designed to incorporate the unique features from both methods to provide additional flexibility for MCDA. The remainder of the paper is organized as follows: overviews of MCDA, OWA, and TOPSIS are given in Section 2; next, in Section 3 a hybrid method, integrating the OWA aggregation into the TOPSIS, is constructed and explained in detail; then, Section 4 presents a numerical example adapted from [23] to demonstrate the proposed method and, finally, some concluding remarks are furnished in Section 5.
2 Overviews of MCDA, OWA and TOPSIS
An overview of MCDA
The analysis of an MCDA problem can be summarized as the following three steps [7] : (1) Problem construction, in which the DM's objectives are defined, all possible alternatives are identified, and criteria are determined whereby successes in achieving the objectives are measured; (2) Preference elicitation and aggregation, in which the DM's preferences within and across criteria are obtained and aggregated; (3) Implementation, in which a constructed preference model is utilized to evaluate all alternatives, thereby the 'problématique' selected by the DM can be solved. The analysis results can be employed as an aid to the actual decision making process.
Step (1) aims to structure an MCDA problem. Let the set of alternatives be A = { 1 , ⋅ ⋅ ⋅ , , ⋅ ⋅ ⋅ , |A| } and the set of criteria be C = { 1 , ⋅ ⋅ ⋅ , , ⋅ ⋅ ⋅ , |C| }, where |X| represents the cardinality of a set X. When step (1) is completed, the consequence of alternative on criterion , denoted by , will be measured for every = 1, . . . , |A| and = 1, . . . , |C|, constituting the ( , )-entry of a |A| × |C| matrix called the information (or performance) matrix. The structure of this matrix is shown in Figure 1 . Note that a consequence is a direct measurement of an alternative according to a criterion (e.g. cost in dollars). Generally speaking, a consequence is an objective physical measurement.
The DM's preferences are crucial in reaching a final recommendation for an MCDA problem, and different approaches to modeling preferences of the same problem may lead to different conclusions. Formally, as we interpret MCDA procedures, a DM may have preferences on consequences, called values, and preferences over criteria, referred to as weights.
Preferences on consequences, or "values," are refined data obtained by processing conse- Fig. 1 . Performance Matrix in MCDA, adapted from [7] quences (original and raw information) according to the needs and objectives of the DM. This is a necessary step to convert and normalize consequences into a common comparative ground as consequences on different criteria often assume significantly different formats. The general relationship between consequences and values can be expressed as a mapping from consequences to values, = ( ), where ( ) and are a value and a consequence measurement, respectively. The DM's values over all criteria for alternative constitute a value vector, v( ) =
. It is often assumed that criteria are preference monotonic along consequences: (1) benefit criteria: the larger the consequence value, the better; (2) cost criteria: the smaller the consequence value, the better. Preferences on criteria, or "weights," refer to expressions of the relative importance of criteria. The weight for criterion ∈ C is denoted by ∈ ℝ + . Usually it is required that |C| ∑ =1 = 1, and the DM's weight vector is denoted by w = ( 1 , ⋅ ⋅ ⋅ , , ⋅ ⋅ ⋅ , |C| ).
After an MCDA problem is structured and preferences are obtained, a global model is required to aggregate preferences and solve the specified problématique. For ∈ A, the overall evaluation of alternative is denoted by
. Here, (⋅) is a real-valued mapping from the value vector v( ) and the weight vector w to a numerical evaluation of . A typical example is the linear additive value function,
OWA aggregation operators
An OWA operator is a process to aggregate a set of data, B = { 1 , ⋅ ⋅ ⋅ , |B| }, into a representative datum, i.e. ℝ |B| → ℝ, with an associated weight vector Q=( 1 , ⋅ ⋅ ⋅ , |B| ),
is the th largest element in B [24] . Hence, an important feature of OWA operators is the re-ordering of the elements that makes it a nonlinear operator, and the vector of Q is not the representation of relative importance of different types of information in B, but a mechanism to smoothly achieve any kind of averaging between Max and Min for B.
Two important features called the dispersion (entropy) and the "orness" are defined as [28] . The dispersion gauges the degree to which all data are equally aggregated. The orness is a value between 0 and 1 that represents the degree to which the aggregation is like an "OR" operation, and can be viewed as an optimism indicator of a decision maker. Some well-known averaging decision rules can be expressed as OWA operations below [26] :
representing the most optimistic decision (maximax, "OR" decision) and (Q) = 1;
representing the most pessimistic decision (minimin, "AND" decision) and
(Q) = 0;
, yielding the equally likely decision and (Q) = 0.5. Various approaches have been suggested for OWA weight generation, which can be generally divided into two categories: fuzzy linguistic quantifier approaches and optimization-based methods. Fuzzy linguistic quantifier approaches focus on the construction of regular increasing monotonic functions and the utilization of fuzzy linguistic quantifiers to obtain different weight information [17, 29, 30] . Optimization-based methods aim to incorporate optimization into determining the ordered weights by maximizing the entropy value of ordered weights or minimizing the variance of ordered weights under a given level of orness [15, 26, 27] . In this paper, a fuzzy linguistic quantifier approach is utilized due to its easy-to-understand meaning. The details are provided in Section 4.3.
The TOPSIS method
The TOPSIS analysis procedure can be summarized as the following steps [23] :
• Construct a performance matrix: establish a |A| × |C| matrix called the performance (information, decision) matrix as shown in Figure 1 . • Normalize the performance matrix: Apply a normalization process to the performance matrix to convert the original consequence data to values. Assume that ∀ ∈ ℝ + , three widely used normalization functions, mapping from to (0 ≤ ≤ 1), are listed below [5, 6, 23] :
( is a benefit criterion) and = min |A| =1
( is a cost criterion);
• Define ideal and anti-ideal points: Set an ideal point, + , and an anti-ideal point, − , as the combination of maximum or minimum values of ( ) for all ∈ A and ∈ C, respectively. For example, for a benefit criterion , using vector normalization,
= 1) to represent the relative importance of the criterion, .
• Calculate the distances from to + and − : the -norm distance functions,
and
are often employed, where is a pre-defined distance norm, usually set as 1 or 2; and | | represents the absolute value of . • Obtain an overall assessment of : Construct an overall distance function for to aggregate the aforesaid two distances into a final evaluation result. The overall distance ( ) can be expressed as [13] 
Obviously, a larger value of ( ) represents a better overall performance.
3 An OWA-TOPSIS method 3.1 Flexible settings of + and − As described in Section 2.3, the setting of ideal and anti-ideal points in TOPSIS is based upon value data, i.e. normalized and refined consequence data. According to the DM's preference directions over different criteria, + and − are set as the combinations of either maximum or minimum values of (∀ ∈ C and ∀ ∈ A). In practice, a DM often has ideal or anti-ideal alternatives (points) directly given as consequence data. For example, in business analysis various benchmarks have been proposed for company performance evaluations [1] . The current TOPSIS method does not provide a flexible mechanism to allow a DM to specify + and − in the consequence data space directly, but the DM may feel much easier and more meaningful compared to discussions in the value data space [5, 6] .
To improve the setting flexibility, this article allows a DM to define + and − in the consequence data space directly as long as the following conditions are satisfied [5] :
(1) For a benefit criterion, ∈ C, and an alternative, ∈ A,
(2) For a cost criterion, ℎ ∈ C, and an alternative,
It is trivial to verify that the setting of + and − in the original TOPSIS method satisfies the above conditions. Hence, our new setting of + and − can be regarded as a logical extension of that in the original TOPSIS method.
Additionally, in the original TOPSIS method, a DM only sets one pair of extreme points, + and − . As an interesting extension, multiple extreme points may occur in a TOPSIS analysis, where a DM provides more than one pair of extreme points over different criteria or as a group decision support procedure, various extreme points suggested by different participants must be considered. (1) For a benefit criterion, ∈ C, and an alternative, ∈ A,
For a cost criterion, ℎ ∈ C, and an alternative,
Distance aggregations
For each ∈ C, in the consequence space the distances from to an ideal point, + ∈ O + and an anti-ideal point, − ∈ O − are measured by ( + ) − ( ) and ( ) − ( − ), respectively. Then, any aforementioned normalization function in Section 2.3 can be utilized to obtain the normalized distances of to + and − in the value space, denoted as ( ) + and ( ) − , respectively. The detailed normalization process is omitted here.
To facilitate further discussions, the following notation is introduced:
• Let ( ) + and ( ) − be the aggregated distances between and the ideal and anti-ideal points set, O + and O − , over the criterion , respectively. • let ( ) + and ( ) − be the aggregated distances between and + and − over the criterion set C, respectively. The values of ( ) + and ( ) − can be obtained by Eqs. (1) and (2) where the -norm distance function needs to be pre-defined by a DM.
• Let ( ) + and ( ) − represent the overall distances of to O + and O − , respectively.
• Let ( ) be the overall performance distance between and a pair of ideal and anti-ideal points, ( + , − ), and let ( ) be the overall performance distance of to O. The calculation of ( ) or ( ) is determined by Eq. (3) .
To obtain the final distance performance of , ( ), beginning with ( ) + and ( ) − , two kinds of information aggregation are needed:
• Preference aggregation over the criterion set C: Distances of an alternative over different criteria have to be aggregated based on the preferences over criteria or weights w. This type of information aggregation is commonly studied in MCDA and, hence, is denoted as MCDA w . • Source aggregation over the ideal and anti-ideal point sets, O + and O − : Similarly, different distance information between an alternative and various ideal or anti-ideal points within O + and O − , has to be aggregated to reflect different opinions from distinct ideal and anti-ideal points of view. Here, the OWA aggregation associated with a set of weights, Q, is used to achieve this operation. This type of aggregation is denoted as OWA Q .
Next, three aggregation scenarios that integrate OWA into TOPSIS are designed as follows:
• Internal aggregation: The overall information process of an internal aggregation is shown below:
First, the distances between and different ideal and anti-ideal points, + and − over a criterion , ∀ ∈ C, are aggregated through P ; then the generated ( ) + and ( ) − are aggregated through w over the criterion set C to produce ( ) + and ( ) − ; finally, ( ) is calculated using the aforementioned TOPSIS distance aggregation procedure in Eq. (3).
• External aggregation I: The overall information process of an external aggregation I is shown below:
First, the distances between and the pair of ( + , − ) over the criterion set C are aggregated through w ; then the generated ( ) + and ( ) − are aggregated through Eq. (3) to produce ( ) ; finally, ( ) is obtained through Q . • External aggregation II: The general information process of an external aggregation II is shown below:
First, the distances between and the pair of ( + , − ) over the criterion set C are aggregated through w ; then the generated ( ) + and ( ) − are aggregated through Q to produce ( ) + and ( ) − ; finally, ( ) is obtained using Eq.
The difference between the internal aggregation and the two external aggregations is the order of applying w and Q . In the internal aggregation, the Q is applied first to aggregate distances from different sources (both ideal or anti-ideal points), then w is used to aggregate different information over various criteria. Such an information processing approach is appropriate for a single DM with multiple pairs of extreme points.
In the two external aggregations, w is entertained first to aggregate different information over all criteria for each pair of extreme points. Different weight sets may be used in w aggregations. Then, Q is utilized to aggregate the obtained information from different pairs of extreme points. These information processing schemes can be applied to a group decision support procedure where multiple participants provide different pairs of extreme points and different weight information. A case study adapted from [23] in which Shih et al. extended the TOPSIS method for group decision making, is explored in the next section to demonstrate the proposed method and compare the results from the above three aggregation scenarios.
A numerical example

Background information
A local chemical company is recruiting an on-site business manager [23] . 17 qualified candidates (alternatives) (labelled as 1 -17 ) compete for this position, and four decision makers (labelled as 1 -4 ) constitute the search committee. The human resources department provides some relevant selection tests: three knowledge tests covering language, professional and safety rules knowledge and two skill tests evaluating professional and computer skills, as well as two interviews involving panel interview with the search committee and 1-on-1 interview with individual committee members. These tests and interviews form the criterion set C and are labelled as 1 − 7 sequentially according to the aforesaid order.
Obviously, the first five criteria, 1 to 5 , provide relative objective measurements, while 6 and 7 rely on the DMs' subjective judgements for each candidate or alternative. The basic consequence information of these 17 alternatives over the seven criteria is listed in Table 1 . Note that DMs differ in their subjective judgements for the alternatives according to the last two criteria, 6 and 7 . Also, DMs have different settings of the relative importance of criteria which are shown in Table 2 . Table 1 Basic information [23] Alternative Criteria 
The setting of ideal and anti-ideal sets
Here, the same preference assumptions in Shih et al. [23] are employed for conducting an OWA-TOPSIS analysis. The details are given below:
• All criteria are benefit and, hence, preference monotonic.
• The four pairs of extreme points provided by the four DMs constitute O. The settings of + and − follow the rule that ∀ ∈ C, ( + ) = max 17 =1 ( ), and ( − ) = min 17 =1 ( ), and are shown in Table 3 . Note that there is no explicit account for multiple pairs of extreme points in [23] , although the four DMs have different extreme point settings regarding 6 and 7 . As an extension of Shih et al.'s method, the proposed OWA-TOPSIS method provides a general framework of information aggregation regarding multiple pairs of extreme points and multiple criteria.
• The vector normalization is used to normalize the data. Table 3 Ideal and anti-ideal points setting for DMs [23] DMs ( + , − ) , for = 1, ..., |B|, where indicates the degree of inclusion for different elements. By changing the value, different decision strategies are induced [17] . Table 4 demonstrates weight settings for different fuzzy linguistic quantifiers under |B| = 4. For example, = 0 (at least one) indicates that an DM will get absolutely no satisfaction if there is no satisfaction for the DM from any of four pieces of information, i.e. this setting of achieves the "OR" operation. Subsequently, = 0.1, 0.5, 1, 2, 10, 1000 represent the linguistic words of "few", "some", "half (average)", "many", "most", and "all", respectively.
Internal and external aggregations
It is assumed that the distance norm, , is set at = 1 and the weight information in Table 2 is used for w aggregation. The weight information in Table 4 is applied for Q aggregation. Then, the aforementioned three aggregation processes, internal Tables 5, 6 and 7, respectively, where R1-R7 refer to different alternative rankings based on the seven predefined values in Table 4 . Note that in the internal aggregation (one DM with multiple pairs of extreme points) as shown in Table 5 , the weight information from 1 , (0.0660, 0.1960, 0.0660, 0.1300, 0.1300, 0.2160, 0.1960) in Table 4 is used for w aggregation, and in the two external aggregations (multiple DMs with multiple pairs of extreme points) as given in Tables 6 and 7 , different criterion weight information shown in Table 2 is employed for w aggregations. Table 5 Final distance performance and rankings of alternative in internal aggregation A = 0 = 0.1 = 0.5 = 1 = 2 = 10 = 1000 ( ) R1 ( ) R2 ( ) R3 ( ) R4 ( ) R5 ( ) R6 ( ) R7 Table 6 Final distance performance and rankings of alternatives in external aggregation I A = 0 = 0.1 = 0.5 = 1 = 2 = 10 = 1000 ( ) R1 ( ) R2 ( ) R3 ( ) R4 ( ) R5 ( ) R6 Table 7 Final distance performance and rankings of alternatives in external aggregation II
Result comparison
Tables 5, 6, and 7 clearly indicate the 21 rankings resulted from the three aggregation scenarios under the seven settings unanimously identify the first three candidates: 16 , 9 , and 3 . For remaining candidates, rankings are slightly different. Next, Friedman tests [12] are carried out to detect ordinal ranking differences under different settings of OWA and internal and external aggregation schemes. The Friedman test is a nonparametric statistical test that is developed by a Nobel Laureate economist, Milton Friedman. A classic example is that given the rankings (or ratings) of different wines by wine judges, the Friedman test can assess whether the judgements are consistent from a statistical point of view [12] . Therefore, it is appropriate to employ this technique to investigate the consistency of rankings under different settings as shown in Tables 5, 6, and 7.
In the case of internal aggregation, the hypotheses is:
• 0 : The 7 rankings ( = 0, 0.1, 0.5, 1, 2, 10, 1000) of 17 alternatives are the same. The test result listed in Table 8 indicates that one should not reject 0 in favour of 1 at the 5% significance level. In the context of this test, there is no sufficient statistical evidence to infer that the 7 ranking results are different. In other words, although the 7 approaches based on various values generate slightly different ranking orders, the Friedman test shows that the rankings are not significantly different and there exists overall consistency in the rankings based on the seven settings for internal aggregation. Similarly, the Friedman test confirms that the total 14 different settings for external aggregation I and II (each aggregation contains 7 settings of ) also produce overall consistent rankings of alternatives. The test result is shown in Table 9 . 
Conclusions
In this paper, a hybrid approach is designed to integrate OWA operators into the TOPSIS analysis procedure to achieve diverse information aggregations for multiple criteria decision analysis. The proposed method can be regarded as an extension of the approach by Shih et al. [23] and information aggregations are categorized in two groups: preference and source aggregations. The preference aggregation is attained by aggregating information over different criteria; the source aggregation is fulfilled by OWA operators over different pairs of extreme points. Given different combinations of these two information aggregations, three scenarios (internal aggregation, external aggregation I, and external aggregation II) are devised to generate final rankings. A numerical example demonstrates the approach and comparative results confirm the statistical consistency of the ranking results by the three aggregation scenarios with different settings.
