Abstract. Let fT n (t)g 1 n=1 be a sequence of strongly continuous linear semigroups on Banach spaces X n converging in the sense of Kato to a semigroup T (t) on the Banach space X.
Introduction
During the last twenty years or so, several de nitions of "chaos" have been proposed (see Dev] , K{S], L{Y], and Wig]). One of the most used among these de nitions can be formulated as follows Dev]:
De nition 1.1. Let X be a metric space. A continuous map f : X 7 ! X is said to be chaotic on X, if (1) f is topologically transitive; (2) the periodic points of f are dense in X; and (3) f has sensitive dependence on initial conditions. Condition (1) means that for all non-empty open subsets U and V of X there exists a natural number n such that f n (U)\V 6 = ;. In the sequel we shall dispense with condition (3). Indeed, it has been proven in Ba-al] that if f is transitive and has dense periodic points then f has sensitive dependence on initial conditions. One of the most appealing properties of De nition 1.1 is that it extends rather naturally to linear systems( McC], P-A], D-S-W]). More precisely, let X be an in nite-dimensional separable Banach space and T a linear bounded operator on X. The operator T is called hypercyclic if there exists x 2 X such that its orbit under the operator T, fT n x j n 2 Ng, is dense in X. (H) (Hypercyclicity) There exists x 2 X such that fT(t)x j t 0g is dense in X.
(P) X p fx 2 X j 9 t > 0 : T(t)x = xg is dense in X.
Our objective in this paper is to investigate the chaoticity of the approximating semigroups. In order to analyze this question, we de ne the approximation in the sense of Kato, which is one of the most general frameworks in approximation theory for linear semigroups( see Kat] ). Let (X n ; k:k n ) be a sequence of Banach spaces such that on each X n there is de ned a C 0 -semigroup T n (t). Assume that T n (t) converges in the sense of Kato to a C 0 -semigroup T(t), i.e. kT n (t)P n f ? P n T(t)fk n = 0 (1.1)
for some approximating operator P n ( the precise de nition is given in Section 3).
To approximate a chaotic semigroup T(t) by a sequence of C 0 -semigroups fT n (t)g, one should rst settle the following questions:
(Q1) If fT n (t)g is a sequence of linear chaotic C 0 -semigroups which converges to T(t) in the sense of Kato, can we assert that T(t) is chaotic?
(Q2) Assuming that T(t) is chaotic and fT n (t)g converges to T(t) in the sense of Kato, under which conditions can we assert that at least one of T n (t) is chaotic? The relevance of these questions can be seen in the two examples of the next section. The rst example is constructed to show that in general the statement: (S1) T n (t) is chaotic 8n 2 N =) T(t) is chaotic; is not true, which gives a negative anwer to question (Q1). The converse statement: (S2) T(t) is chaotic =) T n (t) is chaotic 8n 2 N; is not true either. But we can show that (S2) is true for those n's such that instead of (1.1) we have P n T(t)f = T n (t)P n f 8f 2 X:
To apply the above result to the chaotic semigroup which will be introduced in Example 2.4 of the following section, we explicitly construct in Section 4 the approximating spaces and we prove that if we want to approximate a chaotic problem by a numerical scheme, then for some speci c mesh sizes the discretized problem may become chaotic. We mention that this feature has already been observed and studied in the context of nonlinear chaos (see T-W-P] ).
Two examples
In this section we give two examples of linear chaotic semigroups. For the reader's convenience we brie y sketch the proof by using a Lemma which gives a su cient condition that a C 0 -semigroup be hypercyclic. For the original proof see P-A].
Lemma 2.2 (see D-S-W, Theorem 2.3])
. Let fT(t)g t 0 be a C 0 -semigroup on the Banach space X. De ne X 0 = x 2 X j lim t!1 T(t)x = 0 and X 1 = x 2 X j 8 > 0; 9 u 2 X and t > 0 such that kuk < and kT(t)u ? xk < : If X 0 and X 1 are both dense in X, then fT(t)g t 0 is hypercyclic.
Thus, in order that fT(t)g t 0 be a chaotic semigroup in X, it su ces that X 0 , X 1 and X p be simultaneously dense in X.
Proof of Example 2.1. The spectrum of A is (A) = f? + j j j 1g. Indeed for any j j < 1, the vector h = f n g n2N satis es the eigenvalue equation Ah = h with eigenvalue = ? + .
We assume that 0 < < 1.
(1) X 0 is dense in X: Indeed, for 0 < < , one has e tA h = e ? t+ t h ! 0 as t ! 1. Hence h and any nite linear combination of these vectors belongs to X 0 .
Since this set of vectors is dense in X, X 0 is also dense in X.
(2) X 1 is dense in X: Since e tA is a C 0 -group, for 1 > > , one has e ?tA h = e t? t h ! 0 as t ! 1. + is zero on a set of points with an accumulation point, which implies it is identically zero, in contradiction with the assumption that 6 = 0. =2a, this implies 0 < < , which is a su cient condition for e tA in Example 2.1 to be chaotic. By disregarding the fact that the underlying spaces are di erent in these examples, the condition h n = a=b answers the question (Q2). In Section 4 we construct the precise spaces to answer this question.
Approximation in the sense of Kato
De nition 3.1. We say that a sequence of Banach spaces f(X n ; k:k n ) : n = 1; 2; g converges to a Banach space (X; k:k) in the sense of Kato and we write X n K ?! X if for any n there is a linear operator P n 2 L(X; X n ) (called an approximating operator) satisfying the following two conditions: (K1) lim n!1 kP n fk n = kfk 8f 2 X; (K2) 8f n 2 X n ; 9f (n) 2 X such that f n = P n f (n) with kf (n) k Ckf n k n (C is independent of n).
Let X n K ?! X; B n 2 L(X n ) and B 2 L(X). We say that B n converges to B in the sense of Kato and we write B n K ?! B if lim n!1 kB n P n f ? P n Bfk n = 0. Let A n and A be the generators of the C 0 {semigroups T n (t) 2 L(X n ) and T(t) 2 L(X), respectively.
Consider the following three conditions:
(A) (Consistency) . There is a complex number contained in the resolvent sets kT n (t)P n f ? P n T(t)fk n = 0 (3.1)
In Ush] one can retrieve the standard version of the Lax equivalence theorem which says that the conditions (A) and (B) hold if and only if (C) holds.
The following Theorem gives a negative answer to question (Q1). Theorem 3.2. There exists a sequence of chaotic semigroups which converges in the sense of Kato to a non-chaotic semigroup.
Proof. By using the semigroup of Example 2.1, one can construct such a sequence. Let X `1 and A ? I + B. From Lemma 2.3 the C 0 -semigroup T(t) = e tA is chaotic for > > 0 and non-chaotic for = > 0. Hence, if f n g is a sequence such that n > and n ! , then the sequence of chaotic semigroups T n (t) converges uniformly to the semigroup T(t). By taking X n X and P n I the identity operator, the sequence T n (t) converges also in the sense of Kato to T(t), which is not chaotic. Theorem 3.3. Let f(X n ; k:k n ) j n = 1; 2; g be a sequence of Banach spaces such that X n K ?! X. Suppose T(t) is a chaotic semigroup on (X; k:k) and on each (X n ; k:k n ) one de nes a C 0 -semigroup T n (t). Now, if for some n 2 N one has P n T(t)f = T n (t)P n f 8f 2 X; (3.2) then T n (t) is also chaotic.
Proof. For the hypercyclicity, take g n 2 X n ; from (K2) there exists g (n) 2 X such that g n = P n g (n) . From the hypercyclicity of T(t) it follows that for any > 0 there exist f 2 X and t > 0 such that kg (n) ? T(t)f k < . The assumption (K1) implies the uniform boundedness of fP n g, hence for f n = P n f we have kg n ? T n (t)f n k n = kg n ? T n (t)P n f k n = kP n (g (n) ? T(t) 
To prove (P) for T n , take g n 2 X n and denote g (n) 2 X such that g n = P n g (n) . For > 0 we take f (p) To nish the proof it su ces to see that f (p) n is a periodic vector for T n . Indeed,
To prove the converse we have to impose extra conditions on P n . Let us denote by (X n ) p the set of all periodic vectors of T n in X n and for any constant C > 0 let us de ne C(f n ) ff (n) 2 X j P n f (n) = f n with kf (n) k Ckf n k n g: Theorem 3.4. Suppose that (3.2) holds for some n 2 N. Suppose T n (t) is chaotic and P n is a bijective mapping between X p and (X n ) p . If for any > 0 and f 2 X there exists a constant C and f (n) 2 C(P n f) such that kf ? f (n) k < , then T(t) is also chaotic. Proof. Let g 2 X and g n = P n g. For any > 0 there exist f n 2 X n and t > 0 such that kg n ? T n (t)f n k n < . Let f (n) Each X n is endowed with the norm induced by X. Now we de ne P n as a map from X into X n by f n = P n f = kP n fk n = lim
jf(jh n )j = kfk:
Hence we have (K1); for (K2) it su ces to remark that the injection of X n into X is continuous. It follows that the operator P n is an approximating operator for X. Now let us de ne the operator A n by
f(jh n ) n j :
Lemma 4.1. For > > 0 the operator A n generates a chaotic semigroup, e tA n , on X n . Lemma 4.3. Suppose that e tA and e tA n are the C 0 -semigroups generated by A and A n , which are related by relation (4.1). Then P n e tA f = e tA n P n f 8f 2 X:
Proof. It is su cient to di erentiate, at least for f 2 D(A): d dt P n e tA f = P n d dt e tA f = P n Ae tA f = A n P n e tA f ; for all t 0, and identify P n e tA f j t=0 = P n f; so that P n e tA f must equal e tA n P n f. Since D(A) is dense, this is true for all f 2 X.
From (4.4) and (4.5) it follows that A h is a bounded operator on L 1 ( 0; 1)). Consequently it generates a uniformly continuous semigroup e tA h . Furthermore, if f is a step function, then A h f is also a step function hence the subspace X n is invariant under A h and e tA h . Then we can prove: Theorem 4.4. For h = a=b, e tA h is a chaotic semigroup.
Proof. For the proof we will use Theorem 3.4. Lemma 4.3 implies (3.2) and Lemma 4.1 asserts that e tA n is chaotic. To see that P n is a bijective mapping between X p and (X n ) p , one takes f 2 X p and writes e tA n P n f = P n e tA h f = P n f. Thus, P n f 2 (X n ) p . Conversely, if f n 2 (X n ) p by considering f n as an element of X (since X n is a subset of X) we have P n e tA h f n = e tA n P n f n = e tA n f n = f n ; since P n acts as the identity on X n . On the other hand, f n 2 X n implies e tA h f n 2 X n , thus P n e tA h f n = e tA h f n and consequently e tA h f n = f n .
Finally, for f 2 X, any function which interpolates f on the points f(jh; f(jh)); j = 1; 2; g belongs to C(P n f), thus for any > 0 we can nd an interpolating function f (n) such that kf (n) k < . This concludes the theorem.
