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Abstract
Our perception is finite limited by both sensory capacity and the ability to interpret stimulation. 
Therefore, in order that an environment may be best understood there is a need to be selective in 
how resources, both computational and sensory, are deployed; this selective mechanism is often 
termed attention. In this thesis a model of visual attention is described which may be specialised to 
detect targets of interest. Specifically, we explore how a target's signal may be differentiated from 
other stimulation in a visual input through developing knowledge of its expected appearance with 
respect to a basic set of features. A key question which we address is: how the separate sources of 
information provided by the processing of each feature type may be best be combined to provide a 
map of target saliency across a scene. This saliency index is then used to guide the deployment of 
attention. Results show an improvement in targeting efficiency of nearly 50% when compared to a 
similar model of attention which does not exploit target specific information. Further, we also report 
favourable results when comparing the performance of our approach to other detection strategies 
reported within the computer vision literature.
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1 Introduction
1.1 Motivation
"If cognitive science has shown anything, it has shown that what seems subjectively obvious is 
often the result o f  complex and subtle computations. ” - Jacob Feldman [Feldman 2003]
With seemingly little effort we direct our gaze, extracting useful visual information from our 
environment, so that we may go about the tasks of our everyday lives. However, if we stop to ask, 
exactly on what basis are we controlling the deployment of our visual resources, it is difficult to 
provide a definitive answer. It is something that is so natural to most of us that we ordinarily give it 
little thought; yet, if we wish to understand and replicate our own behaviour artificially a 
comprehension of the underlying mechanisms which define the way visual attention operates is 
required. Currently, there is no one complete theory of visual attention; rather, there are many 
competing theories. It is therefore necessary to evaluate the merits of individual explanations if we 
wish to develop a model of visual attention capable of emulating biological behaviour.
The limited computational capacity of the brain's visual systems, and the visual complexity of the 
world, mean that stimuli have to compete for neural representation within the brain [Kastner and 
Ungerleider 2000]. Visual attention provides a fast mechanism through which stimuli may be 
selectively designated to have resources allocated towards them. This notion is also potentially 
appealing to computer vision applications where tasks such as object recognition are often 
computationally expensive and spatially localised [Frintrop, Backer and Rome 2005b]. This point is 
highlighted with the example that many current computer vision object detection strategies rely on a 
sliding window and binary classifier, which can be computationally expensive, and may be better 
served by an attentional front end [Navalpakkam and Itti 2006a].
To address the problem of directing resources efficiently, some computer vision models already 
incorporate ideas form visual attention both inadvertently and intentionally. For instance, many 
background segmentation techniques [Piccardi 2004] could be considered specialized attentional
- 1 -
processes, directing processing to changes of contrast within a scene which resemble the properties 
of a designated target. This is congruent with the core principle of attention that novelty or contrast 
enhances saliency [Desimone and Duncan 1985], as does visual similarity of a location to a known 
target's expected appearance [Wolfe and Cave 1990]. Other computer vision architectures have 
integrated more conventional models of attention [Rao 1998; Kahn et al. 1996], measuring saliency 
across several basic visual features within a scene, and directing attention based on their combined 
response. There have also been attempts to fuse independently developed models of visual attention 
and object recognition systems to draw on the strengths of each [Miau, Papageorgiou and Itti 2001; 
Mitri et ai. 2005]. In these cases an attentional front end directs the more expensive object 
recognition modules. These systems demonstrate that even in current computer vision systems, 
which are primitive when compared to the human vision system, the notion of visual attention can 
potentially be a valuable tool.
1.2 Problem Statement and Contributions
We aim to propose a generic model of visual attention that may be specialised by incorporating 
knowledge of a specific target's appearance to bias its response towards likely target locations. A 
central question proposed by this problem is how can we exploit knowledge of a target to increase 
its saliency within a scene? It would be desirable to identify a set of features which describe the 
target which can subsequently be filtered for. Once these features are extracted, the next question is 
can we enhance the target's signal within the output of the filtering process, while at the same time 
inhibiting noise? To produce a unified attentional response a strategy must also be developed to 
combine the disparate feature processing information. A further question is how can we differentiate 
between the feature's differing abilities to identify the target?
The attentional model proposed investigates the notion of stimulation adaptation. We demonstrate 
the core idea in attentional theory of novelty or contrast, as implemented through a process of 
stimulation adaptation, can increase attentional performance in guiding resources to certain types of 
targets. We develop this concept within our model, taking inspiration from the adaptive behaviour 
of certain types of feature sensitive mammalian neurons [Snowden, Thompson and Troscianko 
2006]. It is demonstrated within the evaluation of our model that the introduction of this process can 
offer a significant performance boost when compared to feature filtering alone.
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In contrast to other approaches, such as Navalpakkam and Itti [Navalpakkam and Itti 2007], the 
metric which supports our feature weighting strategy does not assume ideal observer conditions. In 
signal detection theory an ideal observer is one whom always responds optimally based on a 
complete knowledge of the detection problem. The approach presented in this thesis tests a number 
of different decision criteria during training and selects the one which shows peak performance. 
Through taking this approach we demonstrate that the ideal observer assumption is unsafe, and that 
superior performance can be achieved. Our approach still has room for further improvement, 
however, through better optimisation of the decision criterion selected.
As part of our investigation into weighted feature combination we propose three new weighting 
algorithms, as well as providing comparison to the biasing approach proposed by Navalpakkam and 
Itti [Navalpakkam and Itti 2006a]. We provide a detailed evaluation of each approach for each stage 
of combination within the model. Additionally, we also appraise the likelihood ratio measure used 
to asses the target differentiation capabilities of different processes.
Our investigation of visual attention also explores how object information may be derived and 
exploited to aid in target differentiation. We examine whether rudimentary object information 
extracted from our model's saliency representation, combined with a knowledge of expected 
appearance of target objects, can be used to further enhance target saliency and hence our ability 
direct attention towards it. Additionally, we have also examined if the same object information may 
be useful in validating locations attended as actual targets locations. Results presented within our 
evaluation show that both approaches to the use of object information can potentially increase 
targeting performance dependent on the nature of the data under investigation and the models 
ability to reliably extract object information.
The evaluation of our model and its benchmark comparison, the computation model of visual 
attention presented in [Itti, Koch and Niebur 1998], provides detection efficiency results for 
popularly used datasets. This analysis will allow other researchers to easily make comparisons to 
our approach and its benchmark in the future. Furthermore, the use of a standard dataset has also 
facilitated comparison with other models designed for target detection which have published results 
using the same data. We have published aspects of this work at two peer reviewed conferences
[Mountstephens, Bennett and Ahmad 2005; Bennett and Ahmad 2006].
1.3 Thesis Overview
This thesis aims to develop an understanding of goal driven visual attention built on scientific 
theory and computational experimentation. In the remainder of this work we develop an argument 
for the use of information processing in visual attention. We will initially examine how visual 
attention is discussed in the scientific literature, before proceeding to describe our own model which 
we will also evaluate; finally, we will conclude our findings.
Chapter 2 initially seeks to define what we mean when using the term 'visual attention'. Once this 
has been established we move on to detail the supporting research upon which our model is based. 
We survey psychological and biological evidence of visual attention, and investigate other works 
which challenge and extend them. Subsequently, we ask questions of attention as a feature binding 
process used to support object segmentation. Primarily, we inquire if the results of the binding 
process may be further analysed to provide feedback to the attention allocation process in the form 
of shape information. Finally, we draw conclusions from our investigation before moving on to 
discuss our own model.
Chapter 3 describes our model of top down visual attention, which builds on a foundation of earlier 
work of Itti, Koch and Niebur and their computational model of visual attention [Itti, Koch and 
Niebur 1998]. We investigate if this earlier purely feature driven model can be extended to 
incorporate knowledge of a specific target in order that it may better differentiate them from other 
stimuli. Several augmentations are proposed to the model including the notion of temporal 
adaptation, feature biasing and the introduction of simple shape filtering. We believe that by 
introducing further determinability to the model, supported by a fundamental knowledge of the 
basic properties of the desired target or targets, we will enable our model to more readily identify 
probable target locations. This assertion is tested in our evaluation in which we compare the 
targeting performance of our model to that of the open source implementation [îLab 2007] of the 
attentional model presented in [Itti, Koch and Niebur 1998].
After introducing our model, we proceed to detail components of the model driven by the properties
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of the input alone, these include: raw feature filtering, temporal adaptation and centre surround 
differencing. We then continue, briefly discussing representation integration (which is covered in 
more detail later in the chapter) and lead into a description of the model's saliency map index and its 
procedure for allocating attention. We also introduce our approach to feature integration as a means 
of binding and segmenting an image, from which shape information may be extracted. Based on the 
analysis of the visual input to the model, and its requirement to combine representation using a 
biasing strategy, a comparison mechanism is described. Finally, we describe four different biasing 
strategies for representation combination before reviewing and discussing our approach.
C hapter 4 evaluates the model described in the previous chapter through quantifying the positive or 
negative contribution each major component has on targeting performance. Within this evaluation 
we report results for parameter optimisation and compare the performance for different variants of 
the model. We consider different combinations of weighting strategies for the two stages of 
weighted representation combination within the model. Additionally, we also present findings from 
our investigation of the discriminatory power of early shape information at both a pre and post- 
attentive level. As a benchmark, we compare the overall performance of our model to that of the 
model of attention presented in [Itti, Koch and Niebur 1998] using the same data and for the same 
detection task. We also compare our results with others which have examined the same data and 
have published results independently. Finally, we enter a discussion on the overall behaviour and 
targeting efficiency of our model.
C hapter 5 summarises this thesis and concludes its findings. We also reaffirm what we believe are 
the major contributions in this work and suggest how the model may be further extended in the 
future. Several key observations are made on our approach and some shortcomings are discussed.
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2 Literature Review
In this chapter we concentrate on a subset of the available literature to review models and theories 
of visual attention which may described as comprising two stages. These two stage explanations 
comprise a preattentive feature filtering phase, during which the presence or absences of certain 
physical features are made explicit; followed by a second attentional allocation phase, which acts as 
a point of confluence for the results of the previous discrete feature filtering stage, combining the 
available information to produce a single index of saliency. The underlying simplicity of these 
models makes them attractive; however, it is their ability to account for a degree of human visual 
search data which make them functionally interesting. Amongst the many competing two stage 
models and theories of visual attention we chiefly draw inspiration from the feature integration 
theory of attention [Treisman and Gelade 1980], the guided search model [Wolfe and Cave 1990] 
and the bottom up model of visual attention presented in [Itt, Koch and Niebur 1998]. Indeed, a 
number of equally interesting contending theories of attention exist which extend beyond the two 
stage paradigm; however, a detailed discussion of these models is outside the scope of this work.
The remainder of this chapter we firstly attempts in section 2.1 to further and more precisely define 
what we mean when using the term 'visual attention' based upon evidence from fields including 
psychology and neurology. In section 2.2 we develop an understanding of the mechanisms which 
may control the deployment of attention with the goal of later constructing an artificial surrogate. 
As such, we review the literature relevant to our investigation and direct the reader to external 
sources for a more complete understanding of the field. Several excellent review papers and books 
which survey research in the field of visual attention exist: a historical overview of visual attention 
is provided by Tsotsos Rees and Itti [Tsotsos, Itti and Rees 2005]; reviews of the many prominent 
theories of visual attention have been presented by Duchowski [Duchowski 2003] and Sun [Sun 
2003]; finally, for the reader interested in developing a broader understanding of the field, there also 
exist more detailed literature surveys [Desimone and Duncan 1995; Theeuwes 1993; Heinke and 
Humphreys 2005]. We then move on in section 2.3 to critique the computational models of visual 
attention presented in [Itti, Koch and Niebur 1998] which acts as the precursors to our own. In 
section 2.4 we present a discussion of computational issues arising from the challenges presented in 
early vision, which we will later attempt to address. Finally, in section 2.5 we conclude this chapter.
___
2.1 Defining Visuai Attention
The cognitive process referred to as 'attention' is complex and lacks a single precise definition. 
Perhaps this is because the term has been used to describe a wide range of perceptual phenomena, 
causing it to become an umbrella term, drawing together a set of questions about selective 
processing, rather than proposing a single explanatory mechanism [Driver et al. 2001]. Despite this, 
most people have a strong notion of what attention is based upon their everyday experiences and 
how attention is used in the real world [Smilek et al. 2006]. Perhaps one of the best descriptions of 
attention is one of the oldest, provided by pioneering psychologist William James in 1890:
"Everyone knows what attention is. It is the taking possession o f the mind in clear and vivid form o f  
one out o f  what seem several simultaneous objects or trains o f thought. Focalization, 
concentration, o f consciousness are o f  its essence. It implies withdrawal from some things in order 
to deal effectively with others" — [James 1890]
In this thesis attention is investigated in the visual modality; yet, even with this refinement an exact 
definition remains elusive. Within biological vision systems, visual attention serves two broad 
primary purposes: first, to direct limited and variable sensory resources towards targets of interest; 
second, to restrict the processing of that sensory signal to that which is important.
Estimates have suggested that the retina transmits approximately ten million bits of visual 
information per second to the brain [Koch et al. 2006]. However, the retina's sensory surface is 
irregular ranging from a maximum acuity at the fovea to near blindness at the optic nerve head. The 
fovea itself is relativity small (roughly 1.5mm in diameter), yet, it is responsible for around ten 
percent of the information transmitted through the optic nerve [Ferwerda 2001]. As a result of the 
sensory disparity it is necessary for the visual system to have a strategy to gather the most 
appropriate visual information at the best resolution so that it may best perceive the environment. 
Further, the brain is a finite computational system, and as such has to selectively interpret the 
information provided to it by the retina. The nature of this selective strategy is a matter of some 
debate within the scientific community [Heinke and Humphreys 2005]. However, there is a general 
agreement that it may be influenced in both a bottom up feature driven, and top down task 
dependent manner [Egeth and Yantis 1997]. Evidence also suggests that within the primate
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cognitive visual system that visual attention is not an isolated process. Rather, low level visual tasks 
including visual attention, object recognition, and rapid scene analysis appear highly interconnected 
[Itti 2003].
Based on the two possible influences which may effect attention described above we summarise 
that: visual attention aids in providing a useful perception of an environment by directing resources 
(computational or sensory) towards interesting aspects of a scene, to the relative exclusion of less 
interesting others. This is in line with other popular biological explanations which state that 
attention acts to both filter unwanted information from the visual input [Desimone 1998], and to 
expand the detail of visual information at the location of fixation [Posner 1992]. Nevertheless, this 
statement remains ill-defined as it fails to define what interesting aspects of the scene are. One of 
the objectives of this work is to investigate how interest may be measured under certain conditions. 
We will now proceed to distinguish the difference between covert and overt attention before moving 
on to discuss how attention may be influenced by both top down and bottom up factors.
2.1.2 Covert and Overt Visual Attention
The outward foveations of one's eyes across a scene do not necessarily correlate to the stimuli being 
attended by the visual system. Attention may be focused on one location while the eyes' may be 
fixated on another decoupling the cognitive phenomenon of attention from the psychical process of 
eye movement. This is not meant to imply that the two are not highly coordinated; on the contrary it 
appears that they are, but rather, the actions of one do not necessarily represent the state of the other. 
Historically, these two means of contemplating visual attention, the external ocular movement and 
the internal mental processes, have been referred to as overt and covert attention respectively.
The premotor theoi'y of attention [Rizzolatti, Riggio, Dascola, and Umilta 1987] hypothesises that 
attention, in the form of saccadic eye movements, is orientated towards a specific location when the 
mental parameters to direct motor control are set. In contrast to the physical movements of the eyes 
which must follow a path between positioris the mental fixation of attention can jump between 
points, and hence more rapidly attend. Planned ocular shift may however be aborted during their 
execution resulting in a mental shift of attention with no corresponding physical shift to that
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location. The consequence of this action is a divergence of the mental and physical attentional 
processes.
Medical imaging techniques have also been employed to investigate the issue of the independence 
of the two processes, comparing the neural activation caused by each. Imaging research suggests 
that notions covert and overt attentions are not only functionally related, but also utilise the same 
areas of the brain [Corbetta et al. 1998]. This view is further supported by imaging data from Nobre 
et al., who further note covert attentional tasks seem to stimulate brain areas related to sensory and 
motor function during initialisation, which may support Rizzolatti et al.'s premotor theory of 
attention [Nobre, Gitelman, Dias, and Mesulam 2000]. The authors elaborate on their imaging 
observations, commenting on three possible accounts of the shared activation between covert and 
overt attention. First, they propose the functional distinction between the covert and overt systems 
may be ill-defined. Some resources are shared where the overall attentional system remains 
complex enough to allow the behaviours of each a degree independence depending on the task and 
environment. Second, areas of the brain may be multitasking, conducting different tasks at different 
times. Finally, the broad overlapping areas of mutual activation may be the result of separate groups 
of neurons each conducting a different cognitive task, and the resolution of the imaging equipment 
may not have had a fine enough resolution to detect such activity.
It appears that whilst covert and overt attention share many of the same resources within the brain, 
there remains a degree of separation between eye movements and attention. At the very least one is 
a mental and the other a physical process, and hence the later requires additional resources to 
complete its role. It seems likely the two are coordinated; however, the actions of the mental 
fixation of attention may not be mirrored by saccades of the eyes, due to the speed of response of 
each, and the onset of change in the visual environment. Within visual attention research an 
assumption that attention is linked to gaze direction is usually utilised, but it is acknowledged that 
this may not always be the case [Duchowski 2003].
Within this section we have differentiated between covert and overt aspects of visual attention and 
how they may be related. Within the remainder of this work visual attention is discussed in the 
specific context of covert attention unless otherwise specifically stated. Nevertheless, the seemingly 
close correlation in the manner in which both may be derived means ideas presented may be equally
" 9 "
relevant to each. In the following section we examine the types of stimuli which may affect the way 
in which visual attention is directed.
2.1.3 Bottom Up and Top Down Guidance of Visual Attention
Visual attention is often divided as either being influenced in a bottom up sensory driven or a top 
down task driven manner. Bottom up attentional activation is characterised as an index of local early 
feature contrasts across a visual input; conversely, top down influencing is defined as focusing of 
attention based on the of similarity regions to a designated target, or expectation [Wolfe 1998]. The 
differing influences affecting top down and bottom up attention predetermine the range of tasks for 
which they are applicable. Bottom up attention is general, devoid of any specialist knowledge other 
than how to filter and combine results, whereas, top down attention is specific, exploiting a memory 
of specific stimuli properties or expectation in order to bias attentional indexing.
Bottom up and top down attentional mechanisms should not be considered as anatomically distinct 
units. Rather, they should be viewed as integrated and overlapping components of the same system, 
which cooperate to enhance attentional performance [Barter, Givens, and Bruno 2001]. For instance, 
a top down process's ability to discriminate between targets and non targets remains reliant on 
bottom up feature stimulation information [Desimone and Duncan 1995]. More recent 
psychological evidence also supports this case. Experimentation has demonstrated that there exists a 
“complex dynamic interplay” between bottom up and top down attentional factors affecting 
awareness [Connor, Egeth, and Yantis 2004]. The distinction drawn between top down and bottom 
up attentional influences may be misleading; perhaps a better way to consider this issue is at the 
level of interpretation given to sensory stimulation. Influence deemed bottom up may be better 
described as early, and therefore fast, interpretations of a sensory input; whereas, top down 
influence may be considered later more complex interpretations of the same data.
Attentive behaviour is however greatly affected by task, Yarbus [Yarbus 1967] demonstrates the 
difference task can make to saccadic pattern (see Figure 2.1.3). Using the assumption discussed 
previously, that there is an association between gaze pattern and attention, we can infer these 
experiments give an insight as to how alteration of task can affect attentional state. As can be seen 
from the figure the differences in allocation of gaze are quite marked between the various tasks
- 10-
asked of the observer. For instance, in task three where the viewer is asked to estimate the ages of 
the people in the scene attention is, for a large part, directed towards the faces of the people in the 
scene; whereas, when asked to estimate the material circumstance of the family in task two more 
time is spent observing the decor of the room. It appears when presented with a question the 
observer intuitively concentrates on those aspects of the scene which provide the best evidence of 
the answer; rather, than being directed by the visual properties of the scene alone.
Figure 2.1.3: An illustration demonstrating how saccadic behaviour is dependant on observational 
task, taken from [Yarbus 1967]. Top left: stimuli presented to subjects over a 3 minute viewing 
period. Viewing results for: 1) free observation, 2) estimate the material circumstances of the 
family, 3) the ages of the people, 4) estimating what the family had been doing before the arrival of 
the "unexpected visitor", 5) remembering the clothes worn by the people, 6) remembering the 
position of the people and objects in the room, and 7) estimating how long the "unexpected visitor" 
had been away from the family.
Despite demonstrating that task can affect attentional response, these saccadic patterns tell us little 
about the underlying mechanisms or strategies that are responsible for the deployment of attention. 
In the following section we examine several theories which attempt to explain how visual attention 
may be controlled largely based upon psychological findings. The theories presented can be broadly 
split into two groups: those with attempt to explain attention from a bottom up perspective, and 
those which integrate both top down and bottom up factors in their explanation.
- 1 1 -
2.2 Attention: A Parallel-Serial Dichotomy?
Many theories of attention are based on the notion that attentive processing comprises two main 
stages; in the first stage primitive visual features are filtered in a spatially parallel manner across the 
visual field; and in the second, information generated from the prior feature filtering is combined 
forming a single representation which is then serially interrogated. This approach has been popular 
historically as the attentional behaviour which it predicts seems to explain a significant proportion 
of laboratory visual search data. However, the exceptions, which models of this type are unable to 
explain bring into question their validity [Nakayama and Joseph 1998; DiLollo, Kawahara, Zuvic 
and Visseret 2001].
In the following section we will examine the theoretical basis of the two stage attentional process. 
Initially, the so called preattentive spatially parallel feature processing stage is examined, followed 
by an overview of the serial stage discussed in the context of two popular theories. Finally, a 
critique of the general approach is presented. This section will inform the reader about the 
theoretical basis on which the model of visual attention presented in [Itti Koch and Niebur 1998] 
and its subsequent extensions, including ours, are founded.
2.2.1 Preattentive Processing
Investigations into specific processing conducted within primate visual system has yielded 
information about how visual stimuli are processed in the brain [Hubei and Wiesel 1962]. In 
particular, identification of aspects of visual processing conducted prior to the attainment of 
attention, termed preattentive processing, suggest factors which may contribute to attention itself. 
One such type of preattentive processing filters image features in parallel across the visual field, and 
is referred to here as preattentive parallel processing.
The human visual system’s ability to process certain features in parallel preattentively has typically 
been assessed by response time and by accuracy [Wolfe and Horowitz 2004]. Through assessment 
via response time participants are asked to conduct a task (usually a visual search task) while the 
number of distracting elements within the scene are varied. Intuitively, a serial process would need 
to visit each location individually within the visual input until the target was found. Hence, an 
increasing number of distractors would result in an increasing task completion time. In contrast, a
_ _
constant response time implies the process is parallel across the visual field and is unaffected by the 
number of distractors. Furthermore, the response time would be expected to be below a threshold 
representing the time required for attentional acquisition to fit the preattentive criteria.
Conversely, the accuracy test involves presenting an image for a period of time less than that 
required for the acquisition of attention while asking the participant to complete a task. The ability 
to complete the task within the short observation time regardless of the number of distractors would 
indicate a task's preattentive quality. Healey has provided an overview of preattentive features 
reported in the primate visual system along with references to research in which these findings have 
been published [Healey 2007]. Figure 2.2.1 illustrates a selection of so called preattentive features, 
which include: closure, size, hue and number of terminators and not illustrated here but also often 
termed preattentive are features such as motion and flicker.
The suggestion that there exists a parallel preattentive feature filtering stage influencing attention is 
appealing as it is simple to comprehend and explains some experiential findings. However, 
Nakayama and Joseph consider the evidence surrounding preattentive parallel visual processing and 
question the legitimacy of the concept [Nakayama and Joseph 1998]. They argue that the number of 
features identified as preattentive is too great. They state: “It is difficult to conceive that all features 
are analysed at all spatial scales in all positions in the brain”. They contend that although some 
simple features like colour and orientation may be processed preattentively, others such as 
alphabetical letters and shaped surfaces are almost certainly not. Further, based on earlier 
experimental evidence it is asserted that serial attention is required even for tasks previously 
thought to be preattentive [Joseph, Chun and Nakayama 1997]. These experiments demonstrated 
that the detection of even elementary preattentive features could be impaired by increasing the 
attentional load on the subject. The idea that preattentive parallel feature processing is unaffected by 
limitations in detection resources was tested through the introduction of a second demanding 
attentional task. Their results demonstrated that the detection ability is seriously affected [ibid]. 
DiLollo et al. [DiLollo et al. 2001] interpret this to mean that target detection depends not on 
whether a feature can be detected in parallel or not, but rather, on the availability of adequate 
attentional resources given the viewing conditions.
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Figure 2.2.1: Illustration showing examples of preattentive features presented amongst distractors, 
taken from [Healey 2007]. In each example one object appears to 'pop out' from distractor objects. 
Experimental results suggest that regardless of the size of the visual input, or the number of 
distractors, an object which can be differentiated uniquely by one of these feature type will result in 
a constant response time.
Based on more recent interpretations of early visual processing and the argument against the 
concept of preattentive parallel feature processing, Wolfe and Horowitz have proposed the idea of 
guiding representations [Wolfe and Horowitz 2004]. Unlike preattentive features defined by their 
visual search time constancy regardless of the number of distractors, guiding representations have a 
more strict and wider ranging criteria. Their criteria states that: guiding features must show
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efficiency in visual search tasks, akin to the notion preattentive feature processing. Hence, they 
must show a minimal search time increase resulting from an increasing number of distractors; 
second, segmentation of a texture constructed from an early features from a background texture 
should be ‘effortless’. This is similar to ideas presented in Texon theory [Julesz 1981]; third, the 
presence of a feature should be more detectable than its absence: this is referred to as search 
asymmetries. For instance, a moving object should be easily detectable amongst stationary 
distractors, but this is not the case in reverse; fourth, as proposed by Treisman and Gelade a 
feature's ability to cause illusory conjunctions may indicate its contribution to visual attention 
[Treisman and Gelade 1980]. For example, if red horizontal and green vertical lines are presented 
quickly to an observer, then the observer will often report only observing either red horizontal or 
green vertical lines; finally, the detection of a target feature should be able to cope with some degree 
of distractor likeness.
Wolfe and Horowitz go on to categorise the features which have been suggest as preattentive in the 
literature based upon the likelihood they actually be involved in guiding attention (table 2.2.1). This 
contrasts with the list of preattentive feature provided by Healey in his review [Healey 2007] 
limiting substantially the number of feature thought to affect attention; however, some of the 
originally proposed attentional influences are still considered likely contributors. Although Wolf 
and Horowitz answer some of the concerns presented regarding preattentive features by introducing 
the idea of guiding representation, with their new stricter criteria for selecting features, this still 
remains a contentious issue. For instance, others support the view that attention may be influenced 
by any signal or process capable of interaction with incoming visual stimuli [Moore 2006].
Table 2.2.1: Attributes that may guide attention based upon Wolfe and Horowitz's new criteria for 
guiding representations, adapted from [Wolfe and Horowitz 2004].
Undoubted Probable Possible Doubtful Probable non­
attributes
Colour Topological status Lighting direction Novelty Intersection
Motion Luminance polarity Lustre (Glossiness) Letter identity Semantic category
Orientation Flicker Expansion Alphanumeric Colour changes
Size Shape Shape 3D volumes
Pictorial depth cues Aspect ratio Faces
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2.2.2 Attentive Strategic Control
In comparison to the initial preattentive parallel processing stage, there is much less agreement on 
the properties of the second serial stage of processing. Theeuwes, however, characterises three 
points which are common to most theories which take this approach [Theeuwes 1993]: First the 
process is limited in capacity during which some sort of selection takes place; second, the process 
operates on a limited spatial location; finally, there is some sort of strategic control which directs 
attention within this stage. One metaphor which is sometimes used to describe serial attention is a 
'spotlight' whose attentional beam traverses the visual input. Attention is deployed within the 
limited Illumination of the beam, where the strategy used to control the beam varies between 
models.
In this section we will examine two popular theories of visual attention: feature integration theory 
[Treisman and Gelade 1980] and the guided search model [Wolfe and Cave 1990], which are both 
based on a two stage approach. Our intention is to examine how these approaches propose that 
attention is directed based upon feature filtering conducted at the preattentive stage. We will discuss 
how well these theories are able to fit experimental evidence obtained from biological visual 
systems, and elaborate on findings which they are unable to account for. Finally, we will present a 
critique on the concept of visual attention as a two stage process.
Over the more than twenty five years since its initial publication, the feature integration theory of 
attention has remained an influential work [Treisman, Sykes and Gelade 1977; Treisman and 
Gelade 1980]. The simplicity of the psychological model proposed by the theory, combined with its 
ability to explain a significant proportion of visual search data, has in no doubt largely underpinned 
its success. Others have sought to extend and adapt the model, adding additional complexities and 
constraints in order that they may explain further experimental findings. Quinlan provides an 
extensive overview on this topic [Quinia 2003]; however, of specific note to this work are [Itti, 
Koch and Niebur 1998; Koch and Ullman 1985; Wolfe and Cave 1990] which will be described in 
more detail later.
Feature integration theory postulates that visual attention is the result of two distinct processing 
stages. The first preattentive stage register the presence of a distinct set of features within a visual
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input. Features are filtered in parallel across the input, the response of which is represented as a 
discrete map explicitly encoding a feature's presence. Details of how the process may work or 
means of representation remains vague in the theory however[Quinlan 2003]. As feature maps are 
discrete and disparate a single object may be represented across a number of maps, and at this stage 
no correlation exists between them. It is proposed that binding of features to form precepts requires 
attention. The second stage of the model is concerned with this issue of across feature combination. 
It is contended that the feature maps generated in the first stage feed into a single saliency or master 
map. From this master map attention is serially directed, in a manner akin a spotlight, acting to bind 
spatially co-occurring features to form unitary objects.
Within feature integration theory attention can be allocated in one of two ways. First, as previously 
mentioned, attention can be directed by serially scanning the master map at random. Based on this 
serial scan, the time taken to find a target on average would depend on the number of distractors, 
providing a linear relationship between the number of distractors and the time taken to find a target. 
Alternatively, if a target can be differentiated by a single feature filtered in the preattentive parallel 
processing stage, then information gathered at this stage may be used to direct attention. This 
negates the need for the serial search, and therefore, should exhibit a constant task completion time 
irrespective of the number of distracting elements.
The results predicted by the theory concur with a large number of experimental results from 
laboratory visual search experiments [Treisman and Glade 1980; Treisman and Sato 1990]. Figure
2.2.2 illustrates three sample visual search stimuli. In the left and middle examples one unique 
object seems to 'pop out', whereas, in the example on the right side finding the unique items require 
a search of possible candidates to find the target. The right example is referred to as a conjunction 
search; the unique items cannot be defined by one feature alone. Hence a conjunction of features is 
needed in order to detect them. These examples are typical of visual search experiments, and search 
results are predictable by feature integration theory.
Despite the ability of feature integration theory to explain many observations from visual search 
experiments, several findings appear to suggest some refinement of the theory may be required. The 
serial nature of the conjunction based search has been questioned by experimental studies including 
[Hoffman 1999]. In some cases, it has been shown that triple conjunctions (targets which can only
_ _ _
be differentiated by the conjunction of three features) have faster response times than double 
conjunction searches. Later work by Treisman and Sato [Treisman and Sato 1990] suggests that the 
difference between feature values of targets and non-targets also affects response times, where it 
appears that larger differences result in faster responses. Tsotsos et al. also supports this claim by 
proposing that it is feature contrast rather than absolute feature values that affect the speed of 
detection [Tsotsos et al. 1995]. It has also been shown that prior knowledge of a target helps to 
provide a faster search response time as opposed to when the target is unknown. Treisman and Sato 
hypothesise that it may be possible for subjects to restrict the search criteria, inhibiting feature 
processing as necessary based upon prior knowledge [Treisman and Sato 1990]. For instance, if 
searching for a red apple inhibiting the response from the green feature channel may improve search 
times.
H  ^  H  9  ^  Hi Hi Hi
■ ■ ■  # a  # # #
Figure 2.2.2: An illustration of visual ‘pop out’ of oddball locations (left and middle) and a 
conjunction search (right), properties of the feature integration theory of attention. Images left and 
central: one object appears to ‘pop out’ due to its unique preattentive feature properties, (colour and 
shape respectively). The right image demonstrates a conjunction search where target objects cannot 
uniquely be discriminated by a single feature, and hence has to be serially searched for in the master 
map.
Wolfs guided search model [Wolfe and Cave 1990; Wolfe 1996], extends ideas presented by 
Treisman and Gelade [Treisman and Gelade 1980], investigating in particular the serial processing 
stage associated with visual attention. Similar to feature integration theory, the guided search model 
proposes a visual input is decomposed using a number of preattentive parallel processes into a 
series of individual maps, which feed into a central master or saliency map. Within the guided 
search model feature maps are measures of local feature contrast rather than absolute intensity as 
within feature integration theory. However, the main difference between the models centres on how
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the master or saliency map is constructed. The guided search model proposes that the saliency map 
is influenced in both a top down and bottom up manner.
The saliency map biases the relevance of feature inputs based upon the task. Searching for a target 
with a unique feature can rely on purely bottom up processing still. However, as seen in feature 
integration theory this is insufficient to explain all conjunction searches. Therefore, within the 
guided search model top down information positively biases the feature maps which share 
properties with the target object. The biased maps are then summed, and in most cases the most 
active location will indicate the target. In cases where the target location is not equal to the point of 
maximum activity, the observer’s attention is focused on the next most active location serially and 
recursively until the target is located or no more points exist. Through biasing feature maps, an 
index is created for the current task, and as a target becomes discriminated on a larger number of 
feature maps the searching process becomes more efficient.
Some of the same criticisms which can be made of the feature integration theory of attention may 
also be made of the guided search model; for example, the number and types of preattentive 
features used in the initial filtering stage, or the lack of explanation of asymmetries which exist 
within the visual search task. Search asymmetries can be seen in from experimental results which 
show detecting a straight line amongst curved line is more difficult then to detect a curved line 
amongst straight ones [Wolfe and Cave 1990]. A further criticism of the model is that it does not 
consider how features may be grouped to form object representations [Heinke and Humphrey 
2005]. However, the model does provide an answer to the question of how top-down information 
may be used to influence attention which is an important issue. Our research seeks to investigate 
how specific top down biasing strategies may be employed to direct gaze towards a predetermined 
target.
2.3 Itti, Koch and NIebur's Computational Model o f Attention 
and Extensions Thereof
In the previous section we have summarised the underlying theory which supports the 
computational models of visual attention discussed within this section. Now we will first discuss the 
computational model of visual attention proposed in [Itti, Koch and Niebur 1998], which may be
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considered a bottom up data drive approach, before moving on to look at top down task driven 
extensions to this model. The model of visual attention proposed in this thesis (see chapter 3) may 
be viewed as a direct extension of the work considered in this section, which also incorporates other 
ideas discussed with this chapter.
2.3.1 Itti, Koch and NIebur's Computational Model of Visual Attention
Itti, Koch and Niebur's computational model of visual attention [Itti, Koch and Niebur 1998; Itti 
2000], is bottom-up feature driven, and may be related to Treisman and Gelade’s feature integration 
theory [Treisman and Gelade 1980]. Similar to feature integration theory, the model presented by 
Itti and colleagues initially decomposes a visual input holistically via an ensemble of preattentive 
feature filters including colour, intensity, orientation, flicker and motion. These features are 
eventually combined into a single master or saliency map. However, in between the processes of 
feature filtering and combination, the model introduces additional preattentive processing. In the 
following section we will introduce the model and discuss its functional details. We will also 
examine the performance of the model and provide a critique of the approach. Subsequently we will 
investigate proposed augmentations to the model which suggest how bottom up and top down 
influence may be integrated.
Itti, Koch and Niebur's model builds on the earlier work of Koch and Ullman, which investigated 
the underlying neural circuitry that controls visual attention see figure 2.3.1 [Koch and Ullman 
1985]. However, three notable differences exist between the two approaches. First, the original 
model introduced by Koch and' Ullman contained a central representation describing locations 
attended in isolation which later processing can then directly reference. The idea of a central 
representation does not reappear in Itti Koch and Niebur's work. Second, the concept of multi­
resolution feature analysis is introduced. Finally, Itti Koch and Niebur's model further processes the 
results of the multi resolution analysis to create a centre surround response implemented as a 
difference of Gaussians. Each of these final two augmentations may be seen to be incorporating 
ideas earlier proposed by Marr. For instance, Marr suggested that intensity (or in this case feature 
activity) changes occur at various scales; hence, optimal detection necessitates the need for 
operators of different sizes [Marr 1982]. Also Marr and Hildreth proposed the use of a Laplacian of 
Gaussian filter [Marr and Hildreth 1980], which can be approximated by the difference of
20
Gaussians, as a mechanism to identify locations with high intensity contrast.
Central R epresentation
WTA
Saliency Map
F ea tu re  Maps
Figure 2.3.1: A schematic for the model of visual attention proposed by Koch and Ullman, taken 
from [Koch and Ullman 1985]. Within the model a visual input is first processed by an ensemble of 
preattentive parallel feature filters, producing a collection of feature maps. The activation across 
these feature maps is then summed in a point by point manner, resulting in a saliency map. A 
'winner takes all' process operates in conjunction with the saliency map to locate the most salient 
location towards which attention is directed. The properties of the winning location are passed to 
the central representation and made available to later processing.
The model presented in [Itti, Koch and Niebur 1998] is bottom up, and is in essence an extension of 
the notion of visual attention as a parallel followed by serial two stage process. Like other models it 
initially decomposes a visual input in parallel via an ensemble of pre-attentive feature filters. These 
features are eventually combined into a single master or saliency map, from which attention is 
serially directed. However, in between the processes of feature filtering and allocation of attention 
additional pre-attentive processing is introduced. Figure 2.3.2 presents an overall schematic of the 
model.
Presented with an input image the initial action of the model is to sub-sample it creating a dyadic 
Gaussian pyramid [Burt and Adelson 1983; Walther 2006]. At each layer of the pyramid, a Gaussian 
filter is applied before a downscaling process takes place reducing the image both horizontally and 
vertically by a factor of two producing the next layer. In total nine scales are used ranging from 1:1
_ _
to 1:256. Simultaneously several orientated Gabor-like pyramids [Greenspan et al. 1994] are also 
constructed to provide input to the feature channels which require an orientation sensitive input. 
Like the Gaussian pyramid nine scaled views are created whose scale incrementally reduces by a 
factor of two.
Input image
Linear filtering
^  Intensity onentalions
Cenler-surm und differences and  normalization
Feature m aps
(12 m aps) (6 im ps) (24 m aps) T
Across’sca le  combinations and  normalization
Conspicuity m aps
Linear combinations
Saliency m a p .
Winner-take-all
IAttended location
Inhibition of retum
Figure 2.3.2: An illustration of Itti Koch and Niebur's model of attention, taken from [Itti, Koch and 
Niebur 1998]. Initially a visual input is decomposed via a collection of parallel preattentive feature 
filters at multiple scales. The result of this processing is then passed to a centre surround 
mechanism, which in turn computes local feature contrast across the various scales per channel. 
Next, the centre surround views are combined creating a single view of conspicuity per channel. A 
saliency map is formed through the linear combination of the conspicuity views across all channels, 
and a 'winner takes all' process directs attention to the most salient point in the map. Following the 
allocation of attention an inhibitory process suppresses the attended location and its surrounding 
region, forcing attention to move to the next most salient location at the next time step.
The scaled views are then passed to a number of discrete processing channels. The processing 
conducted in each channel is largely similar, other than at the initial raw feature filtering stage 
which makes explicit the presence of certain features within the input. The features chosen have
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been selected from amongst those which have been identified as pre-attentive (see section 2.2.1). 
Specifically the features processed are intensity, colour (red, green, blue and yellow), orientation, 
and in later versions flicker and motion. As previously mentioned, one argument for extracting a 
feature at various scales is that feature changes may occur at different scales within an image. 
Therefore, the optimal detection of that feature requires operators of assorted sizes [Marr and 
Hildreth 1980]. A second reason for the detection of features at different scales is that it facilitates 
the later generation of a centre surround response.
Given the red, green and blue components of an input image, intensity is calculated as their average 
combined response. Although other more complicated descriptions of intensity are discussed as 
candidates, they are rejected on the grounds of flexibility and after consideration of the efficiency of 
the human eye [Itti 2000]. Likewise filtration of colour takes into account the acuity of the human 
eye, which at low luminance levels is barley able to perceive hue variations. Therefore, when the 
colour channels are normalised, locations which have an intensity value below ten percent of the 
maximum are disregarded. The four broadly tuned colour channels are calculated as per table 2.3.1, 
where negative values are set to zero.
The response of the orientation channel is obtained using orientated Gabor-like pyramid [Greenspan 
et al. 1994] (rather than using the Gaussian pyramid output) at nine scales and four orientations: 0°, 
45°, 90°, 135°, using the output of the intensity filter as its input. Itti discussed the possibility of 
using a wider range of orientations but reports that it did not greatly alter performance [Itti 2000]. 
The motion filter is based upon a correlation-type motion detector, or Reichardt detector [Borst 
2000], also uses the output of the direction sensitive Gabor pyr amid as its input (see [Itti, Dhavale, 
and Pighin 2003] for a detailed description of the algorithm). The detector works by comparing a 
delayed intensity signal for one location with the instantaneous intensity signal from a neighbouring 
location and vice versa, resulting in a response which is directionally sensitive, (a detailed 
description of this model may be found in [Reichardt 1961] and [Walther 2006]). For the flicker 
filter within the model, the output of the intensity filter also serves as it input. An absolute 
differencing mechanism, between consecutive inputs, provides the core of the filter.
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Once the multiple resolution feature analysis is complete a centre surround mechanism, analogous 
to a biological receptive field, is employed to make explicit the local feature contrast per feature 
channel, as opposed to absolute activity. In a visual field neurons have an excitatory response to 
stimuli spatially localised to them, and an inhibitory response to surrounding stimuli. It has been 
shown that centre surround inhibition is a fundamental mechanism in sensory processing, 
emphasising contrast between strongly and weakly activated populations of neurons [Aungst et al. 
2003].
The centre surround mechanism used by the model is implemented as a difference of Gaussians, 
which has been shown to be a good approximation of the biological process [Hawken and Parker 
1987; Shapely 2004]. An absolute pixel-wise difference is taken between fine and course scales of 
the feature pyramids within each channel. The fine scale centres are taken from layers c 6  (2, 3, 4} 
of the feature pyramids, and the course surround layers s = c + Ô with 5 6 (3 ,4 } ,  producing in total 
six feature maps. The centre surround difference in all cases, other than other than for the colour 
dimensions, is calculated as per table 2.3.1. Within the single opponency centre surround equation 
in table 2.3.1 V defines the specific dimension within a feature channel; for example, 45 degrees in 
the orientation channel, left in the motion channel or the intensity channel as a whole (this channel 
only has one dimension). The symbol '0 ' denotes the across scale difference calculated through 
interpolating to the finer scale and point by point subtraction as defined by [Itti, Koch and Niebur 
1998]. The double opponent colour channels in the model are defined as per double opponency 
centre surround equation table 2.3.1.
The centre surround feature maps are then combined per feature channel, creating a single 
representation of feature disparity across the input (referred to as the conspicuity map). However, 
the feature maps must be rescaled in order that they may be combined, and hence all are scaled to 
the size of the fourth level of the Gaussian pyramid. Additionally before being combined the 
representations are also noimalised. The algorithm for normalisation comprises three steps: first, the 
activity in the feature map is normalised within a specific range; second, the global maximum peak 
M  activity and the mean of all other local maxima Wt are deduced; finally, the feature map is 
multiplied by [M ~Trif . It is claimed that this operation is coarsely analogues to cortical lateral 
inhibition where the level of stimulation of a neuron determines to what extent it inhibits it
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neighbours [Itti, Koch and Niebur 1998]. As a consequence the algorithm identifies and weights 
most strongly locations which have the greatest contrast between maximum peak activity and all 
other peak activity. In the extended model a total of five conspicuity maps are created, one each for 
the colour, intensity, orientation, motion and flicker channels. Across all channels the conspicuity 
maps are then combined forming the final representation in the model, the saliency map.
How different features should be combined to form a global view of conspicuity or saliency is a 
complicated question. Ideally, noise should be suppressed and the activity of interesting regions 
stimulated; however, an interesting region may only be prominent in a few of many possible inputs. 
(In the context of bottom up attention, the interest or saliency of a region is usually defined by how 
greatly that region contrasts with the rest of the scene.) The idea of global non-linear amplification 
followed by summation is presented above; however, Itti and Koch have investigated several 
combination strategies [Itti and Koch 1999] including:
(i) simple normalisation summation
(ii) linear combination with learned weights
(iii) global non-linear amplification followed by summation (discussed above)
(iv) local non-linear competition between salient locations
The authors note that the linear combination with learned weights mechanism proves effective for 
detecting specific targets, allowing specialisation of the model as advocated by Wolfe and Cave 
[Wolfe and Cave 1990]. However, the best non specialised performance was seen in combination 
strategy four and its simplified computational approximation in three. Both methods offered a 
significant performance increase over method one, and were roughly comparable. Based on its 
generality, level of performance and relative computational simplicity, method three was 
implemented as the combination strategy within the model [Itti, Koch and Niebur 1998].
The result of combination, the saliency map, functions as an index of global conspicuity across the 
visual input, and further acts as a fatiguing memory of previous conspicuity map combinations and 
adjustments. Within the model this is implemented as a network of twelve hundred low pass leaky 
integrator artificial neurons. On top of the saliency map representation a winner-takes-all process is 
utilised to identify the point of greatest saliency, to which attention is then fix.
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Following attentional fixation an inhibition o f return process is applied to that point and its 
surrounding region supplying a large negative weight. Hence, gaze is forced to move to the next 
most salient point at the next time step, with the intention of preventing gaze becoming locked on 
one highly salient location. The architecture of the model makes this inhibitory suppression 
transitory as, at later time steps, further conspicuity map combinations are presented to the saliency 
map, adding new stimulation to the previously inhibited region.
Itti and Koch reported that their visual attention model exhibits behaviour comparable to that of 
humans in a number of laboratory style visual search and conjunction search tasks [Itti, Koch and 
Niebur 1998], Results are also reported for the model when it was presented with images from a 
natural scene which also seems intuitive; however, there is a lack of a real empirical evaluation in 
these original works. Later work by Itti and his colleague addresses this point, comparing the 
model's attentional direction to recorded instances of human overt attention in the form of eye 
movements [Itti 2005; Peters, Lyer, Itti, and Koch 2005].
In Itti's more recent work [Itti 2005], he describes experiments where eye movements are recorded 
from a group of observers, over a dataset of 50 video clips comprising over forty six thousand 
frames and nearly twelve thousand saccades. The study compares the saliency activation produced 
by the computational model to locations attended by the human observer. At each location attended 
by a human observer saliency is measured within the computational model, and reported as a 
relative value with respects to the maximum saliency produced by the model at that time. Results 
from this process have then been banded into three categories: peak activity instances (i.e. the 
location attended by the human observer is the peak saliency location produced by the model); 
instances where saliency activity at the location attended by the human observer is greater than or 
equal to 75% of the maximum saliency from the model; finally, instances where saliency activity at 
the location attended by the observer is greater than or equal to 25% of peak saliency activity 
produced by the model.
Results show that the most salient region in the scene, as determined by the computational model, 
was rarely attended by human observers, only attracting 11% of all fixations. This suggests a winner 
takes all strategy for directing attention to the most salient location, such as that used by the model.
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is not necessarily biologically plausible. Observer fixations which fell into the 75% and 25% bands 
(defined above) occurred for 24.5% and 72.3% of all fixations respectively. This implies that the 
bottom up influences used by the model only plays a partial role in directing attention, even within 
novel scenes, with over 25% of all fixations unaccountable by the model. This could be a result of 
the observers biasing their gaze in a top down manner, or that they have based their decisions on 
sources of visual information not accounted for by the model.
It should be noted that the model of visual attention introduced in [Itti, Koch and Niebur 1998] is a 
covert attentional model; yet, the experiments conducted record attentional state from a overt source 
(eye movements). As discussed previously (section 2 .1.2) the two may not be directly comparable; 
nevertheless, based upon current experimental capabilities this is perhaps the best means we have 
for estimating attentional state. A further observation made by authors about the experimental 
results is that motion and flicker are more reliable influences for predicting human eye movements 
when compared to orientation, intensity and colour, information. This is interesting as it indicates 
that a saliency map which is biased towards certain types of features could potentially provide a 
more accurate prediction of eye movements. This is in contrast to the saliency map construction 
proposed by Itti and Koch [Itti, Koch and Niebur 1998] where all inputs to the saliency map receive 
equal weighting.
Ouerhani, et al., provide a further independent evaluation of the model, which proposes a different 
method for the validation of results [Ouerhani, Von Wartburg, Hugh, and Mûri 2004]. In contrast to 
the evaluation in [Itti 2005] tliis approach records the location attended by an observer over the 
duration of a viewing, and integrates them into a single map of fixation activity. The result of the 
integration process is a map which represents the frequency of fixation attendance for each location, 
which is then compared to saliency map produced according to the model of attention [Itti, Koch 
and Niebur 1998]. For each of the six test images data was collected from seven participants who 
were instructed to “just look at the image” for five seconds per image. The results show that there 
was significant variability in the saccadic activity of different observers. In spite of the variability 
between observers, the average correlation between the results of the model and human observers 
seem encouraging, and significantly better than would be expected for a random response. The 
average correlation coefficient across all observers and scene was 0.41, rising to 0.61 in the best 
case and falling to 0.08 in the worst. However, the small scale of the experiments in terms of both
_ _
number of participants and the number of examples investigated limit the conclusion which may be 
drawn. Nevertheless, it seems that activation of the saliency map produced by the model is partially 
representative of the average fixation activity of human observers when viewing the same scene.
We have described the model of visual attention originality introduced in [Itti, Koch and Niebur 
1998] and examined two separate evaluations of its performance. It appears that the model is 
capable to some extent of reproducing a human observer's attentional behaviour. However, the 
architecture proposed by the model leaves several issues regarding its biological grounding and 
implementation open for discussion. One point of contention is the choice of preattentive features 
processed by the model. Although the features processed by the model are varied, why are other 
possible preattentive features such as shape, size and T junction not also processed? Two possible 
explanations are; first, to keep the model relativity light weight in terms of the time it takes to 
produces a response; second, some features are fairly easily calculated compared to others. By 
limiting the number of features processed a restriction is placed on the model with respect to the 
types of different targets between which it can differentiate and detect. For example, in its current 
form the model would be unable to replicate the bottom up human attentional 'pop out' response for 
a target differentiated only by the number of its terminators (see figure 2.2.1).
A further limitation of the model, with respect to its processing of visual features, is the way it 
handles antagonistic relationships between feature dimensions. Currently, the model introduces the 
notion of double opponent colour channels; however, there also exists opponent relationships 
between intensity and motion dimensions in biological vision systems. A well documented example 
of this is the motion after effect noted in [Mather, Verstraten, and Anstis 1998], which is thought to 
be caused by the perception of motion being the consequence of a competitive relationship between 
motion detectors of opposite directions. The output of these detectors is fairly balanced in a static 
scene; however, prolonged exposure to motion in a single direction causes that direction's motion 
detector to be continually activated. Eventually this results in that detector becoming fatigued, 
causing its firing rate to become reduced. The consequence of the fatiguing of a single direction's 
detectors response is that when the motion stimulus is removed, and a static scene is once again 
observed the opponent relationship becomes unbalanced. The direction detector which received no 
stimulation fires as before; however, the detectors exposed to the extended stimulation have a 
weakened response causing motion to be perceived in the opposite direction until the fatigued
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neurons recover.
The winner takes all strategy for selecting the most active region in the saliency map as the point to 
be attended is questioned by Itti in his evaluation [Itti 2005]. The results of this evaluation, as 
previously discussed, indicate a winner takes all strategy may be an unrealistic model for selecting 
where attention should be directed. The results show that often it is not the most active salient 
region produced by the model which is attended by a human observer; rather, gaze may be draw to 
any one of a number of highly salient locations. It should be noted that the saliency output 
generated by the model within these experiments did not utilise the model's inhibition of return 
mechanism. It is suggested that inhibition of return is controlled, at least partially, in a top down 
manner which in its current state the model cannot account for; therefore, it was deactivated. It is 
conceivable the inclusion of top down controlled inhibitory mechanism along side the winner takes 
all attentional direction process could greatly increase the model accuracy.
Since its inception the development of the computation model of visual attention has been taken in 
several different directions [Itti 2002; Itti and Baldi 2006; Navalpakkam and Itti 2005; Walther, Itti, 
Riesenhuber, Poggio, and Koch 2002; Flintrop, Backer, and Rome 2005a]. To a great extent these 
developments have been supported by the open source project created around the model [iLab 2007; 
Itti 2004], which has permitted anyone who wishes the opportunity to acquire and use it for their 
own purposes. This has allowed the model to be utilised in situations far beyond its original scope, 
for instance in the animation of virtual humans [Peters and O'Sullivan 2003] and as an element of 
robotic control systems [Chung, Hi rata, Mundhenk et al. 2002]. What is interesting to the scientific 
community, however, is that based on a relatively simple model, seemingly intuitive attentional 
responses can be produced, which partially replicate the behaviour of biological attentional systems.
In the following two sections we examine models which have augmented Itti Koch and Niebur's 
bottom up computational model of visual attention through additionally considering the role of top 
down biasing. These models suggest a means by which specific predefined targets may be made 
salient, amongst a background of distractors, by utilising a memory of their defining characteristics. 
All of these works may in some part be seen as an extension of earlier ideas presented by Wolfe and 
Cave [Wolfe and Cave 1990] and their guided search model.
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2.3.2 The Integrated Model of Top down and Bottom up Attention
Navalpakkam and Itti introduce a new approach to attention by integrating top down and bottom up 
attentional influences [Navalpakkam and Itti 2006a]. The approach presented uses Itti Koch and 
Niebur's model of visual attention to derive its bottom up component [Itti, Koch and Niebur 1998]. 
Its top down manipulation bases itself on a learnt signal to noise ratio of targets and distractors. The 
feature filtered at the bottom up stage of the model are slightly different to Itti and Koch's standard 
model; in this case, the features filtered include: six hues in the colour channel, four intensities 
bands in the luminance channel and four directions in the orientation channel. The same multi-scale 
analysis and centre surround mechanism remain in place in the model; however, there is no 
elaboration as to how the centre surround mechanism is configured to process these new feature 
dimensions.
The top down weighting operation applied in the model biases the results of all centre surround 
calculation, the feature maps, across all feature channels. Per feature channel, the feature maps are 
then combined to form a single biased representation of conspicuity for that channel. The particular 
weight applied to each feature map depends on the learnt signal to noise ratio for that representation 
divided by the mean of signal to noise ratio of that feature channel (as represented in equation 
2.3.2.1). Within the equation i represents the channel or conspicuity map, y the centre surround 
feature map, and n is the number representations to be combined.
„  . „ , (23.2.1)Centre Surround ----------:------------
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The conspicuity representations are then themselves further weighted and combined to form a 
single saliency map which acts as an attentional index. The top down weighting of each feature 
channel's conspicuity map is the product of the learnt signal to noise ratio for that type
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representation divided by the mean learnt signal to noise ratio for conspicuity maps across all 
feature channels. This is represented by equation 2.3.2.2, where i symbolise the channel and N  the 
number of channels. A consequence of this weighting policy is that a feature is weighted strongly if 
that feature is thought to promote the target object and weakly if it is thought to be a distractor.
A signal to noise ratio associated with feature map, or conspicuity map, may be learnt through 
observation or specified explicitly depending on the task. Within the model the signal to noise ratio 
can be learnt using a training set of images containing a target object. The exact training processes 
is not commented upon, however, it could be assumed to be similar to the training stage proposed 
by [Navalpakkam and Itti 2003]. The training method discussed in the previous work requires that 
location of target objects are elicited to the system. This information is then used to discriminate 
between target and distractor locations within representations generated by the model to evaluate 
how well that representation discriminates the target.
The model has been tested using a dataset of 750 visual search task containing natural scenes and 
synthetic scenes from laboratory experiments. The experiments are designed to asses the model's 
ability to detect a target within a wide range of search possibilities including: pop-out searches, 
conjunctions searches, linear separable targets and non linear separable targets. The results 
presented show that the model with its top down biasing performs significantly better than Itti, 
Koch and Niebur's bottom up model [Itti, Koch and Niebur 1998]. Output is shown in the paper 
[Navalpakkam and Itti 2006a] where the model is able to detect a target object in a cluttered natural 
scene. However, as no overall statistics are provided it is difficult to make judgement on the overall 
performance of this approach. Despite this, the general conclusion from the experiments seems to 
be that a visual search task conducted with a knowledge of the target and distractors boosts search 
accuracy and efficiency.
The authors suggest as future work they would like to consider further preattentive feature within 
their approach such as shape. From the perspective of this thesis it would be of some interest to see 
how more complex preattentive features such as shape could be integrated to the model. Further, it 
would also be of interest to learn how and if the authors propose to move from static to dynamic 
scenes as this issue is not tackled in the publication. It should also be noted that the concept of 
learning the characteristics of noise has limited applications. As the learning process proposed by
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the model is based on a set o f training examples, or is specifically elicited to the model, is restricted 
to suppressing noise within environments similar to those presented. However, if the model were to 
be presented with an example different to those learnt its knowledge of noise could potentially be a 
hindrance.
2.3.3 VOCUS
The Visual Object detection system with a Computational attention System (VOCUS), is a 
attentional model which integrates top down and bottom up influences [Frintrop, Backer, and Rome 
2005a; Frintrop, Backer, and Rome 2005b]. The top down aspect of the model is the result of 
suppression and the excitation of image features with respect to their perceived relevance to the 
current task. The bottom up component of the model is adapted from the earlier work [Itti, Koch, 
and Niebur 1998] although proposing several key alterations. The product of these two influences is 
then combined forming a saliency map from which attention is then directed.
One modification to the bottom up stage of processing is that feature filtering is conducted over 
three or five scales as opposed to the original nine in [Itti, Koch, and Niebur 1998]. For practical 
reasons this may be a logical step if we consider the likely size of the visual input to the model. If 
an input measures 300 by 300 pixels then a downscaling by a factor of 256 (the ninth scale) and 128 
(the eight scale) would result in an images of dimension of 1 by 1, and 2 by 2 pixels respectively. 
The difference between the information held in each representation is liable to be negligible; 
therefore, it is questionable if downscaling the image to such level is a worthwhile pursuit. Of 
course with significantly larger images this argument no longer applies.
Colour and intensity information is extracted from the input using the CIE Lab colour space which 
is thought to represent colour in a more biologically plausible and perceptually uniform manner; as 
opposed to RGB colour space used in Itti's original model [ibid]. From the Lab colour space four 
colour channels are derived (red, green, blue and yellow) where the activity of each is determined 
by the relative difference between that colour and its opponent colour (i.e. Red and green, or blue 
and yellow). Orientation information is extracted using a Gabor filter.
The notion of a representing colour contrast as the result of a double opponent centre surround
mechanism is also abandoned. Instead local contrast is calculated within each channel. An 
additional difference at the level of centre surround calculations is also seen in the way intensity 
contrast is represented. Previously, full rectification was used meaning that the presence of dark 
centres on light surrounds and light centres on dark surrounds were encoded in the same 
representation. Within the VOCUS model these two results are represented separately.
Another issue which arises from the generation of centre surround information is how should 
different scales be combined? Itti et al. [Itti et al. 1998] resize their various scaled representations to 
scale four of the pyramid and then conduct a pixel wise calculation; conversely, the VOCUS system 
resizes to scale two. Two implications of the choice of which scale at which representation are 
compared are: the speed to of computation and preservation of available information. Through 
utilising a smaller scale the number of computations required is reduced; however, information may 
be lost from larger scales during the reduction process. A choice has therefore has to be made with 
regards this trade off. It should noted that within the overall computational cost of each model this 
decision will probably not make a significant difference.
The process of conspicuity map normalisation also differs between the two approaches. To recall 
from section 2.3.1 Itti et al. [Itti, Koch and Niebur 1998] normalise their conspicuity maps through 
multiplying it by [M — mŸ where M  is the global peak maximum and m is the mean activity at all 
other local maxima. Frintrop et al. [Frintrop, Backer, and Rome 2005a] on the other hand divide 
each conspicuity map by IK(X )= X /V iiiV  where X  is the map, m the number of local
maxima in that map and t a threshold. The resulting behavioural difference between the two 
approaches is that the first promotes maps which have strong singular peak activity and little to no 
other localised maxima. Whereas, the second approach promotes maps which have a small number 
of peak activations above a certain value. The difference is subtle, and it is difficult to deduce what 
affect the differing approach would have on experimental outcome. Intuition suggests however the 
difference would be minimal.
A further contrast between the two approaches is notable by its absence in the descriptions of the 
VOCUS model. That is, a leaky integrate and fire network to combine saliency map information 
over time is no longer utilised. Reasons why one would want to use such an approach seem limited
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to the case where a fatiguing memory of past activations is required. This however is not always 
appropriate particularly when dealing with a moving cameras or moving images. A rapid onset of 
saliency may be more important than a historical reference to it. Further, maintaining a memory of a 
high level output of the model like saliency does not record the lower level features which 
conspired to produce the response. It could potentially be the case that there are two separate 
locations each of which has a high historical saliency. However, one may be the result of a 
prolonged activation from a single type of feature at a location; whereas, the other may be the 
results of a single location being sequentially activated by a number of different features types. 
Although both locations would have the same saliency, in this case the difference in the sources of 
activation could potentially be more important than the saliency activation itself.
The most noticeable difference between the two models is that VOCUS introduces top down 
control. The top down component of the model has two modes: learn and search. To learn a target 
the model must be presented with a visual input containing a target and bounding information for 
that target. Across the image saliency is calculated in a bottom up manner and the most salient 
region identified within the designated target region. Weights for each feature and conspicuity map 
are generated by dividing the mean activity of each representation inside the most salient region in 
the target by the mean activity for that representation in non-target locations. The authors suggest 
that through considering the mean saliency outside of the target region they take into account is 
issue of background noise [Frintrop, Backer, and Rome 2005b]. This of course only holds true when 
the example background saliency noise is representative of noise which may be expect in future 
examples. This could be useful for a static camera in scene with a high degree of constancy, but 
may not be appropriate in occurrence where this was not the case.
A second learning algorithm is proposed to account for such situations. The algorithm works by 
iteratively adjusting weights in the model by considering the performance of the model within a 
training set. Initially weights are learnt from a single image and the model is then set to detect 
targets within the training set. The training example with the worst detection performance is 
identified, and a new set of weights are learnt based upon that example. The mean of this new set of 
weights and the current model weights are then taken and the process is repeated as long as a gain 
in performance is seen at the next step, a more thorough explanation can be found in [ibid].
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Once a set of weights has been leamt by the model it may then be deployed to detect memorised 
targets. The memory, expressed as a set feature weightings, is exploited to create two distinct 
attentional influences. The excitation map acts as combination of all feature conspicuity maps 
multiplied by their respective weights, making salient probable target locations. Conversely, the 
inhibition map suppresses regions unlikely to contain the target, integrating all features conspicuity 
representation multiplied by the inverse of their specific weights. The attentional index from which 
attention is eventually directed is constructed as the weighted product of the bottom up saliency 
map, excitation and inhibition map. The extent of the bias depends on the model's current intention; 
if a target is sought then the top down influences are weighted strongly, otherwise when observing 
the environment without a particular purpose bottom up factors are deemed more important.
The VOCUS model has been evaluated using a dataset of real world objects in still images, 
comprised of five subsets containing different types of targets or environments including; fire 
extinguishers, signs, highlighter pens on a dark desk, highlighter pens on a light desk and key fobs 
[Frintrop, Backer, and Rome 2005a]. The performance evaluation measure used is different from 
previously discussed approaches. The measurements used in this case are the number of fixations 
required to reach the target (up to a maximum of ten), and the percentage of detections within this 
maximum fixation period. For all feature types subsets, other the signs set, the model best 
performance was a one hundred percent success rate for detecting the target within the ten fixation 
limit, and on average detected the target within 2 saccades. The model's best detection rate for the 
sign set is reported as 87% with an average detection time of less than three saccades. (The term 
best detection rate is used as the model's performance is variable, due to its learning algorithm, 
where the initial target image presented at the learning stage will affect the way the model adjusts it 
weights).
As the dataset used to evaluate the model is proprietary to the research group responsible for the 
model, and as only a limited specification of the experiments is provided, it is difficult to draw 
conclusions about the results. However, some observations can be made from the information 
provided including that the data subset containing the target type where the model performance was 
weakest (the signs set), is considerable larger than any other target type dataset. It containing 238 
test and 54 training examples and is five times larger than the next largest dataset, which may 
suggest its results are more reliable. Further, the size of all of the other target subsets is small with
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the largest containing 46 test and 10 training examples and the smallest 10 test and 30 training 
examples. The small size of the feature subsets used raises questions regarding the validity and 
reliability of the results presented.
2.4 Spatial and Object Based Attention
In contrast to the attentional models discussed within this chapter, a growing volume of research 
now suggests that attention may be directly guided towards objects as well as locations [Wolfe 
2000]. The distinction being, that an object in some sense embodies a relationship between features; 
whereas, a location does not (the nature of this relationship is discussed in more detail later). Wolfe 
argues that the experimental set up of most laboratory visual search tasks make the distinction 
between objects and locations superficial. The scenes to be observed usually presents a simple 
background which contrast strongly against the target objects, which themselves show little 
complexity, trivialising the segmentation process. Further, usually during these experiments both 
observer and object are stationary, and as a result the object occupies one unique location 
throughout. However, in the real world such tightly constrained one to one association do not 
always hold, therefore, the distinction may become important [ibid].
An overview of research which investigates visual attention as a spatial and / or object based 
phenomenon is provided by Scholl [Scholl 2001], Amongst the evidence reviewed by Scholl in 
support of an object based direction of attention is the work of Neisser and Becklen [Neisser and 
Becklen 1975], In their experiments Neisser and Becklen superimposed two videos of different 
events and ask viewers to attend on a single clip; if attention was similar to a spatial spot light (as 
has been suggested by the models in section 2.3) part of each video would be registered and the 
subject would be aware of events in each. However, this was found not to be the case. From his 
review on the subject Scholl concludes that visual attention may be object based in some conditions, 
location based in others and even suggests that both may be operate concurrently.
Defining what constituents an object is complicated. Feldman reasons that in order to decide what 
is, or may be, an object emphasis should not be placed on how the world is structured; rather, we 
should seek to understand how our subjective perceptual interpretations are organised, and how they 
may be resolved into constituent object like parts [Feldman 2003], Specifically, he suggested that
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visual feature may be represented in a tree like hierarchy where separate sub tree elements 
correspond to different possible objects. Conversely, others have attempted to define what may be 
considered an object based on a physical interpretation alone. Of particular interest to this work is 
the notion of the 'proto-object', an early visual object representation, defined as “anything that can 
be picked out and selected by a “visual index”” [Clarke 2004], where a visual index is the result of 
early visual processing across an input. Perhaps a better proto-object definition is provided by 
Pylyshyn (also referenced by [Clarke 2004]) who attempts to summarises various other definition 
when he says:
"[A proto-object is a] cluster o f  proximal features that serve as precursors in the detection o f  real 
physical objects. What these uses have in common is that they refer to something more than a 
localized property or "feature" and less than a recognized 3D distal object" - [Pylyshyn 2001 - 
144]
One approach which describes how proto-objects like representation may be derived is proposed by 
Treisman and Gelade [Treisman and Gelade 1980]. They contend as part of their feature integration 
theory that “focal attention provides the “glue” which integrates the initially separable features into 
unitary objects”. In later work Treisman supports this arguments referring to neurological research, 
which hypothesises that feature binding is realised through the synchronized activity of cells 
stimulated by different properties of the same object [Treisman 1996]. This leads to the question 
posed by Driver et al. [Driver et al. 2001], what information is being bound together and how is it 
being selected? Treisman proposes that it is the spatio-temporal continuity of an object which 
defines it. As such, she introduces three different strategies to address the binding problem: 
selection based on the attended location and the features which occur at that location; suppression 
of locations from feature maps containing irrelevant features; and top down activation of locations 
thought to contain the current object [Treisman 1996]. The introduction of task specific knowledge, 
in this case in terms suppression and activation based on similarity, establishes one means by which 
mis-bindings may be reduced when compared to a spatio temporal co-occurrence based binding 
alone [Treisman 1998].
Despite the well supported argument developed by Treisman and colleagues [Treisman and Gelade 
1980; Treisman 1996; Treisman 1998], explaining how attention may be used to bind separate
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visual features to form unitary objects, there is evidence which contradicts their position. One 
counter example is provided in [Humphreys et al. 2000], who cite evidence suggesting that features 
may be bound preattentively and in a spatially parallel manner. A further example, in which it 
appears a serial binding process would find difficult explain is provided the illustration reproduced 
in figure 2.4.1. There are numerous possible interpretations of what may be considered an object, 
dependant on how features within the illustration are grouped or bound. Feature integration theory 
seems unable to explain how or why such varied grouping would occur. One explanation of the 
apparent underlying process is provided by Feldman [Feldman 2003]. As mentioned earlier 
Feldman proposed that, the dynamics of the grouping process observed may be explained by 
continual reinterpretation of how a hierarchical tree of visual features can be subdivided. Perhaps by 
taking into account grouping information Treisman's model could replicate our visual behaviour, 
however, no mechanism has yet been proposed as to how this might be achieved.
Figure 2.4.1: An illustration demonstrating that a single set of feature may be interpreted as many 
different configurations of objects, reproduced from [Marroquin 1976].
The suggestion that object information can influence how attention is directed in biological vision 
systems is somewhat at odds with our discussion thus far. The two stage psychological attentional
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models discussed in section 2.2.2 do not elude as to how object information may be extracted 
preattentively. This is despite the fact that it is often argued that information derived from objects 
can act in guiding attention. For instance, Wolfe and Horowitz [Wolfe and Horowitz 2004] claim 
size is undoubtedly a property which can influence attention; however, size is not a property which 
exists in isolation. Rather, it is a property which describes a region or object; hence, it stands to 
reason that a region or object must be defined before a value for this property can be established. 
Further, amongst the theories discussed only one, the feature integration theory of attention 
[Treisman and Gelade 1980], describes a means by which an object may be assembled post- 
attentive ly. The guided search model, even in its fourth revision [Wolfe 2001], continues to 
'magically' hand the model what can only be assumed are well defined and segmented objects for 
further investigation.
The computational investigations of visual attention, discussed in section 2,3, have also largely 
ignored the problem of exploiting object descriptive information. It was not been until there was a 
desire to augment some of these attentional systems, to include post-attentive methods for 
recognition or classification, that the problem has been investigated. The attentional system 
VOCUS discussed in section 2.3.3, has been expanded introducing a post-attentive classifier [Mitri, 
Frintrop, Pervolz, et al. 2005], inspired by the work of Viola and Jones on Harr like wavelets 
features to describe targets [Viola and Jones 2004]. At the focus of attention a region growing 
algorithm is applied to select an area, to which the classifier is then directed to asses the presence of 
a desired target. The nature of the region growing algorithm is not discussed within their work; 
therefore we can not provide a detailed critique of this approach.
The attentional system proposed in [Itti, Koch and Niebur 1998], described in section 2.3.1, has also 
been further developed to incorporate a recognition module [Miau, Papageorgiou and Itti 2001]. In 
this extension the attentional model identifies a point within the input, and the recognition systems 
searches a restricted set of locations around this point. Again, there is no detailed elaboration as to 
how these locations are determined; however, it may be assumed that several windows of varying 
scales are selected around this point, as this is the typical approach taken by the type of classifier 
used. Itti, Koch and Niebur's attentional system [Itti, Koch and Niebur 1998], has also experiments 
with the uses of Harr like wavelets features to describe targets similar to the method used in 
[Papageorgiou and Poggio 2000].
_ _
If the assumptions we have made about these systems are correct then we are presented with two 
different strategies directing resources. The approach backed by the VOCUS system [Mitri et al. 
2005] defines a region to be investigated dynamically based on localised visual properties at the 
attended location. Conversely, the approach favoured by Miau et al. [Miau et al. 2001] employs an 
arbitrary windowing strategy around the point attended. These approaches do not exploit the 
information produced as a result of the attentional model and instead introduce additional 
specialised classification algorithms. It seems plausible to suggest that a biological visual system 
would make use of information generated during deploying attention at later stages of processing, 
for example in object recognition. The validation of the location attended rather than disregarding it. 
Therefore, it seems there is scope for further investigation of this topic to examine whether 
proposed characteristics of binding and the features extracted may be useful in further aiding 
attention. In the next chapter we will explore some of these issues in the development of our own 
model, and in chapter 4 we will evaluate their practical merit.
2.5 Discussion
Visual attention is not a process unto itself; rather, it should be considered as part of a larger 
integrated visual system which it influences and from which it should receive feedback. In the feed 
forward direction, attention guides later resources towards specific locations within an input, which 
can be partially explained by models which adopt a two stage strategy as described above. 
However, the approaches discussed in section 2.2 and 2.3, at best, make a limited Use of feedback 
from other processes. One means by which feedback is introduced in the model discussed is through 
top down biasing of bottom up feature filtering [Wolfe and Cave 1990; Treisman and Sato 1990]. 
Feedback in biological vision systems however appears to be far more extensive [Spratling and 
Johnson 2004], which poses the question, how well do these models mimic the structure of our own 
visual system?
The above argument is further strengthened if we consider evidence that challenges the plausibility 
of a centralised saliency representation as a mechanism for directing attention. VanRullen 
[VanRullen 2005] questions whether indeed complex visual processing, like scene recognition, can 
be directed by such a mechanisms given the apparent speed at which it can be conducted. The
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overhead created by such an attentional process suggests it is unlikely. VanRullen submits it is far 
more feasible that representations of saliency are distributed throughout the visual system, rather 
than in one specific location. Where a saliency signal generated at any point within the visual 
system can exert influence over the focus of attention. As already discussed evidence indicates such 
two stage models take an overly simplistic view of the problem, and are not completely 
representative of the biological process.
The structure of the models explored within our review may not be biologically plausible; however, 
this is not necessarily a property we are interested in. What we are interested in is their ability to 
replicate human behaviour. We want to investigate how powerful these theories are from a signal 
detection stand point. As computer scientists we are interested if these theories may be improved to 
yield better practical results. As such, in the next chapter we suggest how elements of different 
theories may be combined and modified to enhance targeting performance. Our interest in these 
particular models stems from their simplicity combined with their ability to replicate our own visual 
behaviour to some extent.
2.5.1 Computer Vision Detection Systems
Until now we have explored how strategies derived from visual attention theory may be developed 
to detect targets of interest within a scene; however, there exist many other approaches to target 
detection, proposed within the computer vision literature, which themselves do not directly draw on 
visual attention research. It is important that we also acknowledge these opposing approaches, and 
in this section we will provide a brief overview of three targeting strategies from the computer 
vision literature. For the reader interested in learning more about ideas from computer vision 
regarding target detection several excellent reviews exist [Gavrila 1999; Hjelmas and Low 2001; 
Moeslund, Hilton, and Kruger 2006; Vezhnevets, Sazonov and Andreeva 2003],
Dalai, Triggs and Schmid present a novel approach to detecting human activity using static 
appearance and motion descriptors in conjunction with a linear SVM classifier [Dalai, Triggs and 
Schmid 2006]. The architecture operates by scanning a visual input at various scales using a set size 
window of investigation. Within the widow of investigation static appearance and motion
descriptors are created, the results of which are used by the SVM classifier to make a person present 
or absent decision.
The static appearance descriptor used within the model is build using a histogram of gradients. The 
histogram process tiles the detector window with a grid of cells each with a number of bins for 
different orientations for that location. The motion descriptor uses a differential of optical flow to 
detect motion boundaries whose local properties are also coded as a histogram of gradients referred 
to as a motion boundary histogram. A motion boundary histogram is produced for each component 
of the differential optical flow process. The SVM classifier which supports the classification of the 
data produced by the two descriptors was chosen by the authors as it is: reliable, allows repeatable 
training; handles large datasets gracefully; and finally, it produces good robustness to different 
choices of feature sets and parameters.
The reported performance of the proposed detection method show a low false positive rates even for 
relatively complex visual input. Results also show that the combination of information gathered 
from the static and motion descriptors provide a superior performance over motion information 
alone. The authors further report that treating the problem as a mixture of experts, that is learning 
the response of the static and motion descriptions separately, provides a marginal increase in 
performance when compare to using a single classifier trained using both descriptors.
Papageorgiou and Poggio present a second approach to object detection which may be viewed as in 
some ways similar to the above strategy [Papageorgiou and Poggio 2000]. Their method involves 
scanning a visual input at various scales using a sliding fixed sized window extracting a set of 
features at each location. This feature set is then used as input to a SVM classifier which determines 
whether the location contains the requested target. The features extracted by the model are local 
orientated intensity contrasts represented by Haar wavelets. The architecture proposed also contains 
a training stage during which target and non-target representations are presented to the SVM 
classifier in order to train it. The strategy proposed does not make use of motion, tracking or 
background subtraction information, nor does it make any assumption regarding the scene. Rather, 
it relies on pattern classification alone.
Figure 2.5.1.1: Example output from the detection model presented in [Papageorgiou and Poggio 
2000] when trained to detect faces.
This sort of approach is particularly well suited to detecting objects, or classes of objects, where 
there is a high degree of expected consistency in their overall appearance. For example, frontal 
views of faces which all have common characteristics such as a nose, eyes and mouth at regular 
positions. As can be seen from figure 2.5.1.1 the architecture is capable of detecting target objects 
with high levels of accuracy with a low false alarm rate; however, it performance still has room for 
improvement. The authors claim an overall accuracy of 90% when detecting people with one false 
positive for every 10,000 patterns examined.
The final computer vision approach to detection we will describe is presented in [Xu, Liu, and 
Fujimura 2005]. The detection system introduced within this work has been designed specifically to 
identify human activity in footage shot via infra red cameras and consists of two main subsystems. 
The first part of the architecture focuses on identifying possible candidate locations and verifying a 
target presence at these locations. The second component attempts to track identified target as they 
interact with the scene.
The identification process begins by thresholding the input extracting the brightest ten percept of 
locations to segmenting the image. Then using knowledge of the scene's composition and 
knowledge of the size and probable locations of human targets, target bounding information is 
generated. The bounded area is then normalised so it may later be verified by the accompanying 
SVM classifier. Two strategies towards the use of SVM classification are presented. First where the
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classifier is trained to detect all types of pedestrians in a monolithic approach, and second a multiple 
classifier set-up with different classifier trained to detect different types or subclasses of 
pedestrians. Subsequent to being classified as a target objects are then tracked using a Kalman filter 
process facilitating more precise detection at later steps.
Results reported by the authors demonstrate that the combination of detection and tracking modules 
improves performance significantly. Further results also show that accuracy of the system is higher 
for the single classifier approach than when using multiple classifiers. The overall detection ratio, 
even for the better performing single classifier, is quite low with a 35% when the tracking module is 
ignored; however, this rises to 94% when tracking is included demonstrating befit of combining the 
modules.
Grouping TrackingDetection
Classification’^' FilteringSensor controP Model update
Figure 2.5,1.2: Schematic overview of the flow of control in computer vision detection and
tracking systems, taken from [Boult, Micheals Gao and Eckmann 2001].
We have briefly described three approaches to target detection from the computer vision literature 
all of which have been applied to task of detecting people. This is a particularly popular subject due 
to its wide ranging potential applications. [Boult, Micheals Gao and Eckmann 2001] provides an 
overview of the general components these type of systems contain describing how they are 
organised. We have not discussed possible alternatives for each component presented in figure
2.5.1.2 in detail the interested reader is instead directed to the afore mentioned review papers. The 
strong results produced by some detection systems proposed in the computer vision literature mean 
they should not be ignored; however, many such systems may benefit from the introduction of a
attentional front end to to aid in the direction of their processing.
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3 A Top Down Architecture of Attention
3.1 Introduction
In this chapter we describe a psychologically and biologically inspired computational model of 
covert visual attention, influenced by both bottom up and top down factors. Our model builds on the 
earlier work of Itti and Navalpakkam [Navalpakkam and Itti 2006b] and Frintrop et al. [Frintrop et 
al. 2005a], which themselves may be viewed as an extension of the work of Itti Koch and Niebur 
[Itti et al. 1998], Treisman and colleagues [Treisman and Gelade 1980; Treisman and Sato 1990] 
and Wolfe and Cave [Wolfe and Cave 2000]. However, our model differs from these previous works 
in several ways, most notably, the idea of adaptation is introduced; new weighting mechanisms are 
presented, and several changes are suggested to the model proposed in [Itti et al. 1998] based on 
performance considerations.
The structure of the remainder of this chapter is as follows. First, we will present a general 
overview of the model, before moving on to describe each component of the model in more detail. 
In each subsection we describe a different element of the model sequenced in the order in which 
processing is conducted. We start by describing how visual features are extracted from an input. We 
detail the raw feature filtering processes used, followed by the concept of adaptation, which acts to 
suppresses activity in location that have seen high recent stimulation. Subsequently, we describe our 
centre surround mechanism which makes explicit feature contrast. The next section in this chapter 
discusses saliency based processing within the model. This stage of processing takes the output of 
the previous visual feature extraction stage and attempts to enhance a target's signal and suppress 
noise. In this section we describe conspicuity map generation and detail how the saliency map is 
constructed. We also explain the model's attentional allocation process, and our proto-object 
extraction and analysis processes. Key to target saliency enhancement is an understanding of a 
processes ability to differentiate signal from noise. The next section describes the performance 
measures used and the weighting strategies employed to exploit this information. We describe four 
different approaches to weighting which are later evaluated in chapter four. The final section of this 
chapter provides a summary of the the model.
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1Within the remainder of this work we will try to adhere where possible to Itti and Koch's 
terminology for describing elements of the model such as representations and processes. However, 
if new terms are inti'oduced we define them as required.
3.1.1 Model Overview
Our model proposes a general architecture for visual attention, which may be specialised through 
training, to direct gaze towards externally defined targets. The learning process uses a supervised 
approach which requires the model to be presented a set of roughly bound targets as training 
examples. A target or target class's characteristics are learnt by our algorithm, which exploits core 
ideas from signal detection theory [Abdi 2007; Stanislaw and Todorov 1999] to asses the model's 
various processes ability to discriminate the target from noise. Later during detection, these learnt 
performance attributes are called upon to aid in weighting the results of these processes to bias 
activity towards probable target locations.
Within our model, as in the computational model of visual attention proposed in [Itti et al. 1998; Itti 
2000], there are a number of feature channels (e.g. flicker and orientation), some of which have 
multiple dimensions (e.g. orientation is calculated at 0, 45, 90 and 135 degrees). The processing 
conducted per feature channel, and dimension, is largely homogeneous (other than the initial feature 
filtering). Ultimately the result of processing of each feature channel's various dimensions is their 
combination to form a single conspicuity map. A centralised saliency map then acts as the point of 
confluence for the separate feature channels, and it is from here attention is finally directed (see 
figure 3.1 below). We also explore if rudimentary shape information, used to describe proto-object 
regions within the saliency map, can improve attentional targeting. Through the tuning and 
augmentation of the processing conducted at each stage a new model is proposed which is more 
capable of detecting certain types of targets.
A number of key differences can be observed when compared other similar models [Itti et al. 1998; 
Navalpalckam and Itti 2006a; Frintrop et al. 2005a]. First, following multi-scale feature filtering a 
temporal adaptation process is proposed. This allows regions of continued feature stimulation to be 
ignored by the model in favour of emergent or novel stimulation, a core idea in sensory processing
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[Ranganath and Rainer 2003]. We also propose that at the stage of centre surround difference results 
should be represented separately, as opposed to taking an absolute difference, to enhance the 
discriminatory power of our model. Additionally, new biasing algorithms are also proposed, which 
weight representations at both the feature map and conspicuity map level. Finally, our attentional 
allocation mechanism directs focus towards points, at which a binding process takes place, similar 
to that described by Treisman and Gelade [Treisman and Gelade 1980], forming a proto-object. 
These proto-objects then undergo further simple shape analysis to allow us to determine if the 
object selected fits our basic target criteria. We also investigate if object information extracted from 
the saliency map prior to the allocation of attention can also increase performance.
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Figure 3.1: A schematic of the processing conducted within our model of visual attention per 
dimension and channel.
3.2 Computation of Visual Features
Any object can be described by a set of discrete visual properties, which when combined define our 
unitary perceptual experience of that object. In this section we describe how our model extracts 
visual features from an input and how the results of these processes are represented. The processing 
at this stage of the model is predominantly data driven, that is, no knowledge of potential targets is 
presumed: rather, we extract a generic set of features which we believe will describe at least in part 
potential targets.
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3.2.1 Raw Feature Filtering
The initial actions of our model mirror that of Itti and colleagues computational model of visual 
attention [Itti, Koch and Niebur 1998; Itti, Dhavale and Pighin 2003]. First, the visual input to the 
model is progressively filtered and sub-sampled creating a series of representations of decreasing 
spatial scales. The scaled decompositions are achieved using two different methods. A Gaussian 
pyramid [Burt and Adelson 1983], using a Gaussian filter, is constructed to provide the primary 
input to the colour, flicker and intensity channels. We also use variation of this Gaussian pyramid, 
which replaces the original Gaussian filter with a Gabor-like steerable orientation filter, to produce 
a multi-scale orientation sensitive response [Greenspan et al. 1994]. Gabor-like pyramids, tuned 
with appropriate directional properties are used to provide input to both the orientation and motion 
channels. Both types of pyramid are constructed with nine levels producing scaled views of the 
input ranging from 1:1 to 1:256.
Once passed to the separate channels the scaled views of the input are then filtered by each 
channel's specific feature filter (other than the orientation channel whose input is already filtered). 
The manner in which each channel applies its feature filter, and the number of dimensions that filter 
is applied to, remains unchanged from that proposed in the computation model of visual attention. 
In total there are five feature channels which together comprise fourteen dimensions including: 
colour (blue, green, red, and yellow); flicker; intensity; directional motion (at 0°, 90°, 180° and 
270°); and local orientation (at 0°, 45°, 90°, and 135°). A more detailed description of how these 
features are filtered is presented in section 2.3.1 in our discussion of the model presented in [Itti et 
al. 1998].
3.2.2 Temporal Adaptation
In [Itti, Koch and Niebur 1998] the next stage of processing is to use a centre surround mechanism 
to calculate spatial contrast across the output of each feature dimension. However, the model does 
not account for feature contrast across time; to address this we propose the notion of adaptation. 
Psychology suggests that human perception of certain types of visual features exhibits an adaptive 
behaviour dependent on recent activation [Webster 2001]. It has been observed that particular 
groups of feature sensitive neurons gradually fatigue or adapt if activated. However, they recover if 
the stimulation is removed. This observation has been made for human perception of colour [ibid],
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flicker [Bex, Verstraten and Mareschal 1996], intensity [Eagleman, Jacobson and Sejnowski 2004], 
motion [Mather, Verstraten and Anstis 1998] and orientation [He and MacLeod 2002]. It should be 
noted that this adaptation stage could equally have been applied after the spatial contrast stage. In 
this investigation we have chosen to apply the process at this stage as none of the available filtering 
information has yet to be disregarded. After the spatial contrast process is applied a lot of activity is 
disregarded which could have possibly be of use to the suppression process. Whether applying 
suppression after the spatial contrast stage may be advantageous remains a topic for future 
investigation.
We propose a mechanism of feature-stimuli adaptation which fatigues or adapts a location's 
response within a raw feature map relative to its recent activation. The more active a location has 
recently been the more strongly it is suppressed; however, if its activation declines so does the 
extent of the suppression. This suppressive behaviour is modelled as a historical running average of 
activity at each location in a raw feature map which inhibits current activity at that location. The 
activation level of the suppressive memory is simply subtracted from the current feature stimulation 
at each time step. The running average calculation is presented in equation 3.2.2: let R be a memory 
of previous adaptations and /  the level of activation at that location within the raw feature filter, and 
a represents adaptation rate. The value of a is determined through a simple learning process 
discussed in more detail in section 3.4.1.
R ( x , y ) ~ [ \ ~ a ) '  R [ x , y ) + a ' I { x , y )  (3.2.2)
The process of suppression is in line with the idea that attention should filter 'irrelevant' information 
from within a visual field at the level of individual neurons [Moran and Desimone 1985]. Where 
relevance may be determined by one of the guiding principle of attention and saliency, which 
proposes that attention is drawn to surprise as opposed to the expected [Stentiford 2007]. Put 
another way, it could be stated that attention is attracted to maximal contrast. There is evidence to 
suggest that attention can be directed based upon a both spatial [Treisman and Galade 1980] and 
temporal [Coull and Nobre 1998] influences. Psychological theory also proposes that this 
information can be used to suppress [Treisman and Sato 1990] as well as excite [Wolfe and Cave 
1990] activity. Our working hypothesis is that the combination of spatio-temporal information in 
conjunction with a suppressive mechanism can be used to aid in the deployment of visual attention.
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However, a mechanism which excites locations based upon spatio-temporal information could also 
prove equally valuable. For example, if the case of cueing, where a target is not currently within a 
scene, but may be expected to appear at a specific location and time then attention is directed based 
on this information.
We can also evaluate our approach by comparing the adaptive behaviour it produces to activity 
recorded in mammalian neurons. In figure 3.2.2a, we illustrate the adaptive behaviour of a ganglion 
cell whilst stimulated, and its recovery to its resting action potential once its stimulation is removed. 
In figure 3.2.2b we plot the activity of a single location within one of our feature maps (whilst being 
suppressed by the running average sum) as it is activated then left to rest. The activity of the 
location, regulated by our running average suppressive adaptation, crudely imitates the activity of 
the biological cell. The resting potential of our model is zero with no allowable negative values; 
therefore, this does not mimic the biological cell's undershoot potential after stimulation is removed. 
Further, the plateauing effect during adaptation and element of randomness in the biological cell is 
not modelled. Despite this there is still a degree of correlation between the two.
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Figure 3.2.2: A: An Illustration of the recorded activity of a single ganglion cell from the retina of a 
rabbit. The cell is stimulated for a period of time during which its response gradually drops until it 
begins to plateau. Once the stimulation is removed the activity of the cell falls below its resting rate 
and then starts to recover (adapted from [Snowden, Thompson and Troscianko 2006]). B; The 
activity of a single location from one of our feature maps is recorded as it is stimulated and begins 
to adapt. The ability of that location to respond to stimulation recovers given a period of no 
simulation as the suppressive influence falls.
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The usefulness of such a mechanism may also be appraised empirically through observing what 
difference it makes to the performance of the model. This issue is addressed in the next chapter 
where the contribution of the adaptive process implement is assessed across several independent 
datasets.
3.2.3 Spatial Contrast
The next stage of processing within our model seeks to make explicit spatial contrast within the 
output of the raw feature filtering stage. This is achieved using a difference of Gaussians, centre 
surround mechanism, as used in [Itti, Koch and Niebur 1998](see section 2.3.1). To recall from 
section 2.3.1, an absolute pixel wise difference is taken between fine scale centres, and course scale 
surround levels of the raw feature filter pyramid for each dimension. Through taking an absolute 
difference, the results of centre-surround and surround-centre calculations are calculated and stored 
in a single representation. Through taking the absolute, rather that conducting two separate 
calculations and storing their results separately, a trade off is created. The trade off being between 
the number of subsequent calculations required as a result of the number of representations (i.e. 
there are half as many if the absolute is used), and the model's ability to discriminate between the 
results.
Within the bottom up model of visual attention proposed in [Itti, Koch and Niebur 1998] no 
repercussions are suffered from taking the absolute. The results of the differencing are not further 
analysed within the model, at the next stage results are merely combined to create the conspicuity 
map. However, within our model the results are additionally examined; therefore, we store the 
results of the centre-surround, and surround-centre differences in separate representations, to 
maintain our ability to discriminate between them. This doubles the number of feature maps per 
dimension from 6 to 12. (Recall that in [Itti, Koch and Niebur 1998] fine scale centres are taken 
from layers c 6  (2, 3, 4} of the feature pyramids, and the course surround layers s = c + ô with 5 6 
(3, 4}, producing in total six feature map.) As a result we generate 144 feature maps, 12 for each 
feature dimension apart from the colour dimensions, which are treated as double opponent, creating 
12 feature maps for every pair of colour dimensions. In total there are 24 feature maps for colour, 
12 for flicker, 12 for intensity, 48 for motion and 48 for orientation (as opposed to the 72 in [Itti, 
Dhavale and Pighin 2003]).
The difference this approach can make to the model can be seen in figure 3.2.3, where individual 
centre-surround and surround-centre differences can be seen along side the absolute difference. In 
the centre minus surround representation it can be seen activity is mainly focused on target 
locations (the two people in the centre of the input). In the absolute difference although this activity 
is still present there is also a substantial amount of noise from the surround-centre difference. 
Consequently, the absolute difference has a far worse target discrimination performance than the 
centre-surround difference alone for targeting the humans in this scene.
Input C entre  (C) burround (5)
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Figure 3.2.3: Illustration of a centre surround differencing calculation from the orientation 
channel;. An input frame is shown alongside centre and surround representations. Below the results 
of the centre-surround, surround-centre and absolute differences are shown. Notice how the targets 
are well differentiated by activity in the C - S representation and poorly differentiated by the 
absolute difference Abs(C - S).
3.3 Saliency Computations and Shape information
In the section we detail how from visual features extracted from an input at the previous stage of the 
model we can enhance the saliency of target object or object classes. Our approach is similar to that 
proposed by Wolfe and Cave [Wolfe and Cave 1990], in that we bias the combination of 
representations within the model to augment a target's salience, whilst at the same time reducing 
noise. The ultimate result of combinations is a single saliency map, and it is from this index
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attention is directed. Also from this representation we extract proto-object information through a 
binding process. The shape information recorded in the proto-object structure is then further 
analysed to aid in the differentiation process.
3.3.1 Feature Map Biasing
The processing to this point has produced twelve feature maps for each feature dimension. The task 
now is to combine these representations, across each channel's dimensions, to create a single 
conspicuity map for each type feature. To be combine the feature maps, they must be of the same 
scale, currently this is not the case; therefore, a rescaling strategy must be chosen. In the 
computational model of visual attention seen in [Itti, Koch and Niebur 1998] feature maps are 
resized to the proportions of the fourth level of the pyramid. As discussed in the context of the 
VOCUS system (section 2.3.3), the decision on how to resize the scaled views of the pyramid 
creates a trade off between computational efficiency of the process and preservation of information. 
Itti's model of visual attention verges towards the side of computational efficiency; whereas, 
VOCUS rescales its representations to the dimension of the second level of the pyramid which 
ensure no information is lost (the first scale is not used in the centre surround calculations). In our 
model we also rescale to the second level of the pyramid, which is equivalent to the largest feature 
map, before combining, so that all information generated is preserved.
A strategy must also be developed to address the question of how each channel's feature maps are to 
be combined to form a single conspicuity map representation. The bottom up model of visual 
attention presented in [Itti, Koch and Niebur 1998] does this by normalising each map to accentuate 
peak activity, then sums the results per channel (see section 2.5 or [Itti 2000]). In top down 
extensions to Itti and colleagues work [Frintrop et al. 2005a and Navalpakkam and Itti 2006a] a 
learnt weighted sum of feature maps has been used to make salient probable target locations. These 
approaches are consistent with Wolfe and Caves doctrine on top down attentional biasing [Wolfe 
and Cave 1990] (see section 2.2.2).
We similarly propose a top down biasing mechanism based upon a memory of previously observed 
instances of a target object, or class of objects. Our algorithm uses a supervised learning approach, 
using signal detection theory to memorise the characteristics of an object in terms of the features
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filtered by the model. The approach requires that a training set be established which comprises a set 
of video clips in which the target object(s) is/are described by bounding boxes. That is, the target 
need not be precisely segmented a bounding box will suffice as in figure 3.3.1. Four different 
weighting strategies are considered in section 3.4.2 alongside a discussion of their individual merits. 
These strategies are then later empirically evaluated in chapter 4.
Figure 3.3.1: A frame from the CAVIAR PETS 2004 dataset annotated with its accompanying 
ground truth bounding information marking human activity.
3.3.2 Conspicuity Map Combination
The comparison of representations has up until now been restricted to within channel operations; 
each channel has acted in isolation and only processed information regarding a single type of 
feature (e.g. colour or orientation). The ultimate result of which is a single conspicuity map per 
channel. A channel's conspicuity map details areas of the scene thought likely to contain a target 
object based on that feature's ability to discriminate it. These separate indexes, detailing the 
expectation of target presence, are now combined creating a single global saliency map. How 
information from disparate feature channels should best be combined requires an understanding of 
each map's individual characteristics.
As previously stated, each conspicuity map is constructed as a relative measure of a channel's 
feature map's ability to differentiate a target from noise. Therefore, intrinsically, two conspicuity 
maps may have greatly differing levels of accuracy despite having similar levels of overall 
activation. To compensate for this, and to maximise performance, we propose a learning stage to
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identify the relative discriminatory performance of each feature channel's conspicuity map. Using 
this information the representations may be biased relative to one another in order that a target may 
be made the most salient region in the resulting combination (the saliency map).
3.3.3 Saliency Map Generation Allocation of Attention and Proto-Object 
Information
In Itti's model of attention the saliency map is implemented as a network of leaky integrate and fire 
neurons [Itti 2000]. In conjunction with this structure, a winner takes all process directed attention 
to the point of peak activity, following which a large inhibitory weight is administered to that 
location and its surround. Employing such an approach introduces a short term memory of previous 
attentional allocations via the leaky integrator network. Consequently, previous attentional 
deployments affect current behaviour; however, only for a limited period as current and future 
activation at inhibited locations will erode its influence. The primary function of this mechanism 
was to allow the model to account for visual search data in static scenes, as those presented in figure
2.2.2. The inhibition of return mechanism forces attention to scan across the scene in order of 
decreasing saliency, or until previously inhibited regions recovered.
The idea of an inhibitory system is potentially very useful, and in static scenes the mechanism 
proposed by Itti is logical. However, in the dynamic real world, where targets may move, enter and 
exit a scene, and the overall appearance of the environment significantly alter, such a simplistic 
approach is of limited use. When comparing the output of his attentional model to human eye 
movements, Itti too decides to disable the inhibition of return mechanism to produce a response 
which more closely correlates to the human data [Itti 2005]. If  a decision is made to remove this 
functionality from the model, then consequently the need for a integrate and fire network to 
memorise prior results also becomes questionable. The action to remove both elements is seen in 
Frintrop et al.'s extension to Itti and colleagues work [Frintrop et al. 2005a]; this is an approach we 
also follow. If inhibition of return is to be useful in a model of visual attention that operates on 
complex real world data, then it needs to be directed by a more sophisticated apparatus. For 
instance, an object recognition system guided by an attentional model could provide inhibitory 
feedback if the object perceived is not of interest to the task at hand.
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A saliency index whose peak activity governs the allocation of attention on a winner takes all basis, 
as introduced above, is a simple concept to understand. However, it has been shown that such a 
strategy can only directly account for a minority of human eye movement data [Itti 2005]. These 
results suggest three possible conclusions. First, Itti's measure of saliency is not an accurate 
representation of what is happening in the human visual system. Second, the manner in which 
attention is allocated based upon the saliency measure created is inaccurate. Third, the 
experimentation from which the results were derived requires further investigation. For instance, 
one should always be wary of results which compare the output of an overt attentional system (e.g. 
human eye movements) and a covert attentional model as discussed in section 2.1.2. It is likely that 
all three of these conclusions are correct, and our understanding of how attention may be directed 
based our upon interpretation of an visual environment requires additional research. This problem 
is beyond the scope of this work; therefore, in this thesis we do not develop an alternative to the 
peak activation winner take all strategy. However, in future work it may be of interest to investigate 
if direction of attention based on regional activation can more closely match human data.
The primary role of the saliency map is to provide a binding point for the output of the up until now 
separate feature processing channels. This is aligned with the idea proposed by Humphreys et al. 
[Humphreys et al. 2000] that features may be bound preattentively and in a spatially parallel 
manner. Before an object can be queried it must first be defined. Therefore, this also suggests one 
means by which shape or object information may be used to differentiate between different types of 
stimuli preattentively on a very primitive level. For example, Wolfe and Horrowitz suggest that size 
is an undoubted preattentive feature, and shape is a probable guiding attributes' in visual attention 
[Wolfe 2004]. Objects defined at this stage are classed as proto-objects, that is they may not directly 
correspond to real world objects and may require further later refinement. To aid in the extraction of 
shape information from the saliency map we apply a morphological erosion followed by dilation 
process before extraction. Once shape information is available to our model it is then used to aid 
further in target identification, see section 3.3.4. Many of the ideas on the role of binding and shape 
information have been discussed in more detail in section 2.4. Here we consider the problem from a 
practical stand point, and investigate how we may best improve performance.
We consider two different opposing strategies to the binding problem and the use of proto-object 
information, whose performance we later compare in the evaluation in chapter 4. The first strategy
_ _
is based on ideas presented by Treisman and colleagues, discussed in section 2.2.2 and 2.5, that 
attentional fixation acts as a binding agent within the saliency map to form unitary perceptions or 
proto-objects. A proto-object is defined by three factors: the synchronized activity in the map in 
both the spatial and temporal dimension, and the weighted combination of conspicuity maps in term 
of top down inhibition and activation (similar to ideas from [Treisman 1996]). The principle of 
linking synchronized activity in the saliency map is used to segment activity regions into blobs 
which may then be passed to later processing. That is, if two locations in the saliency map active are 
and connected (i.e. share a boundary) then they are linked as part of the same object. An illustration 
of the process can be seen in figure 3.3.3. In 3.3.3a a saliency map is presented with its various 
regions of activity, in 3.3.3b a proto-object is extracted at the location of peak activity which is the 
focus of attention within the model.
Following the extraction of a proto-object from the saliency map a shape analysis process is used to 
add a further stage of discrimination. The exact nature of the shape analysis algorithm is discussed 
in more detail in section 3.3.4. The shape analysis proposed is intended to add a very rudimentary 
form of object recognition. More sophisticated approaches to post-attentive object recognition have 
been previously proposed in similar system including VOCUS [Mitri et al. 2005] and Itti's model of 
visual attention [Miau et al. 2001]. Here we verge towards the notion of a more light weight model.
A B
Figure 3.3.3: A: A saliency map generated from a frame of the CAVIAR INRIA dataset. B: A proto­
object is extracted from the saliency map which contains the point of maximum activity and 
therefore the focus of attention.
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Our second strategy for the obtaining proto-objects from the saliency map more closely follows 
ideas proposed by Humphreys et al. [Humphreys et al. 2000] that features may be bound 
preattentively. In this case all regions of activity in the saliency map are segmented creating a set of 
proto-objects. Subsequently, shape analysis is conducted on each proto-object and its saliency 
adjusted based on its similarity to the desired target's characteristics. This provides one explanation 
as to how shape based information may be derived preattentively and used to bias the deployment 
of attention.
Our approach to describing proto-objects has tried to remain consistent with literature on the type of 
psychological models we have based our work on; however, potentially any 2D shape descriptor 
could have been used (an excellent overview of which is provided in [Zhang and Lu 2004]). It is 
conceivable that a more sophisticated approach to shape description, as those proposed in the 
computer vision literature, could significantly increase performance at this stage. Again this is left 
as a matter for future work.
3.3.4 Extracting and Comparing Shape Information from Proto-Objects
Once a proto-object has been extracted from a saliency map it can then be further analysed and 
described in terms of its shape attributes. We measure shape using four features: size, orientation, 
elongation and compactness. Each of the simple shape features either correspond to a feature 
considered as preattentive or are based on a combination of preattentive features (see section 2.2.1). 
Elongation and compactness are calculated as the ratio of the maximum and minimum spanning 
chords, and the ratio of the square of the perimeter to the area respectively. Once the various shape 
properties have been described using each measurement, they are then combined into a single 
vector representation.
The shape properties gathered from proto-objects are used for one of two purposes. Initially, during 
a learning stage in which the target status of each object is know, from ground truth accompanying 
the input data, a label is assigned to each vector as either target or non-target. This information 
segments the set of vectors into two subsets; the set of vectors describing shapes which were within 
the target area, and those which were not. This information is critical to the second stage, detection, 
as it provides a means of training our classifier.
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The detection stage compares a candidate vector representations to the labelled vectors gather 
during the training, using a K Nearest Neighbour (KNN) strategy, to classify it as part of a target or 
not. Potentially any type of classifies could have been used at this stage within the model. We use a 
KNN approach to minimise the complexity of the model; an investigation of other classification 
methods is left as a note for future work. As part of our KNN strategy we test several values for K, 
the number of local comparisons made. Each of the K nearest neighbours to the candidate target 
vector vote to categorise the current example, and the majority decision is taken. The predicted 
example category is used in two different ways dependent on the strategy utilised from section
3.3.3. In the instance where shape analysis is preattentive, the predicted category of the proto-object 
is used to either suppress, or further excite the proto-object locations within the saliency map. 
Several weights are considered at this biasing stage. Following this adjustment, attention is then 
allocated to the location of peak activity in the saliency map. In the alternate case where shape 
analysis is post-attentive the classification result acts as a verification tool. That is, the shape of the 
attended location is classified and used as the final output of the model
This simple approach to shape analysis allows us to test if shape information can be beneficial in 
target discrimination at this early stage of visual processing. Further, these results also provide an 
indication of the functionality of feature integration as a means of segmenting a scene and 
producing proto-objects. If segmentation is strong, then it may be expected that shape analysis will 
contribute positively in target discrimination. This results would support the underlying theory of 
feature integration [Treisman and Gelade 1980], by demonstrating that the output of the process 
which the theory describes is functionally useful to early vision. However, a caveat accompanying 
this investigation is that proto-objects by their definition may not have a direct correspondence to 
real world objects; therefore, any interpretation of results should take this into account.
A second aim of our investigation of proto-objects information is to explore if the descriptions 
produced, with respect to a set of preattentive features, provides a great enough resolution of 
discrimination to tell objects apart. This will be tested by comparing the positive or negative impact 
preattentive shape feature descriptions have on discrimination performance. This will be 
experimentally tested, and will concurrently address a third question. That question being whether
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shape information is useful at a preattentive or post-attentive stage of processing as discussed 
above.
3.4 Evaluating Targeting Performance and Weighting Strategies
A  biased combination of representations, which promotes a target's saliency, requires an 
understanding of the discrimination performance of each element to be combined. To this end we 
create a learnt statistical knowledge of a target's predicted salience in each representation to be 
combined. Section 3.4.1 describes the statistical measure used and explains what information is 
collected. Section 3.4.2 describes 4 different weighting strategies investigated by the model, which 
are later evaluated in chapter 4.
3.4.1 Evaluating Target Discrimination Performance
To address the issue of evaluating a process's ability to discriminate target from noise we utilise 
signal detection theory [Stanislaw and Todorov 1999; Abdi 2007]. Several previous works have 
considered signal detection theory as a tool for explaining attentional behaviour [Hawkins et al. 
1990; Verghese 2001; Wolfe, Butcher, and Hyle 2003]. Here it is used in a slightly different manner 
as our model, based on Itti's model of visual attention [Itti, Koch and Niebur 1998], applies the 
theory to several forward feeding processing stages.
If we wish to judge how well the output of a process discriminates a target from noise then we must 
know which part of the activity corresponds to each. For each location our process makes a binary 
choice, as to whether that location is part of a target or not, based upon a decision variable. If that 
activity exceeds the process's activation decision criterion, then it responds target present, otherwise 
it does not. Those elements of the target signal which surpass the activation criterion will result in a 
hit or true positive and those which do not a miss or false negative. Conversely, noise which 
transcends the criterion will cause a false alarm or false positive and noise which does not a correct 
reject or true negative (see figure 3.4.1). The level at which the activation criterion is set can be 
made more liberal, or more conservative by altering its value see figure 3.4.1.
The decision of where the criterion should be set to achieve the best performance depends on the 
distributions of signal and noise, their associated likelihoods for different criteria, and the cost of
_ _
making different kinds of mistakes. In this thesis we do not investigate how different cost functions 
may affect performance. However, we do investigate how the likelihood of producing a correct 
response can be biased to produce an improved performance.
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Figure 3.4.1: Illustration showing the distribution of the decision variables across noise and signal, 
adapted from [Stanislaw and Todorov 1999]
The likelihood of a correct decision can be derived from a set of known prior probabilities for each 
of the possible decision outcomes (as per table 3.4 below). From this knowledge we can first 
establish the true positive rate, also know as sensitivity, which represents the proportion of all target 
locations identified (see equation 3.4.1 below). We can also establish the false positive rate which 
indicates the proportion of non-target locations identified as a target (see equation 3.4.2). If we 
know these two values we can also calculate the likelihood ratio [Prati and Flach 2005] (see 
equation 3.4.3).
Table 3.4: Decision contingency table
Truth
Assigned True False
True True Positive (A) False Positive (B)
False False Negative (C) True Negative (D)
True Positive Rate —
False Positive Rate =
(A + C) 
B
= Hit Rate
= {\-Specifity)[B + D]
[True p
( False positive rate
Likelihood Ration (True positive rate)
(3.4.1)
(3.4.2)
(3.4.3)
With the intention of maximising the likelihood ratio, a number of different decision criteria may be 
chosen and the peak likelihood ratio value amongst these selected. This process can be visualised in 
terms of a receiver operator characteristic curve as in figure 3.4,2. The red dots represent the 
likelihood produced by different decision criteria, the maximum of which will always be towards 
the top left corner of the graph (marked by a yellow box). Within our model we use this technique 
to choose a good value of a in our running calculation (equation 3.2.2), and also for selecting a 
good activation threshold when building our feature maps, conspicuity maps.
A limitation of this approach is that different decision criterion values must be chosen and a 
likelihood ratio value calculated for each to determine which the best is. The accuracy of this 
discrete maximization process is in part determined by the number of decision criteria tested and 
also the representativeness of the training data chosen. Our approach to addressing this problem is 
to split each of our datasets into a training and testing subset on a 70%-30% split (where possible). 
The maximal likelihood ratio value is learnt from the training set. Within each maximisation 
procedure five different decision criteria values have been tested. Ideally we would test a greater 
range of values at closer intervals; however there are practical limitations in terms of the time it 
takes to complete experimentation, and more precise maximisation is left for future work
o> 1î s \
False  Positive Predictive Error Rate (%)
Figure 3.4.2: An example Receiver Operator Characteristic (ROC) curve. Each red point represents 
a data point empirically collected. The yellow square indicates the point with the maximum 
likelihood ratio.
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To identify a good value of a, for the model's running average equations, we follow the below 
strategy. First, we select a value of a close to 1, when a is set to 1 the running average suppression 
is zeroed and all activity is allowed to pass to the next stage of processing. We then successively 
select a value of a half as large as the previous value down to a value of 0.00001. When selecting a 
good activation threshold we take a similar approach. We know that an activation threshold of zero 
will allow all activity to propagate to the next stage of processing. We also know, as we increase the 
threshold more activity will be suppressed. Therefore, to find a good level for our activation 
threshold we test values form zero to 60 at intervals of 10.
Input T h r e s h o l d  0 T h r e s h o l d  1 5 T h r e s h o l d  6 0
Figure 3.4.3: An illustration demonstrating the effect activation thresholding can have on the output 
of a feature map. The target, in this case a human walking, is marked by a box in each example. 
Each row shows a different feature map with the left most image representing the feature map's 
activation, as the images progress to the right an increasingly strong activation threshold is applied. 
Here locations which surpass activation threshold have their values set to the maximum value 
allowable.
The notion of using a decision criterion, contrasts with the top down influenced models of visual 
attention discussed in section 2.3, which apply their weighting algorithms to all locations within the 
feature map. A decision criterion may be seen as analogous to the idea of an activation threshold. 
Our contemporaries (see section 2.3) use a fixed firing threshold of zero, that is, all activity within a 
map is considered above the firing threshold. However, we experiment with a range of different 
firing thresholds, to ascertain whether disregarding a certain amount of low level activity can
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improve performance. The idea of an activation or firing threshold is analogous to behaviour 
observed in biological neurons, where the action potential of a neuron is only generated when its 
membrane potential reaches a certain threshold [Hopfield and Herzt 1995]. What level any 
threshold should be set to in our experiments needs to be ascertained. From figure 3.4.3 it can be 
seen that setting the firing threshold to zero is not necessarily the best strategy.
3.4.2 Weighting Strategies
We will now describe four different strategies for the biased combination of representations based 
upon their individual target discrimination performance (a detailed evaluation of which is provided 
in chapter 4). Each strategy relies on a training stage from which the performance characteristics of 
the various representations to be combined are learnt, measured using the likelihood ratio (discussed 
in section 3.4.1). The likelihood ratio measure used is obtained through taking the mean of a 
representation's likelihood ratio performance across each example in the training set. Using this 
statistic each weighting method accordingly biases and integrates a set of representations to form a 
single compound representation.
Weighting Method 1: Representation Discrimination Performance Relative to Mean Set 
Performance
The first weighting mechanism proposed biases the activity of each representation using a relative 
measure of its likelihood ratio over the mean likelihood ratio of all representations in the 
combination set. This approach is the same as that proposed in [Navalpakkam and Itti 2006a; 
Navalpakkam and Itti 2007] and is formalised here in equation 3.4.4: let W  be the weight, i 
representation instance from the set, L the likelihood ratio value obtained for that representation 
during training and n be the total number of representations in that set. This strategy suppresses 
representations which have a lower than average likelihood ratio while enhancing those which are 
higher than average likelihood ratio. The extent of each weighting action is relative to the distance 
between that representation's and the average likelihood ratios.
L, (3.4.4)W,=-
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This strategy results in a biased combination outcome which more strongly resembles those 
representations in which the target is better differentiated based on the training data. However, even 
those representations which exhibit a poor likelihood ratio still contribute to the combination, only 
to a lesser extent. If our intention is that the ultimate result of all combinations, the saliency map, is 
to act as an index from which attention will be directed to a point then this approach seems logical. 
However, there are some factors which may potentially mean this approach is not optimal.
One such consideration is whether there is a maximum possible value to which the result of a 
biasing calculation is limited? For example, in an 8 bit image the maximum allowable value is 255. 
If the answer is yes then the effect of enhancing a representation is limited to some arbitrary ceiling. 
Conversely, if the answer is no, there will potentially be a need for a mechanism to rescale results 
within a certain range as computers, and representation symbolised by them, are ultimately finite. 
Within our interpretation of this weighing algorithm we have calculated results and rescaled them 
within the allowable range of the specific computational representation used.
A final possible weakness of this biasing strategy is that weights are determined by the distance 
between the likelihood ratio of a specific representation and the mean of its set. For instance, 
consider the situation where there are a large number of representations to be combined, only one of 
which has a high likelihood ratio. The mean of the set will be relatively low; therefore, the one 
representation with a high likelihood ratio will be strongly enhanced, some of the poorer performing 
representations may also be slightly enhanced, and the remainder of which will be suppressed. The 
mean likelihood ratio of the set is low, the level of suppression administered to the poorly 
performing representations will be relatively small. It is not desirable to enhance representations 
with a relativity weak likelihood ratio, rather, they should be strongly suppressed and their influence 
minimised. Under the conditions of this example this is not the case. To address the above concerns, 
and to exploit the characteristics of our model's firing threshold behaviour, we propose the 
following three combination approaches.
Weighting Method 2: Representation Discrimination Performance Relative to Total Set
Performance
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A simple solution to maintaining results within a specified range is to weight all representations 
relative to the sum of all likelihood ratios in the set. That is, the mean likelihood ratio performance 
of each individual representation in the set, obtained during training, is divided by the sum of all 
likelihood ratio across the set (see equation 3.4.5 below). Let W be the weight, i representation 
instance from the set, L the likelihood ratio value obtained for that representation during training 
and n be the total number of representations in that set.
^  (3-4-5)
'  É 4
* = 0
All locations which exceed the firing threshold produce a maximum response (the maximum 
permissible value within that representation). This weighting algorithm then suppresses each 
representation in the set relative to its distance from the summed likelihood ratios across the set; 
therefore, they will never exceed the upper or lower bound for activity. This approach to weighting 
may be particularly relevant if allocation of memory to the model is a issue. Through weighting 
relative to total set performance the range of the results is reduced when compare to method one; 
however, the relative strength of each element to be combined is preserved.
Weighting Method 3: Single maximal feature map contribution
In earlier work [Bennett and Ahmad 2006], we demonstrated that hit rate performance could be 
increased through restricting which feature maps contribute towards conspicuity map production. 
(Hit rate is the ratio between the number of times attention is directed towards a target and the 
number of times it does not). The combination strategy introduced restricted influences of biased 
combination to the best performing representation in the combination set, disregarding all others, 
formalised in equation 3.4.6 below. Let IT be the weight, i representation instance from the set, L 
the likelihood ratio value obtained for that representation during training and n be the total number 
of representations in that set.
1 i f  Li= max 
' [ 0 Otherwise
(3.4.6)
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This approach produced an increase in performance when compared to Weighting Method 2 above. 
There are several possible reasons why such a strategy would show such a marked improvement 
over a simple averaging approach. First, biasing feature map representations proportional to each 
other based upon a simply averaged likelihood ratio may be inappropriate. Most representations will 
have a non-zero likelihood ratio; therefore, all will contribute towards the combination to some 
extent using averaging type approaches as discussed above. This means representations with poor 
discriminatory performance will still influence the outcome of integration adding noise to the target 
signal.
Figure 3.4.4: The 12 different feature maps from one dimension within the motion channel. 
Bounding boxes represent target location, and intensity represents results of the centre surround 
differences. It can be seen that in map 0 there is far less activity outside the target area than any 
other map.
A second reason why a strategy which only selects a single best performing representation may be 
better may be found in the nature of feature map construction. Each feature map is the result of a 
differencing process between two raw feature maps of different scales, where each feature map 
represents a separate comparison. If the scale of the target for which the system is being trained to 
locate remains roughly constant, then it could be expected that the target would always be more 
prominent in certain feature maps (see figure 3.4.4). Within the dataset used to evaluate our 
approach, discussed in chapter 4, it is true that most targets presented are roughly of the same scale. 
Therefore, it could be assumed that this also contributes towards the increase in observed 
performance thanks to the low variability in the data. A weakness of merely selecting the best 
representation, however, is that if there may be more than one representation which is able to
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differentiate the target well and they will be ignored. This means that potentially useful information 
is being lost. The final weighting method proposed attempts to address this.
Weighting Method 4: Exponential Weighting
Our earlier work [Bennett and Ahmad 2006] demonstrated that a weighting strategy which solely 
promotes the best performing representations can provide better overall results than strategies such 
as that present in Weighting Method 2. However, there may be more than one representation within 
the set to be weighted which is able to differentiate the target well. What seems to be required is a 
strategy which strongly biases representations with a high likelihood ratio while strongly 
suppressing all others. To achieve this condition we propose to use an exponential scale to aid in 
further separating likelihood ratios. The weighting method is presented in equation 3.4.7 and is 
based on an extension of Weighting Method 2. Let: W  be the weight, i the instance from the set, L 
the likelihood ratio value obtained for that representation during training and n be the total number 
of representations in that set.
exp(Z j (3.4.7)W^=-
Ë  exp(Xj
Through taking the exponential of the likelihood ratios of the representations to be combined, over 
the sum of these exponentials, we enhance the range of the values. The higher a likelihood ratio 
value is compared to the combined set mean the more it is enhanced; conversely, the weaker a 
likelihood ratio value is compared to the peak performing representation within the set the more 
weakly it is weighted.
3.5 Summary
In this chapter we have presented a model of visual attention designed to direct gaze towards 
predefined target. The model has two modes, first learning where the properties of a target are 
ascertained through observations in a training set which contain accompanying ground truth 
information. Second, detection, where the learnt characteristics of the target are used to specialise 
the model and locate it. The architecture of our model, figure 3.5, is influenced by the previous 
work of Navalpakkam and Itti [Navalpakkam and Itti 2006] and Frintrop and Colleagues [Frintrop
_ _ _
et al. 2005a]. We have attempted to build on these previous works, investigating the top down 
biasing algorithm proposed by Navalpakkam, to which we suggest improvements, and also 
investigate elements of the model proposed by Frintrop and colleagues. It is our intention that by 
building on the strengths of each approach we develop a better overall model. We also investigate 
how feature binding and shape information may be used to improve targeting. It should be noted 
that there exist alternative approaches to learning such as bagging and boosting [Bauer and Kohavi 
1999] which may greatly improve the performance of model such as the one proposed here. 
However, the investigation of such variant is left at this time as a matter for future work.
We have implemented our model using C++, capitalising on code from the iLAB neuromorphic 
vision toolkit [iLab 2007] for raw feature filtering stage. The remainder of the code has been 
developed using Intel's open computer vision (openCV) library [openCV 2007], and where 
necessary, code has been developed to handle specific tasks. Our implementation of the model has 
been designed to operate on a single processor computer. However, the highly modularised nature 
of the model suggests that there is significant scope to further develop the implementation to allow 
it to run on a multiple processor computer.
In the following chapter we empirically evaluate the various components of our model and see to 
what extent they alter targeting behaviour. The evaluation is conducted over several datasets so we 
may determine the generality of the model. As a benchmark we compare the performance of our 
top-down model to that of the Itti's model [Itti, Koch and Niebur 1998]. We also compare our 
approach where possible to others from the computer vision literature so that we may provide a 
comparison with state of the art vision systems.
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Figure 3.5: A schematic overview of the model of visual attention presented within this chapter 
demonstrating the flow of information throughout the model. Each grey rectangle denotes a 
different feature channel, each green rectangle denotes a different stage of processing and each 
small white rectangle denotes a different set of representations. The number(s) accompanying each 
small white rectangle indicate the number of dimensions and representations per dimension at that 
processing stage.
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4. Implementation Case Studies and Evaluation
4.1 Introduction
In the previous chapter we have described the mechanisms which define our model of visual 
attention. This chapter proceeds to ascertain how each major component of the model contributes to 
its overall performance (section 4.3). Performance is measured using three statistics: to asses each 
component’s ability to differentiate signal from noise, a likelihood ratio is taken; the model’s 
attentional allocation performance is measured in terms of its hit rate; finally, we measure classifier 
performance via accuracy. As a benchmark for evaluating the overall targeting performance of our 
model we compare it to the bottom up computational niodel of visual attention presented in [Itti, 
Koch and Niebur 1998] using the same data (section 4.4.1). Additionally, we also where possible 
compare our model's performance to other computer vision architectures which have published 
results for similar detection experiments on the same data (sections 4.4.2, 4.4.3 and 4.4.4).
4.2 Datasets
To evaluate our model we have trained it to detect different types of targets across three different 
ground truth datasets. Two of the datasets examined are publicly available resources associated with 
different years of the IEEE International Workshops on Performance Evaluation of Tracking and 
Surveillance (PETS). Specifically, we have used datasets from the PETS 2004 and 2005 workshops.
The third dataset investigated was created as part of the CAVIAR* project at the University of 
Edinburgh. Each of the ground truth datasets used consists of a set of surveillance videos along with 
a corresponding set of annotations.
The annotations have all been manually generated by the dataset authors, and indicate the locations 
of objects of interest using bounding boxes. This object bounding information is of interest to our 
evaluation, as it allows us to determine whether a point is inside a target region, and therefore verify
I The CAVIAR project is EC funded project/IST 2001 37540 conducted at the University of Edinburgh.
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if activity has been correctly allocated. For instance, activity assigned within a target's bounding 
area is consider a true positive result and outside a false positive; conversely, inactivity within the 
target area is assigned as a false negative result and outside bounded target areas a true negative 
result. We will now briefly describe each of the datasets used within the experiments conducted for 
this evaluation and explain how each has been divided into training and testing sets.
As its benchmark dataset the PETS 2004 workshop utilised dataset one from the CAVIAR project 
[Fisher 2004]. The dataset consists of 27 videos and annotations containing over 26,000 frames, 
with clips varying in length between roughly 400 and 1800 frames. The clips are grouped into 6 
different types of acted scenarios including: people walking, meeting, fighting, passing out and 
abandoning objects. The annotations used to describe the video clips detail most human activity 
within each shot; however, some unscripted activities taking place in the periphery of the scene and 
in partially occluded areas are ignored. Lighting conditions present in the recordings are considered 
complex: the camera's sensory capability in some locations is saturated by high intensity reflections, 
with the positions of these blind locations moving over time [Hall et al. 2005]. Each of the video 
clips in this dataset has been shot from a fixed position within the lobby at INRIA Labs in Grenoble, 
France, using a wide angled lens. The data has been recorded in MPEG2 standard at 384 x 288 
pixels and 25 frames a second. For the purpose of our experiments we have randomly selected a 
subset of the dataset, consisting of 9 videos or over 9000 frames as a testing set. The remaining 18 
videos, over 16,000 frames from our training set.
Our experiments also make use of dataset two from the CAVIAR project. This dataset is larger than 
the INRIA set and contains 52 video clips and annotations totalling nearly 70,000 frames with a 
mean clip length of around 1,500 frames. Like the INRIA dataset, each clip has been recorded using 
MPEG2 standard at 384 x 288 pixels and 25 frames a second. All of the video recorded for this 
dataset contain a frame timing reference in the top right hand corner of the recording. The footage 
for the dataset was collected from a hallway in a shopping centre in Lisbon and captures 26 
scenarios, each shot from two different static angles, and contains a larger number of people in 
natural (non acted) situations. The events recorded in this set are more mundane than those in 
CAVIAR dataset 1, and record situations including: people entering and exiting shops, walking, 
browsing, loitering, and window shopping. We have randomly split this dataset into a testing set
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containing 15 clips, or nearly 20,000 frames, and a training set which make up the remaining 37 clip 
or nearly 50,000 frames.
The PETS 2005** dataset is a collection of coastal surveillance videos, and introduces new 
challenges to the detection problem not present in any of the previous datasets examined here. 
Souvenir, Wright and Pless [Souvenir, Wright and Pless 2005] highlight three complications 
associated with the data: the view is not stationary and pans, zooms and tilts; the image data is 
noisy, and is significantly compressed; finally, in some of the video footage the target is quite small 
and the visual appearance of targets can also be quite variable. In addition, the majority of the 
background of the scene, the sea, is in a constant state of flux as opposed to the largely static 
backgrounds seen in previous data. There are also practical limitations associated with the dataset, 
in that only a fraction has associated ground truth data. Of the data made available to us, 3 of 9 clips 
or 7000 frames are annotated and only these clips are used in our experiments. The video footage 
itself is shot using an infra-red camera and recorded at 640 by 480 pixels, and only provides an 
intensity image of the scene as opposed to a colour image. Therefore, the colour channel of our 
model is not used to inspect this dataset. Because of the limited amount of data available, our 
strategy for dividing the data is to use the first 30% of each video for testing and the remainder for 
training, as targets in each of the videos are visually quite different.
4.3 Expérimentai Resuits
In this section we report results produced by our model. For each of the datasets described in
section 4.2 we assess the target discrimination performance of each stage of our model either
through likelihood ratio, hit rate, or accuracy. The likelihood ratio (discussed in section 3.4.1) is a
measure of the relative magnitude of the true positive rate and false positive rate. When the true
positive rate is greater than the false positive rate the ratio value exceeds one proportionally to the
difference; however, when the true positive rate is less than the false positive rate the ratio value
will be less than one and approach zero as the difference increases. A high likelihood ratio indicates
that a target is well differentiated from other stimuli within the scene. The hit rate measure used is
given as a percentage, where a higher hit rate suggests a more accurate model. What should be
considered a 'good' hit rate, however, is somewhat subjective. To address this we compare results
2 The PETS 2005 dataset has been provided courtesy o f  Dr. T. Boult, Vision And Security Technology Lab, University 
o f  Colorado, Colorado Springs.
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from our model to others in the literature. Accuracy is a relative measure of correct decision relative 
to incorrect decisions.
The statistics presented in the following section use the mean likelihood ratio. This value has been 
calculated by taking the performance of each process across each testing dataset and then 
calculating its mean response. Error bars in these charts represent the standard deviation for each 
type of filtering process. Of further note is the interpretation of results. For these experiments we 
have ignored frames within the dataset which do not contain a target. The ability to determine that 
no target is present is important, however, the development of mechanisms to handle this situation 
is left as a matter for future work. Finally, the reader should also take note that different scales are 
sometime used on the Y axis of charts presented within the same section to better display results, so 
care should be taken.
Graphs and tables presented use several abbreviations. These include: flicker (FLIC), orientation 
(ORI) degrees, Reichardt (REI) degrees, intensity (INTEN), red / green (RG), blue / yellow (BY), 
colour (COL), mean weighting method (AVG), binary weighting method (BIN), exponential 
weighting method (EXP) and the Navalpakkam and Itti weighting method [Navalpakkam 2006] 
(NAVA).
4.3.1 Raw Feature Filtering and Running Average Suppression
Given an input the initial action of our model is to filter that input at 9 scales using 14 different 
types of feature filters. These features include: colour (red, green, blue and yellow), flicker, 
intensity, directional motion (at 0°, 90°, 180° and 270°) and orientation (at 0°, 45°, 90° and 135°). 
The output of which is a set of representations, referred to as raw feature maps, each of which make 
explicit the presence of an individual feature at a certain scale within the input.
Subsequent to the raw feature filtering stage, our model's next step is to employ a temporal 
adaptation mechanism, suppressing locations which have shown high recent activity. The running 
average process which provides this suppression is governed by a variable, its alpha value (see 
equation 3.3), which determines the rate at which it adapts to stimulation. We have tested six 
different values for the running average's alpha value for each feature type at each scale: 0.00001,
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0.0001, 0.001, 0.01 , 0.1 and 0.95. When alpha is set to 1 there is no suppressive influence, and as 
alpha decreases the memory of previous activations is extended. Initially, we had no real 
justification for selecting one value over another, therefore, a strategy was selected to evaluate 
performance over a wide range of alpha values. Ideally, a much more sophisticated approach to 
optimisation would be utilised. However, due to the time required to train other elements of the 
model this simple method was selected. The results reported in this section are for the alpha values 
which produced the maximum mean likelihood ratio for each representation. We summarise and 
contrast the results from these two stages of process in figure 4.3.1, in which results are averaged 
across all datasets examined and for each type of feature filtered.
Mean Likelihood Ratio of Raw Feature Filtering Pre and Post Suppression 
100
P ro cess in g  S tage
B Raw Feature  
■ Running A verage
Feature
Figure 4.3.1: Mean likelihood ratio results for each feature type, at the raw feature filtering stage 
and running average suppression stages of processing, averaged across all datasets and feature types 
examined.
The performance of each type of feature filter is dependent on the visual properties of the 
designated target and the background. If the target is uniquely defined within a scene by one of the 
filters its likelihood ratio will be high. Conversely, if that type of feature is also common to the 
remainder of the scene the ratio will be low. Results show there is a degree of variability in the 
discriminatory power of each feature. The variability seen in the mean likelihood ratio between the 
various types of filter demonstrates their differing capability to separate a target signal from noise.
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For the raw feature filtering stage of processing, orientation filtering has produced the best 
performance across all datasets, suggesting it is a good general filter for the targets chosen. This is 
most likely a result of this type of filter's inherent property of good texture segmentation and 
boundary detection. Conversely, the poor performance observed for colour filtering indicates an 
underlying weakness in its discriminatory power. Each location within the colour input to our model 
is described in terms of a weighted combination of red, green and blue elements (from which 
yellow is also later derived), and to some extent each one of these colours will be present in most 
locations within a natural scene. Therefore, a filter which merely bases its target present or absent 
decision on the presence of colour will, in most real world situations, be expected to perform badly. 
To address this issue one possible approach could be treat colour with respect to its hue component, 
and segregate this into a number of different ranges. Others have used similar approaches including 
Navalpakkam and Itti [Navalpakkam and Itti 2006b] who describe colour using six different hue 
bands. However, divergence away using the red, green, blue and yellow model raises the question 
as to if it is possible to model double colour opponency used during feature map generation.
From the running average suppression results it can be seen that there have been some large 
increases in performance. In table 4.3.1.1 we summarise the gains in performance for each dataset 
and scale, and show the extent of the performance increase for each is quite varied. When compared 
to the result of the previous stage of processing, it can also be seen that the relative level of 
performance for the different types of filter has changed (see figure 4.3.1). The flicker filtering 
channel now on average provides the strongest likelihood ratio performance, also the relative 
performance of Reichardt filtering has increased across all datasets. Further, whilst orientation 
filtering has remained strong in certain dimensions its relative performance in other dimensions has 
dropped. Colour filtering remains weak.
There are several factors which may have contributed towards the changes in performance. The 
suppressive mechanism employed at this stage of processing biases activation towards emergent 
areas of stimulation within the field of view. As a consequence, an object which is in motion in an 
otherwise largely static scene, will appear more salient. As the targets selected in the dataset used 
are all moving objects a strong boost in performance should be expected. For the PETS 2005 
dataset changes in performance have been smaller with a larger standard deviation than the other
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datasets examined. One explanation of this occurrence may be the more dynamic nature of the 
scene investigated, which contains a moving background (the sea) and camera motion.
Table 4.3.1.1: A summary of the absolute increases / decreases in likelihood ratio between raw 
feature filtering and temporal suppression stages of processing across each dataset and reduction 
scale. The critical significance value for the T-Test using one tail with alpha at 0.05 is 1.6512.
Dataset Mean
Increase
Standard
Deviation
M aximum
Increase
M inimum
Increase
T-Test
CAVIAR INRIA 22 40 227 -2 15.04
CAVIAR Lisbon 8 15 73 -2 18.95
PETS 2005 I 9 62 -9 1.825
The adaptation process utilises a memory of previous activity of each location within the scene, 
creating a map of historical activity, which has the same topology as the original input. One 
assumption employed by this structure is that there remains a correlation between the locations 
within the memory map of previous activity and locations within the scene. If the camera zooms, 
pans, tilts or moves, the correlation between the memory map and the real world is lost, and any 
suppression applied to activity in the raw feature filtering output is no longer justified. However, it 
should be noted that after any sort of camera motion, if the camera becomes stationary once more, 
the behaviour of the adaptation process will operate as intended due to its fatiguing nature.
The PETS 2005 dataset, which contains a number of camera effects and camera motion, is therefore 
subject to results of this broken assumption, and a worse performance may be expected (as qualified 
by the results in table. 4.3.1.1). The CAVIAR Lisbon dataset which contains no such camera effects 
also shows a much weaker increase in performance than the results from the INRIA dataset. Which 
begs the question, what other properties are controlling targeting performance of this process? 
Perhaps one factor is the nature of the visual input under investigation. The Lisbon dataset contains 
two separate views of the same scene which we have not differentiated between in creating our 
training and testing sets. This decision may have inadvertently negatively affected targeting 
performance at this stage of processing. For the type of targets presented in the dataset different 
views of the same activity can have large variations in visual appearance. Consider the case of a 
human walking in a straight line. From a frontal view there is some motion localised around the 
limbs but not much absolute motion across the sensory surface. However, if viewed from the side
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the change in visual appearance is much different, there is far more movement across the sensory 
surface and the perceived motion of limbs would also be greater. The running average suppression 
proposed here is unable to react to such large differences. This suggests that for such situations a 
more sophisticated approach may be required to adaptation, or that processing of the two views 
should be separated.
It may be expected that while a viewing position remains static, and where the target maintains a 
roughly fixed size on the sensory surface, that a single or group of scaled views may dominate per 
feature type. Results from our evaluation support this assertion (table 4.3.1.2 and 4.3.1.1). It can 
also be observed that, at both stages of processing, predominately fmer-scale feature extraction has 
delivered better results with small relative standard deviations than course scale feature extraction. 
This decrease in performance and increase in relative standard deviation show that for coarser 
scales the suppression process is less accurate and more unreliable.
Table 4.3.1,2: Mean likelihood ratio per scale, averaged across all features and datasets, and 
normalised relative to the peak value at each processing stage.
Reduction Scale 1 2 3 4 5 6 7 8
Raw Feature Filtering 1.00 0.91 0.87 0.89 0.64 0.6 0.47 0.14
R unning Average Suppression 1.00 0.60 0.34 0.24 0.06 0.05 0.03 0.01
The contrast seen between fine and course scale feature extraction could be interpreted as being due 
to the size of the targets examined, and the fine or course nature of the feature details which define 
them. However, an equally likely cause is the size of the image input used. For the two CAVIAR 
datasets the eighth reduction step reduces the input to just I pixel by 2 pixels. At this scale any 
signals that are present in the original input are likely to be severely degraded. Furthermore, for an 
input with these dimensions the orientation and the Reichadt motion filters will be unable to 
produce a response due to the limited amount of data available. Within the results for the PETS 
2005 dataset, which has a width and height twice the size of the CAVIAR data, performance of 
filtering at later reduction is higher.
To interpret the value of this stage of processing in a larger context, it is important to note that the 
targets selected hom the datasets examined are chiefly moving objects. It remains to be seen if for
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static targets if this stage of processing will be beneficial to discrimination performance. However, 
the rate of adaptation is tunable, and its suppressive influence can be nullified. If tuned correctly 
this stage of processing should create no detrimental effect on results. How to tune the rate of 
fatigue is an important issue, here we sampled results for six different values of alpha, the rate of 
fatigue. Ideally a more sophisticated mechanism is required, but at present this is beyond the scope 
of this work. A further limitation of an approach which suppresses activity based upon a memory of 
previous activity is that if a target moves to a location which has previously been stimulated by 
noise then it is likely to be ignored. Perhaps principles developed by background subtraction 
techniques could be explored to address these issues [Piccardi 2004].
The running average suppression mechanism used with our model was inspired by the behaviour of 
certain types of neurons (see section 3.3). In our discussion on this topic, we conjectured that it 
would be advantageous to integrate such a mechanism into our model as it may help to filter 
irrelevant information from the scene, where relevance was to be determined by contrast. Here we 
have shown that such a principle can indeed increase the salience or likelihood of target location. 
However, this is not to say this may be true for all cases, and as mentioned previously further 
investigation is required to understand if a mechanism such as the one described here may enhance 
the salience of all targets. In particular, further investigation is required to determine the worth of 
such an approach from static targets and for moving observers.
4.3.2 Feature Map Target Discrimination Likelihood Ratio Results
Following the running average suppression stage, the next action of our model is to make explicit 
spatial contrast. This process is implemented as a difference of Gaussians between fine and course 
scales of each suppressed raw feature image pyramid. In an attempt to enhance the likelihood ratio 
within the output of this stage, thresholding is also employed. During training, for each frame 
analysed, a set of feature maps is generated and for each feature map and we have recorded its 
likelihood ratio at several thresholds. In total five thresholds have been examined: 0, 15, 30, 45, and 
60. The likelihood ratio response of each type of feature map at each threshold has then been 
averaged across each dataset and the maximum likelihood ratio value identified. This threshold 
value has then been used during testing.
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To compare the results from this stage of processing to those of the previous stage is not directly 
possible as the number of representations per feature type has changed. Previously, this was not the 
case as the running average suppression was a simple extension of the raw feature filtering stage of 
processing. However, it is important to evaluate if the centre surround mechanism has influenced 
performance in a positive or negative manner.
Table 4.3.2.1: Likelihood ratio results of centre surround differencing for each dataset averaged 
across all features. Maximum and minimum values represent the best and worst performing feature 
maps per dataset, and mean performance increase the gain over the previous stage of processing 
averaged across all representations. The critical significance value for the T-Test using one tail with 
alpha at 0.05 isl.6512.
Dataset M ean Standard
Deviation
M aximum M inimum M ean Perform ance 
Increase (%)
T T est
INRIA 39 58 229 0 91 4.419
Lisbon 22 30 107 0 148 8.481
PETS 2005 16 70 595 0 402 1.964
For all of the datasets examined there have been increases in performance, in terms of mean 
likelihood ratio response across all feature types. Nevertheless, it should remembered that these 
values represent difference between averages, and across all features, so some finer detail has been 
smoothed out in these results. For two specific feature types a decrease in performance has been 
created by this stage of processing: for flicker filtering in the PETS 2005 dataset there was a 
decrease in performance of 1.3% in likelihood ratio; also, for colour filtering in the ESfRJA dataset 
there is a decrease of 0.14%. However, the absolute change in performance is negligible when 
compared to gains see for other feature types. Conversely, there has also been some substantial 
gains in performance for specific features types. This is particularly true for the PETS 2005 dataset 
for intensity and orientation filtering at 90 degrees, which have seen a mean increase in 
performance of 50 (2136%) and 72 (1479%) respectively. These values have been obtained by 
averaging across all representations for each feature type at each stage of processing. If we refer 
back to the individual feature map values which have contributed towards the average values we 
can observe that the results are being skewed by individual relatively strong results. If these strong
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performances are ignored then the average gains in performance are less significant: 0.01 (0.68%) 
for intensity filtering and 26 (528%) for orientation filtering.
To recall from our discussion in section 3.2,3 it was suggested that separating results from centre 
surround and surround centre differencing would aid in further target discrimination. We will now 
quantify whether this actions has indeed supported further differentiation by calculating the mean 
response of these two sets of results. Table 4.3.2.2 illustrates the results of this comparison. From 
the table it can be seen there is a large difference between the two sets of calculations for each 
dataset. This supports our earlier hypothesis that separating centre surround and surround centre 
differencing will enhance target differentiation. Through determining which representation's results 
produce the best mean target discrimination performance, we have produced a criterion by which 
we may bias representations during the next stage of processing. We can therefore ignore or weight 
less heavily those representations which exhibit weak performance. If the results of centre surround 
and surround centre differencing were combined, this level of differentiation would not be possible.
Table 4.3.2.2: Table illustrating the difference between the average mean likelihood ratio responses 
for centre surround, and surround centre differencing for each dataset examined.
Dataset M ean Likelihood Ratio 
for Centre Surround
M ean Likelihood ratio 
for Surround Centre
CAVIAR INRIA 77 2
CAVIAR Lisbon 42 3
PETS 2005 30 3
A final interesting observation from this stage of processing is that double opponent colour filtering 
has been of no great benefit to the target discrimination process in any of the datasets examined. For 
the INRIA dataset double opponent colour processing has produced an average increase in 
performance, across both colour channels (red green and blue yellow), of 0.18 (40%) when compare 
to the mean response of all colour dimensions at the running average suppression stage of 
processing. For the Lisbon dataset an increase of 0.24(62%) has been produced. Colour information 
is has not been examined in the PETS 2005 dataset. Intuitively, one may expect that colour would 
produce a much better way of differentiating targets, for example, knowledge of skin hues is used in 
many human detection systems [Darrell et al. 2000]. The problem with the approach used here, as
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described previously, resides in the fact that each of the colour channels used covers a too broad 
range of possible values. What seems to be required is an approach to colour filtering which is more 
sensitive to different hues and better able to differentiate between them.
4.3.3 Conspicuity Map Target Discrimination Likelihood Ratio Results
Previously, each channel produced a set of twelve feature maps, now this stage of processing 
combines these representations per channel creating a single map of target saliency for that feature 
type. The extent to which the target is made salient in this representation is dependant on that 
feature channel's ability to identify the target, and the combination strategy chosen. We measure 
target discrimination performance of each representation to be combined using the likelihood ratio 
measure, taken as a mean across each frame of the training set. Once a representation's mean 
likelihood ratio has been determined this information is used to ascertain its bias within each 
weighting algorithm proposed in section 3.4.2. In conjunction with each weighting algorithm we 
also employ an activation threshold. As with the previous stage, five thresholds have been 
examined: 0, 15, 30, 45, and 60. In this section we report results for each weighting algorithm 
proposed in section 3.4.2 for the threshold which produced the highest mean response. AVG, BIN, 
EXP and NAVA represent the biasing strategy applied to the data.
Table 4.3.3.1; Likelihood ratio performance for each biasing strategy at the conspicuity map 
generation stage of processing averaged across all dataset and feature types.
Statistic Biasing Strategy
AVG BIN EXP NAVA
Mean 110.5 157.1 160.4 108.6
Standard deviation 156.3 190.4 191.5 163.0
Maximum 595.1 595.1 595.1 595.1
Minimum 0.8 0.8 0.7 0.8
In table 4.3.3.1 we summarise the mean performance of each biasing strategy across all data sets 
and feature types. From the results it can be seen that no one strategy has significantly out 
preformed all others. However, the BIN and EXP strategies on average show superior performance. 
The fact that all weighting strategies have produced the same maximum likelihood ratio is the result 
of a single strong performing representation at the previous stage in the PETS 2005 dataset, as
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discussed previously. As a result all other representations in the combination for each strategy have 
been suppressed. Again the fact that we have averaged the results smooths out some detail and hides 
some of the finer variation produced. To illustrate this we present table 4.3.3.2 in which we compare 
the results of biased combined in the orientation channel for each dataset.
Table 4.3.3.2; Mean likelihood ratio for the biased combination results of the orientation channel at 
the conspicuity map generation stage for each dataset.
Dataset Biasing Strategy
AVG BIN EXP NAVA
INRIA 177 189 197 148
Lisbon 115 97 97 48
PETS 2005 18 557 557 3
From table 4.3.3.2 it can be seen there is a greater level of variation in results than perhaps table
4.3.3.1 would suggest. It can be seen that the results of the BIN and EXP strategies are fairly similar 
which would be expected when a single representation has a stronger mean likelihood ratio then its 
competitors during training. The results of the AVG and NAVA biasing strategies are less alike 
despite the similarities in their approach to weighting.
The view of the results provided by table 4.3.3.3 abstracts some important trends arising from this 
stage of processing. When compared to the likelihood ratio of the highest performing feature map 
per feature type of the previous stage, the likelihood ratio of its corresponding conspicuity map has 
mostly shown a decreased or stationary performance. The cases where performance are stationary 
are the result of the top performing representation of the previous processing stage solely 
contributing towards influencing conspicuity map construction. These results are seen for the binary 
weighting method (BIN), where the top performing representation during training is also the top 
performing representation selected during the testing stage. Other weighting method can also 
produce this behaviour, dependant on the relative performance the different feature maps at the 
previous stage of processing during training. The exponential weighting method (EXP) produces 
similar biasing weights to the binary method when one of the representations to be combined is 
stronger than its competitors. If the performance of one representation is higher than any other for 
the same feature type during training, that representation alone will bias activity in its conspicuity 
map. In extreme cases where one representation is significantly stronger than any other in the set to
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be combined this behaviour may also be seen for the simple averaging (AVG) and Navalpakkam 
(NAVA) weighting methods. This situation can be seen for the intensity channel in the PETS 2005 
dataset. The cases where the binary weighting method has not created, a perfomiance equal to the 
highest performing representation for the same feature type at the last stage of processing indicates 
that performance has not been well generalised by training. We can observe this property for colour 
filtering in the INRIA datasets, orientation and Reichardt filtering in the Lisbon dataset, and flicker 
filtering in the PETS 2005 dataset in table 4.3.3.3.
Table 4.3.3.3: A comparison of target discrimination performance between representations created 
at the centre surround differencing and conspicuity map generation stages of processing. Results are 
expressed as a percentage increase / decrease in likelihood ratio per feature type per weight strategy. 
The maximum difference statistic compares the performance between the feature map with the 
highest likelihood ratio from the last stage and the conspicuity map for the same feature type.
I N R I A L i s b o n P E T S  2 0 0 5
A V G B I N E X P N A V A A V G B I N E X P N A V A A V G B I N E X P N A V A
s F L I C -6.4 0 0 32.4 -13.2 0 0 -15.7 -64.4 -69.9 -68.9 -17.8I O R I -6.4 0 4.6 -21.2 7 -10.2 -10.2 -55.3 -96.8 0 0 -99.41 R E I 9.9 0 43.9 -16.2 -36.6 -18.7 -17.5 -42.6 -96.3 0 -33.2 -84.41 I N T E N -18.6 0 0 -1.4 -9.8 0 - 0 . 4 -2 0 0 0 0C O L -27.9 - 4 0 . 4 - 3 3 -32.1 -48.8 0 -59.8 -53 0 0 0 0
Encouragingly there are cases where conspicuity map mean likelihood ratio performance is greater 
than the best performing feature map of the previous stage. Results which show this property can be 
seen the AVG, EXP and NAVA weighting approaches in the INRIA datasets. These results are 
interesting because they demonstrate that information contained within the feature maps to be 
combined can be complementary producing superior targeting performance. This property 
illustrates that the binary weighting algorithm used, which may consistently produce a strong 
performance, is incapable of producing an optimal response. All of the other results in which a 
decrease in performance is produced, suggests that the combination strategies used are sub-optimal, 
when measured using the likelihood ratio measure.
The comparison of mean likelihood ratio responses across all feature maps per feature types, and its 
conspicuity representation also contain noteworthy results (table 4.3.3.4). It can be seen in table
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4.3.3.4 that for each dataset the weighting algorithm proposed by Navalpakkam (NAVA) and the 
simple averaging strategy (AVG) (see section 3.4.2) have largely shown weaker performance for 
each dataset. To recall, the Navalpakkam weighting algorithm states that a bias applied to each 
representation in a combination is equal to that representation's discrimination performance, divided 
by the mean discrimination performance across all representations to be combined. This weighting 
strategy is very similar to the average weighing we propose, in which a representation's weight is 
determined by dividing its performance by the summed performance of all representations in the 
set. The one major difference being that the results of the Navalpakkam weighting method have to 
be normalised within the allowable range of the representation used.
Table 4.3.3.4: A comparison of target discrimination performance between representations created 
at the centre surround differencing and conspicuity map generation stages of processing. Results are 
expressed as a percentage increase / decrease in likelihood ratio per feature type per weight strategy. 
The mean difference statistic compares the mean likelihood ratio for each feature type at the centre 
surround processing stage and their corresponding conspicuity map.
INRIA Lisbon PETS 2005
AVG BIN EXP NAVA AVG BIN EXP NAVA AVG BIN EXP NAVA
s FLIC 206.6 227.4 227.4 333.4 205.9 252.5 252.6 197.1 91.9 62.2 67.9 343.2
1 ORI 285.8 312.1 331.2 224.8 318 250.8 250.8 74.4 -17 2489.9 2489.9 -871 REI 193.6 167.2 284.5 123.9 91.9 146.0 149.5 73.7 -83.1 358.6 206.3 -28.6
i INTEN 557.8 708.5 708.5 697.1 189.3 220.6 219.2 214.2 1046 1046 1046 1046s COL 34.9 11.6 25.4 27 32.9 159.5 4.4 21.8 0 0 0 0
The normalisation process used by the Navalpakkam weighting method in conjunction with the 
thresholding practice employed may have contributed towards the weaker performance reported for 
this biasing method. Specifically, the values of the thresholds examined may be too low for this 
biasing method, as results of biasing are always guaranteed to be maximally spread across the 
allowable value range (due to the normalisation process). This point is confirmed if we refer to table
4.3.3.5 which details the percentage of weighting results which employ each threshold for all 
datasets. From the table it can be observed that the Navalpakkam weighting method has a large 
percentage of activation thresholds set to 60. This suggests that the optimal thresholds for many of 
the results of this combination method are greater than or equal to 60, suggesting for this method a 
series of higher thresholds need to be examined. Similar to the Navalpakkam weighting method, the
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simple averaging biasing strategy (AVG) has also shown a weaker performance when examining 
the same data. However, in contiast the tliresholds applied to results of simple averaging biasing are 
skewed towards the lower end of threshold tested. This suggests that a greater level of resolution is 
required for thresholding for this weighting strategy at lower threshold values.
Table 4,3.3.5: Percentage of conspicuity maps which employ each activation threshold tested per 
weighting method across all datasets.
W eighting
M ethod
Percentage o f C onspicuity Maps 
E m ploying Threshold
0 15 30 45 60
AVG ' 33 67 0 0 0
BIN 20 33 27 13 7
EXP 27 27 33 13 0
NAVA 0 0 7 13 80
Summarising the results presented within this section the performance of the exponential and binary 
weighting strategy have in most circumstances produced the best mean likelihood ratio and produce 
a similar response (see table 4.3.3.1). Results also show that the weighting strategy proposed by 
Navalpakkam and the simple averaging strategy have been influenced by the limited range of 
thresholds tested during experimentation. However, no one weighting strategy has proven to be 
optimally efficient in all situations.
4.3.4 Saliency Map Target Discrimination. Mean Likelihood Ratio Results 
and Hit Rates
The final stages of computation within our model integrates the outcome of processing from the 
previously discrete feature processing channels. In all, sixteen unique combination strategies have 
been considered, each of which proposes a different method of biasing. The number of contrasting 
combination strategies results from the four weighting methods employed at both the centre 
surround feature map and conspicuity map integration stages. In this section we present targeting 
efficiency results for each approach measured using a mean likelihood ratio. The product of each 
combination, referred to as the saliency map, acts as an index from which attention is finally 
directed. Based upon the ground truth data accompanying each dataset, we provide a second 
statistic from this stage of processing, the attentional hit rate. This measure provides an assessment
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of the ultimate targeting capability of each model in terms of the number of attentional allocations 
which fall upon target locations.
The measure used until now to describe targeting efficiency has been the mean likelihood ratio. For 
the saliency map we also use this measure, in order that we can compare how targeting efficiency 
has progressed since the last stage of processing. The notation used to describe each weighting 
strategy denotes the biasing strategy used at the feature map and conspicuity map combination 
stages. For example, the EXP_BIN tag represents results for the weighting process which has used 
the exponential weight strategy at the feature map combination stage, and the binary weighting 
strategy at the conspicuity map combination stage.
Mean Likelihood Ratio for the Saliency Map Produced by Each Biasing Strategy 
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Figure 4.3.4.1: Mean likelihood ratio produced by the saliency map resulting from each biasing 
strategy for the standard model (no proto-object information has been used).
The saliency map mean likelihood ratio results for standard models (i.e. those which do not exploit 
proto-object information) presented in figure 4.3.4.1, inform us further about the characteristics of 
the biasing strategies investigated. It can be observed that no one biasing strategy has consistently 
outperformed all of the other strategies tested. To compare how the different weighing strategies
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investigated have performed relatively across all datasets (prior to the use of proto-object 
information) we have ranked them per dataset and combined the results. The product of this 
calculation is presented in table 4.3.4.1. From the table it can be seen that weighing strategies which 
have used combinations on the exponential (EXP) and binary (BIN) weighting strategies have 
provided the best overall performance. Conversely, model variants which have employed the 
Navalpakkam (NAVA) and simple averaging (AVG) weighting methods have on average proven to 
be the weakest strategies.
Table 4.3.4.1: Ranking of weighting strategy performance across all dataset. Each strategy is 
awarded points based on it relative mean likelihood ratio performance within each dataset (1 point 
for the best and 16 for the worst) these points are then summed and a rank established.
Rank 1(=) K -) 3(=) 3(=) 3(=) 3(=) 7 8 9 10 11 12 13 14 15 16
Points 10 10 12 12 12 12 13 14 19 23 25 36 38 40 45 48
s s >  ■ > % % >1 bd w td %
Q , o p  ■,2 , 21 td
5 '1 g 1 Q 1Ï Ï 1I 1
In contrast to the trend presented by the averaged results in table 4.3.4.1, there are instances where 
weighting strategies which have used either the Navalpakkam or simple averaging strategies have 
performed well. For example, for the CAVIAR INRIA dataset (see figure 4.3.4.1) the NAVA_BIN 
and NAVA EXP strategies have produced the joint best mean likelihood ratio response, which is 
over a third more accurate than the next best competing model variant. This indicates that although 
certain biasing strategies do on average perform better than others, this does hot guarantee they will 
return peak performance. This suggests that there is still further work to be done in identifying a 
strategy which will consistently return a strong performance.
If we compare how the mean likelihood ratio performance has varied between the representation 
generated at the conspicuity and saliency map generations stages of the model, we can observe there 
have been only a few gains in peak performance (see table 4,3.4.2). Only three of the biasing 
strategies have produced an increase in maximum mean likelihood ratio. In each case these gains 
have be recorded when examining the PETS 2005 dataset, and using in part simple averaging 
biasing as part of the weighting strategy. These results indicate that conspicuity maps generated for
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different features can contain complementary targeting information. Further, as before, this also 
demonstrates that although the binary weighting method (BIN) can produce good results, it is 
incapable of producing an optimal combination of representations in all circumstances. Another 
interesting property of the results presented in the table, is that it highlights the fact that the binary 
and exponential weighting algorithms often use the same biases at this stage of processing. This is 
as a result of one conspicuity map in the set to be combined having a significantly higher mean 
likelihood ratio than its competitors, and as a result being solely positively weighted by the 
exponential strategy.
Table 4.3.4.2: A comparison of target discrimination performance, as measured by likelihood ratio, 
between representations created at the conspicuity map stage and the result of their combination 
expressed as a percentage increase / decrease. Results show the difference between the highest 
likelihood ratio at the conspicuity map stage and its resulting saliency map.
Biasing Strategy
'i 1 1 1 1 1g 1 1 1 1 1 1{ 1{{1Q INRIA -23 -17 -17 -58 -35 -17 -17 -45 -40 -14 -14 -59 -79 0 0 -84Lisbon -53 0 0 -59 -52 0 0 -58 -36 0 0 -43 -39 0 0 -71PETS 2005 2 0 0 -35 15 0 0 -73 42 0 0 -43 -98 0 0 -100
For the maximum difference results is the majority of combinations have resulted in a drop in 
performance. This suggests that although the information contained within conspicuity 
representation may be complementary the combination strategies investigated here are too crude to 
exploit their full potential. Clearly this is a further area which warrents future investigation in which 
a more sophisticated approach to developing a biased combination needs to be examined.
The results contained in table 4.3.4.3 report the difference between the mean likelihood ratio of the 
elements combined to produce each saliency map, and the saliency map itself. From the results it 
can be seen that in all of the cases where there has been a decrease in mean performance the 
Navalpakkam or simple averaging biasing strategy has been used at the conspicuity map weighting 
stage. This indicates that these weighting strategies are prone to produce a poor performance;
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however, as noted previously they can in specific cases produce the top performance of the 
weighting strategies investigated. In the majority of cases there has been an increase in 
performance, and these gains are particularly large in for the PETS 2005 dataset. This is likely to be 
the result of the fact that there a few representations with a significantly higher likelihood ratio than 
others in the combination, and whose influence on the combination has significantly increased the 
mean performance.
Table 4.3,4.3; A comparison of target discrimination performance between representations created 
at the conspicuity map stage and the result of their combination as a percentage increase / decrease. 
Here the mean difference compares the performance between the mean likelihood ratio at each 
conspicuity map stage and its resulting saliency map.
Biasing Strategyi 11111 Cd1 i 1 s 1s ! ! ! {
'S
1Q
INRIA 37 35 35 -32 8 36 36 -10 -10 30 30 -38 -55 115 115 -65
Lisbon 2 117 117 -10 -19 67 67 -30 8 67 67 -5 -8 49 49 -56
PETS 2005 389 380 380 213 182 144 144 -33 252 148 148 41 -92 387 387 -98
Our investigation of attention has also considered how at this stage of processing object information 
may be extracted and exploited by our model. We have examined the notion of feature binding as a 
mechanism for the generation of proto-objects, whose characteristics we have also attempted to 
describe. We have described proto-objects based on features thought likely to be preattentive. 
Object representations generated by this approach during training have been used to build a vector 
space containing a set of known target and non-target object descriptions. During testing this 
resource is called upon to support a K Nearest Neighbour (KNN) classifier which categorises new 
proto-object examples. The evidence provided by this process has been used to test several further 
model variants. In total three alternative strategies have been tested. The proto-object description 
method has been used to weight activity at a preattentive level for the different biased combination 
variants. Additionally, KNN classification based on proto-object descriptions has been used to 
validate locations attended post-attentively. The final model derivation, the standard model, acts as 
the benchmark for these approaches where object information is not exploited.
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We will now proceed to discuss likelihood ratio results produced by preattentive proto-object based 
activity adjustment. The results summarised in table 4.3.4.4, show that the preattentive adjustment 
behaviour has altered the mean likelihood ratio performance both positively and negatively. The 
preattentive proto-object based saliency adjustment strategies alter activity within their saliency 
maps according to feedback provided by their KNN classifier. The classifier compares properties of 
each proto-object within the saliency representation to a set of known examples gathered during 
training, exciting proto-object locations it classifies as targets, and suppressing those it views as 
being produced by noise. However, the likelihood ratio performance measure does not take into 
account activity intensity only the presence or absence of activity. Therefore, the only circumstance 
in which the preattentive weighting strategies can alter likelihood ratio performance is when they 
entirely suppress activity.
Table 4.3.4.4: Summary of the effect of preattentive proto-object saliency map activity adjustment 
measured as a percentage increase / decrease in likelihood ratio over the standard saliency map. 
Maximum and minimum values represent largest and smallest gains in performance. The critical 
significance value for the T-Test using one tail with alpha at 0.05 isl.753.
Statistic Dataset
INRIA Lisbon PETS 2005
Mean 4 103 327
Standard Deviation 64 188 995
Maximum 142 673 3933
Minimum -68 -57 -100
TTest 2.491 -1.903 -3.300
The results presented in table 4.3.4.4 show that for the PETS 2005 dataset there has been a large 
percentage gain in peak performance. In absolute terms, however, this gain is more in line with 
other gains with an absolute increase in likelihood ratio of 110. Across all three datasets it can also 
be seen that there have been some large drops in performance. For example, within the PETS 2005 
dataset the largest decrease in performance has resulted in an almost complete loss of likelihood 
ratio performance. Overall the changes resulting from the use of proto-object classification to adjust 
saliency map activity have been positive. Whether this behaviour will result in a better attentional
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hit rate remains to be seen. It should be noted however that only results generated for the INRIA 
dataset are statistically significant according to the T Test used.
Within our experiments into proto-object based activity adjustment we have tested three different 
values of activity adjustment: 25, 50 and,75. Table 4.3.4.5 summarises, for each dataset, the number 
of occurrences in which each adjustment value has produced the peak hit rate. In total sixteen 
combination strategies have been examined; however, the number of adjustment values, per dataset, 
may exceed this number if more than one value has provided a joint peak performance.
The results presented in table 4.3.4.5 show that for the majority of cases the smallest activity 
adjustment weight has produced tlie best results. This suggests that any future investigation should 
probably explore a lower range of adjustment values to see if a superior performance can be 
obtained. Also in a number of cases the level of adjustment has not significantly influenced 
performance. There are several possible reasons for this finding; however, the most likely cause is 
that activation within the saliency map is at either very low or very high levels. As a result any level 
of suppression will either totally remove the activity present, or have no influence on it what so 
ever. Again, as in the case of all the parameter variables tested within our model, a greater range of 
values need to be tested in order to draw more concise conclusions.
Table 4.3.4 5: Number of instances in which each adjustment weight provided the top performing 
model in terms of hit rate for each preattentive proto-object based saliency adjustment strategy.
Adjustm ent W eight INRIA Lisbon Pets 2005
Pre Shape Pre Shape Pre Shape
25 14 15 16
50 3 4 2
75 5 5 0
We will now proceed to discuss our model's hit rate performance, firstly by examining the standard 
model, and then proceeding to investigate the effect proto-object information has had on results. 
Subsequently, we will investigate if there is a correlation between hit rate and likelihood ratio 
performance.
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As the initial input to each model variant are the same, and the way statistics are collected for each 
biased combination strategy are also the same, the only difference between model variants is the 
way in which they exploit the data provided to them. From the hit rate results presented in figure
4.3.4.2 it can be seen that no one biasing strategy has consistently generated performances 
exceeding all others. It can also be observed that there is some degree of variation in the best 
absolute performance across each dataset. Nevertheless, there is some consistency in the way 
biasing strategies perform relative to one another across the different datasets. For instance the 
BIN AVG, BIN NAVA, EXP AVG and EXP NAVA weighting strategies have proven to be strong 
targeting approaches for both the CAVIAR INRIA and PETS 2005 datasets in the standard model. A 
possible explanation of why there is not greater consistency may be that the appearance of different 
targets and viewing environments make some biasing strategies more favourable in specific 
circumstances. This implies that no one weighting strategy investigated is appropriate for all 
situations.
Mean Hit Rate per Combination Strategy Per Datset
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Figure 4.3 4.2: Graph presenting hit rates for the standard model variants for each dataset.
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The hit rate performance produced by the different biased combination strategies is an indicator of 
the training process's ability to generalise results, and of each weighting method's ability to integrate 
the activity based on this knowledge. In order that a target be reliably identified within a scene, it is 
necessary that we can differentiate that target from other stimuli. This requires the ability to identify 
the target uniquely via either a feature or combination p f features. If this requirement cannot be met, 
then there also exists a need to validate the source of stimuli at likely target locations, in order that 
distractors may be dismissed. To this end we have examined whether proto-object information, 
extracted from our standard model's saliency maps preattentively, can enhance the target 
discrimination. We have also investigated if this same information may be useful to validating 
locations attended.
The responses of all proto-object based methods explored are dependant upon the quality the of 
objects that they are provided, and their ability to describe those regions. For example, if target 
objects are only ever poorly segmented then it would be unreasonable to expect proto-object based 
processing to provide a good classification judgement. Based on the ground truth accompanying the 
data examined it is difficult to make an assessment of the quality of segmentation provided by the 
model in terms of its shape characteristics. We can however visually examine the type of proto­
object output provided by our model and a make a subjective judgement (see figure 4.3.4.3).
The proto-objects presented in figure 4.3.4.3 illustrate two different characteristics. In im aged two 
disjunct proto-objects have been produced, neither of which span the entire real world human target 
object. Conversely, in image B the majority of the real world object is within the proto-object area; 
however, the border of the real world object is not well followed. Both of these properties have 
resulted in inexact segmentation of the real world target object which is undesirable, but this does 
not mean that the proto-objects created are worthless. For example, properties of the proto-objects 
measured within our model, such as size, would still allow any very large or very small proto­
objects generated to be suppressed.
Another quality which influences the performance of proto-object classification is the nature of the 
target selected. If the target's shape is dynamic, altering significantly as it moves, or as the point of 
view changes, then the quality of the response provided by the classification processes used here 
will be reduced. All of these factors fundamentally affect the performance of model variants which
_ _
exploit proto-object based information. The ultimate measure of whether information about proto­
objects generated by our model has aided in the decision making process is the model's output. We 
will now examine results produced by these model variants, and try to build an understanding of 
how performance has been influenced by the use of proto-object information.
A B
Figure 4.3 4.3: Two example frames from the CAVIAR INRIA dataset together with proto-objects 
extracted using the NAVA AVG biasing method and an illustration of the information segmented 
within that object.
The preattentive use of proto-object information has increased performance, when compared to 
variants of the standard model, in the Lisbon datasets (see table 4.3.4.6). For all model variants for 
the INRIA and PETS 2005 datasets the use of proto-object information has resulted in a drop in hit 
rate performance. Despite this largely negative outcome, the fact that some gains in performance 
have been observed demonstrate that exploiting proto-object information to alter saliency map
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activity preattentively can be beneficial. As shown in figure 4.3.4.3 the quality of segmentation 
provided by binding activity within the saliency map can be poor. This combined with the fact that 
the proto-object descriptions used are crude, and the method of classification simplistic, suggest that 
future work on this topic may result in improved hit rates resulting from the use of proto-object 
information preattentivley.
Table 4.3.4.6: A comparison of hit rate performances between standard model variants and those 
subject to preattentive saliency map activity adjustment. Values represent the absolute change in 
performance resulting from activity adjustment.
Biasing Strategy111 111j i 1{! 1{1INRIA -26 -39 -39 -5 -32 -42 -42 -49 -30 -42 -42 -48 -34 -21 -21 -10Lisbon 5 -27 -27 -12 22 -16 -16 9 21 -16 -5 8 11 8 8 43PETS 2005 -18 -18 -18 -25 -14 -18 -18 -44 -15 -18 -18 -45 -21 -17 -17 -26
We will now proceed to compare the degree of variation in the best absolute performance across 
each dataset for standard and preattentive proto-object adjusted model variants (see table 4.3.4.7). 
For preattentive processing models in the Lisbon dataset, and the standard model in the PETS 2005 
and INRIA datasets, combination strategies which have used EXP or BIN at the conspicuity map 
generation stage, and AVG or NAVA combination strategies at the saliency map generation stage, 
have proven most successful. These strategies promote the top performing feature maps only during 
conspicuity map construction, and weight conspicuity maps relative to one another when building 
the saliency map. This suggests that each feature channel has useful information to contribute to 
targeting. Conversely, for the best performing standard model variant in the Lisbon dataset only one 
conspicuity map feeds activity to the saliency map. The fact that preattentive processing model 
variants have produced a joint top response along with the standard model for the Lisbon dataset 
suggest the overall benefit of this additional processing has been marginal. However, the fact the 
preattentive stiategies have increased performance for some combination approaches indicates their 
potential to increase targeting performance.
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Table 4.3.4,7: Top performing model variants per dataset. It should be noted that for the Lisbon 
dataset four model variants achieved the same top performance and for the PETS 2005 and INRIA 
two models produced the same top performance.
Dataset M odel Variant Best Hit Rate (%)
INRIA BIN AVG and BIN NAVA standard model 61
Lisbon AVG BIN and AVG_EXP standard model, BIN AVG and 
EXP AVG preattentive variants
56
PETS 2005 BIN_NAVA, EXP AVG and EXP NAVA standard model 57
An additional observation from the best absolute hit rate performance reported is that the use of a 
larger training set has not necessarily yielded significantly increased targeting performance. The 
best recorded hit rate performance for both the Lisbon and PETS 2005 datasets are similar despite 
the large difference in the size of the datasets. This suggested that the additional training examples 
provided have created little additional utility with respect to the models ability to generalise 
desirable targets. To confirm this suggestion, additional investigation is required in which different 
sized training sets are used to learn the properties of a target for the same dataset. Optimisation of 
the training process is an important topic and is proposed as a challenge for future work. This also 
suggests that the fact that the Lisbon dataset was trained and tested using two different views could 
have affected the model's targeting efficiency.
We will now proceed to investigate how the post-attentive validation, or classification, based model 
extensions perform. To recall, these versions of the model examine the proto-object locations 
attended within the standard model, classifying them as either targets or noise, using the vector 
space gathered during training and a KNN classifier. As with the preattentive proto-object 
classification, we have examined several values for K within our KNN classifier, here we present 
results for the value of K which has provided the best overall performance in each instance. Table 
4.3.4.8 details the classifier's accuracy for each combination strategy's attentional allocation 
process. Accuracy is defined as per equation 4.3.4, and is in essence a measure of a correct decision 
relative to all decisions made.
( True Positives-V True Negatives) 
( All Positives^ All Negatives )
(4.3.4)
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Table 4.3.4.S: A comparison of classification performance of locations attended based upon proto­
object information extracted as a percentage.
Biasing Strategy111{ W111I 11111i Î {
1Q
INRIA 77 44 45 44 47 66 66 38 51 66 66 38 58 70 70 71
Lisbon 85 78 79 80 71 84 84 87 71 84 84 87 79 89 89 87
PETS 2005 63 67 66 67 50 63 63 61 50 63 63 60 62 67 62 64
The results of classification for each dataset and combinations show variability, however, there are 
also some consistencies (see table 4.3.4.8). For example, it can be seen that classifier accuracy is 
consistently higher for the Lisbon dataset than for the other two datasets examined. It can also be 
observed that the same weighting strategy, NAVA_BIN, amongst others has provided the best 
combination strategy for classification in both the Lisbon and PETS 2005 datasets. Similarly, the 
EXP AVG and BIN AVG biasing strategies have both provided the worst combination strategies 
for the same datasets. The data also shows that results produced for the INRIA dataset are the most 
variable and contains the lowest six classification results.
We can speculate as to what may have contributed to differences in classification performance 
reported. Possible factors include: the quality of target segmentation, the ability of the classifier to 
generalise results, and the discriminatory resolution provided by the proto-object descriptions 
created. As discussed earlier, in the context of preattentive proto-object activity adjustment, the 
quality of segmentation provided by the binding process operating on our model's saliency maps is 
generally weak. As a consequence of weak segmentation, is that the classifier's ability to generalise 
results will be restricted. This may further be affected by the fact that our approach to describing 
proto-objects is quite basic. However, the same descriptive method has been used in all cases and 
this cannot account for the large difference in absolute performance. Therefore, we suggest one 
factor contributing to the variable levels of classification performance reported Isvariable 
segmentation quality. Despite this, in certain circumstances the quality of classification accuracy is 
quite high compare to other results, 89% for the NAVA BIN and NAVA EXP weighting strategies
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for the Lisbon dataset, suggesting the approach taken is not without merit. It should be noted that 
classification performance is dependant to some extent on attentional hit rate and this topic warrants 
further investigation on future work. For example, a classifier within a model which had an 
attention hit rate of 0 could always return non-target as a classification response and be completely 
accurate.
To develop an understanding of the quality of segmentation of proto-objects provided by the 
methods proposed in this work further analysis is required. Yet, it is possible to draw some basic 
conclusions. Results have shown that the use of this information preattentively can potentially 
increase targeting performance. However, our results generally show that the quality of the proto­
objects produced by our model combined with our primitive approach has limited performance. 
Further, results from post attentive classification of locations attended show this knowledge can be 
used to support validation. In future versions of attentional models, such as ours this information 
could be used to support an inhibition of return process or to redirect attention to achieve a superior 
attentional hit rate. As part of future work it will be of key importance to investigate how the 
activity within the saliency map may be enhanced to produce proto-objects with more accurately 
mirror there real world objects. Enhanced proto-objects should enable better classification
A final important aspect of this evaluation is to develop an understanding of the relationship 
between the mean likelihood ratio achieved for each saliency representation and its hit rate. To asses 
this relationship we calculate the level of correlation between the two values. Our hypothesis is that 
there is a correspondence between mean likelihood ratio and hit rate. Results of this evaluation are 
presented in table 4.3.5.9 where the critical significance value with an alpha of 0.05 is 0,497 
(derived from table R “Critical values for correlation coefficients” [Rohlf and Sokal 1995]). Any 
results above this significance value show there is a statistical correlation between likelihood ratio 
and hit rate beyond that which may be expect by chance.
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Table 4.3.4.9: Comparison of correlation results between the mean likelihood ratios and the hit 
rates for each type of model. For this calculation there is a critical significance value with an alpha 
of 0.05 of 0.497, greyed values are those which do not show correlation.
Dataset Standard Pre Shape
INRIA 0.22 0.98
Lisbon 0.86 0.95
PETS 2005 -0.26 0.78
The correlation results show that for models which use proto-object information preattentively there 
is a strong correlation between a saliency map's likelihood ratio and its hit rate. For the standard 
model, apart from when examining the Lisbon dataset, there are no significant correlations. In fact 
in one case there is a negative correlation. The strong results seen for the preattentive model 
variants which adapt the saliency map based upon learnt characteristics of target and noise activity, 
suggest to some extent the approach has succeeded. The results also suggest that the manner in 
which attention is allocated has potential for improvement. We will now continue the evaluation of 
our model by comparing its behaviour to that of competing models before concluding the main 
findings within this chapter.
4.4 External Comparisons
The advantage of using independent peer reviewed datasets is not only impartiality, but they also 
afford a resource through which the behaviour of competing strategies may be contrasted. In order 
to evaluate our model in a larger context, it is important to consider other works, comparing 
behaviour and performance. In this section we provide such an evaluation comparing the results 
produced by our model to other models which have investigated the same datasets. The remainder 
of this section is divided into four subsections. First we report results of our benchmark comparison, 
before proceeding to examine other works which have produced results using the same datasets. 
Each dataset investigated is discussed within its own subsection.
4.4.1 Benchmark Comparison
Central to our evaluation is a direct comparison made to results produced by an independent 
implementation of the computational model of visual attention presented in [Itti, Koch and Niebur
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1998]. We have run this implementation of their model, produced by the iLab team at the University 
of South California [iLab 2007], on the same data under the same conditions. The model is bottom 
up and has no training stage during which target features are learnt. Therefore, it has been run on 
each of our testing dataset alone. Table 4.4.1 compares results for the hit rate performance of the 
models segregating results from our model into standard and proto-object saliency adjusted model 
variants. Results are expressed as a percentage and represent the mean hit rate across the testing set.
Table 4.4.1: A comparison of hit rates, expressed as a percentage, produced by our benchmark 
model and the best performing examples of each of our model variants for each dataset investigated.
Dataset M odel Hit Rate as 
Percentage
INVT Standard Pre Shape
INRIA 36 61 31
Lisbon 38 56 56
PETS 2005 20 57 42
From the results reported in table 4.4.1 it can be seen that only in one case has the hit rate of the 
iNVT implementation of [Itti, Koch and Niebur 1998] exceeded the top performing model variants 
proposed in this work. In the best cases the performance of our model variants has more than 
doubled the hit rate of the bottom up approach. These results demonstrate the introduction of target 
specific specialisation through the introduction of target knowledge can have a significant effect on 
targeting performance. However, these results also suggest that a purely bottom up feature driven 
analysis of a scene can potentially identify targets of interest at a rate far exceeding change. 
Naturally, the choice of features investigated by the model has had a large influence on this 
targeting performance.
The results for the Lisbon dataset are particularly interesting to our evaluation, as results produced 
by our top performing standard model variant for this dataset is the lowest across all datasets. Yet, 
for the bottom up processing model this dataset has produced the best results. This suggests that the 
bottom up saliency of targets in this data is relatively strong and that the introduction of target 
specific knowledge has only slightly enhanced this. There are several possible reasons for this, but 
perhaps most likely is the training process used during which the properties of targets are learnt is 
inadequate. In the case of the Lisbon dataset clips of the scene are taken from two separate views.
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our training process did not differentiate between these two subsets and instead combined them into 
a single learning phase. This may have limited the model's ability to describe the targets within the 
scene.
4.4.2 Comparison of Results Produced for the CAVIAR INRIA Dataset
The CAVIAR INRIA dataset is a highly valuable resource to this investigation, not only because of 
its ground truth content, but also because of the number of state of the art detection and tracking 
systems which have published results for this data. An excellent example of this provided by [Hall 
et al. 2005], which compares six approaches to tracking and detection under the same conditions for 
training and testing. We will also compare the performance of our models to these results. The 
detection strategies compared in the paper will only be described briefly here, we direct the 
interested reader either to the source of the comparison [ibid] for details on parameters used, or the 
original scientific publications in which the systems were introduced for further detail.
The Basic Background Subtraction model (BBS) [Oliveira et al. 2004] operates by differencing the 
current view of a scene from a background representation. If a location's difference is greater than 
the model's threshold it is considered foreground. Connected component analysis is then used to 
group foreground activity into expected target regions. The background representation is kept 
current using a running average algorithm similar to that employed by our raw feature filter 
suppression mechanism (see section 3.2.2) adapting to changes in the background of the scene.
LOTS [Boult 2001] proposes a detection system which offers a novel approach to detecting human 
activity. Unlike the over strategies discussed in the context of this evaluation, here two background 
models are utilised in order to provide robustness against motion within the background itself 
[Boult, Micheals, Gao et al. 1999]. Another feature of this approach is that each location within the 
scene has dynamically controlled activation thresholds increasing tolerance to localised noise. In 
brief, the system operates by comparing the current input to each of the background models. The 
background model which shows the smallest difference for each pixel is noted. The smallest 
difference at each location is then thresholded, and quasi connected component analysis is 
conducted to split the output into target regions. The background model previously noted as 
producing the smallest difference at each location is then alone updated using a running average
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algorithm, and the thresholds modified based upon the results of region segmentation.
The Single Gaussian Model (SGM) [Wren, Azarbayejani, Darrell and Pentland 1997] builds a 
model of each pixel, comprising the mean and covariance of activity over a recent time period. The 
values of these two properties are established also using running average adaptation. At subsequent 
time steps the log likelihood of the difference between the background model and current activity is 
taken. The results of this calculation classify each location as either background or a foreground 
target location. The current activity at each location is then used to update the background model.
The Multiple Gaussian Model (MGM) is based on the work of Stauffer and Grimson [Stauffer and 
Grimson 2000]. This approach models the recent activation history of each pixel within a scene as a 
mixture of Gaussians probability distributions. At later time steps current activation is compared to 
the Gaussian distribution model for each location to determine whether the stimulation is likely to 
be a result of the background. If not then the location is marked as a foreground target location. The 
background model for each location is then updated to take into account the current activation.
The detection method introduced as part of W'* in [Haritaoglu, Harwood, and Davis 2000] models 
each pixel using three values: the minimum intensity, the maximum intensity and the maximum 
intensity difference between succeeding frames. The model is maintained and updated overtime and 
used to detect foreground regions. If the difference between current activity at a location and its 
modelled maximum or minimum activity is greater than the maximum inter-frame difference, the 
location is considered part of the foreground. The foreground representation is then further 
processed, first removing small regions of activity, the remaining regions are then further refined 
using morphological erosion and dilation filters and finally grouped into target regions.
The track architecture proposed in [Hall et al. 2005] suggests a means by which a traditional 
detection models may be augmented using Kalman filtering based tracking. The central premiss of 
the approach is to add a tracking module to detection systems to increase targeting performance. 
The example systems proposed extends the BBS model described above which itself provides a 
benchmark for this approach.
The experiments in which the above systems have been contrasted divide the CAVIAR INRIA
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dataset into a training and testing set of 14 and 13 clips respectively. The aim of the experiments 
was not to measure the tracking capability of each approach, rather, the evaluation focuses on 
grading performance in terms of target detection. As such, two statistics are produced for each 
strategy at each frame in the testing set; the true positive rate (see equation 3.4.1) and the false 
alarm rate or false positive rate (see equation 3.4.2). We have estimated results for each system from 
graphs presented in the external paper to the nearest 5% and compare these results to those 
produced by our own model variants in figure 4.4.2.1.
There are several caveats that should be noted in the comparison of results produced by variants of 
our model and those externally evaluated. First, although the same dataset has been examined the 
exact nature of the training and testing sets used in the external evaluation are not given; therefore, 
it has not been possible to directly replicate these conditions. The results presented for our 
approaches are based on the standard training and testing strategy discussed in section 4.2. Further 
as already mentioned the results from the external model have been read from the graphs presented 
for these systems remain approximate as no exact figures are given. Despite these factors we can 
still create a crude comparison of model performance for true positive rate and false alarm rates.
To aid in interpreting the results presented in figure 4.4.2.2 we will briefly describe the structure of 
the chart. There are three sets of results presented in the figure, at the bottom of the chart are results 
for the external models, above these are results for our standard model variant's saliency map 
averaged across all data. This is followed by results for our model variants that have used 
preattentive classification saliency enhancement. Results for post-attentive versions of our model 
have not been examined as the saliency map upon which they base their decisions is the same as 
that for the standard model.
For the statistical measures compared in figure 4.4.2.2 it is considered advantageous for a model to 
have a high true positive rate and low false alarm rate. Perhaps most apparent from the results 
presented in figure 4.4.2.2 is that all of the external models have a higher true positive rate than any 
of our approaches. However, in the cases of the LOTS and BBS models, their false alarm rate is 
also the highest seen for any of the approaches. Our model variants which have produced the 
highest hit rates have not produced the best target detection rates or smallest false alarm rates.
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Comparison of Selected Model TPR and FAR Rates
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Figure 4.4.2.2: A selected comparison of True Positive Rates (TPR) and False Alarm Rates (FAR) 
of our model variants and for the models compared in [Hall et al. 2005]. Values for the models 
tested in external evaluation have been estimated from charts presented to the nearest five percent. 
Within the labels used to describe our model variants PS stands for preattentively adjusted saliency 
map.
These results show that when measured by true positive rate and false alarm rate even the best 
performing of all of our model variants are not as adept as the majority of the external models 
examined. The external model whose performance has been exceeded by some of our model 
variants (the LOTS and BBS system) in terms of FAR, presents a relatively light weight approach to 
detection. Alternatively, the external models which have shown the best performances take a more 
sophisticated approach to identifying potential targets. Nevertheless, as discussed in section 4.3.5 
there is not necessarily a direct correlation between signal detection theory statistics and attentional
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hit rate. It may perhaps be of interest to future work in computational visual attention, to investigate 
whether attaching an attentional front end to one of these detection models produces a superior 
attentional hit rate.
4.4.3 Comparison of Results Produced for the CAVIAR Lisbon Dataset
To provide further external comparison we contrast results produced by our model, using the 
CAVIAR Lisbon dataset, to those reported in [Georis, Brémond and Thonnat 2007]. The externally 
reported results form part of an evaluation of a knowledge base controlled video understanding 
system, predominately designed for surveillance use. Here we briefly describe the systems before 
comparing results and draw conclusions. The reader interested in understanding the external system 
in further detail is directed to the original publication [ibid].
The video understanding system contains three subsystems: a set of video processing modules, a 
reasoning engine and a knowledge base. The video processing modules interpret low level physical 
properties of the visual input each focusing a specific tasks such as, segmentation, tracking and 
event recognition. The output of this visual processing provides input to and receives feedback from 
a reasoning engine, supported by the knowledge base, which combined operate to configure the 
system and respond to predetermined user requests. Such requests include configuring the system to 
detect certain human behaviours such as fighting. The contents of the knowledge base itself are split 
into three categories: goal orientated knowledge to aid in developing an understanding of a scene, 
environmental knowledge, and knowledge of the visual processing modules. Together these three 
components provide a sophisticated visual understanding system capable of recognising complex 
behaviours, and which may be specialised to a specific environment within a relatively short space 
of time.
The comparison presented here compares two different configurations of the above scene 
understanding system to the model variants described within this thesis. The Minimal Control 
System (MGS) uses a limited set of model criteria to specify a model; however, there is no detailed 
elaboration as to what these criteria may be. The second system considered, the Augmented Control 
System (ACS), contains additional model criteria compared to the MCS, which have been added
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after the model's performance has been initially evaluated for the current visual environment. The 
evaluation of the two systems presented within the paper reports results for the full 26 scene 
recorded within the dataset, but it is also not clear what data the scene based optimisation processes 
employed in ACS has used. For each of these models two statistics are reported, sensitivity which is 
equivalent to the true positive rate used in calculating the likelijiood ratio (see equation 3.4.1), and 
precision equation 4.4.3 (for definitions of hits and false alarms see table 3.4),
Precision = [True Positives) 4.4.3( True P ositivesF a lse  Positives)
We have produced these two statistics for our standard model variants using our CAVIAR Lisbon 
dataset and compared the results below. A direct comparison is not possible as the results produced 
in each evaluation are for different subsets of the same dataset (i.e. we had to use a proportion of the 
data for training). However, these results will provide a coarse comparison of model performance 
from which it should be possible to draw conclusions.
Table 4.4.3: A comparison of sensitivity and precision between models presented in [Georis, 
Brémond and Thonnat 2007] and selected variants of our model.
System Sensitivity /  TPR Precision
ACS 83 75
MCS 83 70
NAVA_AVG 27 74
NAVA_NAVA 28 71
BIN_AVG 17 72
EXP_NAVA 17 72
BIN_NAYA 17 72
EXP_AVG 16 73
From the results it can be seen that both external system's performance in terms of sensitivity 
exceeds all of our model variants; however, several of our model variant's precision rates surpass 
that of the MCS but not the ACS. What is our interpretation of this finding and what does it say 
about the performance of our model? The sensitivity measure informs us of the total percentage of 
target areas which has been identified; whereas, precision informs us of the percentage of assigned
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activity which has been correctly allocated to target regions. For a point based attentional allocation 
system, such as ours, it is far more important to have a high level precision than a it is to have a 
high level of sensitivity, it is our intention to direct attention towards a single point location. Our 
model has not been specifically designed to accurately segment target locations and this is borne out 
by the above low sensitivity rates. However, it has been designed to detect points within target 
locations, the precision rates of our top performing models suggests they are relatively efficient at 
doing this.
The results show that the knowledge provided to the MCS and ACS models, and their use of visual 
processing specifically designed for detecting human activity, has allowed them to become more 
specialised to the task being undertaken. Potentially, these two elements could be integrated within 
our attentional model also to further enhance performance. The comparable levels of precision seen 
between our model variants and the external models suggest they would produce a roughly equal 
attentional response based upon the point based direction process described in this thesis.
4.4.4 Comparison of Results Produced for the PETS 2005 Dataset
As part of their evaluation of the wave back algorithm, Porikli and Wren investigate its detection 
performance within the PETS 2005 dataset [Porikli and Wren 2005]. The wave-back system is a 
background modelling approach which treats each location as a cyclostatioanry random process. 
The main proposed advantage of the method is that it is able to distinguish between motion inherent 
to the background, such as moving trees, or an undulating sea, and the motion of a foreground 
objects. The behaviour of each location within a scene is modelled as a frequency coefficient of its 
locations activity history. Detection is facilitated through comparing the discrete cosine transform 
coefficients of the current frame to the recorded background coefficients producing a distance map. 
Distance maps over a set time scale are then fused, to reduce the prominence of trailing artefacts, a 
threshold is applied to the results to produce a set of possible foreground regions.
During experimentation using the PETS 2005 dataset, the location of the target marine craft is 
determined through identifying the maximum value in the distance map. The evaluation of this 
targeting estimate shown in figure 4.4.3 which records the number of detections within a set number 
of pixels from ground truth location of the target. For the purposes of comparison the authors
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compares several variants of their method against multi-modal and uni-modal background 
segmentation methods. There is not enough detail within the paper to understand the exact nature of 
the background models used for comparison; however, it may be assumed that they are similar to 
the single Gaussian model and multiple Gaussian model background models discussed in section 
4.4.1. The different variants of the wave back model tested use differing numbers of points in their 
discrete cosine transform algorithm.
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Figure 4.4.4: Detection results for the wave back model for the PETS 2005 dataset, with different 
numbers of points in its discrete cosine transform algorithm, compared against a multi and uni 
modal background subtraction models. The acceptance threshold measures the number of detections 
within that number of pixels from the ground truth bounding information, taken from [Porikli, F. 
and Wren 2005].
If we wish to compare results from the wave back system to those produced by our own model then 
we have to make some assumptions about the data used and the way results have been collected. It 
is not clear what data from within the PETS 2005 dataset has been used; therefore, for the purposes 
of being able to conduct a comparison we assume we have used the same testing data. Also, within 
the paper the estimates of target location are described as being the maximum value in the distance 
map which we assume to be a point. In their description of the evaluation of this estimate, the 
authors of the paper describe a targeting estimate as a detection if it is within the acceptance 
threshold of the ground truth. However, they do not elaborate as to whether this is from the centre
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point within the ground truth bounding information, or the total bounded ground truth area. Here we 
assume they mean from the ground truth bounding box, but we also compare our results to results at 
different acceptance thresholds. In table 4.4.4 we compare the results from our top three performing 
model variants for the PETS 2005 dataset to results estimated from figure 4.4.3, as little information 
is presented about the uni-modal and multi-modal background subtraction systems we do not use 
these results in our evaluation.
If we maintain our assumption that the acceptance threshold is the distance from the ground truth 
bounding region then we should compare our results to the smallest threshold for which results are 
available. In this case the smallest threshold for which we can read values is two (table 4.4.4). In 
comparing results at this threshold level, we can see that our top performing model variants have far 
out performed any variants of the wave back system. However, if we alter our assumption to judge 
that the acceptance threshold distance is from the centre of the ground truth region then larger 
threshold values have to be examined. To recall from section 4.2, many targets which occur within 
the PETS 2005 dataset are small; therefore, we have selected a relatively small acceptance threshold 
distance in our comparison. At a threshold distance of five pixels it can be seen that the performance 
of the wave back system has greatly increased. When compared to results for our best performing 
model variants, our models in general still possess a slightly superior performance in all but one 
case. If the acceptance threshold is increased yet again to ten pixels the detection performance of 
wave back increases, surpassing the performance of our best performing model variants in all but 
one case.
It is unclear from [Porikli and Wren 2005] exactly how they have produced their results, therefore, 
it is difficult to make a useful direct comparison. However, as we know that the size of most targets 
within the PETS 2005 is small, we can suggest our top performing model variants have a roughly 
comparable performance to the wave back system if acceptance threshold have been measured from 
target centres. Alternatively, if acceptance thresholds have been measured from bounding box 
information contained within the dataset ground truth, then it is clear that our model has produced a 
superior targeting performance. Irrespective of its targeting ability one major advantage the wave 
back systems has over any of our approaches is its computational efficiency, which is nearly always 
considered a serious issue in visual processing.
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Table 4.4.4; A comparison of detection results for the PETS 2005 dataset for the wave back system 
and our four top performing model variants for this data expressed as a percentage. Detection values 
for the wave back system have been estimated from figure 4.4.3.
Model A cceptance Threshold
2 5 10
BIN_NAVA 57 57 57
EXP_AVG 57 57 57
EXP_NAVA 57 57 57
BIN_AVG 56 56 56
Wave Back 16 0 35 76
Wave Back 32 0 42 76
Wave Back 64 2 35 69
Wave Back 128 3 20 57
4.5 Discussion of Resuits
Our approach to learning the properties of targets has placed an emphasis on maintaining a 
relatively lightweight model, using just a few features, and a simple method for eliciting knowledge 
to the model. We have explored several different methods for exploiting information extracted from 
the visual environment; however, none has proven significantly adaptable to all situations. It would 
seem that in future work a new approach is required, one which offers a more detailed analysis of 
the available information on which it bases its targeting decisions. In spite of this short coming, 
some of the model variants presented within this work have produced relatively good targeting 
results, especially if we consider the visual complexity of some of the scenes investigated.
It is also important to consider results produced by our model in the context of other detection 
systems. We have shown through comparison with the model of visual attention presented in [Itti et 
al. 1998] that the introduction of top down knowledge can significantly increase targeting 
performance. Our top performing model variants have increased attentional hit rate by nearly 50%. 
Additionally, we have compared the performance of our model of visual attention to other detection 
methods proposed by the computer vision community. We have seen that based upon the 
performance measures, that the top performing computer vision models can outperform our
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approach. However, many of these models are highly specialised to one targeting environment, and 
it remains to be seen if they are adaptable to detecting different types of targets under different 
conditions. Although the evaluation of our model has not extended to meeting this challenge either, 
results produced for similar systems [Navalpakkam and Itti 2006a; Frintrop, et al. 2005a] suggest 
similar likely levels of performance when compared to our model.
To summarise, we have proposed what may be considered a top down attentional model, which 
through a learning process may be specialised to detect certain types of targets. Proposed 
innovations have provided interesting results. Perhaps most notably is the introduction of stimuli 
adaptation which has shown considerable gains in targeting performance. Our exploration of 
strategies for the biased combination of separate representations has shown that no one strategy is 
optimal for all situations, and that this topic requires further investigation. We conclude by 
providing a visualisation of the information contain within the model at each stage of processing see 
figure 4.5.
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5. Summary
This thesis has presented a basis by which visual attention may be directed towards predetermined 
targets. Attention is considered an important control in vision systems, directing limited 
computational and sensory resources towards interesting locations within a scene. This strategy 
offers a means for managing the potential complexity of a visual environment, whilst at the same 
time extracting enough useful information to support a larger decision making process. Our 
exploration of this topic has examined how the properties of a target object may be learnt, and later 
exploited to bias response towards likely target locations. Further investigation has also considered 
how within our model the saliency of a target may be increased, by means of noise suppression and 
signal enhancement. We have sought to build on previous computational approaches asking how 
discrimination performance may be improved.
Psychological and biological research provides insight as to the nature of attentional mechanisms in 
the brain, from which we have also drawn inspiration in the development of our own model. The 
strategy adopted within this thesis may be considered an extension of the notion of visual attention 
as two stage process, as proposed by several psychological theories. In the first stage, a visual input 
is decomposed via an ensemble of feature filters. The succeeding second stage, combines the results 
of the preceding processing, forming a single saliency representation, from which attention is then 
directed. Such an explanation of visual attention may not be biologically plausible; nevertheless, it 
remains appealing due to its simplicity, and its ability to explain a proportion of human visual 
search data.
The model described here proposes several augmentations to [Itti, Koch and Niebur 1998]. Our 
intention has been to extend this bottom up, feature drive, approach so that it may exploit top down 
knowledge of targets. We have drawn inspiration from other similar models including 
[Navalpakkam and Itti 2006a; Frintrop et al. 2005a] asking how elements of their attentional 
strategies may best be combined. Additionally, we have also ask how further novel concepts may be 
integrated within our model to enhance targeting perfonnance.
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5.1 Contributions
Towards answering the challenges posed in this thesis we believe the have made several original 
contributions. In this section we summarise what we believe are the major contributions and discuss 
their significance. We will also briefly discuss how and why each contribution has effected model 
behaviour. In the subsequent section we will examine areas of the model which have been identified 
as requiring further investigation.
We have investigated how properties associated with neuronal behaviour may be capitalised on to 
increase model efficiency. Similar to some feature sensitive neurons in biological systems, feature 
filtering conducted by our approach exhibits a stimulation adaptation characteristic. This 
characteristic favours locations which show emergent stimulation, modifying activation to make 
most salient those locations which show the greatest positive activation contrast. We have shown 
that for the moving targets investigated within this thesis, stimuli adaptation can make a significant 
contribution towards targeting performance. We have also discussed how this mechanism may 
remain applicable to static targets through the adaptation of its fatiguing rate.
The idea of response activation thresholds, learnt through training, has also been integrated within 
our model. The inclusion of these simple behaviours has provided a potentially powerful means for 
further differentiating targets. Our extended treatment of results of centre surround processing, 
above that given in [Itti, Koch and Niebur 1998], has also shown how the model's ability to 
differentiate signal from noise may be enhanced.
We have also provided a detailed analysis of four different weighing methods resulting in a total of 
sixteen different model variants. Additionally, we have explored the idea of exploiting proto-object 
information extracted from the saliency map representation. We have put two opposing theories to 
the test: one of which suggest object information is available preattentively [Humphreys et al. 
2000], and the other which states that attention is required to aid in binding previously separate 
features into unitary precepts [Treisman and Gelade 1980]. Our results have shown that both 
approaches can potentially aid in the detection task dependant on the nature of the data examined. 
This finding is also mirrored in our evaluation of biasing strategies; no one approach was found to 
consistently produce top results. Rather, the performance of each strategy was dependant on the
data examined and the intended use of information contained within the saliency map (allocation of 
attention, preattentive proto-object information extraction or post-attentive location validation).
Variants of the model proposed within this work have compared favourably to other detection 
models proposed within the literature. In direct comparison to our benchmark model [Itti, Koch and 
Niebur 1998] we have seen increases in detection performance of nearly 50%. This demonstrates 
the value of specialisation within the model, with results comparable to other similar top down 
models reported in the literature [Navalpakkam and Itti 2006a]. When contrasted with target 
detection models presented in the computer vision literature, model variants proposed in this thesis 
have shown good performance. When compared to six contemporary vision systems, which have 
also investigated the CAVIAR INRIA dataset, our best performing model variants was slightly 
weaker than the majority of the competitors. When compare to similar systems using the PETS 
2005 dataset our top performing model variants performed favourably. Finally, when compared to a 
sophisticated detection system, which has also explored the CAVAIR Lisbon dataset, our top 
preforming models have shown a comparable level of precision.
One important consideration that should be noted during these comparisons, is that the majority of 
the systems used for comparison are highly specialised. That is, they are designed for a single task 
alone. The system proposed within this thesis is highly general and can be specialised to certain 
tasks, and hence is potentially capable of detecting a wide range of possible targets. In evaluations 
of models with similar architectures, such as [Navalpakkam and Itti 2006a], similar detection results 
have been reported for static images and targets when compared to our model of a hit rate of around 
50%. Very few of the background subtraction models to which we have compared our model would 
be able to detect targets in such cases.
5.2 Future Work
The investigation of visual attention presented within this thesis has attempted to address important 
issues; however, there remain many unanswered questions which require further study. Primarily 
amongst these are the targeting efficiency of the model and its ability to explain human behaviour. 
Although we have attempted to interpret the available scientific evidence in developing our model, 
our understanding of biological vision systems still remains incomplete. Further, scientific theories
which attempt to explain visual attention are often contested and disputed. Therefore, until we 
obtain a better understanding of our own visual system, we will not be able to replicate its 
behaviour. Nevertheless, there still remains considerable room for improvement in our model even 
without a complete understanding of biological vision. We will now discuss elements of our model 
which we believe warrant further investigation.
Our model's ability to differentiate a target's signal from noise is dependent on its ability to describe 
and recognise that target. Thus, the choice of initial features to be filtered is of great importance. 
Here we have investigated the feature filtering strategy proposed in [Itti et al. 1998], which we have 
also extended to include a primitive approach to exploiting shape information. However, there is no 
reason why other features may not also be filtered. Future work should seriously consider this point 
and explore how potential targets may be better described. A warning when developing feature 
filters, as our results have demonstrated, is it is important that the filters used are able to provide a 
suitable resolution of discrimination, exemplified by our approach to colour filtering. Without a 
suitable level of discriminability in filter output its targeting value will be very limited.
The exploration of how proto-objects may be extracted from saliency representations and used to 
aid in target discrimination has provided some interesting initial results. We have demonstrated that 
information extracted at this stage can potentially support the targeting decision making process 
despite the simplicity of our approach. Future work should look to build on this, investigating how 
proto-objects may be better derived, described and classified to provide a more robust performance. 
Of significance importance is the quality of segmentation provided by the saliency map, as can be 
seen from figure 4.5, the quality of segmentation provided by our model is at best limited.
Our empirical evaluation of the adaptation process introduced has demonstrated its value to target 
discrimination. However, the mechanism proposed is basic and perhaps a more sophisticated 
approach to suppressing activity may produce better results. To achieve this the principle of 
adaptation may be taken in two directions. It may be interesting to examine how a process which 
more closely imitates the biological process described in section 3.2.2 behaves. A second possible 
approach would be to investigate background subtraction techniques as many operate using similar 
principles as our suppression mechanism.
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Inhibition of return, a process utilised in [Itti, Koch and Niebur 1998],‘was rejected in it proposed 
form by our model. We consider the mechanism in this form too primitive and indiscriminate. A 
more sensitive mechanism, guided by better visual evidence of a location's appropriateness would 
undoubtedly be a useful tool. A classifier directed to a location, for example as in [Mitri, Frintrop, 
Pervolz et al. 2005] could be used to provide feedback to the model.
A further model parameter which remains crudely tuned within our model are the values for 
activation thresholds used. Our investigation has only examined five possible thresholds at each 
juncture. This by no means optimises the solution, and it is acknowledged a more powerful and 
sophisticated strategies for solving this problem exist. Again, in future work optimisation of these 
parameters may lead to significant increased performance at relatively little additional cost.
The measure used to assess a process's target differentiation capability, the likelihood ratio, is not 
necessarily the ideal statistical measure. To recall from equation 3.4.3, the likelihood ratio is defined 
as the true positive rate divided by the false positive rate. In this form the true positive rate and false 
positive rate are considered equally important; however, this may not be the most appropriate way 
to define the target. For example, within the model there may be different costs associated with 
making different types of errors. This assertion is supported by our finding that in some cases there 
is not a positive correlation between saliency map likelihood ratio value and hit rate. We have not 
explored this issue in detail within this thesis; however, this may be an important factor in training. 
Potentially, this may be a relatively inexpensive approach to increasing performance and requires 
further investigation. Another issue ignored by the likelihood ratio approach is the level of 
activation at each location, as it merely classifies activation as in a target region or not. For saliency 
based attentional models such as ours, were attentional is guided to locations of peak activity this is 
clearly an important source of information. We will now proceed to interpret how the use of pro­
object information has effected model performance.
An additional issue with the learning processes proposed within this thesis are based upon a simple 
averaging strategy. The performance of representations to be combined is measured using the 
likelihood ratio across a series of training frames in which target locations are known. The result of 
this measurement for each representation, across all training frames, is then averaged to give a 
single value symbolising each representation's ability to differentiate the target. This value for each
representation is then used as input to each biasing strategy. This approach to describing a 
representation's observed target discrimination functionality disregards a large amount of potentially 
valuable information in order to maintain the simplicity of the model. It is questionable if reducing 
the targeting characteristics of a representation over an entire training set to a single value 
encapsulates enough information to adequately describe its behaviour. For example, no detailed 
consideration is given to how feature co-occurs over space and time with a representation or the 
complexity of the target investigated.
Finally, there are several performance based considerations that should be tackled in future work. 
Primarily of which is the time taken to train the model which is excessive. Currently each variable 
at each stage in the model has to be tuned in turn incrementally, there is a clear need for this process 
to be improved. There is also scope for increasing processing performance during the detection 
stage where there is the potential to disable elements of the model which contribute marginally if at 
all to it ultimate performance.
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