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1. INTRODUCTION 
The Cebylev polynomials, originally introduced in connection with 
approximation theory (see [8; 10, pp. 2435]), have since manifested their 
importance in many other areas (for one of these, see [7, pp. 215-2181). In 
1964, Adler and Rivlin [l] showed that the Cebygev polynomials, or more 
precisely, their restrictions to certain real intervals, are measure-preserving 
and (strongly) mixing with respect to an appropriate absolutely continuous 
measure. In this paper, we explore some of the consequences of these results. 
These consequences, which are particular examples of more general 
results (see [3]), are of interest by virtue of the extreme simplicity of both 
their mathematical and possible physical realizations. Thus, for example, 
the quadratic CebySev polynomial naturally associated with the interval 
[-2, 21 is x2 - 2. Now one could easily construct an electrical “black box” 
that would convert an input of x volts (with -2 ,< x ,< 2) to an output of 
~2 - 2 volts with high accuracy. Cascading identical black boxes in series 
then corresponds to iterating the polynomial, and one result of this will be 
that a sufficiently long cascade will act as a rather peculiar amplifier, e.g., 
if the input voltage fluctuates then the output will also fluctuate, and ap- 
parently quite wildly. Investigation shows, however, that the output fluctua- 
tions are in a definite sense completely regular but independent of the input. 
In particular, the output fluctuations have a fixed distribution, with a mean 
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value of 16/lr2 = 1.6211389... and a mean square value of 4. Moreover, the 
same distribution will apply to every Cebygev polynomial of degree >2: see 
Section 5, and Theorem 10 in that section. 
But one need not construct actual black boxes: Access to a digital computer 
will do. In Section 6, we describe some computer runs that strikingly confirm 
the expectations of the last paragraph. 
Recurrence, while not quite as amenable to direct numerical investigation, 
is also easy to study for Cebygev polynomials. In Section 3, we define three 
distinct types of recurrent behavior. The second of these, which is the type 
originally introduced by PoincarC and is still by far the most widely discussed, 
especially in physics, holds for CebySev polynomials by virtue of the fact that 
they are measure-preserving (Theorems 4 and 5). However, we regard the 
third type (“coherent recurrence;” see Definition 6) as being of at least 
equal physical significance, and this type of recurrence fails for CebySev 
polynomials (Theorem 7). Indeed, there is considerable evidence (see 
Theorems 6 and 8) to support a conjecture that no mixing transformation can 
exhibit coherent recurrence. (Added in proof: This conjecture has been 
proved by R. Rice of the University of Massachusetts.) In this connection, 
see also the discussion at the end of [3]. 
Preliminary versions of some of the results in this paper have appeared in 
[4]. Further results about the iterative properties of CebySev polynomials 
will appear in [9]; these include the fact that some of these polynomials, 
including those of degrees 2, 3, 6, 11, 14, 15, 34, 39, 47, 58, 59, 66, 83, 86, 
87, 95 (and possibly infinitely many others), have no fractional iterates 
whatever. Hence, a black box for .x4 - 2 cannot itself be realized as a cascade 
of identical black boxes. In fact, as is shown in [9], the same statement 
applies to all quadratic polynomials (with the possible exception of those in a 
set of first category) when these are considered in the entire complex plane or 
appropriate invariant subsets of the plane. 
2. PRELIMINARIES 
Known results will often be stated, without proofs, as lemmas. Throughout 
this paper we shall denote the domain of a function f by Domf, and the 
range off by Ranf. We shall call a function f a restriction of a function g 
(and g and extension off) if Domf is a subset of Dom g and f(x) = g(x) for 
all x in Dom J The composite of 2 functions f and g will be denoted by 
f 0 g. Thus, Dom(f 0 g) is the set of all x such that .r is in Domg and .f(.x) 
is in Domf, while 
(f il kw = fkW, for all x in Dom(fc g). (2.1) 
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For any positive integer n, the nth iterate of a functionf will be denoted by 
f”. Thus 
fl = f and f’l+l = f”of, for all positive integers n. (2.2) 
We extend this notation to f 0 by setting f O(x) = x for all x in Dom f. 
If S is a subset of Dom f, then the (direct) image of S under f, i.e., the set 
of ally in Ran f such that there exists an x in S with f (x) = y, will be denoted 
by fS. Correspondingly, for a subset B of Ran f, the inverse image of B under f, 
i.e., the set of all x in Dom f such that f (x) is in B, will be denoted by f -‘B. 
For 12 3 2 we shall usually write f -“B instead of (f n)-lB. It follows readily 
that for all positive integers m, II we have: 
f”(f “S) =fnl+q, f-“(f -nB) = f-“-n& (2.3) 
whenever S is a subset of Dom f m+a nd B is a subset of Ranf”+“. Further- 
more, we have: 
B = f”(f -“B) (2.4) 
for all subsets B of Ran f n; but in the other direction, the most we can 
assert is: 
SCf-“(f “S), (2.5) 
for subsets S of Dom f n. If S, and S, are subsets of Dom f 11, we have 
f”(S, n S,) Cf”S, l-lf”S2, Q-6) 
with inclusion; while for subsets B, and B, of Ran f ‘I, we have 
f -“(B, n B?) = f -“B, n f -“B? , (2.7) 
with equality. 
DEFINITION 1. The polynomials Cp, are recursively defined via: 
CP&) = 2, CPl(4 = 2, for all complex z; @-8) 
CPn+1(Z) = ZCP&) - CPn-I($ for 71 >, 1, all complex a. (2.9) 
It follows that for n > 1, Cp, is a manic polynomial of degree n, with 
Cp,(z) = z2 - 2, Cp,(z) = 23 - 32, Cp,(z) = zl - 42 + 2, etc. The 
polynomials Cp, are CebyHev polynomials, but corresponding to the interval 
r-2, 21 instead of the more usual interval [-1, 11. All versions of CebyHev 
polynomials are related to one another by linear transformations: in particular, 
for any x, the value at z of the “standard” Cebygev polynomial of degree n 
is +Cp,(2z). 
DEFINITION 2. For any nonnegative integer 1z, the function C, is the 
restriction of Cp, to the closed real interval [-2, 21. 
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LEhIMA 1. For all nonnegative integers n, zce have: 
C,(x) = 2 cos(n arccos(x/2), for all x in [-2, 21; (2.10) 
and for all positive integers n, the interval [-2, 21 is invariant under both 
Cp, and C, . 
LEnrnrA 2. Let m and n be nonnegative integers. Then 
CP, a CP, = CP, o C’P,,, = CP,,. 9 (2.11) 
c,, 0 c,, = c, 0 c,, = c,,,. . (2.12) 
If m 3 1, then 
Q,” = cp,,, and ,L 
c’ ,il _ c ,LII, . (2.13) 
Note that it is not possible to extend (2.11) or (2.12) to nonintegral values 
of m and n. More specifically, it is shown in [9] that if n is any integer 32, 
then there does not exist any family of functions (fa} such that: 
(i) fa is defined for every real number OL > 1; 
(ii) J, 0 fe = f& , for all real (Y, /3 3 1; 
(iii) either fn = Cp, or fn = C, . 
In fact, this property of nonembeddability into (one-sided) “flows” is 
valid not only for CebySev polynomials, but for all polynomials of degree 32, 
when considered either in the entire complex plane, or on appropriate 
invariant subsets of the plane. 
DEFINITION 3. Let n be a fixed positive integer, and m an integer satis- 
fying 0 < m < n. Then we set 
x,(m) = 2 cos(m/n)7r, (2.14) 
and for 0 < m < n - 1, we denote the closed interval with endpoints s,&(m) 
and ~,(m + 1) by I,(m). For 0 < m < n - 1, and 01 any number in the 
interval [-2, 21, we set: 
x,(m; o) = 2 cos(m/n)77 + (I/n) arccos[(- l))‘1(a/2)]. (2.15) 
LEMMA 3. For n > 1, the function C, maps each of the intervals I,(m), 
0 < m < n - 1, in a continuous and strictly monotone (hence, one-to-one) 
manner onto r-2, 21; the mapping is strictly increasing if m is even, strict<?! 
decreasing if m is odd. If OL is any number in [-2, 21, then x,(m; a) is in I,(m) 
for each m; and if OL # *2, then x,(m; a) is in the interior of In(m), and the n 
numbers x,(m; a) are all distinct and form the complete solution set of the 
equation C,(x) = (Y. 
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LEMMA 4. Let n be a fixed positive integer, and I a subinterval of [ -2, 21 
with endpoints 01, t!? (I need not be closed). Then C;lI is the union of n non- 
overlapping intervals. If the n intervals are numbered 0 to n - 1 from right to 
left, then the mth interval is a subinterval of I,(m) and has endpoints x,(m; 01), 
4m; 8). 
3. RECURRENCE 
In this section we shall distinguish three types of recurrent behavior, and 
see to what extent the functions C, exhibit each type. The first, and simplest, 
is exact recurrence, which we introduce via: 
DEFINITION 4. Let f be a function with Ranf = Domf. A point x in 
Dom f is exactly recurrent under f if there is a positive integer m such that 
f”(X) = x. 
Clearly, an exactly recurrent point is nothing more than a fixed-point of 
some iterate off. Such points are also sometimes called cyclic points, or $xed 
points of higher order off (cf. [7, p. 141). 
THEOREM 1. Let n be an integer 32. Then the set of points in [-2, 21 
that are exactly recurrent under C,, is dense, but only countably infinite. 
Proof. Evidently, we need only determine the fixed-points of C,“” for 
each m > 1. By (2.13), these are the fixed-points of C,, , i.e., the points x 
such that 
q”,(x) = N. (3.1) 
But since C,, is a restriction of a polynomial of degree nm, the Eq. (3.1) can 
have at most nnz distinct roots. In fact, (3.1) h as exactly nnz roots, as it follows 
from Lemma 3 that for every integer p > 2, there is a distinct fixed-point 
of C, in each of the intervals I,(q), 0 < 4 < p - 1. Since the set of exactly 
recurrent points is the union of a countable collection of finite sets, with 
the mth set containing n”’ points, we see that the recurrent set is countably 
infinite. 
It only remains to show that the set is dense, i.e., that every subinterval of 
[-2, 21 of positive length contains an exactly recurrent point. But this will 
follow at once if we can show that for every interval of length I > 0, there is 
an m > 1 such that the interval contains one of the sets I,,,,(q). Now from 
Definition 3 and the mean value theorem, it follows that for any p > 1, the 
maximum length of the subintervals I,(q) is not greater than 277/p. Hence, an 
interval of length E is certain to contain at least one 1,,(q) as soon as (2n)/nn < 
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l/2, i.e., as soon as m exceeds log(47r/1)/log 71. Thus, the proof of Theorem 1 
is complete. 
To investigate the other types of recurrence, we define a measure on the 
set [-2, 21 as follows: The function ,4 defined on [-2, 21 via: 
-d(s) = + arccos (- $) = 1 - L arccos + 
7T 
(3.2) 
is continuous and strictly increasing, with L-1(-2) = 0 and -J(2) = 1. Hence, 
A induces a probabilit_z~ measure P, on [-2, 21 via: 
for each measurable subset S of [-2, 21. We shall call P, CiebySev measure. 
It follows from (3.2) and (3.3) that CebySev measure is absolutely con- 
tinuous, and in particular, that every subinterval of [-2, 21 is PC-measurable 
and every point in [-2, 21 has PC-measure 0. Hence, we can state the 
following: 
THEOREM 2. The set of points in [-2, 21 that are exactly recurrent under 
C, for n >: 2 is a dense set of PC-measure 0. 
Let I be a subinterval of [-2, 21. S’ mce each C,, is continuous, the image 
CJ of I under C, is also a subinterval of [-2, 21. From Lemma 3, (2.10) 
(3.2) and (3.3) we now obtain: 
LEnt%tA 5. For a fixed positive integer n, we have 
P,(Z,(m)) = l/q for 0 < m < n - 1. (3.4) 
lllore generally, if Z is a subinterval of one of the intervals ZJm), then 
OY equivalently, 
pm = (v-9 Pc(C,J), (3.5) 
P,(C,Z) = nP,(Z). (3.6) 
Upon combining Lemmas 4 and 5, we obtain: 
LEMnr.\ 6. Let n be a positive integer, and S a subinterval of [--2, 31. Then 
Cil.9 is P,-measurable and we have: 
P,(cyS) = PC(S). (3.7) 
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The following theorem is both well known, and a consequence of a later 
result (Theorem 9); nevertheless, we feel it worthwhile to present a brief and 
essentially self-contained proof. 
THEOREM 3. Let n be a positive integer. Then C,, is measure-preserving 
with respect o P, , i.e., the conclusion of Lemma 6 holds not onto for intervals, 
but for arbitary PC-measurable subsets of [-2, 21. 
Proof. To begin with, suppose S is a union of a finite number, m say, of 
pairwise disjoint intervals I1 ,..., I,, . Then the sets C-,‘Ir ,..., C;‘lna are 
pairwise disjoint, for if, e.g., C’,‘lr and C;i1, had a point in common, then so 
would Ii and 1s . Since C;lS is the union of the sets C;‘li ,..., C;‘l,,, , it 
follows that C;lS is PC-measurable and Pc(C;lS) = P,(C;lII) + ... + 
P,(C;‘I,,). But S is PC-measurable with P,(S) = P&) + ... + P,(I,,,). Upon 
applying Lemma 6 to I1 ,..., I, , we obtain (3.7). 
Now the complement, relative to [-2,2], of a finite union of pairwise 
disjoint intervals is either empty or a set of the same type, and the same holds 
for the intersection of 2 such finite unions. Thus, the conclusion of Lemma 6 
holds for all sets in the field generated by the subintervals of [-2, 21. An 
appeal to a standard result (e.g., [2, Theorem 1.1, p. 41) now completes the 
proof of the theorem. 
We introduce our second recurrence concept via: 
DEFINITION 5. Let P be a probability measure defined on a u-field of 
subsets of a set Q, and let f be a function with Ran f C Domf = Q. A 
P-neighborhood of a point x in Q is a set of positive P-measure containing x. 
A point x in Q is a PoincarP-recurrent under f if for every P-neighborhood 
N of x there are infinitely many distinct positive integers m such that f”(x) 
is in N. (Note that in the usual situations, Q is endowed with a topology under 
which every open set has positive P-measure. In such situations, the word 
“P-neighborhood” in Definition 5 may be replaced by “neighborhood”.) 
There is a standard result for Poincare recurrence (cf. [5, p. lo]) which 
we state as: 
LEMMA 7. If the function f of Definition 5 is measure-preserving with 
respect o P, then almost all points in Q are Poincarkecurrent under f. 
On combining this result with Theorem 3, we immediately obtain: 
THEOREM 4. Let n be a positive integer. Then there is a subset J2, of r-2, 21, 
with P,(O,) = 1, such that every point in Qn is PoincarCrecurrent under C, . 
It is possible to extend Theorem 4 to include simultaneous recurrence of 
finite sets of points by bringing in the notions of product measures and 
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product transformations. Omitting most details, the procedure is the follow- 
ing: Taking the standard facts concerning product measures (such as may be 
found, e.g., in [6, Sect. 6.21) for granted, we denote the r-fold product of a 
probability measure P with itself by P (7). Correspondingly, for a function f 
with RanfC Domf = Q, the function f(*) is defined by: 
Domft’) = Q, 
i.e., Dornf”) consists of all ordered r-tuples of elements of R; 
fY% ,..., 4 = (f(~1),...,fW)~ for all (.ur ,...? So) in Qr. (3.9) 
Now it is not difficult to show that if f is measure-preserving with respect to P, 
then f or is measure-preserving with respect to P cp) for each positive integer Y. 
Hence, we can assert: 
THEOREM 5. Let n and Y be positive integers. Then there is a subset .Qr) of 
1-z 21’7 with P~“(Q~‘) = 1, such that every r-tuple in Srf’ is Poincar& 
recurrent under Cr). 
Now the notion of PoincarC recurrence, which originated in connection 
with problems in physics (specifically, in celestial mechanics), has one 
peculiarity from a physical point of view: The x that is said to be recurrent 
is a point, which means that in principle it must be known exactly. Yet the 
recurrence itself is inexact; “near misses,” so to speak, count as recurrences 
and in fact, as a comparison of Theorems 1 and 4 shows, are in general 
overwhelmingly preponderate. Hence, one may ask: If inexactness is per- 
mitted in the “outcome” (recurrence), why not in the initial situation; i.e., 
why not investigate the recurrence of a whole set of points, simultaneously? 
Such considerations lead us to our third type of recurrence, which deals with 
sets rather than individual points, and which we call coherent recurrence. 
There is a difficulty at the outset: What should we mean when we say that 
a set 5’ recurs ? To be specific, let us say that f, Domf, and P are as in 
Lemma 7, and that 5’ is a P-measurable subset of Dom f with 0 < P(S) < 1. 
To demand that f”S = S for some m 3 1 is probably too restrictive; the 
most once can reasonably expect is that the intersection S n f “S should not 
be empty, and indeed should be a fairly considerable part off “‘S. The last 
condition presumably means that P(S n f”S) > aP(f ““S) for some ap- 
propriate 0~. What 01 is appropriate ? 
A clue toward answering the last question is provided by the following 
consideration: If S and fmS were independent sets in the sense of probability 
theory, then we would have 
P(Snf”S) = P(S)P(f”S). (3.10) 
409/54’3-*o 
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Hence, if we are to speak of recurrence, then at the very least we should do 
better than (3.10). A ccordingly, we make the following: 
DEFINITION 6. Let f be a function with Ranf c Dom f. Let P be a 
probability measure on Dom f such that, for any P-measurable subset S of 
Domf: (i) fS is P- measurable, and (ii) P(fS) > P(S). Let S be a P-measur- 
able subset of Dom f with 0 < P(S) < 1. Then S is coherently recurrent 
under f if there is a E > 0 such that the inequality 
P(S nff”S) 3 (P(S) + l ) P(f “S) (3.11) 
holds for infinitely many distinct positive integers m. 
Note that condition (ii) in the definition, which is put in to eliminate various 
trivial complications, is not particularly restrictive. For if f is measure- 
preserving and satisfies (i), then P(fS) = P(f -*(fS)) 3 P(S) by virtue of 
(2.9, so f satisfies (ii). 
Coherent recurrence is exhibited in various situations. Perhaps the simplest 
nontrivial example is obtained by taking f to be a rotation of a circle through 
a fixed angle 0. In this case, regardless of whether 0 is a rational or irrational 
multiple of 2n, every measurable set of positive measure on the circle is 
coherently recurrent under f. 
On the other hand, we have: 
THEOREM 6. Let f and P be as in Definition 6. Let S be a P-keasurable 
subset of Domf such that 0 < P(S) < 1 and 
ii- P( f 5s) = 1. (3.12) 
Then S is not coherently recurrent under f. 
Proof. Let E > 0 be given. By (3.12) there is an integer m, such that 
P(S) 
P(fV > P(S) + E 9 for all 112 > m, 
Hence, for any m > m, we have: 
(p(s) + 4 p(fV > (p(S) + 4 p(Z$ E = p(S) 2 p(S n f*S), 
It follows that (3.11) can hold only if m < m, ; i.e., for at most finitely many 
integers. This is for our given a; but since E is arbitrary, the theorem is 
proved. 
Returning to the interval [-2, 21 and the measure P, , let n be an integer 
>2. If Z is a subinterval of [-2, 21 and P,(Z) > 2/n, then Z must contain 
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(the interior of) at least one of the intervals I,(m). If l/n < P,(I) < 2/n, 
then I either contains (the interior of) one I,(m), or overlaps two adjacent 
IJm)‘s without containing either. If P,(I) < l/n, then I is completely 
contained in either one I,(m) or 2 adjacent 1,(m)‘s. An appeal to Lemma 5 
now yields: 
Lmnw 8. Let n be a $xed integer >2, and I a subinteraal of [-2, 21. 
Then 
(n/2) P,(I) < P,(W) < nP,(Q, for 0 < P,(I) < I/n, (3.13) 
(42) P,V) < P,(CJ) < 1, for l/n -cz P,(I) < 2/n, (3.14) 
PC(W) = I, fOY P,(I) 3 2/n. (3.15) 
From Theorem 6 and Lemma 8, we now obtain: 
THEOREM 7. Let S be a P,-measurable subset of [-2,2] with 0 < PC(S) < 1. 
Let n be an integer 32. If S contains a subinterval I of [-2, 21 with P,(I) > 0, 
then 5’ is not coherently recurrent under C, . 
Proof. For any m 3 1 we have 
P(C,“I) < P(C,“‘S) < 1. 
But P(C,““I) = P(C,,Z), hence, it follows from Lemma 8 that lim,,,P(C,“I) = I 
[in fact, P(CnmI) = 1 as soon as m exceeds log(2/P,(l))/log n]. Hence, 
lim,,P(CnmS) = 1, and an appeal to Theorem 6 immediately completes the 
proof. 
In [4] there is a definition of “stable recurrence,” and a discussion of 
stable recurrence under the particular function C? . Since stable recurrence 
is stronger than coherent recurrence, the negative results mentioned in [4] 
follow directly from Theorem 7. 
4. MIXING 
DEFINITION 7. Let P be a probability measure defined on a a-field of 
subsets of a set Q. Then a function f with Ran f C Dom f = Sz is mixing on Q 
with respect to P if the set f-Y3 is P-measurable for every P-measurable 
subset S of Q, and 
pi P(f-9, n S,) = P(S,) P(A) * (4.1) 
for any 2 P-measurable subsets S, , S, of Q. 
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Now if f, in addition to being mixing on 9 with respect to P, is invertible, 
one-to-one and such that fS is P-measurable whenever S is, then a 
ZlLknown result (cf. [2, pp. 2, 121) is: 
LEMMA 9. If f is both mixing on 52 with respect o P and invertible, then 
(4.2) 
for any 2 P-measurable subsets S, , S, of .R, and 
P(fS) = P(S), for any P-measurable set S. (4.3) 
We apply these results to obtain: 
THEOREM 8. Let f be mixing on 52 with respect o P, and invertible. Let S 
be a P-measurable subset of Q with 0 < P(S) < 1. Then S is not coherently 
recurrent under f. 
Proof. If S were coherently recurrent under f, then there would be an 
E > 0 such that 
P(S n f ‘“S) 3 (P(S) + 6) q f *q (4.4) 
for infinitely many m. In virtue of (4.3), (4.4) can be rewritten in the form 
p(s n f W 2 (p(S) + 4 p(S), for infinitely many 112. (45) 
But (4.5) conflicts with the requirement, which follows from (4.2) that 
ki P(S n f “S) = P(S) P(S), 
which completes the proof. 
Returning to general mixing transformations, we have: 
LEMMA 10. If f is mixing on 52 with respect o P, then f is both measure- 
preserving and ergodic on 52 with respect o P. The latter statement means that 
if S is any P-measurable subset of SJ such that f -lS = S, then either P(S) = 0 
or P(S) = 1. 
Now when f is ergodic on .Q with respect to P, then we can assert the 
following result, which is the principal consequence of the celebrated Ergodic 
Theorem of Birkhoff (cf. [2, p. 15; 5, p. 311): 
LEMMA 11. Let S be a P-measurable subset of Q, and let x,~ denote the 
characteristic function of S, so that x$(x) = 1 when x is in S, xs(x) = 0 when x 
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is not in S. Let f be ergodic on Q with respect to P. Then there is a subset Q’ of Q, 
with P(Q) = 1, such that 
$2 + nil X,<(f”(X)) = P(S), for all x in Sz’. 
WI=0 
Thus, in the long run, a point spends a fraction P(S) of the time in a set S 
of P-measure P(S) > 0. On this basis, there is an (asymptotic) “mean 
recurrence time” of l/P(S) for successive Poincare recurrence of a single 
point in S. When f = C,(n >, 2), P = P, , and S is a subinterval of [-2, 21 
with PC(S) < 4, then the mean recurrence time will be greater than the 
“relaxation time” of log(2/P,(S))/log 71 for the set S. This estimate for the 
relaxation time, the number of iterations required to spread S out to a set 
of PC-measure 1, follows from Lemma 8. 
As noted in the preceding section, the Cartesian powers f(r) of a measure- 
preserving transformation f are also measure-preserving. This does not 
extend to ergodicity: The Cartesian square f t2) of an ergodic transformation 
need not be ergodic. It does, however, extend to mixing transformations, and 
we have the following statement, whose proof appears as Lemma 1 and its 
corollary in [3]: 
LEMMA 12. If f is mixing on Q with respect to P, and r is any positive 
integer, then f fp) is mixing on Q with respect to ply). (And in virtue of Lemma 10, 
it follows that f fT) is also measure-preserving and ergodic on .Q’ with respect 
to P’r’.) 
The following theorem shows that the theory elaborated thus far applies 
to the Cebygev functions. As in the case of Theorem 3, we have felt it worth- 
while to present a proof somewhat different from that appearing in the 
literature. 
THEOREM 9. Let n be an integer 22. Then the CebySev function C,, is 
mixing on [-2, 21 with respect to the cebykv measure P, . 
Proof. We have to show that (4.1) holds for arbitrary P,-measurable 
subsets S, and S, of [-2, 21. Clearly, (4.1) holds trivially if P,(S,) = 0, so 
we need only consider the case P,(S,) > 0. Suppose, to begin with, that 
S, and S, are both subintervals of [-2,2]. Let m be a positive integer. By 
(2.18) and Lemmas 4 and 5, it follows that the set C;“S1 consists of rzn’ 
intervals, one in each of the intervals I,,,,(p), and each of PC-measure 
n-“‘P,(S,). Now the number of intervals I,,(p) entirely contained in S, 
exceeds rznlPc(S,) - 2, while the number of such intervals overlapping S, is 
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less than @P,(Sa) + 2. Hence, the PC-measure of the set C;“Sr n S, 
satisfies the inequalities 
Letting m + 03 in (4.7) yields (4.1). 
Extending the validity of (4.1) to the case where S, and Sa are each unions 
of finitely many pairwise disjoint intervals now presents no difficulties, so 
we omit details. As in the proof of Theorem 4, this shows that (4.1) holds 
for all sets in the field generated by the subintervals of E-2, 21. Finally, we 
again appeal to a standard result (this time, [2, Theorem 1.2, p. 121) to show 
that (4.1) holds for all sets in the a-field generated by the subintervals of 
[-2,2] to complete the proof of the theorem. 
COROLLARY. For any n > 2 and any I > 1, the function C’p) is measure- 
preserving, ergodic, and mixing on E-2, 21’ with respect o Pi’). 
5. DISPERSION 
For 0 < x < 4, let D(X) be the set of points (u, v) in the square [-2, 212 
satisfying the condition 1 u - v 1 < x (see Fig. 1). Thus, D(0) reduces to 
the main diagonal of the square, while D(4) is the entire square. Now D(X) 
is PA2)-measurable; and a little reflection will show that if we define a function 
Fc by 
F,(x) = 0, x < 0, 
= PJQ(x)), o<x<4, (5.1) 
= 1, 4 < x, 
then F, is a distribution function whose value F,(x) for any real x can be 
interpreted as the probability that the distance between two points chosen 
independently in [-2, 21, but with each choice weighted by the measure P, , 
is <x. 
The significance of this for us lies in its connection with Theorem 9 and 
(4.6), as follows: Suppose we choose a pair (u, v) in [-2, 212 and consider, 
for some n >, 2, the sequence 
(u, $9 (G(u), C&m (Cn2b4 G2W>Y . 
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For each term (CnW1(u), C,mi(v)) in th e sequence we compute the number 
d,,(u, zq) = ; Cnrn(,) - C,nl(w)i. Then, g iven an integer i and a real number X, 
we can determine the relative frequency, among the first i terms of the 
sequence, of those terms for which &(u, w) < X. By virtue of Theorem 9 
and (4.6) these relative frequencies will approach F,(x) as i ---f CD iyyespectiwe 
of the original locations and distance apart of the points u, v (barring, as always, 
the pairs in an exceptional set of P/‘) -measure 0). Similar considerations 
apply, of course, to related quantities such as the mean distance, mean square 
distance, etc. This general class of phenomena is what we mean when we 
speak of “dispersion.” 
nfotivated by these considerations, we proceed to derive explicit expressions 
for F,. (or rather, its derivative) and some of its moments. 
THEOREM 10. For 0 < s < 4, the derivative of the distance distribution 
function F, is given by: 
(5.2) 
where h7 is the complete elliptic integral of the first kind. (Thus, F,’ has a 
logarithmic singularit-v at 0, though F, is everywhere continuous.) For the mean 
distance we haoe 
f L s dF&) = (-’ .\: dF,(s) = !$ = 1.6211389..., (5.3) 
* ‘0 
and for the mean square distance we have 
(5.4) 
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Hence, the standard derivation of the distance distribution is 
(4 - ($)‘)l” = 1.17128.... 
Proof. By virtue of (3.3), we have: 
Because of the symmetry of D(X) about the main diagonal we can put (5.5) 
in the form 
FCC4 = a 1” ~“‘“‘“‘“‘“’ (4 _du;2)l,* (4 :;2)l,p 9 
-2 21 
and from this, direct expression of the derivative as the limit of a difference 
quotient yields 
dv 
Fe’(x) = a Jyy (4 - (v l+ $2)1/2 (4 _ u2)1/2 - (5.6) 
Now we “change variable” in the integral in (5.6) via 
After some rearrangement, this yields 
2 2 
s 
1 dt 
Fe’(x) = ?r24 + x -1 ((1 - t2) (1 - ((4 - x)/(4 + x))” t2))V ’ (5.7) 
which is recognizably equivalent to (5.2). 
As for (5.3), we begin with 
I4 x dF,(x) = j-” xFe’(x) dx, 
0 0 
and then use (5.6) to obtain 
l4 ’ dFc(x) = f 11:;” (4 - (v + %;2;2 (4 _ v2J1,2 dx. 
Reversing the order of integration leads to 
s,” *dF,W = ; j-_p,i’-” x dx (4 - (v + x)2)1/2 (4 22)W * 
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Finally, the substitution z, + s = u yields 
j’ .Ic dFc(x) = ; J-;2jty (4uu2q(,d”_d”,,,z ’ 
0 
and the evaluation of the last (iterated) integral is a routine calculation. 
Similar manipulations yield (5.4). 
It is of interest to compare the results of Theorem 10 with the corresponding 
results obtained when the measure involved is Lebesgue measure rather 
than Cebygev measure. This is not an altogether academic exercise: Each 
C, , for n > 2, is isomorphic in the ergodic theory sense (cf. [2, p. 531) to 
a function that is mixing on an interval with respect to normalized Lebesgue 
measure. As in the Cebygev case, we take a basic interval of length 4. Then 
elementary calculations show that in the Lebesgue case the distance distribu- 
tion function FL is given by: 
FL(x) = 0, .u < 0, 
= (1/16)(8X - X2), 0 < x < 4, (5.8) 
=l 4 < s. 
The corresponding mean distance is 4/3, and the mean-square distance is 8/3. 
Hence, the variance is 8/9 and the standard deviation is 81j2/3 = 0.942809... 
6. NUMERICAL CONSIDERATIONS 
Let us pick a point x0 in [-2,2] and consider the C, iterates of this 
point X, , which are generated recursively by 
%I = (x,-1)2 - 2, n ;? 1 . (6.1) 
The nth iterate can be written in closed form as 
97, = 2 cos[2” cos-1(X,/2)]. (6.2) 
If we pick two nearby points x0 and y. , the iterates X, and yn will be close to 
one another for small n. Indeed, we may use the mean value theorem and 
(6.2) to write 
I x?2 - y” 1 = 2”[1 - ($J2)7’/“[1 - (a,/2)2]-“” ( x0 - y. 1) (6.3) 
where i. is a point between x0 and y0 and k, is its nth C, iterate. It follows 
from (6.3) that for x0 and y0 bounded away from the endpoints -2, and +2, 
there is a constant C independent of n such that 
I xn - ynl <2”‘C~\Xo-yo~. (6.4) 
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(For x,, andy, near +2 or -2, it can be shown that [ x, - y,, j is less than or 
comparable to 22n 1 x,, - y,, 1; thus, near the end points the differences are 
allowed more rapid increase with n.) For typical points x0 and ye away from 
the ends we expect that ] x, - yn \/I x0 - y,, I increases with n at a rate 
comparable to 2”. Such a rate of increase cannot continue indefinitely, 
however, since the relation 
I xn -YYnl<4 
also is obviously valid. We are thus led to expect that for 2” I x,, - y,, / Q 1, 
I x, - yn I increases geometrically with n; whereas for 2” I s0 - y,, / com- 
parable to or greater than 1, ( x, - y,, / will be comparable to the mean 
dispersion 16/rr2 = 1.621 I... . 
To make a more direct study of the spreading of neighboring points under 
the C, iteration, we have carried out numerical calculations on a Univac 1108 
computer, using double-precision arithmetic. The accuracy of individual 
operations is 16 decimal places. In fact, the iteration given by (6.1) tends to 
amplify discrepancies produced by machine round-offs, as will be seen in 
more detail below. 
Let us begin with the set 2, = {z,,l,..., z,,~}, which has M points uniformly 
distributed over [0, 21. Also, let us define a set of neighboring points z,, = 
{all,..., T,“>, where 52 = .z,j - d with d some small number. We then carry 
out the C, iteration on the elements of 2, and .&, . Let 2, = (z,j>, z, = @z?~~>. 
We define D, , the average of the difference between corresponding elements 
of 2, and z,, , by: 
D, = & f j .~,j - z,j 1 _ 
J=l 
Similarly, we define Dn2, the average of the squares of the corresponding 
elements, by: 
W=$ I z,j - ynj 2 I ’ 
J=l 
Clearly, D, = d and D,2 = d2; and from the results of the preceding 
sections, we know that D, should cluster around 16/7r2, and D,,2 around 4 for 
large n, independently of the value of d. 
Figure 2 shows D, versus n for M = 200 with d = 0.01 (solid curve) and 
d = 0.0001 (dashed curve), respectively. (The behavior of Da2 is quali- 
tatively similar to that of D, and is not shown explicitly.) These curves 
show that for 2” d < 1, D, is small and exponentially increasing in n, 
whereas for 2”A > 1, D, fluctuates about its equilibrium value. The transi- 
tion point at which 2NA = 1 is N e 7 for A = 0.01 and N ‘Y 14 for 
A = 0.0001. 
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FIGURE 2 
The elements of Z, and Z, are subject to machine round-off, so that the 
machine numbers in Z, and Z, are merely approximations to the exact 
iterates. To gauge the effect of machine round-off we have used d = lo-l6 and 
generated the D, . This average D, becomes comparable to 1 at n = 50. In 
other words, the machine numbers z, i differ from the exact iterates even in 
the zeroth decimal place for n > 50. We do find, nevertheless, that for n > 50, 
the distribution generated by the computer agrees with the asymptotic 
distribution given above. 
Figure 3 shows D, versus it for 20 < n < 80 with AZ = 200 (solid line) 
and M = 2000 (dashed line), and Fig. 4 shows the corresponding D,” 
versus n. The value of A - 0.0001 is taken in both cases. From the figures 
FIGURE 3 
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we see that D, and On2 lie near their asymptotic average values, even for 
n > 50 where machine round-off uncertainties dominate the individual C, 
iterates. 
(bi 
FIGURE 4 
Note that the curves for M = 2000 stay closer to the calculated asymptotes 
than those for M = 200. We can understand this effect in the following way: 
The set 2, is a finite sample of M points, and the averages D, and D,2 are 
averages over this finite sample. Such averages are expected to fluctuate 
with it at large 71, and the observed fluctuation of order l/Mlp is quite 
consistent with expectations. 
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