Existence result for a third-order ODE with nonlinear boundary conditions in presence of a sign-type Nagumo control  by Grossinho, M.R. et al.
J. Math. Anal. Appl. 309 (2005) 271–283
www.elsevier.com/locate/jmaa
Existence result for a third-order ODE
with nonlinear boundary conditions in presence
of a sign-type Nagumo control
M.R. Grossinho a,b,1, F.M. Minhós c,∗, A.I. Santos c
a Departamento de Matemática, ISEG, Universidade Técnica de Lisboa, R. Quelhas, 6,
200-781 Lisboa, Portugal
b CMAF, Universidade de Lisboa, Av. Prof. Gama Pinto, 2, 1649-003 Lisboa, Portugal
c Departamento de Matemática and CIMA-UE, Universidade de Évora, R. Romão Ramalho, 59,
7000-671 Évora, Portugal
Received 9 December 2004
Available online 2 March 2005
Submitted by D. O’Regan
Abstract
In this work we provide an existence and location result for the third-order nonlinear differential
equation
u′′′(t) = f (t, u(t), u′(t), u′′(t)),
where f : [a, b] ×R3 →R is a continuous function, and two types of boundary conditions:
u(a) = A, φ(u′(b), u′′(b))= 0, u′′(a) = B, or
u(a) = A, ψ(u′(a), u′′(a))= 0, u′′(b) = C,
with φ,ψ :R2 →R continuous functions, monotonous in the second variable and A,B,C ∈R.
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behaviour on the nonlinearity. The arguments used concern Leray–Schauder degree theory and lower
and upper solutions technique.
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1. Introduction
In this paper we present an existence and location result for the nonlinear fully differ-
ential equation
u′′′(t) = f (t, u(t), u′(t), u′′(t)), a < t < b, (1)
with two different nonlinear boundary conditions
u(a) = A, φ(u′(b), u′′(b))= 0, u′′(a) = B, or (2)
u(a) = A, ψ(u′(a), u′′(a))= 0, u′′(b) = C. (3)
The function f : [a, b] ×R3 → R is continuous, A,B,C ∈R and φ,ψ :R2 →R are con-
tinuous functions with an adequate monotonicity on the second variable.
The results obtained generalize for some cases the results contained in [6,7] since in
the present paper f satisfies a sign-type Nagumo condition, that is, there exists a positive
continuous function ϕ such that
f (t, x0, x1, x2) sgn(x2) ϕ
(|x2|), ∀(t, x0, x1, x2) ∈ E, (4)
on some given subset E ⊂ [a, b] ×R3, and
+∞∫
0
s
ϕ(s)
ds = +∞,
while, in [6,7], instead of (4) it is assumed∣∣f (t, x0, x1, x2)∣∣ ϕ(|x2|), ∀(t, x0, x1, x2) ∈ E,
as it is usual in the most of the available literature (see [1–5,7–9,14,15]) for this boundary
value problems.
The Nagumo condition [16] plays a key role in these results because, as it is known
for second-order boundary value problems, the existence of well-ordered lower and upper
solutions, by itself, is not sufficient to ensure the existence of solutions (see [12,17]).
When the sign-type Nagumo condition is assumed, the situation becomes more delicate,
since this condition does not provide a priori estimates for the second-order derivative of
all solutions of (1) which is usually the key point for studying this sort of problem, as it
can be seen in [10].
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classes Sρ of solutions of (1). More precisely, if we define for ρ > 0,
Sρ =
{
u solution of (1): ∣∣u′′(a)∣∣ ρ},
we prove that there is R > 0 such that u ∈ Sρ satisfies
‖u′′‖∞ < R.
This result complements at a certain extent the statements contained in [10,11] where
third-order problems were studied under one-sided Nagumo-type growth condition. All of
them use, generally speaking, lower and upper solutions method combined with degree
theory [13]. The delicate point rises from the need of an a priori bound for the second
derivative of solutions. This difficulty is overcome by a preliminary lemma specifically
established for every different problem according to the different types of boundary condi-
tions considered.
2. Statements and a priori bound
Let us start by introducing the concept of sign-type Nagumo conditions that we use
forward.
Definition 1. A continuous function f : [a, b] × R3 → R is said to satisfy the sign-type
Nagumo condition (N+) in a subset E ⊂ [a, b] ×R3 if there exists a real continuous func-
tion ϕ :R+0 → [k,+∞[ , for some k > 0, such that
f (t, x0, x1, x2) sgn(x2) ϕ
(|x2|), ∀(t, x0, x1, x2) ∈ E, (5)
with
+∞∫
0
s
ϕ(s)
ds = +∞. (6)
If (5) is replaced by
f (t, x0, x1, x2) sgn(x2)−ϕ
(|x2|), ∀(t, x0, x1, x2) ∈ E, (7)
we say that f satisfies the sign-type Nagumo condition (N−).
The sign-type Nagumo conditions provide an a priori estimate for the second-order
derivative u′′ of a class of the solutions of problem (1)–(2).
Lemma 2. Assume that γi , Γi(t) ∈ C([a, b],R), for i = 0,1, are such that
γi(t) Γi(t), ∀t ∈ [a, b],
and define the set{ }
E = (t, x0, x1, x2) ∈ [a, b] ×R3: γi(t) xi  Γi(t), i = 0,1 .
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dition (N+) in E. Then, for every ρ > 0 there is R (depending only on ϕ,γ1,Γ1 and ρ)
such that every solution u(t) of (1) verifying∣∣u′′(a)∣∣ ρ (8)
and
γi(t) u(i)(t) Γi(t), i = 0,1, ∀t ∈ [a, b], (9)
satisfies
‖u′′‖∞ < R.
Proof. Consider ρ > 0 and let u(t) be a solution of (1) such that (8) and (9) holds.
Define the nonnegative number
r := max
{
Γ1(b) − γ1(a)
b − a ,
Γ1(a) − γ1(b)
b − a
}
.
Assume that ρ  r and suppose, by contradiction, that |u′′(t)| > ρ for every t ∈ ]a, b].
If u′′(t) > ρ, for every t ∈ ]a, b], then we obtain the following contradiction:
Γ1(b) − γ1(a) u′(b) − u′(a) =
b∫
a
u′′(τ ) dτ >
b∫
a
ρ dτ 
b∫
a
r dτ  Γ1(b) − γ1(a).
If u′′(t) < −ρ, for every t ∈ ]a, b], a similar contradiction can be derived. So, there is
t ∈ ]a, b] such that |u′′(t)| ρ.
By (6), we can take R1 > ρ such that
R1∫
ρ
s
ϕ(s)
ds > max
t∈[a,b]Γ1(t) − mint∈[a,b]γ1(t). (10)
If |u′′(t)|  ρ, for every t ∈ [a, b], then we have trivially |u′′(t)| < R1. If not, there is
t1 ∈ ]a, b] such that u′′(t1) > ρ or u′′(t1) < −ρ. Suppose that the first inequality holds.
Then by (8) there exists a  tˆ1 < t1 such that
u′′(tˆ1) = ρ, u′′(t) > ρ, ∀t ∈ ]tˆ1, t1].
So, by a convenient change of variable and applying assumptions (5) and (10), we have
u′′(t1)∫
u′′(tˆ1)
s
ϕ(s)
ds =
t1∫
tˆ1
u′′(t)
ϕ(u′′(t))
u′′′(t) dt =
t1∫
tˆ1
f (t, u(t), u′(t), u′′(t))
ϕ(u′′(t))
u′′(t) dt

t1∫
tˆ1
u′′(t) dt = u′(t1) − u′(tˆ1)
 max Γ1(t) − min γ1(t) <
R1∫
s
ds. (11)t∈[a,b] t∈[a,b]
ρ
ϕ(s)
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t ∈ ]a, b] such that u′′(t) > ρ,
u′′(t) < R1.
In a similar way, it can be proved that u′′(t) > −R1, for every t ∈ ]a, b] such that
u′′(t) < −ρ. Therefore∣∣u′′(t)∣∣< R1, ∀t ∈ [a, b]. (12)
Consider now the case r > ρ and take R2 > r such that
R2∫
r
s
ϕ(s)
ds > max
t∈[a,b]Γ1(t) − mint∈[a,b]γ1(t).
By (8), we cannot have |u′′(t)| > r , for every t ∈ [a, b]. So, there is t ∈ [a, b] such that
|u′′(t)| r .
If |u′′(t)|  r , for every t ∈ [a, b], then it is trivial that |u′′(t)| < R2. If not, we can
take t1 ∈ ]a, b] such that u′′(t1) > r (the other case is analogous) and, by (8), consider
a < tˆ1 < t1 such that
u′′(tˆ1) = r, u′′(t) > r, ∀t ∈ ]tˆ1, t1].
Then computations similar to (11) with ρ and R1 replaced by r and R2, respectively, yield
u′′(t1)∫
u′′(tˆ1)
s
ϕ(s)
ds <
R2∫
r
s
ϕ(s)
ds
and so u′′(t1) < R2. Arguing as above we derive, as in (12),∣∣u′′(t)∣∣< R2, ∀t ∈ [a, b].
The proof is finished taking R = max{R1,R2}. 
Remark 1. Notice that the above result still holds if we replace condition (N+) by (N−)
and assumption (8) by |u′′(b)| ρ.
The following concept of lower and upper solutions for problem (1)–(2) will be the
basic tool in the approach that follows.
Definition 3. Consider A,B ∈R and φ :R2 →R a continuous function.
(i) α(t) ∈ C3(]a, b[) ∩ C2([a, b]) is a lower solution of problem (1)–(2) if
α′′′(t) f
(
t, α(t), α′(t), α′′(t)
)
, (13)
and ( ′ ′′ ) ′′α(a)A, φ α (b),α (b)  0, α (a) B. (14)
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β ′′′(t) f
(
t, β(t), β ′(t), β ′′(t)
)
, (15)
and
β(a)A, φ
(
β ′(b),β ′′(b)
)
 0, β ′′(a) B. (16)
3. Main result
In the presence of lower and upper solutions it can be obtained an existence and location
result for problem (1)–(2).
Theorem 4. Assume that there are α,β ∈ C3(]a, b[)∩C2([a, b]) lower and upper solutions
of (1)–(2), respectively, such that
α′(t) β ′(t), ∀t ∈ [a, b]. (17)
Define the set
E∗ =
{
(t, x0, x1, x2) ∈ [a, b] ×R3: α(t) x0  β(t), α′(t) x1  β ′(t)
}
and let f : [a, b]×R3 →R be a continuous function satisfying sign-type Nagumo condition
(N+) in E∗ and verifying
f
(
t, α(t), x1, x2
)
 f (t, x0, x1, x2) f
(
t, β(t), x1, x2
)
, (18)
for (t, x1, x2) ∈ [a, b] ×R2 and α(t) x0  β(t).
If φ :R2 →R is a continuous function nonincreasing on the second variable, then prob-
lem (1)–(2) has at least a solution u(t) ∈ C3([a, b]) satisfying
α(t) u(t) β(t), α′(t) u′(t) β ′(t), ∀t ∈ [a, b].
Remark 2. We observe that the relation
α(t) β(t), ∀t ∈ [a, b],
can be easily obtained by integrating (17), using (14) and (16).
Proof. For λ ∈ [0,1], consider the homotopic equation
u′′′(t) = λf (t, ξ0(t, u(t)), ξ1(t, u′(t)), u′′(t))+ u′(t) − λξ1(t, u′′(t)), (19)
with the boundary conditions
u(a) = λA,
u′(b) = λ[φ(ξ1(b,u′(b)), u′′(b))+ ξ1(b,u′(b))],[ ( )]
u′′(a) = λ B + u′(a) − ξ1 a,u′(a) , (20)
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ξi(t, xi) =


α(i)(t), xi < α
(i)(t),
xi, α
(i)(t) xi  β(i)(t),
β(i)(t), xi > β
(i)(t).
(21)
Take r1 > 0 large enough such that, for every t ∈ [a, b],
−r1 < α′(t) β ′(t) < r1, (22)
f
(
t, α(t), α′(t),0
)− r1 − α′(t) < 0,
f
(
t, β(t), β ′(t),0
)+ r1 − β ′(t) > 0. (23)
B − α′(a) < r1,
∣∣φ(α′(b),0)+ α′(b)∣∣< r1, (24)
β ′(a) − B < r1,
∣∣φ(β ′(b),0)+ β ′(b)∣∣< r1. (25)
Step 1. Every solution u(t) of problem (19)–(20) satisfies in [a, b]∣∣u′(t)∣∣< r1 and ∣∣u(t)∣∣< r0,
with r1 given above and r0 = |A| + r1(b − a), independently of λ ∈ [0,1].
Let u be a solution of problem (19)–(20). Assume, by contradiction, that there exist
t ∈ [a, b] such that∣∣u′(t)∣∣ r1.
In the case u′(t) r1 define
max
t∈[a,b]u
′(t) := u′(t0) r1.
If t0 ∈ ]a, b[, then u′′(t0) = 0 and u′′′(t0) 0. For λ ∈ [0,1], by (18) and (23), the following
contradiction is obtained:
0 u′′′(t0)
= λf (t0, ξ0(t0, u(t0)), ξ1(t0, u′(t0)), u′′(t0))+ u′(t0) − λξ1(t0, u′(t0))
= λf (t0, ξ0(t0, u(t0)), β ′(t0),0)+ u′(t0) − λβ ′(t0)
 λf
(
t0, β(t0), β
′(t0),0
)+ u′(t0) − λβ ′(t0)
= λ[f (t0, β(t0), β ′(t0),0)+ r1 − β ′(t0)]+ u′(t0) − λr1 > 0.
If t0 = a, we have
max
t∈[a,b]u
′(t) := u′(a) r1,
and u′′(a+) = u′′(a) 0. For λ = 0 we have u′′(a) = 0, u′′′(a) 0 and the contradiction
0 u′′′(a) = u′(a) r1 > 0.For λ ∈ ]0,1], by (21) and (25), we obtain the following contradiction:
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> λ
[
u′(a) − r1
]
 0.
If t0 = b, then
max
t∈[a,b]u
′(t) := u′(b) r1,
and u′′(b−) = u′′(b) 0. Analogously, by (22), (25) and the monotonicity of φ, we obtain
a contradiction
r1  u′(b) = λ
[
φ
(
ξ1
(
b,u′(b)
)
, u′′(b)
)+ ξ1(b,u′(b))]
= λ[φ(β ′(b), u′′(b))+ β ′(b)] λ[φ(β ′(b),0)+ β ′(b)]

∣∣φ(β ′(b),0)+ β ′(b)∣∣< r1.
Thus, u′(t) < r1, for every t ∈ [a, b]. In a similar way we prove that u′(t) > −r1, for every
t ∈ [a, b].
Furthermore, since u(a) = λA, the estimate |u(t)| < r0, where r0 := |A| + r1(b − a), is
easily obtained by integration.
Step 2. There is r2 > 0 such that, for every solution u(t) of problem (19)–(20),∣∣u′′(t)∣∣< r2, ∀t ∈ [0,1],
independently of λ ∈ [0,1].
Consider the set
D = {(t, x0, x1, x2) ∈ [a, b] ×R3: −r0  x0  r0, −r1  x1  r1},
and, for λ ∈ [0,1], the function Fλ :D→R given by
Fλ(t, x0, x1, x2) = λf
(
t, ξ0(t, x0), ξ1(t, x1), x2
)+ x1 − λξ1(t, x1).
In what follows it will be proved that the function Fλ satisfies the sign-type Nagumo con-
dition (N+) inD, independently of λ ∈ [0,1]. Indeed, as f verifies (5) in E∗, then, by (22),
we have for x2 > 0,
Fλ(t, x0, x1, x2) sgn(x2) = λf
(
t, ξ0(t, x0), ξ1(t, x1), x2
)+ x1 − λξ1(t, x1)
 λϕ
(|x2|)+ x1 − λα′(t) ϕ(|x2|)+ 2r1.
Analogously, the previous inequality holds for x2 < 0 and for x2 = 0,
Fλ(t, x0, x1,0) sgn(0) = 0 < ϕ(0) + 2r1.
Defining ϕ¯(x2) := ϕ(|x2|) + 2r1 in R+0 , then by (6),
+∞∫
s
ds =
+∞∫
s
ds  12r
+∞∫
s
ds = +∞
0
ϕ¯(s)
0
ϕ(s) + 2r1 1 + 1
k 0
ϕ(s)
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respectively. By (24), (25) and Step 1 for solution of (19)–(20), we have
−2λr1  λ
[
B − β ′(a) + u′(a)] u′′(a) λ[B − α′(a) + u′(a)] 2λr1,
that is |u′′(a)| 2r1. So, applying Lemma 2 with
γ0(t) := −r0 = −|A| − r1(b − a), Γ0(t) := r0 = |A| + r1(b − a),
γ1(t) := −r1, Γ1(t) := r1 and ρ = 2r1,
there is r2 > 0 such that∣∣u′′(t)∣∣< r2, ∀t ∈ [a, b].
As r1 and ϕ do not depend on λ, we observe that r2 is independent of λ.
Step 3. For λ = 1, problem (19)–(20) has at least a solution u1(t).
To prove this statement let us define the operators
L :C3([a, b])⊂ C2([a, b])→ C([a, b])×R3
by
Lu = (u′′′ − u′, u(a), u′(b), u′′(a))
and, for λ ∈ [0,1],
Nλ :C2
([a, b])→ C([a, b])×R3
by
Nλu =
(
λf
(
t, ξ0
(
t, u(t)
)
, ξ1
(
t, u′(t)
)
, u′′(t)
)− λξ1(t, u′(t)),Aλ,Bλ,Cλ)
with
Aλ = λA,
Bλ = λ
[
φ
(
ξ1
(
b,u′(b)
)
, u′′(b)
)+ ξ1(b,u′(b))],
Cλ = λ
[
B + u′(a) − ξ1
(
a,u′(a)
)]
.
Since L−1 is compact, we can define the completely continuous operator
Tλ :
(
C2
([a, b]),R)→ (C2([a, b]),R)
by
Tλ(u) = L−1Nλ(u).
For r2 given by Step 2, define the set
Ω = {x ∈ C2([a, b]): ‖x‖∞ < r0, ‖x′‖∞ < r1, ‖x′′‖∞ < r2}.
By Steps 1 and 2, the degree d(I − Tλ,Ω,0) is well defined for every λ ∈ [0,1] and, by
the invariance under homotopy,d(I − T0,Ω,0) = d(I − T1,Ω,0).
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u′′′(t) − u′(t) = 0,
u(a) = u′(b) = u′′(a) = 0,
which has only the trivial solution, then d(I −T0,Ω,0) = ±1. So, by degree theory, equa-
tion x = T1(x) has at least a solution. That is, the equivalent problem
u′′′(t) = f (t, ξ0(t, u(t)), ξ1(t, u′(t)), u′′(t))+ u′(t) − ξ1(t, u′(t)),
with the boundary conditions
u(a) = A,
u′(b) = φ(ξ1(b,u′(b)), u′′(b))+ ξ1(b,u′(b)),
u′′(a) = B + u′(a) − ξ1
(
a,u′(a)
)
,
has at least a solution u1(t) in Ω .
Step 4. The function u1(t) is a solution of problem (1)–(2).
We shall prove that the above function u1(t) satisfies the inequalities
α(t) u1(t) β(t), α′(t) u′1(t) β ′(t), ∀t ∈ [a, b],
and so it will be a solution of problem (1)–(2), too. Suppose not. Then there is t ∈ [a, b]
such that
u′1(t) > β ′(t)
and define
max
t∈[a,b]
[
u′1(t) − β ′(t)
] := u′1(t1) − β ′(t1) > 0.
If t1 ∈ ]a, b[, then u′′1(t1) = β ′′(t1) and
u′′′1 (t1) β ′′′(t1). (26)
By (15) and (18), we get a contradiction with (26),
u′′′1 (t1) = f
(
t1, ξ0
(
t1, u1(t1)
)
, ξ1
(
t1, u
′
1(t1)
)
, u′′1(t1)
)+ u′1(t1) − ξ1(t1, u′1(t1))
= f (t1, ξ0(t1, u1(t1)), β ′(t1), β ′′(t1))+ u′1(t1) − β ′(t1)
 f
(
t1, β(t1), β
′(t1), β ′′(t1)
)+ u′1(t1) − β ′(t1)
> f
(
t1, β(t1), β
′(t1), β ′′(t1)
)
 β ′′′(t1).
If t1 = a, then
max
t∈[a,b]
[
u′1(t) − β ′(t)
] := u′1(a) − β ′(a) > 0
and ( ) ( )u′′1(a) − β ′′(a) = u′′1 a+ − β ′′ a+  0.
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β ′′(a) u′′1(a) = B + u′1(a) − ξ1
(
a,u′1(a)
)= B + u′1(a) − β ′(a) > B  β ′′(a).
So, t1 
= a. As for t1 = b,
max
t∈[a,b]
[
u′1(t) − β ′(t)
] := u′1(b) − β ′(b) > 0
and
u′′1(b) − β ′′(b) = u′′1
(
b−
)− β ′′(b−) 0.
So, by (16) and the monotonicity of φ, we obtain the contradiction
β ′(b) < u′1(b) = φ
(
ξ1
(
b,u′1(b)
)
, u′′1(b)
)+ ξ1(b,u′1(b))
= φ(β ′(b), u′′1(b))+ β ′(b) φ(β ′(b),β ′′(b))+ β ′(b) β ′(b).
Therefore,
u′1(t) β ′(t), ∀t ∈ [a, b].
Using an analogous technique, we prove that α′(t)  u′1(t), for all t ∈ [a, b]. And by
integration
α(t) u1(t) β(t), ∀t ∈ [a, b].
Consequently, u1(t) is a solution of (1)–(2). 
In the case of nonlinear boundary conditions (3) it can be obtained for problem (1)–(3)
a similar existence and location result to Theorem 4, considering the following definition
of lower and upper solutions.
Definition 5. Consider A,C ∈R and ψ :R2 →R a continuous function.
(i) α(t) ∈ C3(]a, b[) ∩ C2([a, b]) is a lower solution of problem (1)–(3) if satisfies (13)
and
α(a)A, ψ
(
α′(a),α′′(a)
)
 0, α′′(b) C.
(ii) β(t) ∈ C3(]a, b[) ∩ C2([a, b]) is an upper solution of problem (1)–(3) if satisfies (15)
and
β(a)A, ψ
(
β ′(a),β ′′(a)
)
 0, β ′′(b) C.
Taking Remark 1 into account, under the assumptions of Theorem 4 replacing (N+) by
(N−) and considering the continuous function ψ :R2 → R nondecreasing on the second
variable, it can be proved that problem (1)–(3) has at least a solution u(t) ∈ C3([a, b]) such
that
α(t) u(t) β(t) and α′(t) u′(t) β ′(t), ∀t ∈ [a, b].
by similar arguments.
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nonlinearity considered satisfies the sign-type Nagumo growth condition but it does not
verify the usually two-sided Nagumo condition.
Example. Consider the third-order boundary value problem
u′′′(t) = −[u(t) + 2][1 − u′(t)]2 − [u′′(t)]3, (27)
u(0) = A, −2u′(1) − [u′′(1)]3 = C, u′′(0) = 0, (28)
with A,C ∈R.
If A ∈ [−1, 12 ] and C ∈ [−2,1], the functions α and β defined by
α(t) := − t
2
− 1, β(t) := t + 1
2
are, respectively, lower and upper solutions of the problem (27)–(28).
Considering
E =
{
(t, x, y, z) ∈ [0,1] ×R3: − t
2
− 1 x  t + 1
2
, −1
2
 y  1
}
the continuous function f :E →R given by
f (t, x, y, z) = −(x + 2)(1 − y)2 − z3 (29)
verifies the sign-type Nagumo condition (N+) and assumption (18), with
ϕ(z) = 63
8
.
As φ(y, z) = −2y − z3 −C is a nonincreasing function on z, then, by Theorem 4, there
is a solution u(t) of problem (27)–(28) such that
− t
2
− 1 u(t) t + 1
2
, −1
2
 u′(t) 1, ∀t ∈ [0,1].
Notice that the nonlinearity f given by (29) does not verify the two-sided Nagumo type
conditions. In fact, suppose by contradiction that there is a positive continuous function ϕ
such that∣∣f (t, x, y, z)∣∣ ϕ(|z|), ∀(t, x, y, z) ∈ E,
and
+∞∫
0
s
ϕ(s)
ds = +∞.
In particular,
−f (t, x, y, z) ϕ(|z|), ∀(t, x, y, z) ∈ E,
and so, for t ∈ [0,1], x = 0, y = 0 and z ∈R+, we have( )−f (t,0,0, z) = 2 + z3  ϕ |z| .
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∫ +∞
0
s
2+s3 ds is finite, then it is obtained the following contradiction:
+∞ >
+∞∫
0
s
2 + s3 ds 
+∞∫
0
s
ϕ(s)
ds = +∞.
Remark 3. We observe that the result contained in [6] cannot be applied to problem
(27)–(28) because the nonlinearity given by (29) does not verify the two-sided Nagumo
condition.
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