We describe coprime factorizations of rational matrix functions that have the degree of nonminimality as small as possible. The description is based on state-space representations.
INTRODUCTION
Let G( .z) be a given n X n rational matrix function which is assumed to be regular (i.e. det G Z 0) . A le$ t bl s a e co rime factorization It is well known that left stable coprime factorizations (which will be called simply "coprime factorizations " in this paper) exist and are essentially unique [for a given G(z)]; see, e.g., [22] .
Coprime factorizations play an important role in several problems in systems and control theory. These include the problems of stabilization, compensator synthesis, state-space realization, and many others. Stability of feedback systems is characterized in terms of coprime factorizations of the plant and the controller, which also enables a parametrization of all controllers which stabilize a given plant [23] . Several other feedback synthesis problems such as asymptotic tracking and disturbance rejection, input-output decoupling and model matching, etc., are solved by using the coprime-factorization technique [22] . The problems of H"/L' sensitivity minimization and robust stabilization utilize this technique as an important intermediate step [ll, 12, 221. In th e case of linear multivariable systems, the problem of obtaining a minimal state-space realization of a given transfer matrix G(Z) is addressed via a coprime factorization of G(z) in terms of polynomial matrices N(z), D(Z), X(z), and Y(Z) [191. It is well known that coprime factorizations are generally nonminimal. For example, a scalar function g(z) = (2 -l)(Z -2))' (1.2) has McMillan degree 1, but in any coprime factorization g(2) =d(z)-5z(z) (1.3)
each of the functions n(z) and d(z) must have McMillan degree at least 1.
So, denoting by 6(G) the McMillan degree of a scalar (or matrix) rational function G(z), we have 6(g) < 6(&l) + S(n) for this example, and therefore (1.3) is never minimal. A natural next step is to study coprime factorizations (1.1) which are as close as possible to being minimal. We interpret this by requiring that
S(D) + 6(N) = S(D_l) + S(N)
be smallest possible [for a given G(z)], and call such coprime factorizations
sum-rninird
Besides being of mathematical interest, this problem is useful in several applications. In the problem of obtaining a state-space realization of a rational transfer matrix, the McMillan degree of the rational matrix equals the dimension of any minimal state-space realization of it. Moreover, when it is desired to obtain a physical simulation of a state-variable model, the number of integrators needed is equal to the dimension of the state model. Thus a rational transfer matrix of smaller McMillan degree can be realized with fewer integrators, making the realization simpler and more economical. A simpler realization has theoretical as well as practical value: it is simpler to analyze and more robust and reliable with respect to failures in components or parameter variation. Thus when G(z) is to be realized as a cascade of N(z) and D-i(z) , obtaining N(z) and D(Z) with the smallest possible
McMillan degree is advantageous. It is also noteworthy that the technique developed here will provide an important alternative to the construction technique presently popular, which is based on utilizing the system-theoretic techniques of state feedback and state estimation [22] .
In this paper we study coprime factorizations (1.1) with minimal sum S(D) + S(N), and give minimal realizations for the factors. Some preliminary results in this direction were announced in [21] . Nonminimal realizations for the factors with not necessarily minimal 6(D) + S(N) are well known (see Chapter 4 in [22] ); the standard state-space construction gives realizations for D and N each having a state space of the same dimension as that for the original function G. It turns out that all the results and proofs in the paper are valid for the more general case when C_ is any nonempty subset of C U {m} different from C U {m} itself, with the same definition of a coprime factorization. Thus, we assume from now on that @_u @+= @ u {a)
is a disjoint partition of @ U {m} into two nonempty sets @_ and C, = (@ U {m}> \ C_. It will be assumed that the given regular rational matrix G(z) has at least one point z0 E @+ such that det G( q,) # 0 (if @+ is an infinite set, this is always the case). Also, it will be assumed that G(z) has at least one point in @_ which is not a zero or a pole of G( .z) (we need this assumption to make use of the results of [I5]). F or convenience we assume that 00 E C, and G(m) = I; the general regular case can be easily reduced to this by using a suitable linear fractional transformation z + ( (YZ + /3>( yz + 6 )-I. The regular case already has a rich structure, as we shall see; hence we do not handle the nonregular case here.
The rest of the paper is organized as follows. In the next section we describe the main result and state several corollaries and particular cases (which can be stated without many technical definitions); the relatively easy situation when the rational functions involved are scalar-valued is also treated in Section 2. Sections 3 to 6 contain the bulk of the background and preliminary material we need for the proof of the main result. Many notions and results presented here are known; however, some of this material is new. The proof of the main result is given in Section 7. Section 8 contains formulas for the factors in a coprime factorization having the degree of nonminimality as small as possible. Finally, the last section contains some numerical examples.
A few words about notation. We denote by U( X) the set of eigenvalues of a matrix X. The image (or range) of a matrix X is denoted Im X. 
1: XP
The restriction of an m X n matrix X (considered as a linear transformation @" + Cm> to a subspace JG @" is denoted X1.L.
FORMULAS FOR THE DEGREE IN SUM-MINIMAL COPRIME FACTORIZATIONS
Let G(z) be a (necessarily regular) n X n rational matrix function with G(a) = I. A representation
where the matrices C, A, and B are n X m, m X m, and m X n, respectively, is called a realization of G(z). The realization (2.1) is called minimal if the size m of A is minimal among all realizations of G(z). The McMiZZun degree of G(z), denoted 6(G), is defined to be the size of A in a minimal realization for G(z).
See, e.g., the monographs [lo, 3, IS] for extensive expositions of minimal realizations and their properties.
For a fixed disjoint partition of the extended complex plane C, U @_ = C U {m}, where 00 E C, and C_ # 0, consider the coprime factorization (1) Zf r < 9, then a sum-minimal coprime factorization is given by g(z) = d(z)-in(z), where and a(d) + s(n) = P + 4 (= G9).
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(2) Zf r > q, then a sum-minimal coprime factorization is given by g(z) = d(z)-ln(z>, where with pI, , pr-q arbitrary points in @ _ , and
Proof.
Observe that in any coprime factorization g = d -'n, the function d must have at least r zeros ~q, . , k,. and as many poles in @_ (the latter condition appears because d cannot have poles and zeros at infinity).
To obtain a minimal possible sum 6(g) + 6(n), as many poles in @_ of d as possible should be canceled against the zeros h,, . , A, of g. These considerations lead easily to the result of Theorem 2.1. n
In the matrix case the situation is more complicated and, in contrast with the scalar case, cannot be generally settled just by counting the number of zeros and poles of G(z) in @+ and @_; more refined structure of zeros and poles is needed.
be a minimal realization of G, and let A, = A,, -BC. Further, let Pl_ and P,_ be the Riesz projectors associated with the spectral subspaces of A, and A,, respectively, corresponding to the eigenvalues in @_. Thus,
where r is a suitable contour such that all the eigenvalues of A, in CP are inside f', and all the eigenvalues of A, in @+ are outside r; an analogous formula holds for P,-. Let + rank( I -P,_)
An explicit realization formula for DC-i,d is given in Section 8. The proof of this th eorem will be based on the concept of null-pole triples for rational matrix functions developed recently in [9, 13, 4, l] and elsewhere; see the book [S] for a complete exposition. In the next sections we review this concept and prove auxiliary results needed for the proof of Theorem 2.2.
To compute a left coprime factorization G = D-lN for G having the minimal possible sum of degrees of the factors, Theorem 2.2 requires one to do a search over all possible pairs (A,& where .J% is A[_-coinvariant and JV is Am--invariant.
However, under some circumstances one can find the particular pair (dO,JL",) for which the minimum is achieved. We first note the following general estimate. (2.7)
Substitute this inequality into the right-hand side of (2.7) to get
as desired.
With an extra hypothesis the lower bound in Theorem 2.3 is in fact the minimum, and is achieved with a special choice of pair of subspaces (&a,.~~,). Another situation where the lower bound in Theorem 2.4 is achieved for an explicitly computable choice of subspaces (&a,Ha) is the case where A,_ is diagonalizable. 
and where DcMo,lob) and N~~o,No~ are as in Theorem 2.2.
Proof.
We first assume that there exists an An--invariant subspace NO satisfying (i) and (ii> in the statement of the theorem, and set La = Im Pl_.
Then we note dim &a + dimJO -2dim(Ja A further example illustrating Theorem 2.2 is found in Section 9.
We note that all results of this section, as well as of subsequent ones, apply mutatis mutundis to right-coprime factorizations G = ND-l. Just observe that a right coprime factorization G = ND-l corresponds to a left coprime factorization of the transposed function GT = ( D-'jTN T. (1) c, and A,, are sizes n X n, and n, X n,, respectively, and (2) A, and B, are of sizes nl X ng and nl X n, respectively, and i$Im( AiBr) = @"c. The integer n will be called the base dimension of r, and the integers n,, and ni will be called the right order and the left or&r, respectively, of r. If, in addition,
where u is a nonempty subset of c=, then we say that the Sylvester data set is a-admissible. In the definition of a Sylvester data set we do not exclude the situation when nT or ni (or maybe even both of them) are zero; then the corresponding part of a Sylvester data set, i.e. matrices that have at least one zero dimension, is assumed to be empty. An important example of a Sylvester data set is (C, A; A -BC, B; I>, where
is a minimal realization of an n x n rational matrix function G(z) such that
We will use several algebraic operations on Sylvester data sets. For V= l,...,r let T, = C$'), A',"'; At"', Bj"'; S ( "" > be a a,,-admissible Sylvester data set, and assume uz n aj = 0 for i z j. We define the direct sum of rl, . , 7,. to be the collection of matrices
where S,, (I, = 1,. , r) are taken from the set r,, and Sij for i # j are the unique solutions of the Sylvester equations
The unique solvability of these equations is ensured by the condition a, n aj = 0 when i # j. It turns out (see [13] ) that (3.1) is indeed a Sylvester data set which is ((or U *.. U a,)-admissible. Next, we consider corestrictions. Let Equivalently, we say that ri is a coextension of r2. If in these equalities 1I' and @ are invertible, then we say that r1 and r2 are similar. Similarity is the natural equivalence notion for Sylvester data sets. One can prove, for example, that the direct sum ri @ *** @ 7,. of Sylvester data sets T,, . . . , T, is uniquely defined up to similarity: for any permutation (Y of {l, . . , r) the set Q-1 @ ..e G3 7, is similar to Tao) @ ..* CB r,(,,.
There is a natural way to associate a Sylvester data set with a rational matrix function (the naturalness of such association is manifested in many useful results concerning factorizations of rational matrix functions; several of these results will be reviewed in this section). Let W(z) be a regular (i.e.
with determinant not identically zero) rational n X n matrix function, and let (T c G be a nonempty set. The (left> null-pole subspace Pw(W > of W(z) with respect to u is defined as follows: 
Z"EU
Here and elsewhere in this paper we denote by Res,= z. f(z) the residue of a rational (scalar, vector, or matrix) function f(z) at .z,, [i.e. the coefficient of (z -zO>-' in the Laurent series for f(z) centered at .Q].
The Sylvester data set r given by Theorem 3.1 is called a clefi> null-pole triple for W(Z) over CT (for short, a a-null-pole triple). Note that the base dimension of r is n, the size of W. It can be constructed starting with null data and pole data of W(z) (see the monograph [3] for a thorough exposition of null-pole triples). We mention the formula for a left null-pole triple in case W(Z) is analytic and invertible at infinity and is given by a minimal realization
The null-pole triple r over u is given then by T = (ClIm P,, AlIm P,; AXIIm P,", PcBDel;
where P, is the Riesz projection for A corresponding to the eigenvaIues of A in (T, and P," is the Riesz projection for AX:= A -BD-'C corresponding to u.
We need also the following divisibility result (proved in 141). is a a-null-pole triple for W where the sizes of matrices are n X n,,, n,, X n TW) ngw X njw, niw X n, njw X n,,, and let r be a corestriction of 7,. By the definition of a corestriction of a Sylvester data set, there exist an injective linear map @ and a surjective linear map E for which (3.7) Since F,, is n * X n,, the above inequality is reduced to rankTgFxTV < rankI + n* + n.
Substituting this inequality in (3.11) and recalling that n,, = ?i + nT, nju, = ng + n,, we get
be an n X n rational matrix function with W(a) = I. A null-pole triple of W(z) over 62 will be called a global null-pole triple of W.
[One can also introduce null-pole triples at infinity, and therefore consider global null-pole triples of regular rational matrix functions with possible poles and/or zeros at infinity (see [l, 31 for details); we do not need this generality
here.] Theorem 3.3 clearly implies that the inequality (3.5) holds for every corestriction T of a global null-pole triple of W. It was proved in [15] (see also [3] ) that the converse in a sense is also true: given T, there exists a rational matrix function W such that T is a corestriction of its global null-pole triple, and the equality 6(W) = nm + ng -rank I holds; moreover, W(z)
can be chosen to have all its poles and zeros in u U {z,}, where z,, is an arbitrarily preselected point outside of cr.
LEFT AND RIGHT NULL AND POLE PAIRS
Besides the null-pole triples for a rational matrix function introduced in the previous section, we need also the concept of null and pole pairs. Rather than introducing these concepts independently of null-pole triples (as was done in many sources, e.g., [17, 311, it is more convenient here to derive them from the already introduced null-pole triples.
Let W(z) be a regular rational n X n matrix function. for some invertible matrices T, and T,.
We say that a pair of matrices (C, A) of sizes n X nrr and YZ~ X n,, respectively, is a null-kernel pair (or observable pair) if i?, Ker(CA') = (0) ; the integer n is called the order of (C, A). Given two null-kernel pairs is a common corestriction of (A,, B,), . . . , (A,, B,). However, (A, B) need not be the greatest common corestriction of (A,, B,), . . . , (A,, Bk). We recall that a common corestriction (A', B') of (A,, B,), . , (Ak, I&) is called a greatest common corestriction of (( Ai, Bj)},k_ i if any other common corestriction of {( Ai, Bi)},k_i is in turn a corestriction of (A', I?'); a greatest common corestriction of full-range pairs of the same order always exists and is unique up to similarity; see, e.g., [17] , and see also the next section for a more complete exposition of this topic in the framework of Sylvester data sets. Consider the following example. , T,. such that 7 is a corestriction of r' must actually be similar to r. A common corestriction T of ri, . . , T, is called greatest if any other common corestriction of ri, . . . , T, is in turn a corestriction of 7. These concepts were studied in depth in [2] and applied subsequently to simultaneous Lagrange-Sylvester interpolation problems for rational matrix functions [6] . We need the following proposition. As background information (proved in
[2]), note that a greatest common corestriction of given ri, . . . , T, (with the same base dimension) does not always exist, but there is always a maximal common corestriction of T,, . . . , 7,.
Given any common corestriction T of TV, . , T,., there exists a maximul common corestrktion r' of TV, . . . , r, such that T' is a coextension of 7.
Proof.
Because the left order and the right order of each r, are finite, any chain w,,w2,.
. ~ of common corestrictions of {ri, , T,.}, such that u; = I r and wi is a coextension of uji_ 1, must stabilize. In other words, the left orders of all wi are equal, for i > i,,, and the right orders of all wi are equal, for i > i,. Th ere ore, wi (i > iO) are similar to each other, and we can f take 7' = wi,. n
We will apply Proposition 5.1 in a particular situation when the common corestriction 7 is maximal only with respect to a part of each of the Sylvester data sets 7i (i = 1,.
, n). Given Sylvester data set T = (C, 
This result is a by-product of the properties of the partial order introduced and studied in Section 4 of 121. We give a direct proof . , r,. On the other hand, it is easy to see that each of w1 and w2 is a corestriction of wo. By the maximality property of wi and w2 we must have that each of them is actually similar to wo, and so w1 and ws are similar to each other. , s,) and by convention the terms rjj with j > si are omitted from the direct sums.
For notational simplicity, we assume that si = s for i = 1, . . . , r.
Let (Cmi, AVj) be the right pair TV. Then, by definition of TV, (Cri, ATi) is the greatest common restriction of (Cc'), At')), . . . , <CzS), A:")). The hypotheses on disjointness of the sets (5.7) ensures that . is a common corestriction of rii, . , Tis, and therefore (because of the maximality of 7,) T: is similar to ri. In particular, rank Pci is equal to the size of the matrix ALi. Now clearly the size of A, is equal to the size of diagl A,,, , As,] . Because ri @ 0-a GJ 7,. is a corestriction of r and both 71 @ *** CB 7,. and T have equal right order and equal left order, they must be similar. H
MAXIMUM POLE COMMON CORESTRICTIONS OF NULL-POLE TRIPLES
In this section we specialize the notion of maximum pole common corestrictions to the situation when the Sylvester data sets involved are null-pole triples for rational matrix functions.
Suppose we are given n X n rational matrix functions W, and W, for which Wl(m) = W,(m) = I and TV, 72 are {z&null-pole triples for W, and W,, respectively. A procedure to construct the maximum pole common corestriction 71 and TV will be shown in the next theorem. To complete the proof of Theorem 6.1, it remains to show that the common corestriction 7, is maximal. Suppose ? = (c,, AT; A,, B,; s> is a common corestriction of { z,}-null-pole triples for W, and W,, where C,, &, is a greatest common restriction of the right pole pairs for W, and W,. Let F be an n x n regular rational matrix function for which ? is a a-null-pole triple, where CT= cT(W,) u a(W,) u a(w,l) u a(W,-1).
We represent W, and W, and W, = F( F-l W, ), W, = F ( F-l W,) . Since a cr-null-pole triple for F is a corestriction of cT-null-pole triples for W,, W,, Plugging (6.3) and (6.4) into the above, we get
Recalling that S,<W > = a(W) and z,(w,) = 6(w,), S,(WJ = 6(W,) by the choice of u, the above is the same as
Since 7 is a cr-null-pole triple for F, where def H stands for the defect of a rational matrix function H:
(For more details about the defect of a rational matrix functions, see [19] or [20] .) Plugging in W = WC'W, and applying the fact that the defect of full-row-rank rational matrix function is unchanged under the premultiplication by a regular rational matrix function, we get Finally, taking into account (6.51, we conclude i< > I,. This proves that 7 cannot have 7, [given by (6.7)] as its proper corestriction. n
We remark that a direct proof of the maximality of TV in Theorem 6.1 is possible. However, it is somewhat cumbersome, so we content ourselves with the less direct but easier proof given above.
Combining Theorem 5.3 and 6.1, we obtain a global version of the result of Theorem 6.1. As a by-product of the proof of Theorem 6.1, we obtain a result (Theorem 7.1 below) that describes the "degree of nonminimality" of a factorization of rational matrix functions W = WC1 W,. Indeed, at any given point za, the degree of nonminimality of this factorization can be thought of as (if the factorization is minimal at .za, then this expression is 0; otherwise, it is positive).
Theorem 6.3 is of independent interest, although in this paper it is only one of many tools we need for the proof of Theorem 2.2. For a given set fr c @, we let be the McMillan degree of a rational matrix function W( z> with respect to CT. where f, is the order of <c^,, , A^,) and ii is the order of ( it, lZL >.
Proof.
If u = {z,}, then Theorem 6.3 follows from (6.11). The general case is reduced to the case when u = {z,} by using the localization Theorem 5.3. n
We conclude this section with an auxiliary result used in the proof of Theorem 6.1. The lemma now follows, taking into account (6.12) and (6.13).
7. PROOF OF THE MAIN RESULT (THEOREM J. A. BALL ET AL.
2.2)
We first restate the theorem in terms of null-pole triples. Let G be a given n X n rational matrix function with G(w) = I. Let be a global null-pole triple for G, where where S,, is ni_ x n,+, S,, is ni_ X n,_, S,, is n5+ X nr+, and S,, is ni+X n,_.
The following is a reformulation of Theorem 2.2. Likewise, due to the fact that (6,_, A^,_) is a restriction of (C,_, A,_), there exists an injective matrix U of size n,-X f,_ for which Vi_ = A,_ U, e,_= c,_u.
(7.8) Upon combining (7.5), (7.6), (7.81, we have J. A. BALL ET AL.
(7.9) (7.10) Since ? given by (7.4) is a corestriction of r given by (7.11, By substituting the above and (7.71, (7.91, (7.10) in (7.4), we get By applying Theorem 3.3 to a rational matrix function D-' which has ?
given by (7.11) as a corestriction of its global null-pole triple, we obtain To find 6(N), we represent N as N = DG. Then, by Theorem 6.3 6(N) = S(D) + 6(G) -lT_-ic.
(7.14)
Upon combining (7.13), (7.14) and recalling that fT = n,++ I^,_, we get 6(N) + S(D) = 6(G) + n,++ i,_+ 2k -&. This implies that minimal sum 6( 0) + S(N) < 6(G) + vV++ m, (7.26) where m is given by (7.3). By (7.17) and (7.26), the formula for the minimal sum of the McMillan degrees of D and N is proved.
Finally, the last statement of Theorem 7.1 follows also from the second part of the proof. n
FORMULAS FOR THE FACTORS
We provide here formulas for the factors N and D in a coprime factorization of a given rational matrix function, such that (2.4) holds when the subspaces J and J!" are given. The formulas are based on ones obtained in [I53 for rational matrix functions with given a-null-pole triples. In fact, the formulas derived in [I51 are directly applicable to our situation, in view of the construction of the sum-minimal coprime factorization given by (7.20)-(7.22).
It is sufficient to provide the formula for D -i in the coprime factorization G = D-'N, as N can be found by N = DG using the well-known formula for a realization (possibly nonminimal) of the product of two rational matrix functions when each of them is given in terms of its realization (see, e.g., gives a rational matrix function D-i satisfying (7.20)-(7.22). We emphasize that the above construction merely produces one such D-l, which is by no means unique.
EXAMPLES
In this section we give two examples illustrating the main results. The following lemma will be useful. The point in this example is that by choosing 6( D> larger than necessary (3 instead of 2), we can get 6(N) much smaller (1 instead of 3).
