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THE REDUCED PHASE SPACE OF PALATINI–CARTAN–HOLST
THEORY
A. S. CATTANEO AND M. SCHIAVINA
Abstract. General relativity in four dimensions can be reformulated as a
gauge theory, referred to as Palatini–Cartan–Holst theory. This paper de-
scribes its reduced phase space using a geometric method due to Kijowski and
Tulczyjew and its relation to that of the Einstein–Hilbert approach.
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1. Introduction
General Relativity (GR) is defined in terms of the metric tensor and of the
Einstein–Hilbert (EH) action functional. A (classically) alternative way of for-
mulating it, which has the advantage of being a gauge theory, follows from the
observation that the dynamical metric may be expressed in terms of a fixed ref-
erence metric via a dynamical (co)frame field [Car]. We will refer to this version
of GR as Palatini–Cartan–Holst (PCH) theory as detailed below, in a discussion
about nomenclature.
The reduced phase space of a theory is the space of possible initial conditions
endowed with its natural symplectic structure1. For example, in the usual case
of mechanics on a target manifold M , it is T ∗M with its canonical symplectic
structure. In the case of electromagnetism in four dimensions, one starts with a
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1Traditionally, the reduced phase space is defined as the space of solutions endowed with its
natural symplectic structure. If the theory is formulated on a manifold of the form Σ× [a, b] and
Σ is a Cauchy surface, this is the same as the space of possible initial conditions on Σ. We use
a more general definition where Σ is not necessarily Cauchy. In particular by initial conditions
we mean conditions for which there is a, possibly non unique, local, but not necessarily global,
solution.
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phase space in which the conjugate variables are the vector potential and the electric
field on the initial 3-surface with symplectic form induced from their pairing. The
reduced phase space is then given by the solution to the Gauss law (vanishing of the
divergence of the electric field) modulo gauge transformations. In the case of GR, in
space–time dimension greater than two, one starts with a phase space presented as
the cotangent bundle of the space of metrics on the initial space-like hypersurface.
The reduced phase space is then obtained as the solutions to the so-called energy
and momentum constraints modulo diffeomorphisms, both tangential to the space
hypersurface and transversal to it.
One well-known method to obtain the reduced phase space, which works well in
the above examples, is due to Dirac [Dir]. The literature is also full of attempts to
apply this method to PCH theory.
In this paper, we will study the reduced phase space of PCH theory using instead
a geometric method introduced by Kijowski and Tulczyjew [KT] (which also has the
advantage of being compatible with the BV-BFV formalism introduced in [CMR14,
CMR11]). We will show that, under the assumption that the induced boundary
metric is non degenerate, the reduced phase space can be nicely described and
corresponds indeed to that of the EH formulation, which has two local degrees
of freedom (interpreted as the two possible polarizations of the graviton). Note
that this assumption is just an open condition on the space of bulk co-frame fields.
We do not compute the reduced phase space without this assumption, but a result
proved below suggests that in the case of a light-like boundary the reduction should
have no local degrees of freedom.
In a nutshell2 our result is as follows. We start with the action functional
S[e, ω] =
∫
M
Tr
[
e ∧ e ∧ Fω +
Λ
4
e4
]
,
where M is a four-dimensional manifold with boundary (which admits Lorentzian
structures) endowed with a rank-four vector bundle isomorphic to TM with a ref-
erence fibre metric, e a tetrad, ω an orthogonal connection and Λ the cosmological
constant. We assume that also the boundary restriction of the metric induced by
e is nondegenerate. Then our result is that the reduced phase space is obtained
by coisotropic reduction in the symplectic space consisting of the space of bound-
ary tetrads, denoted by e, and of boundary connections modulo the action of e ∧ ·
(Theorem 4.6). Denote by ω = [ω]e the respective equivalence class, the symplectic
structure ω∂ = δα∂ reads
α∂ =
1
2
∫
∂M
Tr [e ∧ e ∧ δω] .
We show that this reduction is equivalent to the space of boundary tetrads and
connections (e, ω) satisfying the structural constraint pdωe = 0, where p is the
projection (relying on an irrelevant choice of complement) to the space of forms
β satisfying e ∧ β = 0, and using this description we are able to prove that the
constraints defining the coisotropic submanifold are
Lα =
∫
∂M
Tr[α e ∧ dωe], Jµ =
∫
∂M
Tr
[
µ
(
e ∧ Fω + Λe
3
)]
,
where α and µ are Lagrange multipliers (Theorem 4.22 and Corollary 4.23). The
reader should not be misled by the apparent simplicity of the constraints that seem
to look like the restriction to the boundary of the Euler–Lagrange equations: the
2In this Introduction, for simplicity we do not present the extension by Holst depending also
on the inner dual of the curvature, which is discussed in details in the rest of the paper.
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crucial point here is that the reduced connection appears. One helpful way of
looking at this is to consider the equation dωe = 0 coming from the bulk Euler–
Lagrange equations and split it into the structural constraint pdωe = 0, and the
residual constraint Lα. The nontrivial part of the proof consists in showing this
result (which moreover holds only under the assumption that the boundary metric
is nondegenerate).
The constraints Lα are an equivariant momentum map for the action of inter-
nal gauge transformation. The corresponding Marsden–Weinstein [MW] reduction
yields the space of boundary fields for EH theory and the constraints Jµ descend
there to the usual energy and momentum constraints (Theorem 4.25). A different
partial reduction using only half of the Lα constraints leads to Ashtekar’s formula-
tion in terms of tetrads and connections for the boundary orthogonal group.
To summarize, note that EH and PCH theories are equivalent on shell, that is,
on the critical locus of the action, where the equations of motion are solved, and up
to the respective symmetries. Here we show that their boundary structures are also
equivalent. The next step will be that of understanding their possible equivalence
at the BV-BFV level, a project that we will start in [CS17] based on results from
[CS15].
Finally, in Section 4.3, we study a variant of the PCH action functional that
enforces the compatibility between the connection and the co-frame field, fixing
the former to be the Levi–Civita connection for g = e∗η by means of a Lagrange
multiplier. The classical phase space of the resulting theory will be a cotangent
bundle, and it will be symplectomorphic to the space of boundary fields of PCH
theory, yet the boundary structure will turn out to be different (and arguably
ill-behaved), unless vanishing boundary conditions on the Lagrange multiplier are
forced from the very beginning. As a matter of fact, the projection of the Euler–
Lagrange equations to the boundary will be isotropic but not Lagrangian, and
inequivalent to that of PCH. This shows that equivalent theories on closed manifolds
without boundary may differ when boundaries are included, and will call for a
refinement of the notion of classical equivalence.
Remark 1.1. In this note we focus on the physical case of Lorenzian signature. The
Euclidean case follows automatically, with no restrictions on the boundary values
of the co-frame fields, as the boundary metric is automatically nondegenerate.
Remark 1.2. The co-frame field is required to be nondegenerate to establish the
equivalence between the Euler–Lagrange loci modulo symmetries in the Palatini–
Cartan and in the Einstein–Hilbert formulations. Unlike the three-dimensional
case, where this nondegeneracy condition can be removed leading to a generalization
of GR [CSS], we will see that in the four-dimensional case this condition is also
necessary to make the boundary space of fields well-behaved and therefore must be
maintained.
Nomenclature. In this work we refer to a field theory that carries the names of
Cartan, Palatini and Holst. This theory describes General Relativity as a model for
the gravitational interaction, a priori different from the original Einstein–Hilbert
metric formulation.
The (controversial) origin of this name can be traced back to the (arguably)
historically incorrect way that Palatini was attributed the idea of considering the
connection as an independent field, as thoroughly discussed in [FFR, BH]. In [Pal]
it was observed that the variation of the Ricci tensor can be written in terms
of the variation of the Christoffel symbols. However, the paper was interpreted as
suggesting independence from the metric field, without ever suggesting it explicitly.
4 A. S. CATTANEO AND M. SCHIAVINA
Instead, the key observation came from Cartan and Einstein [Car, Eins], and
was later explained through the powerful language of moving frames and the tetrad
formalism by several authors, most notably by Kibble and Sciama [Kib, Sci] (see
[Wis] for a modern account on this topic). This is usually referred to as Einstein–
Cartan–Sciama–Kibble (ECSK) theory.
In principle, ECSK theory is more general than Einstein–Hilbert in that it admits
nonvanishing torsion and coupling with spin matter but, as we are not concerned
with coupling to matter in the present paper, we will not appreciate that feature.
This has the advantage of deriving the corrected Bianchi identities in the presence
of spin matter from the Euler–Lagrange equations.
However, we understand the ECSK theory as a metric variational problem where
the torsion field is considered to be a dynamical correction to the Levi–Civita
connection. Although it can be phrased in terms of tetrad fields and principal
connections, we wish to emphasise that formulations that are equivalent on-shell
and up to possible boundary terms, need not be equivalent when such requirements
are relaxed.
Moreover, it is common practice in the literature to refer to the formula that
links the variation of the Ricci tensor to the variation of the Christoffel symbols as
the Palatini identity, and the formulation of GR that we will analyse here is also
commonly referred to as Palatini gravity.
In this paper we adopt this convention in view of this (perhaps erroneous) tra-
dition, but we credit Cartan at the same time. In this spirit we use the name
Palatini–Cartan, which then should be understood as meaning tetrad formalism
and independent principal so(3, 1) connection3.
Finally, the addition of the name of Holst will be justified in section 3.1, where
we will consider a generalisation of the Palatini–Cartan action, due to the fact
that so(3, 1) admits two invariant inner products. As a matter of fact, the action
functional corresponding to EH in the Palatini–Cartan formalism in four space-time
dimensions that takes into account the Barbero–Immirzi parameter [Bar, Imm], is
due Holst [Hol] (see equation (3.1)), and originally observed in [HMS] for metric
gravity with torsion (Einstein–Cartan theory).
Acknowledgements. We thank Giovanni Canepa for several constructive dis-
cussions, and Friedrich Hehl for valuable comments about the controversy in the
nomenclature. We thank G. Canepa and the anonymous referee for having found
flaws in previous versions of the article.
2. Geometric theory of boundary data
A classical field theory is the assignment of a space of fields FM and a local
action functional SM to a manifold with boundary (M,∂M). Usually FM is taken
to be some mapping space, or space of sections of a vector bundle or a sheaf.
Integration by parts in the computation of the variation δSM defines a one-form
α˜∂M on the space of restrictions of fields (and jets) to the boundary F˜∂M : i.e.
δSM = el + π˜
∗
∂M α˜∂M (the vanishing locus of el is the Euler–Lagrange locus), and
there is a surjective submersion FM
π˜M−−→ F˜∂M .
In this setting, we can also consider the space of fields associated with the collar
∂M × [0, ǫ]. Such space F∂M×[0,ǫ] also maps to the space of pre-boundary fields
F˜∂M . Assuming that the kernel of the two form ω˜∂M := δα˜ is regular (a subbundle
of T F˜∂M ) and that the quotient by ker(ω˜∂M ) is smooth, we can construct the true
3Or so(4) in the Euclidean version.
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space of boundary fields:
F ∂∂M := F˜∂M
/
ker(ω˜∂M ). (2.1)
The critical locus of the action functional in the bulk is denoted by ELM , and
if we denote by πM : FM −→ F
∂
∂M the canonical projection, we can construct
LM := πM (ELM ). In order for the classical theory to be well defined one usually
requires the projection L∂M×[0,ǫ] of the critical locus (associated to a suitable collar)
to be a Lagrangian submanifold of the space of boundary fields F ∂∂M . This is to
allow the existence of solutions to the Cauchy problem after a choice of a suitable
boundary condition: another Lagrangian submanifold L ⊂ F∂M that should be
transversal to LM .
If we further define C∂M ⊂ F
∂
∂M to be the space of pairs of boundary fields that
can be completed to a solution in L∂M×[0,ǫ], we can conclude that C∂M must be a
coisotropic submanifold [CMR11].
In this paper we will analyse the submanifold C∂M associated with Palatini–
Cartan–Holst theory of gravity as given by the vanishing locus of some local func-
tionals on the space of fields. One could then run the Batalin–Fradkin–Vilkovisky
(BFV [BF83, BV77]) machinery to replace the reduction of said coisotropic sub-
manifold with the associated BFV-complex [Sch09, Sch10]. Moreover, one could
perform a Batalin-Vilkovisky (BV [BV81]) analysis the PCH theory in the bulk
and study whether the BV-BFV axioms are satisfied [CMR14]. This will be done
by the authors in [CS17].
3. General Relativity in the Palatini–Cartan–Holst formalism
The Einstein–Hilbert theory of gravity does not strictly look like a gauge theory,
as it is not manifestly a theory of connections, unlike electromagnetism or chro-
modynamics or the standard model of particle physics. Nevertheless, there is a
classically-equivalent formulation of GR as a theory of principal connections, an
action functional that produces a set of equations of motion that can be reduced
to Einstein’s equations, and yet it is different from a structural point of view.
The setting is as follows, consider the principal fibre bundle of (co-) frames on
M , with the natural action of SO(3, 1) on it4. The dynamical fields are the co-frame
field e : TM
∼
−→ V (also called vierbein, in four dimensions), with V a vector bundle
on M with a reference smooth choice of Minkowski metric η and of orientation on
each fibre V , and a connection ω on the principal SO(3, 1) bundle P associated to
V , i.e. locally on an open U ⊂ M , ω|U : U −→ so(3, 1). Note that we require e to
be an isomorphism.
Remark 3.1. Generalisations of this construction have been considered (for in-
stance) by Floreanini and Percacci [FP], where the internal group is GL(4) and no
compatibility is required between a principal connection ω and either the co-frame e
(torsionless condition) or an internal metric κ (metricity condition), which is to be
interpreted as a dynamical generalisation of the Minkowski metric. A metric field
g and a connection A on the tangent bundle are then obtained by pulling back the
internal metric and connection respectively. This construction reduces to the usual
Palatini–Cartan approach by requiring either the metricity or torsionless conditions
and recovering the other one through the field equations.
One can consider
∧2
V -valued local connections, using the isomorphism∧2
V
∼
−→ so(3, 1) (3.1)
4We assume that M is orientable and can carry a Lorentzian structure.
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induced by η, which maps the basis ei ∧ ej to a basis of matrices t
i
j of the Lie
algebra by raising/lowering indices. In this setting, the theory is fully described by
the Palatini–Cartan action functional :
SPC =
∫
M
Tr
[
e ∧ e ∧ Fω +
Λ
4
e4
]
, (3.2)
where by Tr:
∧4
V −→ R we denote the volume form in
∧4
V normalised such that
Tr(ui ∧ uj ∧ uk ∧ ul) = ǫijkl, with {ui}
4
i=1 an η-orthonormal basis in V , and Λ is
the cosmological constant5.
To fix the notation we will assume throughout that dωφ = dφ + [ω, φ] where
φ is any g-module valued field (i.e. we use the bracket notation to denote any
Lie-algebra action), and the curvature form reads Fω = dω +
1
2 [ω, ω].
The Euler–Lagrange equations for the associated variational problem yield, at
the same time, Einstein’s equation and the compatibility condition between ω and
e. The latter condition imposes that covariant derivatives be taken w.r.t. the Levi–
Civita connection. More explicitly, the Euler–Lagrange equations for (3.2) read
dω(e ∧ e) = 0 (3.3a)
e ∧ Fω + Λe
3 = 0. (3.3b)
Observe that Equation (3.3a) is equivalent to dωe = 0 in the bulk, while equation
e ∧ Fω = 0 is rewritten as
∑
i[Fω ]
µρ
µν = 0 with µ, ν, ρ = 1 . . . 4 indices of the basis
{eµ}.
Remark 3.2. Notice that we assume that e is an isomorphism, and in this case
Equations (3.3) describe the same geometro-dynamics of the Einstein-Hilbert vari-
ational problem, up to gauge equivalence. Indeed, Eq. (3.3b) is Einstein’s field
equation for the metric g = e∗η when ω = ω(e), the unique solution of (3.3a), is
understood to be the Levi–Civita connection. As a matter of fact, since we require
ω to be η-compatible, the torsionless condition dωe = 0 will imply the metricity
condition de∗ωg = 0, which is uniquely solved by the Levi–Civita metric connection.
Remark 3.3. Observe that the map e ∧ · in Ω•(M,
∧•
V) is not necessarily an
isomorphism, even if e is nondegenerate. As a matter of fact e ∧ Fω = 0 is not
equivalent to the flatness condition Fω = 0.
Strictly speaking, EH and PCH theories are equivalent only when condition
(3.3a) is used to rewrite the Palatini–Holst action in terms of the curvature of
Levi–Civita connection. However, the way one encodes the half-shell constraint
(3.3a) is somehow arbitrary. As a matter of fact, adding an explicit Lagrange
multiplier will not modify the equations of motion (Theorem 4.28), but will have a
non-trivial effect on the boundary. We will consider this option in Section 4.3.
The minimality of the theory has been discussed, for instance, in [PR], where it
is shown how one can easily consider the most general theory of gravity of this kind
to be a topological6 modification of the Palatini–Cartan action. This modification
goes under the name of Holst action [Hol], and it is still possible to add a finite
number of boundary corrections to it. We report here the shape of such general
action for completeness:
5Note that the choice of orientation of V and the orientability of M are not really necessary,
as a top form with values in
∧4V is a density and can be integrated on M without any further
choice.
6The term topological being referred to the fact that it does not affect the dynamics.
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Stot =
∫
M
Tr [α1(e ∧ e ∧ Fω) + α2 ⋆ (e ∧ e) ∧ Fω ] + α6(Λ)Tr(e
4) (3.4)
+
∫
M
(α3 − iα4)dLCS(ω
−) + (α3 + iα4)dLCS(ω+) + α5d(dω ⋆ e ∧ e).
A few comments are in order. The trace is again induced by the volume form in V
and we used the internal Hodge ⋆ for Minkowski metric η. The α1, α2 terms, with
respect to a basis {ui}
4
i=1 explicitly read:(
α1ǫijkle
i ∧ ej ∧ F kl + α2e
i ∧ ej ∧ F klηikηjl
)
∈ Ωtop(M), (3.5)
with ηij the Minkowski metric, diagonal η = diag{1, 1, 1,−1} in the basis {ui}
4
i=1.
Eq. (3.5) will be interpreted in Lemma 3.5 as a volume form in the top exterior
power
∧4
V .
The coefficient α6(Λ) is proportional to the cosmological constant, whereas the
components ω± are respectively the (anti-)self-dual parts of the connection ω (with
respect to the Hodge dual) and the functionals LCS are Chern-Simons forms. It
can be seen [PR], that the total derivative terms in (3.4) unfold to yield topological
terms proportional to the Pontrjagin, Euler and Nieh–Yan classes.
Notice that the terms from α3 to α5 are relevant neither for the dynamical theory
nor for the boundary structure. As a matter of fact they arise as exact corrections to
the boundary 1-form, and therefore they will not change the symplectic structure.
3.1. Palatini–Cartan–Holst theory. The α2 term in (3.4) will have a non trivial
effect in both bulk and boundary theories, and we shall retain it in what follows.
The other topological boundary terms will be discarded in this analysis. In doing
this we will rename our parameters as it is customary in the literature, namely by
introducing the so-called Barbero–Immirzi [Bar, Imm] parameter γ ∈ R\{0} and
considering the (real) Holst action
SHolst =
∫
M
Tr
(
e ∧ e ∧ Fω +
1
γ
⋆ (e ∧ e) ∧ Fω + α6(Λ)e
4
)
. (3.6)
This theory reduces to the Palatini–Cartan action in the limit γ → ∞, but it still
describes the same (Einstein) equations, up to a rescaling factor γ. However, this
apparently harmless shift turns out to be a source of ambiguity in the quantisation
scheme [Imm, RT].
First introduced by Barbero [Bar] to generalise the construction of Ashtekar
canonical quantum gravity [Ash] in terms of a real SU(2) connection, this pa-
rameters was later studied by Immirzi [Imm]. Ashtekar’s formulation dealt with
complex self-dual connections instead, which are recovered by complexifying the
action and setting γ = ±i. This complexification is avoided with the introduction
of a γ-dependent canonical transformation of the phase space, mapping the Pala-
tini fields to some γ-rescaled fields. This parameter dependence has been observed
to be non-quantisable [RT], in the sense that it cannot be unitarily implemented,
which means that the quantisation of the theory without the γ parameter is not
unitarily equivalent to the scaled one. However, we will be interested in the semi-
classical structure only, and the generalisation introduced by the Barbero–Immirzi
parameter will be taken into account only for completeness.
The introduction of the γ parameter changes the pairing structure between e∧ e
and Fω . To understand this statement we need the following:
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Lemma 3.4. Let A,B ∈
∧2
V ≃ so(η), with η a nondegenerate metric on a four
dimensional vector space V . Then
⋆[A,B] = [⋆A,B] = [A, ⋆B].
Proof. Consider A,B,C ∈
∧2
V . Denote by Tr the invariant volume form7 in
∧4
V ,
and by A˜, B˜, C˜ the respective matrices in so(η). We compute8:
Tr [C ⋆ [A,B]] =
1
2
ǫijklC
ijǫklrsA
rmBnsηmn
= 2CijArmBnsηi〈rηs〉jηmn = −2Trso(η)[B˜ · C˜ · A˜] = T , (3.7)
(angular brackets denote antisymmetrisation of enclosed indices) showing that Tr [C ⋆ [A,B]]
is cyclic in A,B,C. Then, since Tr[A ⋆ B] = Tr[⋆AB] we have
T = Tr [A ⋆ [B,C]] = Tr[C[⋆A,B]] = Tr [C ⋆ [A,B]] ,
and
T = Tr [B ⋆ [C,A]] = Tr[C[A, ⋆B]] = Tr [C ⋆ [A,B]] .
The identities are valid for all C ∈
∧2
V , and the volume form Tr induces a nonde-
generate pairing on
∧2
V , proving the claim. X
Lemma 3.5. Consider the complexification of Minkowski vector space (VC, η) and
the maps (we drop the subscript C)
Tγ :
∧2
V −→
∧2
V
α 7−→ α+ 1
γ
⋆ α
(3.8)
Tˆγ :
∧2
V ⊗
∧2
V −→ C
α⊗ β 7−→ Tr[Tγ(α) ∧ β]
(3.9)
T˜γ :
∧2
V −→
∧2
V ∗
α 7−→ Tˆγ(α⊗ ·)
(3.10)
for γ ∈ C\{0}. Then, Tγ and T˜γ are isomorphisms for any value γ 6= ±i, and
Tˆγ defines a non-degenerate symmetric inner product in
∧2
V . Moreover, Tγ is
symmetric with respect to the inner product induced by the volume form in
∧4
V ,
i.e.
Tr[Tγ(α) ∧ β] = Tr[α ∧ Tγ(β)],
and
Tγ [α, β] = [Tγ [α], β] = [α, Tγ [β]]. (3.11)
Proof. Consider the linear map Tˆγ :
∧4
V −→ R and evaluate it on a basis {ui∧uj},
where {ui} is an orthonormal basis for (V, η):
Tˆγ [ui ∧ uj ⊗ uk ∧ ul] =
[
ǫijkl +
2
γ
ηi〈kηl〉j
]
, (3.12)
as it can be easily checked using ⋆(ui∧uj) =
1
2ǫijklη
k〈mηn〉lum∧un and the normal-
isation Tr(ui ∧ uj ∧ uk ∧ ul) = ǫijkl (angular brackets denote antisymmetrisation of
enclosed indices). If we relabel the basis indices in
∧2
V as (12, 13, 14, 23, 24, 34)→
(1,2,3,4,5,6). It is simple to gather that the representative matrix of T˜γ with
7Tr is given by ǫijkl in the η-orthonormal basis
8We consider det η = ±1 for simplicity.
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respect to the canonical bases in
∧2
V and
∧2
V ∗, relabelled as just mentioned, is
given by
[T˜γ ] =

γ−1 0 0 0 0 1
0 γ−1 0 0 −1 0
0 0 −γ−1 1 0 0
0 0 1 γ−1 0 0
0 −1 0 0 −γ−1 0
1 0 0 0 0 −γ−1

and its determinant is det[T˜γ ] = −(1 + γ
−2)3. Now, the combination
fαij := ui ∧ uj + α ηimηjnǫ
mnkluk ∧ ul,
for α ∈ R, is a basis of
∧2
V for all α 6= ±i. In fact, the linear map Fα mapping
{ui ∧ uj} to {f
α
ij} reads
[Fα] =

1 0 0 0 0 α
0 1 0 0 −α 0
0 0 1 −α 0 0
0 0 α 1 0 0
0 α 0 0 1 0
−α 0 0 0 0 1

and det(Fα) = (1 + α
2)3. In particular, for α = γ2 we have Tγ ≡ F γ2 .
To prove the symmetry of Tγ we can compute
Tr[Tγ(α) ∧ β] = α
ijβmnTr
[(
uiuj +
1
2γ
ǫklijukul
)
∧ umun
]
=
= αijβmn
(
ǫijmn +
1
2γ
ǫklij ǫklmn
)
= αijβmn
(
ǫijmn +
1
2γ
ǫijpqǫ
pq
mn
)
=
= αijβmnTr
[
uiuj ∧
(
umun +
1
2γ
ǫpqmnupuq
)]
= Tr[α ∧ Tγ(β)],
or equivalently use the fact that Tr[Tγ(α)∧β] = Tˆγ(α⊗β) and that Tˆγ is a manifestly
symmetric bilinear map (c.f. (3.12)) on
∧2
V . Finally, using Lemma 3.4 we can
easily check that Tγ [α, β] = [Tγ [α], β] = [α, Tγ [β]]. X
Proposition 3.6. The map Tγ :
∧2
V −→
∧2
V is a Lie algebra morphism of so(η)
if and only if γ2 = s, with s the sign of the determinant of η. Then:
T±√s[A,B] =
1
2
[T±√s[A], T±√s[B]]. (3.13)
Proof. With the help of Lemma 3.4 we compute
[Tγ [A], Tγ [B]] = [A,B] +
2
γ
⋆ [A,B] +
1
γ2
[A, ⋆2B] = (1 +
s
γ2
)[A,B] +
2
γ
⋆ [A,B].
We can ask for [Tγ [A], Tγ [B]] = cTγ [A,B], imposing the conditions
c
γ
=
2
γ
,
1 +
s
γ2
= c,
which immediately show that this is possible only when γ2 = s, and c = 2 in that
case. X
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Remark 3.7. In the present paper we will assume γ 6= ±i, in order to have Tγ
nondegenerate (cf. Lemma 3.5). As mentioned, one can make sense of PCH theory
in the complexification of so(3, 1), relating to the Ashtekar formulation of Palatini
gravity [Ash], and fixing γ = ±i allows self-dual connections (in the complexified
Lie algebra). Thus, T±i loses invertibility but gains the property of being a Lie
algebra morphism. From now on, however, we will consider γ ∈ R.
We can summarise the previous constructions by giving the following definitions
we will use throughout. Let P −→ M the principal SO(3, 1) bundle associated to
V , AP the space of principal connections, and denote by Ω
1
nd(M,V) the space of
(nondegenerate) tetrads.
Definition 3.8. The assignment of the pair (FPCH , SPCH)M to every 4 dimen-
sional manifold M with
FPCH = Ω
1
nd(M,V)×AP ∋ (e, ω), (3.14)
and
SPCH =
∫
M
Tˆγ
[
1
2
e ∧ e ∧ Fω +
Λ
4
e4
]
. (3.15)
will be called Palatini–Cartan–Holst theory.
Definition 3.9. The assignment of the pair (FHS , SHS)M to every 4 dimensional
manifold M with
FHS = Ω
1
nd(M,V)×AP × Ω
2(M,
∧3
V) ∋ (e, ω, t), (3.16)
and
SPCH =
∫
M
Tˆγ
[
1
2
e ∧ e ∧ Fω +
Λ
4
e4
]
+Tr [t ∧ dωe] . (3.17)
will be called Half-Shell Palatini–Cartan–Holst theory.
Remark 3.10. We understand the integrand Tˆγ
[
1
2e ∧ e ∧ Fω +
Λ
4 e
4
]
as the pairing
in
∧2
V between (the vector values of) e ∧ e and Tγ [Fω ]. This is equivalent to
Tr
[
e ∧ e ∧ Tγ [Fω] +
Λ
4 e
4
]
since
ee ∧ ⋆[ee] = ηi〈kηl〉je
i ∧ ej ∧ ek ∧ el = −ηi〈kηl〉je
k ∧ ej ∧ ei ∧ el = 0.
4. Classical boundary structure
In this section we will analyse the structure that is induced on the boundary
∂M by the bulk Palatini–Cartan–Holst theory (Sections 4.1 and 4.2) and by the
bulk Half-Shell Palatini–Cartan–Holst theory, a modification of it where the com-
patibility constraint dωe is enforced by means of a Lagrange multiplier (Section
4.3).
4.1. PCH boundary structure. Recalling Definition 3.8, the space of physical
fields for the PCH theory of gravity is given by FPCH = Ω
1
nd(M,V) × AP . A
connection is locally described by a (local) one-form ω (on a chart) with values
in so(3, 1) ≃
∧2
V . The boundary inclusion ι : ∂M −→ M induces the bundles
P ∂ := ι∗P and V∂ = ι∗V over ∂M . We denote by Ω1nd(∂M,V
∂) the space of V -
valued one-forms on the boundary that span a three-dimensional subspace of V at
each point, with V∂ := ι∗V .
Remark 4.1. In the literature (e.g. [Ash, RT]), globally hyperbolic structure of
space-time is usually assumed for Palatini–Holst gravity. We will instead begin by
considering any 3 + 1-dimensional manifold with boundary, without specifying the
kind of boundaries we allow. This means we will not put any extra restriction on
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the fields (compare with [CS15], where the Einstein–Hilbert action for GR in the
ADM formalism is analysed). In the analysis of the reduced phase space we will
however assume that the co-frame field is such that the metric it induces on the
boundary is nondegenerate (note that this is an open condition on the space of bulk
fields).
Consider the following
Lemma 4.2. The map
W(p,k)e : Ω
p
(
∂M,
k∧
V∂
)
−→ Ωp+1
(
∂M,
k+1∧
V∂
)
,
defined by W
(p,k)
e (X) = X∧e, where e is the restriction of the tetrad to the boundary
ι : ∂M → M , is injective for p = k = 1 and it is surjective when (p, k) = (1, 2) or
(p, k) = (2, 1).
Proof. We use the fact that {eµ} is a basis of V and expand the component Xa ∈∧2
V in that basis. When (p, k) = (1, 2) the kernel is determined by the equation
X ∧ e = Xµνa eµeνebdx
a ∧ dxb = 0. (4.1)
This yields a system of equations as follows
(1, 2) Xnc1 enece2 −X
nc
2 enece1 = 0 X
13
1 e1e3e2 −X
23
2 e2e3e1 = 0
(1, 3) Xnc1 enece3 −X
nc
3 enece1 = 0 X
12
1 e1e2e3 −X
32
3 e3e2e1 = 0
(2, 3) Xnc2 enece3 −X
nc
3 enece2 = 0 X
21
2 e2e1e3 −X
31
3 e3e1e2 = 0
from which we easily obtain
∑3
a=1X
ab
a = X
nb
a = 0, sinceA+B = A+C = B+C = 0
implies A = B = C = 0 (check the resulting equation for ene1e2 in the first line).
However, we can look at the inhomogeneous equation
t = X ∧ e,
and expand t in the basis of the eµ’s: t = t
µνρ
ab eµeνeρdx
adxb, and again for X ∧ e.
With a similar argument one obtains that the equation is solved for X as
Xaba = −t
bˆdf
df ǫbˆdf (4.2)
2X aˆnaˆ = −t
naˆb
aˆb + t
ncd
cd ǫaˆcd, (4.3)
where hatted indices are not summed over and, because we know that combinations
such that
∑
aX
ab
a = 0 are in the kernel of e∧ ·, this proves surjectivity of the map.
Again, with an essentially identical argument we can compute the kernel ofW
(2,1)
e
to be
∑
aX
a
ab = X
n
ab = 0, and show that is is surjective on Ω
3(∂M,
∧2
V∂).
On the other hand, when (p, k) = (1, 1) we have
X
µ
〈aeµeb〉 = 0, (4.4)
which yields
(1, 2) Xn1 ene2 +X
3
1e3e2 −X
n
2 ene1 −X
3
2e3e1 + (X
1
1 +X
2
2 )e1e2 = 0
(1, 3) Xn1 ene3 +X
2
1e2e3 −X
n
3 ene1 −X
2
3e2e1 + (X
1
1 +X
3
3 )e1e3 = 0
(2, 3) Xn2 ene3 +X
1
2e1e3 −X
n
3 ene2 −X
1
3e2e3 + (X
2
2 +X
3
3 )e2e3 = 0
and one can infer that X = 0. X
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Remark 4.3 (Definition of splitting). We can consider the choice of a complement
of the kernel W(i,j) = kerW
(i,j)
e , i.e. Ω(i,j) := Ω
i(∂M,
∧jV∂) = W(i,j) ⊕ C(i,j) for
(0 ≤ i ≤ 3, 0 ≤ j ≤ 4). Note that C(i,j) is actually a complement for all e in an
open neighbourhood of a given e0 inside Ωnd(∂M,V
∂). The dual space is
Ω∗(i,j) ≡
(
Ωi(∂M,
∧jV∂))∗ ≃ Ω3−i(∂M,∧4−jV∂),
and we can consider the annihilator W0(i,j) = Im(W
(2−i,3−j)). Then the dual split-
ting reads
Ω(i,j) =W(i,j) ⊕ C(i,j); Ω
∗
(i,j) =W
∗
(i,j) ⊕W
0
(i,j); (4.5)
and again C∗(i,j) = W
0
(i,j) = Im(W
(2−i,3−j)
e ). In particular, for (i, j) = (1, 2), we
have that an object in the dual of the complement of kerW
(1,2)
e is in the image of
W
(1,1)
e .
Remark 4.4 (Definition of projections). Once we fix a complement C(i,j) of the
kernel W(i,j) we can define projections p(i,j) : Ω(i,j) −→W(i,j) and p
′
(i,j) : Ω(i,j) −→
C(i,j). In what follows, we will drop the subscripts and simply denote the projections
p and p′. Dually, we will generically call p† the projection to the image of We.
Observe that all p, p′ and p† will depend on e.
Remark 4.5. Notice that we can use the inverse function theorem in the Banach
manifold of (fixed regularity type) sections to show that both W(i,j) and its com-
plement C(i,j) (which can be seen as the annihilator of the kernel W(2−i,3−j)) are
subbundles, owing to the fact that they are constant rank.
Theorem 4.6. The classical space of boundary fields for Palatini–Cartan–Holst
theory is the symplectic manifold given by the fibre bundle
F∂PCH −→ Ω
1
nd(∂M,V
∂), (4.6)
with fibre over e ∈ Ω1nd(∂M,V
∂) given by the reduction Aredι∗P := Aι
∗P
/
∼, with
respect to the equivalence relation ω ∼ ω′ ⇐⇒ ω − ω′ ∈ Ker(W(1,2)e ), where
V∂ = ι∗V and ι : ∂M −→ M , and symplectic form depending on the Barbero–
Immirzi parameter γ:
̟∂PCH = −
∫
∂M
Tˆγ [e ∧ δe ∧ δω] . (4.7)
The surjective submersion πPCH : FPCH −→ F
∂
PCH has the explicit expression:
πPCH :
{
e = e
ω = [ω]e,
(4.8)
with e ∈ Ω1nd(∂M,V
∂) and [ω]e ∈ A
red
ι∗P .
Furthermore, there is a symplectomorphism F∂PCH −→ T
∗Ω1nd(∂M,V
∂) by means
of the identification
−e ∧ Tγ [ω] =: tγ ∈ Ω
2(∂M,
∧3
V∂) ≃ Aredι∗P ,
and the symplectic form reads
̟∂PCH =
∫
∂M
Tr [δe ∧ δtγ ] . (4.9)
Proof. The variation of the Palatini–Cartan–Holst action (3.15) splits into a bulk
term, which we will not consider in what follows, and a boundary term. The latter
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is interpreted as a one-form on the space of pre-boundary fields F˜PCH of restriction
of fields and normal jets to the boundary, and it reads
α˜PCH = −
1
2
∫
∂M
Tˆγ [e ∧ e ∧ δω] . (4.10)
The pre-boundary two-form ˜̟PCH := δα˜PCH then reads
˜̟PCH = − ∫
∂M
Tˆγ [δe ∧ e ∧ δω] . (4.11)
The restrictions of fields to the boundary are denoted with the same symbols,
but we understand ω as an so(3, 1)-connection on the induced principal bundle
P∂M = ι
∗PM on the boundary ι : ∂M →֒M , while e is a V -valued one-form on the
boundary (i.e. e ∈ Ω1nd(∂M, ι
∗V)). In the basis {ui}i=1...4 of V we have e = eiauidx
a
whereas ω = ωija ui∧ujdx
a where we fix that the indices a, b, c run over the boundary
directions 1, 2, 3. Notice, however, that the vectors ea = e
i
aui are a basis of a three
dimensional subspaceW ⊂ V , and we can complete it to a basis of V by introducing
a vector en, linearly independent from the ea’s.
Using Lemma 3.5 we can read the equations defining the kernel of ˜̟PCH from
(4.11)
(Xe) ∧ e = 0 (4.12a)
Tγ [(Xω)] ∧ e = 0. (4.12b)
In virtue of Lemma 4.2, this means that ker( ˜̟PCH) = ker(W(1,1)e )× ker(W(1,2)e ) =
ker(W
(1,2)
e ), since we can read (and solve) (4.12a) as
W(1,1)e (Xe) = 0⇐⇒ (Xe) ≡ 0, (4.13)
while (4.12b) holds whenever Tγ [(Xω)] ∈ ker(W
(1,2)
e ).
Observe that ω ∈ AP∂M is a connection on the boundary, and W
(1,2)
e is a map
on the tangent space TωAP∂M . A vector field Xω = Tγ [(Xω)]
δ
δω
in the kernel of˜̟PCH acts on connections by adding an element of ker(W(1,2)e ), so that the result
of flowing ω along Xω will be a connection ω
′ such that ω′ − ω ∈ ker(W(1,2)e ).
This defines an equivalence relation ∼ on connections on the boundary, and the
reduction map π∼ : Aι∗P −→ Aredι∗P := Aι∗P
/
∼ ≃ Aι∗P
/
ker(W
(1,2)
e ) sends ω to its
equivalence class [ω]e. If we identify the coordinate in Aι∗P with an equivalence
class of connections, we get the explicit expression for the symplectic reduction
map:
π :
{
e = e
ω = [ω]e,
(4.14)
and pre-composing π with the restriction map π˜ : FPCH −→ F˜PCH we get the
surjective submersion to the space of boundary fields πPCH : FPCH −→ F
∂
PCH . It
is easy to check that α˜cl is horizontal w.r.t. ker(W
(1,2)
e ), and that the one-form
α∂PCH = −
1
2
∫
∂M
Tˆγ [e ∧ e ∧ δω] (4.15)
is such that α˜PCH = π
∗α∂PCH .
Using Lemma 4.2 again we can identify Aredι∗P ≃ Ω
2(∂M,
∧3
V∂), after the choice
of a reference connection. This choice induces a global Darboux chart and F∂PCH
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is a cotangent bundle with Liouville form
α∂PCH = −
∫
∂M
Tr
[
e ∧ δ(e ∧ Tˆγ [ω])
]
=
∫
∂M
Tr [e ∧ δtγ ] , (4.16)
under the identification tγ := −e ∧ Tγ [ω]. X
Remark 4.7. The choice of a complement of ker(W
(1,2)
e ) (cf. Remark 4.3), induces
the splitting ω = ω˜ + v where Tγ [ω˜] is the component of the connection Tγ [ω] in
the complement C(1,2), and Tγ [v] ∈ ker(W
(1,2)
e ). We write ω˜ = ω − v so that we
can read Eq. (4.12b) as (Xω˜) = 0 and project to the symplectic reduction. If we
denote by (e,ω) the coordinates on the space of boundary fields and by Aredι∗P :=
Aι∗P
/
Ker(W
(1,2)
e ) the reduced space of connections on the boundary, the projection
map reads
π :
{
e = e
ω = ω − v = ω˜.
(4.17)
Remark 4.8. Note that the nondegeneracy of e is necessary to ensure that the
pre-boundary two-form be presymplectic (i.e., that its kernel be a subbundle). This
is unlike the 3-dimensional case, where this is not necessary and Palatini–Cartan
theory may be extended to degenerate co-frame fields. Furthermore, observe that in
an open neighbourhood of e one can choose ω in the complement of W
(1,2)
e , and the
variations are independent.
Lemma 4.9. Consider the map [·, e] : Ω1(∂M,
∧2
V∂) −→ Ω2(∂M,V∂), and the
restriction of the metric g∂ := g
∣∣
∂M
≡ e∗η
∣∣
∂M
. Let K := ker([·, e]) ∩ ker(W
(1,2)
e ).
We have that, for η Euclidean or Minkowski,
dim (K) = 2dim(kerg∂), (4.18)
Moreover, if g∂ is nondegenerate, the map [·, e] is surjective on Ω2(∂M,V∂), and
ker([·, e]) ⊂ C(1,2).
Proof. We restrict the map [·, e] to ker(W
(1,2)
e ), and its kernel is then defined ex-
plicitly by
[v, e]bad = v
bc
a g
∂
cd − v
bf
d g
∂
fa = 0,
where we express v in the basis {eµ}, and from Lemma 4.2 we know that v
µν
a eµeν ∈
ker(W
(1,2)
e ) iff
∑
a v
ab
a = 0 and v = v
bc
a |ǫabc|. Now, we can choose coordinates in
which g∂ab is diagonal, i.e. g
∂ = diag(α1, α2, α3), and the eigenvalues are only 0
and ±1. If η is a fibrewise Lorentzian metric on M , the only possible values are
(1, 1, 1), (1, 1,−1), (1, 1, 0). If we allow for more general η’s we can also have cases
(1,−1,−1), (1,−1, 0), (1, 0, 0). The result holds as well for (0, 0, 0), trivially.
The equation in these coordinates is easily rewritten as
vbda αd = v
ba
d αa,
for all a, b, d.
Case g∂ = diag(1, 1,±1). The equations reduce to
v321 = v
31
2 ; (4.19a)
±v231 = v
21
3 ; (4.19b)
±v132 = v
12
3 ; (4.19c)
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and
v121 = v
21
2 = 0; (4.20a)
±v131 = v
31
3 = 0; (4.20b)
±v232 = v
32
3 = 0; (4.20c)
that together with
∑
a v
ab
a = 0 imply v ≡ 0.
With a similar argument, it is easy to show that, in the case g∂ nondegenerate,
the map [·, e] is surjective on Ω2(∂M,V∂): the kernel has 6 local dimensions and is
obviously contained in C(1,2), the complement ofW(1,2), since [·, e]|W(1,2) is injective.
Case g∂ = diag(1,±1, 0). This time we get the set of equations
v321 = ±v
31
2 ; v
21
3 = 0; (4.21a)
v313 = v
21
2 = v
32
3 = v
12
1 = 0. (4.21b)
From
∑
a v
ab
a = 0 we get the additional constraint v
13
1 = −v
23
2 . K is then parametrised
by vb32 and is therefore 2-dimensional.
Case g∂ = diag(1, 0, 0). In this case the only equations that aren’t automatically
verified are
vb12 = v
b2
3 = 0,
which imply v212 = v
31
3 = 0. Consequently, components v
b3
2 , v
b2
3 are free and
parametrise the kernel, which is then 4-dimensional. X
Corollary 4.10. If g is Lorentzian and g∂ is nondegenerate, then we have a short
exact sequence
0 −→ ker(W(1,2)e )
[·,e]
−→ Ω2(∂M,V∂)
W
(2,1)
e−→ Ω3(∂M,
∧2
V∂) −→ 0. (4.22)
Proof. Using Lemma 4.2 we know that W
(2,1)
e is surjective and from Lemma 4.9
[·, e] is injective on ker(W
(1,2)
e ). It is a matter of a simple computation to check
explicitly that e ∧ [v, e] = 0 for all v ∈ kerW
(1,2)
e . Alternatively one can define the
map E :
∧3
V × V −→
∧2
V such that, for w ∈
∧3
V and a ∈ V
E(w, a) = ǫijkw
ijkuiuja
lη(uk, ul) = ǫijkw
ijkuiuja
lηkl.
Then e ∧ [v, e] = E(e ∧ v, e) − v ∧ ei ∧ ejηij = 0. This implies that im([·, e]) ⊂
ker(W
(2,1)
e ), but since dimK = 0 the reverse is also guaranteed and the sequence is
exact. X
Recalling the definitions of the projections p and p′ (cf. Remark 4.4):
Corollary 4.11. If g∂ is nondegenerate, given a pair (ω, e) ∈ FPCH , there exists
a unique v˜ ∈ Ω1(∂M,
∧2
V) that solves the system{
e ∧ v˜ = 0
[v˜, e] = p(2,1)(dωe),
(4.23)
where p(2,1) : Ω
2(∂M,V∂) −→W(2,1).
Proof. This is a consequence of the fact that the map
φe ≡ p(2,1) ◦ [·, e]|W(1,2) : W(1,2) −→W(2,1) (4.24)
is an isomorphism. X
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Lemma 4.12. Assume g∂ nondegenerate and consider the functions
v˜ : F˜PCH −→ ker(W
(1,2)
e ), v˜(ω, e) = −φ
−1
e (dωe), (4.25a)
ω˜ : F˜PCH −→ Aι∗P , ω˜(ω, e) = ω + v˜(ω, e), (4.25b)
where φe is as in Corollary 4.11. Then, ω˜ is basic with respect to the reduction map
π∼ : Aι∗P −→ Aredι∗P , and [ω˜]e = [ω]. Moreover,
pdω˜e = 0
and ω˜ satisfies the equation
dω˜e = 0 (4.26)
if and only if e ∧ dωe = 0.
Proof. If X is a vertical vector field, i.e. ιX ˜̟PCH = 0, one can easily verify that
LXv˜(ω, e) = LXω. In fact, since LXe = 0 we have
X(φ−1e (pdωe)) = φ
−1
e (p[Xω , e]) = Xω = LXω,
given that Xω ∈ ker(W
(1,2)
e ) (cf. Theorem 4.6); thus LXω˜ = 0, and [ω˜]e = [ω]e.
Moreover, by definition of ω˜ we have dω˜e = dωe+[v˜, e] and, in virtue of Corollary
4.11, [v˜, e] = −p(dωe), so that dω˜e = dωe−pdωe = p
′dωe and consequently pdω˜e = 0.
Moreover, dω˜e vanishes if and only if dωe ∈ ker(W
(2,1)
e ), that is when e ∧ dωe = 0.
X
Corollary 4.13. Let (e,ω) ∈ F∂PCH and g
∂ nondegenerate, then e ∧ dωe = 0 if
and only if there exists, unique, a representative ω˜ in the class ω ≡ [ω]e such that
dω˜e = 0.
Proof. Follows immediately from Lemma 4.12. X
Definition 4.14. Denote by S ⊂ F˜PCH the image of the map ϕ : F˜PCH −→ F˜PCH ,
defined by ϕ(ω, e) = (ω˜(ω, e), e).
Lemma 4.15. We have
S = {(ω˜, e) ∈ F˜PCH
∣∣ p(dω˜e) = 0}. (4.27)
Proof. We have already shown in Lemma 4.12 that every pair (ω˜, e) where ω˜ =
ω˜(ω, e) satisfies p(dω˜e) = 0. On the contrary, If ω˜ satisfies the equation, then
ω˜(ω˜, e) = ω˜, showing that (ω˜, e) is in the image of ϕ. X
Proposition 4.16. The map
Φ:
F∂PCH −→ S
([ω]e, e) 7−→ (ω˜, e)
is a symplectomorphism.
Proof. Choose a representative ω ∈ [ω]e and construct ω˜(ω, e). This is independent
of the representative, since changing ω by v ∈ Ker((W )
(1,2)
e ) leaves ω˜(ω, e) invari-
ant, as shown in Lemma 4.12. On the other hand, choosing (ω˜, e) in S uniquely
determines the equivalence class [ω˜]e as the fibre of ϕ above (ω˜, e) coincides with
the fibre of π : F˜PCH −→ F
∂
PCH .
Computing the symplectic form ̟∂PCH on (ω˜, e) yields∫
∂M
Tˆγ [eδeδ(ω + v˜(ω, e)] =
∫
∂M
Tˆγ [eδeδω + eδeδv˜]
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for some representative ω ∈ [ω]e. However, since e∧ v˜ = 0 we have eδvˇ = δ(e∧ v˜)−
δe ∧ v˜ = −δe ∧ v˜ and we compute∫
∂M
Tˆγ [eδeδv˜] = −
∫
∂M
Tˆγ [δeδev˜] = 0.
X
4.2. Constraints in PCH theory. In this section we will consider the structure
of the constraints defined by equations (3.3) in the bulk. Compare this with the
general discussion in section 2.
We consider the Euler–Lagrange equations in the space of bulk fields FPCH and
define the pre-constraints to be given by their restriction to the boundary. We will
show how one can construct local functionals that are basic with respect to the
symplectic fibration π : F˜PCH −→ F
∂
PCH .
Remark 4.17 (On the definition of constraints). In the bulk, we have that the
Euler–Lagrange equation e∧dωe = 0 is equivalent to dωe = 0. We can regard the re-
stricted equation dωe
∣∣
∂M
= 0 as defining the constraint, together with e∧Tγ[Fω ]
∣∣
∂M
.
In virtue of Lemma 4.12, requiring dωe = 0 on the boundary is equivalent to the
condition edω′e for every other ω
′ ∈ [ω]e, and ω˜(ω′, e) ≡ ω is the unique represen-
tative satisfying (4.26). Alternatively, we could pick (e∧dωe)|∂M = 0 as constraint,
and know that there exists, unique, a representative ω˜ in the class of ω, such that
dω˜e = 0.
Remark 4.18. Another way to observe this phenomenon is the following: consider
the function ∫
∂M
Tr[β ∧ dω˜e],
with β ∈ Ω1(∂M,
∧3V). However, we know that π(dω˜e) = 0 and dω˜e ≡ π′dω˜e.
Since C∗(i,j) ≃ Im(W
(2−i,3−j)
e ) there exists α ∈ Ω0(∂M,
∧2
W) such that β = e ∧ α
and ∫
∂M
Tr[β ∧ dω˜e] =
∫
∂M
Tr[α ∧ e ∧ dω˜e].
Remark 4.19. We can split the constraint dω˜e = 0 into its two projections, i.e.
into the structural constraint pdω˜e = 0 and the residual constraint e ∧ dω˜e = 0.
Proposition 4.16 shows that, under the nondegeneracy assumption on g∂, imposing
the structural constraint is equivalent to the reduction with respect to the kernel of
the presymplectic form. We will prove in a moment that the residual constraint
then defines a coisotropic submanifold (and that additionally imposing the other
constraints eTγ [Fω˜] = 0 also defines a coisotropic submanifold).
Remark 4.20. From Lemma 4.9, in the degenerate case K has dimension 2, which
means that to project dωe to the space of boundary fields we must impose two extra
conditions to eliminate the residual degrees of freedom in K. From now on we will
assume that g∂ is nondegenerate, which is equivalent to requiring that the signature
of the induced metric on the boundary is either space-like or time-like.
Remark 4.21. Observe that from Lemma 4.12 we know that ω˜ is basic, i.e. LXω˜ =
LXe = 0; from this we immediately conclude that LX(e ∧ dω˜e) = LX(e ∧ Fω˜) = 0 for
X ∈ Γ(ker( ˜̟PCH)), showing that the constraints are basic in F˜PCH with respect to
pre-symplectic reduction.
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Theorem 4.22. The functions on S:
L˜α =
∫
∂M
Tˆγ [α ∧ e ∧ dω˜e], (4.28a)
J˜µ =
∫
∂M
Tˆγ [µ ∧ e ∧ Fω˜ ] + Tr
[
Λµ ∧ e3
]
, (4.28b)
with α ∈ Ω0(M,
∧2
V∂), µ ∈ Ω0(M, ι∗V) and ω˜ as in Lemma 4.12, define a
coisotropic submanifold CPCH ⊂ S ≃ F
∂
PCH with respect to the symplectic form
̟∂ = −
∫
∂M
Tˆγ [eδeδω˜]
with the following algebraic relations:
{L˜α, L˜α′} = L˜[α′,α] (4.29a)
{L˜α, J˜µ} = J˜[α,µ] + L˜Hα,µ (4.29b)
{J˜µ, J˜µ′} = L˜Xµµ′ (4.29c)
where Hα,µ, Xµµ
′
are local functions of the fields and the Lagrange multipliers whose
explicit expressions, presented in Equations (4.33) and (4.40), are not relevant for
the statement.
Proof. In order to compute the Hamiltonian vector fields of the functions defining
the constraints, we have to consider that the variation of ω˜ is constrained. As
a matter of fact, from the defining equation pdω˜e = 0, splitting the variation in
δω˜ = pδω˜+ p′δω˜ and recalling that the projection to the kernel p depends on e, we
get
[pδω˜, e] = −(δep)dω˜e+ pdω˜eδe− p[p
′δω˜, e],
so that
pδω˜ =: A(δe) + B(p′δω˜), (4.30)
where we defined A: Ω1(∂M,W) −→ W(1,2) and B: C(1,2) −→ W(1,2), using the
notation of Remark 4.3. In particular, we have the explicit expression for c ∈ C(1,2)
B(c) = −φ−1e (p[c, e]).
Observe that δe and p′δω˜ are free variations, and that the map A has odd parity. In
a similar fashion, a generic Hamiltonian vector field X will have to satisfy pXω˜ =
A(Xe) +B(p
′Xω˜).
Because of the structure of L˜α, only the free variations δe and p
′δω˜ appear in
δL˜α:
δL˜α = −
∫
∂M
Tˆγ [δe ∧ e ∧ dω˜α+ p
′δω˜ ∧ e ∧ [α, e]] .
Hence, its Hamiltonian vector field Lα such that ιLα̟
∂ = δL˜α, simply needs to
satisfy
e ∧ (Lα)e = e ∧ [α, e];
e ∧ (Lα)ω˜ = −e ∧ dω˜α.
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Turning to J˜µ and recalling that dω˜e = p
′dω˜e we have
δJ˜µ =
∫
∂M
Tˆγ
[
δe ∧ µ ∧
(
Fω˜ + 3Λe
2
)
+ dω˜(µ ∧ e) ∧ δω˜
]
=
∫
∂M
Tˆγ
[
δe ∧ µ ∧
(
Fω˜ + 3Λe
2
)
+ dω˜µ ∧ e ∧ p
′δω˜ − µ ∧ dω˜e ∧ δω˜
]
=
∫
∂M
Tˆγ
[
δeµ
(
Fω˜ + 3Λe
2
)
+ dω˜µep
′δω˜ − µp′dω˜ep′δω˜ − µp′dω˜e (A(δe) + B(p′δω˜))
]
=
∫
∂M
Tˆγ
[
δe ∧
[
µ ∧
(
Fω˜ + 3Λe
2
)
+A† (µ ∧ p′dω˜e)
]
+
[
dω˜µ ∧ e − p
†(µ ∧ p′dω˜e)− B† (µ ∧ p′dω˜e)
]
∧ p′δω˜
]
, (4.31)
where we introduced the adjoint maps A†,B†. Thus, we have
e ∧ (Jµ)e = −dω˜µ ∧ e+ (p
† +B†) (µ ∧ p′dω˜e) (4.32a)
e ∧ p′(Jµ)ω˜ = µ ∧ (Fω˜ + 3Λe ∧ e) + A† (µ ∧ p′dω˜e) . (4.32b)
Observe that imposing dω˜e = 0 would be sufficient to show that the ideal is
coisotropic, but we are interested in explicitly writing the algebraic relations be-
tween constraints.
Let us compute:
{L˜α, L˜α′} = L
αL˜α′
=
∫
∂M
Tˆγ
[
α′ ∧ dω˜ (e ∧ (Lα)e) +
1
2
α′ ∧ [(Lα)ω˜, e ∧ e]
]
= −
1
2
∫
∂M
Tˆγ [dω˜α
′ ∧ [α, e ∧ e] + α′ ∧ [dω˜α, e ∧ e]]
=
∫
∂M
Tˆγ [[α
′, α] ∧ e ∧ dω˜e] = L˜[α′,α],
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and
{J˜µ, L˜α} = J
µL˜α
= −
∫
∂M
Tˆγ [e ∧ (J
µ)e ∧ dω˜α+ (J
µ)ω˜ ∧ e ∧ [α, e]]
=
∫
∂M
Tˆγ
[
dω˜µ ∧ e ∧ dω˜α− (p
† +B†)(µdω˜e) ∧ dω˜α
− µ ∧ (Fω˜ + 3Λe ∧ e) ∧ [α, e]−A
†(µdω˜e) ∧ [α, e]
]
=
∫
∂M
Tˆγ
[
µ ∧ dω˜e ∧ dω˜α+ [Fω˜ , α] ∧ µ ∧ e − µ ∧ dω˜e ∧ (id + B)p
′dω˜α
− µ ∧ (Fω˜ + 3Λe ∧ e) ∧ [α, e]− µ ∧ dω˜e ∧ A([α, e])
]
=
∫
∂M
Tˆγ
[
p′dω˜ep† [((id− p′ − B ◦ p′)dω˜α−A([α, e])) ∧ µ]
+ [α, µ] ∧ e ∧
(
Fω˜ + Λe
2
) ]
=
∫
∂M
Tˆγ [[α, µ] ∧ e ∧ Fω˜] +
∫
∂M
Tˆγ [e ∧ dω˜e ∧H
α,µ] = J˜[α,µ] + L˜Hα,µ ,
where we used that Tˆγ [3µ[α, e]ee] = Tr[µ[α, e
3]] = −Tr[[α, µ], e3] and that through
W−1e , defined on the image of p
† and B†, we can define Hα,µ ∈ Ω0(∂M,
∧2
V) such
that
Hα,µ := W−1e [((p− B ◦ p
′)dω˜α−A([α, e])) ∧ µ] . (4.33)
There is also another way of expressing Hα,µ. The Hamiltonian vector field Lα
must preserve the constraint p(dω˜e) = 0, so that, imposing LLα(p(dω˜e)) = 0 and
recalling that the projection p depends on e, one obtains
LLα(pdω˜e) = 0 ⇐⇒ (LLαp)(dω˜e) + p[(L
α)ω˜, e] + pdω˜[α, e] = 0
⇐⇒ p[p′(Lα)ω˜, e]+p[p(Lα)ω˜, e]+[pdω˜α, e]+p[p′dω˜α, e]+p[α, dω˜e]+(LLαp)(dω˜e) = 0
⇐⇒ [p(Lα)ω˜ + pdω˜α, e] = −(LLαp)(dω˜e)− p[α, dω˜e]. (4.34)
Define now ψα ∈ W(2,1) to be ψα := p(L
α)ω˜ + pdω˜α; as a consequence of (4.34) we
have
ψα = −φ
−1
e [(LLαp)(dω˜e) + p[α, dω˜e]] , (4.35)
and notice that it vanishes on-shell (i.e. when dω˜e = 0). If we compute L
α(J˜µ),
which on the one hand coincides with {J˜µ, L˜α}, we get
L
α(J˜µ) =
∫
∂M
Tˆγ
[
(Lα)e∧µ∧ (Fω˜+3Λe
2)+p′(Lα)ω˜ ∧dω˜(µ∧e)−p(Lα)ω˜ ∧µ∧dω˜e
]
=
∫
∂M
Tˆγ
[
[α, e]∧µ∧ (Fω˜ +3Λe
2)− dω˜α∧ dω˜(µ∧ e)− (p(dω˜α) + p(L
α)ω˜)∧µ∧ dω˜e
]
=
∫
∂M
Tˆγ
[
[α, µ] ∧ e ∧ (Fω˜ + Λe
2)− p†(ψα ∧ µ)p′(dω˜e), (4.36)
CLASSICAL PALATINI–CARTAN–HOLST 21
from which we conclude
e ∧Hα,µ = −p†(ψα ∧ µ) (4.37)
so that W−1e (p
†(ψα ∧ µ)) = Hα,µ and e ∧Hα,µ vanishes on shell.
Finally, we compute (we omit wedge symbols from the third line on)
{J˜µ′ , J˜µ} = J
µ′ J˜µ =
∫
∂M
Tˆγ
[
(Jµ
′
)e ∧
[
µ ∧
(
Fω˜ + 3Λe
2
)
+A†(µ ∧ p′(dω˜e))
]
+ p′(Jµ
′
)ω˜ ∧
[
dω˜(e ∧ µ)− (p
† +B†)(µ ∧ p′(dω˜e))
] ]
=
∫
∂M
Tˆγ
[
− dω˜µ
′ [µ(Fω˜ + 3Λe2) + A†(µdω˜e)]+A†(µ′dω˜e)W−1e [(p† +B†)(µdω˜e)]
+ µ′(Fω˜ + 3Λe2)dω˜µ+A†(µ′dω˜e)dω˜µ− µ′(Fω˜ + 3Λe2)W−1e
[
(p† +B†)(µdω˜e)
]
+W−1e
[
(p† + B†)(µ′dω˜e)
] [
µ(Fω˜ + 3Λe
2) + A†(µdω˜e)
] ]
=
∫
∂M
Tˆγ
[
− [dω˜µ
′µ− µ′dω˜µ]
[
Fω˜ + 3Λe
2
]
− [A(dω˜µ
′)µ−A(dω˜µ)µ′] p′dω˜e
+
[
W−1e
[
(p† + B†)(µ′p′dω˜e)
]
µ−W−1e
[
(p† +B†)(µp′dω˜e)
]
µ′
]
[Fω˜ + 3Λe
2]
+
[
A
[
W−1e
[
(p† + B†)(µ′p′dω˜e)
]]
µ− A
[
W−1e
[
(p† +B†)(µp′dω˜e)
]]
µ′
]
p′dω˜e
]
(4.38)
We proceed by defining9 Zµ ∈ Ω1(∂M,
∧2
V) such that p(Zµ) = 0 and e ∧ Zµ =
µFω˜, so that
W−1e
(
(p† + B†)(µ′p′dω˜e)
)
µFω˜ = (p
† +B†)(µ′p′dω˜e)Zµ = µ′p′dω˜e(p′ +B)Zµ.
Thus, we can write:
{J˜µ′ , J˜µ} = −
∫
∂M
Tˆγ
[
dω˜(µ
′µ)(Fω˜ + 3Λe2)
]
−
∫
∂M
Tˆγ
[
p† [A(dω˜µ′) ∧ µ+ µ′ ∧ (p′ +B)(Zµ + Λµ ∧ e)] p′(dω˜e)
− p†
[
A
[
W−1e
(
(p† + B†)(µ′ ∧ p′(dω˜e))
)]
∧ µ
]
p′(dω˜e)− {µ↔ µ′}
]
= 6Λ
∫
∂M
Tˆγ [µ
′ ∧ µ ∧ e ∧ dω˜e] +
∫
∂M
Tˆγ
[
Y µ
′µ ∧ e ∧ dω˜e
]
=
∫
∂M
Tˆγ
[
Xµ
′µ ∧ e ∧ dω˜e
]
= L˜Xµ′µ , (4.39)
where we used the Bianchi identity and defined
Y µ
′µ := −W−1e p
†
[
A(dω˜µ
′) ∧ µ+A
[
W−1e
(
(p† +B†)(µ′p′dω˜e)
)]
∧ µ
+ µ′ ∧ (p′ +B)(Zµ + Λµ ∧ e)− {µ↔ µ′}
]
, (4.40)
so that Xµ
′µ = 6Λµ′ ∧ µ+ Y µ
′µ, because of Lemma 4.12 together with the obser-
vation in Remark 4.18. X
9We can do this because W
(1,2)
e is surjective.
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Corollary 4.23. In the symplectic manifold
F∂PCH −→ Ω
1
nd(∂M,V
∂)
with symplectic form ̟∂PCH as in Eq. (4.7), the vanishing locus CPCH of the func-
tions:
Lα =
∫
∂M
Tˆγ [α ∧ e ∧ dωe]; Jµ =
∫
∂M
Tˆγ [µ ∧ e ∧ Fω] + Tr
[
Λµ ∧ e3
]
, (4.41)
with µ ∈ Ω0(∂M,V∂) and α ∈ Ω0(M,
∧2
V∂) is coisotropic. We have the algebraic
structure:
{Lα,Lα′} = L[α′,α] (4.42a)
{Jµ,Jµ′} = LXµµ′ (4.42b)
{Lα,Jµ} = J[α,µ] + LHα,µ (4.42c)
where Xµµ and Hα,µ are defined as in Theorem 4.22.
Proof. This follows automatically from Theorem 4.22 and the projectability of the
functions {J˜α, J˜λ} along π : F˜PCH −→ F
∂
PCH , after writing L˜α = π
∗
Lα and J˜µ =
π∗Jµ. X
Remark 4.24. The constraint algebra found in Theorem 4.22 can be linked to
the action of 4 dimensional diffeomorphism with the following observation. Since
µ ∈ Ω0(∂M,V∂) it can be written (at least locally) as µ = ξnen + ιξe, where we
choose en to be in the complement of im(e) in V.
We write Jξ ≡ Jιξe and we can compute the Hamiltonian vector field in this
case. Observing that Λµe3 6= 0 only if µ = ξnen we get
e ∧ (Jξ)e =
1
2
dωιξ(e ∧ e); (Jξ)ω = −ιξFω.
On the constraint surface, i.e. imposing edωe, we can conclude that (Jξ)e = −L
ω
ξ e
and (Jξ)ω = −ιξFω, which reproduces the (covariant) action of vector fields on a
connection and a co-frame as described in [CS17, Schi, CSS].
If the principal bundle over ∂M were trivial, or alternatively if we worked with the
simply-connected cover of SO(3, 1), we could regard ω as a global one-form on the
boundary, and make sense of ιξω. This would enable us to look at Dξ := Jξ+Lιξω,
which has the Hamiltonian vector field
Dξ = Lξe
δ
δe
+ Lξω
δ
δω
. (4.43)
However, the bracket of two constraints Jξ can be found with a straightforward
computation to be (we drop Tγ for simplicity)
{Jξ,Jξ} = JξJξ =
1
2
∫
∂M
Tr [ιξ ((Jξ)e ∧ e)Fω + ιξ(e ∧ e)dω(Jξ)ω]
=
1
2
∫
∂M
Tr [ιξdωιξ(e ∧ e)Fω + ιξdωιξ(e ∧ e)Fω]
=
∫
∂M
Tr
[
ι[ξ,ξ]eeFω −
1
2
dωιξιξ(e ∧ e)Fω +
1
2
ιξιξdω(e ∧ e)Fω
]
= J[ξ,ξ] + LιξιξFω .
When µ = ξnen, instead, the computation is given in Theorem 4.22.
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Assuming that g∂ is nondegenerate, we can establish a relationship between the
reduced phase space of PCH theory and of EH theory with the following.
Theorem 4.25. The reduced phase space for Palatini–Cartan–Holst theory maps
to that of Einstein–Hilbert, namely, denoting by CEH ⊂ F
∂
EH the submanifold of
canonical constraints for EH theory, and by G the coisotropic reduction of the zero
locus of the function L, we have the symplectomorphism
ϕ : G −→ F∂EH , (4.44)
and CEH = ϕ (CPCH).
Proof. The strategy is as follows: we will first give a convenient description of
the critical locus G = L−1(0) and then reduce it using the Marsden–Weinstein
construction [MW], understanding L as the moment map for an so(3, 1) action on
F∂PCH . We show that the reduced locus G is symplectomorphic to the space of
boundary fields of Einstein–Hilbert theory, F∂EH , and finally that the critical locus
of the residual constraint inside G maps to the reduced critical locus CEH ⊂ F
∂
EH .
Consider the induced tetrad on the boundary e : T∂M −→ V and observe that
the subspace W = Span{ea}a=1...3 is a space-like (resp. time-like) subspace of
V , with respect to η, since g∂ = e∗η|∂M is nondegenerate. We can then use an
algorithm to find an η-orthonormal basis of W - say {wi}, and the change of basis
matrix e
i
a is invertible and defines a triad e : Tx∂M −→ W . Moreover, we can
complete {wi} to a basis of V by a vector {w0} with norm η00 = ±1, depending on
the signature of η|W .
Consider the function10
Lc ≡
∫
∂M
Tr[c ∧ e ∧ dωe].
This enforces the constraint e ∧ dωe = 0. Let us write ω = Γe +A, where Γe is
the connection compatible with the triad e
i
a such that dΓee
i
a = 0.
In the new basis {w0, wi} we have the splitting of the constraint{
[e ∧ dωe]
ij = 0
[e ∧ dωe]
0j = 0
(4.45)
and we can use c ∈ Ω0(∂M,
∧2
V∂) to gauge-fix e0a. Consider Lc0i . Its characteristic
distribution is given by the Hamiltonian vector field Lc0i , whose flow is readily
computed by means of the equations:
e˙
0
a = [c, ea]
0 = c0ie
j
aηij ; [ω˙]
0i = [dωc]
0i.
We can then follow Lc0i up to time t = 1, fix e
0
a(1) = 0 and plug c
0i in the remaining
equation to solve for [ω]0i. We will denote the transformed connection at time t = 1
by [ω]0i.
Since we have gauge-fixed e0a = 0, Equation (4.45) becomes{
e
〈i
〈a∂be
j〉
c〉 + e
〈i
〈aω
j〉k
b ηkℓe
ℓ
c〉 = 0
e
j
〈aω
0k
b ηkℓe
ℓ
c〉 = 0
(4.46)
and results in fixing [ω]
kl
a as a function of the triad e
i
a - we called that solution
Γe - plus a condition on the 0-part of the connection ω
0i
a =: A
i
a, so the we have
10Notice that this constraint coincides with the one previously considered upon picking c =
Tγ [α].
24 A. S. CATTANEO AND M. SCHIAVINA
e ∧ dωe = 0 ⇐⇒ ω = Γ
ij
e wi ∧ wj +A
iw0 ∧wi where
[Γe]
ij
a ηikηjℓ = e
q
a
(
[e−1]cq[e
−1]dkηpℓ + [e
−1]cℓ[e
−1]dqηpk − [e
−1]ck[e
−1]dℓηpq
)
∂ce
p
d
(4.47)
A
k
〈be
ℓ
c〉ηℓk = 0. (4.48)
If ιL : G −→ F
∂
PCH denotes the inclusion of the zero-locus of Lc, we have that
α∂G := ι
∗
L
α∂PCH is a one-form on G, basic w.r.t. the reduction along the characteristic
foliation c : G −→ G, i.e. α∂G = c
∗α∂G , and ̟
∂
G = δα
∂
G is the symplectic structure on
G.
The fields on G are the eia’s - the components of the triad e - and whatever is left
of ω, namely [ω]0i = Ai satisfying (4.48), which can be interpreted as a (global)
so(3) connection11. Reduction with respect to the characteristic foliation, i.e. the
remaining SO(3) action, will then yield the map
π : F∂PCH −→ G. (4.49)
The PCH boundary one-form on G reads
α∂G =ι
∗
L
∫
∂M
1
2
Tr [−e ∧ e ∧ δTγ [ω] + δ (e ∧ e ∧ Tγ [ω])] (4.50)
=
∫
∂M
e
i
aδe
j
b[A]
k
c ǫijkǫ
abc +
1
γ
e
i
aδe
j
b[Γe]
kl
c ηikηjlǫ
abc. (4.51)
With a long but straightforward computation one can show that, from the ex-
plicit expression of Γe in Equation (4.47), we have (round brackets mean symmetri-
sation of enclosed indices)
ǫafg[Γe]
ij
a ηikηjℓe
k
fδe
ℓ
g
=
(
∂ae
p
dηpℓ[e
−1]dk + ∂de
p
aηpk[e
−1]dℓ − ∂ce
p
dηpqe
q
a[e
−1]ck[e
−1]dℓ
)
e
〈k
f δe
ℓ〉
g ǫ
afg
= ∂ae
p
fηpℓδe
ℓ
gǫ
afg − ∂(agf)d[e
−1]dkδe
k
gǫ
afg + ∂(ae
ℓ
f)ηℓkδe
k
gǫ
afg+
+ ∂dgaf [e
−1]dℓδe
ℓ
gǫ
afg − e
p
aηpk∂de
k
f [e
−1]dℓ δe
ℓ
gǫ
afg
= ∂ae
p
fηpℓδe
ℓ
gǫ
afg =
1
2
∂a
(
δe
i
fηije
j
gǫ
afg
)
, (4.52)
where we used gab = e
i
aηije
j
b, so that, up to a δ-exact term,
α∂G =
∫
∂M
e
i
aδe
j
b[A]
k
c ǫijkǫ
abc +
1
2γ
∂a
(
δe
i
fηije
j
gǫ
afg
)
(4.53)
does not depend on γ if the boundary has no boundary of its own (a corner).
Consider now the definition of the symmetric tensor:
[K]ab := e
i
(a[A]
j
b)ηij ⇐⇒ [A]
j
b = η
jk[e−1]ak[K]ab. (4.54)
Notice that Equation (4.48) is equivalent to K〈ab〉 = 0, and that the definition of K
descends to G, for the residual action on fields reads e 7→ [c, e] and ω0i 7→ [ω, c]0i,
which then leaves the contraction eiAjηij invariant. Furthermore, set g
∂ = e∗η ≡
ϕ(e), which also descends to G, and
Π =
√
g∂
∂
2
(
K − g∂Trg∂ [K]
)
(4.55)
11Possibly so(2, 1) if ηij has residual Lorentzian signature.
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with g∂ = |det(g∂)|. We claim that
α∂G = ϕ
∗
∫
∂M
Πabδ[g
∂ ]ab = π∗α∂EH , (4.56)
and ϕ : G −→ F∂EH , defining (g
∂ ,Π) in terms of (e,A) is a symplectomorphism. As
a matter of fact, imposing
2
∫
∂M
δeiae
j
bA
k
c ǫijkǫ
abc = ϕ∗α∂EH = ϕ
∗
∫
∂M
−Πabδg∂ab = −2
∫
∂M
Πabδeiaηije
j
b (4.57)
(recall that δ[g∂]ab = −[g∂]acδg∂cd[g
∂ ]db), we have that
Πabe
ℓ
b = −η
ℓiǫijke
j
bA
k
c ǫ
abc.
Now, with a simple calculation:
Πcd = −g
∂
a(cΠ
ab
e
ℓ
bηℓme
m
d) = −ga(cǫ
agf
e
j
f ǫjikA
k
e
i
d) = −ga(c|e|[e
−1]a〈i[e
−1]g
k〉A
k
ge
i
d)
= −
|e|
2
(
gcd[e
−1]gkA
k
g − e
r
(cηrkA
k
d)
)
=
√
g∂
2
(
Kcd − g
∂
cdTrg∂K
)
, (4.58)
since we have that Trg∂ [K] = g
cdKcd = [e
−1]gkA
k
g , and we used
|e| = elce
i
ae
j
bǫijlǫ
abc ⇐⇒ |e|[e−1]bj = e
l
ce
i
aǫijlǫ
abc. (4.59)
To show that the vanishing locus of Jλ =
∫
∂M
Tr [λeTγ [Fω]] in G is isomorphic
to that of the Einstein–Hilbert constraints, we start again from the decomposition
ωγ = [Γe]
ijwi∧wj+[A]
iw0∧wi (valid on G) where Γe represents the spin connection
compatible with the residual triad e (after fixing e0a = 0) and A satisfies Equation
(4.48).
We can rewrite the constraint Jλ as
Jλ =
∫
∂M
λiejF kl
ω
ǫijkl +
1
γ
λiejF kl
ω
ηikηjl = J
∞
λ +
1
γ
∫
∂M
η(λ, [Fω , e]). (4.60)
We claim that Jλ|G = J∞λ |G . On G, in fact, we can decompose Fω = FΓe + dΓeA+
1
2 [A,A], and we have∫
∂M
λiejF kl
ω
ηikηjl
∣∣∣
G
=
∫
∂M
λiej [FΓe ]
kℓηikηjℓ + λ
i
e
j [dΓeA]
klηikηjl
+ λiejη00A
k
A
ℓηikηjℓ
∣∣∣
G
=
∫
∂M
λi[FΓe , e]
kηik + [dΓeλ]
i
e
j
A
klηikηjl + η00λ
i
A
kηike
j
A
ℓηjℓ = 0, (4.61)
where we must use the Bianchi identity for Γe on the first term, and Equation (4.48)
to show that every occurrence of η(e〈a,Ab〉) vanishes. For clarity, we unwrap the
second term
[dΓeλ]
i
ae
j
bA
kl
c ηikηjlǫ
abc = η00[dΓeλ]
0
ae
j
bA
ℓ
cǫ
abcηjℓ = 0.
Now, the splitting induced by w0 on ω applies to the curvature form as well, i.e.
Fω = [Fω]
ijwi ∧wj + [Fω]
0iw0 ∧ wi. It is easy to gather that we can decompose
[Fω ] =
[
[FΓe ]
ij +
1
2
A
0i
A
0jη00
]
ui ∧ uj + dΓeA
0iu0 ∧ ui.
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Consequently, we can rewrite the constraint J∞λ on G as
J
∞
λ
∣∣∣
G
=
∫
∂M
λ0ek
[
[FΓe ]
ij +
1
2
A
0i
A
0jη00
]
ǫ0kij + λ
k
e
jdΓeA
0iǫkj0i, (4.62)
which also splits in J∞
λ0
and J∞
λi
. Observe that η00 is the signature of the chosen
internal direction: if u0 is a time-like vector we will have η00 = −1. Furthermore,
it is well known that the combination ek[FΓe ]
ijǫkij =
√
g∂R[e∗Γe] =:
√
g∂R∂ ,
the Ricci scalar density associated with the Levi–Civita connection of the metric
g∂ = e∗η. Using this, in combination with (4.59) and from the definition of the
symmetric tensor K we have
J
∞
λ0
∣∣∣
G
=
∫
∂M
λ0
[√
g∂R∂ + 2η00|e|[e
−1]b〈i[e
−1]ci〉A
i
bA
j
c
]
=
=
∫
∂M
λ0
[√
g∂R∂ + η00|e|
(
[e−1]biA
i
b[e
−1]ciA
j
c + [e
−1]ciA
i
b[e
−1]bjA
j
c
)]
=
=
∫
∂M
λ0
[√
g∂R∂ + η00|e|
(
[g∂ ]abKab[g
∂]cdKcd − [g
∂ ]abKbd[g
∂ ]dcKfc
)]
=
∫
∂M
λ0
[√
g∂R∂ + η00|e|
(
Trg∂ [K]
2 − Trg∂ [K
2]
)]
,
and after using the definition12 of Π given in (4.55), we can easily gather that
J
∞
λ0
reduces to the Hamiltonian constraint in Einstein–Hilbert theory [CS15], for a
space–time boundary whose normal vector has signature η00:
J
∞
λ0
∣∣∣
G
= ϕ∗
∫
∂M
λ0
[√
g∂R∂ − η00
1√
g∂
(
Trg∂ [Π
2]−
1
d− 1
Trg∂ [Π]
2
)]
. (4.63)
With a similar computation we can show that
J
∞
λk
∣∣∣
G
=
∫
∂M
λk[dΓe ]b(e
j
cA
i
aǫ
bca)ǫkj0i =
∫
∂M
λk[dΓe ]b
(
|e|[e−1]a〈i[e
−1]bj〉A
i
a
)
=
=
1
2
∫
∂M
ξfe
k
f [dΓe ]b
(
|e|[e−1]cjA
j
c[e
−1]bk − |e|[e
−1]ckA
j
c[e
−1]bj
)
=
=
1
2
∫
∂M
ξf [dΓe ]b
(√
g∂
(
δbfTrg∂K − [g
∂ ]bcKcf
))
=
∫
∂M
ξf [dΓe ]b
(
[g∂ ]bcΠcf
)
,
(4.64)
which coincides with themomentum constraint of General Relativity in the Einstein–
Hilbert formalism. X
Remark 4.26. An analysis similar to Theorem 4.25 is given in [Thi, Chapter 4],
where the equivalence between the triadic formulation of the Hamiltonian theory
of GR in the Ashtekar variables and the standard Einstein–Hilbert version is es-
tablished. We have shown here how the canonical boundary theory, as induced by
4-dimensional Palatini–Cartan–Holst theory, is related to that of Einstein–Hilbert
theory by means of Marsden–Weinstein reduction for the action of the Lie algebra
so(3, 1) on the space of boundary fields. Splitting the so(3, 1) (boundary) connec-
tion into two so(3) pieces, which in [Thi] are interpreted as two separate entities,
12We define the expression Trg∂ [Π
k] to be the trace of Πk(x) seen as an endomorphism of the
tangent space at x, e.g. Trg∂ [Π
2] = [g∂ ]abΠbc[g
∂ ]cdΠda = Π
a
bΠ
b
a.
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represents here the natural byproduct of considering a 3-dimensional subspace of
the inner space V as target of tetrads restricted to the boundary. Observe that the
4-dimensional interpretation presented in [Thi, Page 134] agrees with our construc-
tion, and the Sen–Ashtekar–Immirzi–Barbero connection (denoted ibidem by (β)A)
coincides with Tγ [ω] under β = γ
−1 and rescaling K by γ. In our analysis, the
Barbero-Immirzi parameter governs the morphism Tγ :
∧2
V −→
∧2
V (cf. Lemma
3.5), and it disappears only on the critical locus G. The Ashtekar formulation is
recovered in our language by just reducing one-half of the constraints, namely Lc0i ,
and at that stage the constraint Jλ will still depend on γ. For this reason, γ might
still play a significant role in the BFV analysis (which provides a cohomological
resolution of the symplectic reduction), and on the induced structure on the corners
(boundaries of ∂M); we will return on this in a forthcoming paper.
Remark 4.27. Observe that the result holds so far only for g∂ nondegenerate.
We showed how the reduced phase space of PCH is related to that of EH. In fact,
on F∂PCH we may consider the map e 7→ g
∂ := η(e, e), which is so(3, 1) gauge
invariant, the equations e ∧ dωe = 0 are used to fix six components of ω, and
the remaining 6 can be related to the extrinsic curvature in EH (the field K in
Theorem 4.25). The constraints e ∧ Tγ [Fω] = 0 then reduce to the energy and
momentum constraints in EH. Note that, since our phase space has 12 local degrees
of freedom and we have 10 local constraints, the reduced phase space has 2 local
degrees of freedom to be interpreted as the two polarizations of the graviton. As we
mentioned in Remark 4.20, when g∂ is degenerate we expect two more constraints
to fix the extra degrees of freedom that do not allow us to project the constraints to
F∂∂M . Assuming that the resulting constraint submanifold C∂M is still coisotropic
(cf. section 2), we would have that in case of a light-like boundary the reduced phase
space has no local degrees of freedom. This is an interesting exploration that will be
considered elsewhere.
4.3. Half-Shell PCH. In this section we will consider the explicit localisation to
the half-shell submanifold dωe = 0 via a Lagrange multiplier t ∈ Ω
2(M, ι∗V∗),
where we identify the fibres of V∗ with
∧3
V . The resulting theory is that of
Definition 3.9, and we recall the action functional:
SHS =
∫
M
1
2
Tˆγ [e ∧ e ∧ Fω] + Tr [t ∧ dωe] +
Λ
4
Tr
[
e4
]
(4.65)
Theorem 4.28. Half-Shell Palatini–Cartan–Holst theory is classically equivalent
to Palatini–Cartan–Holst theory, and it has the symplectic space of boundary fields
F∂HS = T
∗Ω1nd(∂M,V
∂) (4.66)
The surjective submersion πHS : FHS −→ F
∂
HS has the explicit expression
πM :
{
t = t+ Tγ [ω − ω] ∧ e
e = e
(4.67)
where ω is the bulk Levi–Civita e-compatible connection restricted to the boundary
(i.e. ω = ω(e)|∂M ), and the (exact) symplectic form in this local chart reads
̟∂HS =
∫
∂M
Tr [δt ∧ δe] (4.68)
Moreover, there exists a local symplectomorphism ϕ : F∂HS −→ F
∂
PCH to the space
of boundary fields of Palatini–Cartan–Holst theory of Theorem 4.6.
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Proof. First of all let us analyse the Euler–Lagrange equations for the action func-
tional SHS . They read:
δω : Tγ [dωe ∧ e]− t
◦
∧ e = 0 (4.69a)
δe : e ∧ Tγ [Fω ] + dωt+ Λe
3 = 0 (4.69b)
δt : dωe = 0 (4.69c)
where t
◦
∧ e stands for δ
δω
(t ∧ [ω, e]) = tijkµν e
m
ρ ǫijklǫ
µνρσ for all σ space-time indices
and l,m internal indices. Enforcing the half shell constraint dωe = 0, which implies
that ω is the Levi–Civita connection, represented in the tetrad formalism by the
special connection ωe, we obtain t = 0 from t
◦
∧ e = 0, and the Einstein equation
in the tetrad formalism
e ∧ Tγ [Fωe ] + Λe
3 = 0 (4.70)
From the computations in Theorem 4.6, we get that the pre-boundary two-form˜̟HS reads ˜̟HS = ∫
∂M
Tˆγ [δe ∧ e ∧ δω]− Tr [δt ∧ δe] (4.71)
and the kernel of this two-form is easily found to be:
(Xt) = (XTγ [ω]) ∧ e (4.72a)
(Xe) = 0 (4.72b)
This means that ω can be fixed using the vertical vector field
Ω = (XTγ [ω])
δ
δTγ [ω]
+ (XTγ [ω]) ∧ e
δ
δt
(4.73)
and t is modified accordingly. Flowing along Ω we can set ω to be a background
connection ω, which we may eventually choose to be the restriction to the boundary
of the solution ωe of the half-shell constraint (4.69c), and this fixes (XTγ [ω]) =
Tγ [ω − ω0]. Then, by solving the straightforward differential equation t˙ = Tγ [ω −
ω0] ∧ e0:
t(s) = t0 + Tγ [ω − ω0] ∧ e0 s (4.74)
we set t(1) = t0 + Tγ [ω − ω0] ∧ e0. This gives us the explicit map to the space of
boundary fields F∂HS
πM :
{
t = t+ Tγ [ω − ω] ∧ e
e = e
(4.75)
Notice, however, that the pre-boundary one-form is not horizontal with respect
to the kernel foliation defined by equations (4.72), as the generator Ω = δ
δω
does
not lie in the kernel of α˜. We can nevertheless modify α˜ by adding the exact term
1
2
∫
M
d Tˆγ [e ∧ e ∧ ω] +
∫
M
Tr [d(e ∧ t)] to the action (4.65), yielding
αHS = α˜HS +
∫
∂M
Tr
[
1
2
δ(e ∧ e ∧ Tγ [ω]) + δ(e ∧ t)
]
(4.76)
and it is easy to gather that the following one form on the space of boundary fields
α∂HS =
∫
∂M
Tr [t ∧ δe] (4.77)
will be such that
αHS = π
∗
Mα
∂
HS (4.78)
and ̟∂HS = δα
∂
HS .
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Finally, observe that the map
ϕ : Ω2(∂M,
∧3
V∂) 7−→ Im(W(2)e ) ≃ Aι
∗P
/
Ker(W
(2)
e ) ≡ A
red
ι∗P
(which requires the choice of a reference connection) such that t 7→ Tγ [ω] ∧ e,
extends to a local symplectomorphism between F∂HS and F
∂
PCH . X
Proposition 4.29. The projection to the space of classical boundary fields of the
Euler–Lagrange equation for the action (4.65) is isotropic but not Lagrangian.
Proof. Consider the Euler–Lagrange equations for the Half-Shell-constrained Palatini–
Cartan action as given in (4.69). Their projection to the space of pre-boundary
fields is given by:
π˜(ELHS) :=
{
(e, ω, t) ∈ F˜∂HS
∣∣ ω = ω; t = 0; e ∧ Tγ [Fω ] + Λe3 = 0} (4.79)
Now, taking into account the projection to the space of boundary fields (4.67) we
can gather that the projected critical locus reads
L∂HS := πHS(ELHS) :=
{
(t, e) ∈ F∂HS
∣∣ t = 0; e ∧ Tγ [Fω] + Λe3 = 0} (4.80)
since t = t + Tγ [ω − ω] ∧ e. It is easy to check that L
∂
HS is isotropic, as t = 0
implies ω∂
∣∣
EL∂
= 0.
Actually, t = 0 defines a Lagrangian submanifold, which is then spoiled by
equation e∧Tγ[Fω ]+Λe
3 = 0. A way to see this is by explicitly checking that their
Poisson bracket is not proportional to the constraints, and thus L∂HS fails to be a
Lagrangian submanifold. X
Remark 4.30. From this we can see that the classical equivalence of theories for
(closed) manifolds without boundary is a notion that requires refinement. Choosing
the Palatini–Cartan–Holst action over its half-shell version might be justified by
simplicity, but it stops being so when boundaries are considered.
Although the spaces of boundary fields in the PCH case and the Half-Shell version
are locally symplectomorphic, the images of the critical loci on the boundary are not
mapped into one another. As a matter of fact, the pullback of the locus (4.80) yields
ϕ∗L∂HS :=
{
(ω, e) ∈ F∂PCH
∣∣
ω ∧ e = 0; e ∧ Tγ [Fω ] + Λe
3 = 0
}
,
whereas the (Lagrangian) submanifold for the PCH theory should be given by
L∂PCH = {(ω, e)
∣∣
ω = ω; e ∧ Tγ [Fω] + Λe
3 = 0}.
However, note that the two theories are indeed equivalent if we require t to vanish
on the boundary. In this case, the boundary analysis is clearly the same as in
PCH. This vanishing boundary condition for Lagrange multipliers might be a general
feature for constraints depending on derivatives of the fields.
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