Purpose -To propose a new computational approach for parameter estimation in the Bayesian framework. Aposteriori PDFs are obtained using the polynomial chaos theory for propagating uncertainties through system dynamics. The new method has the advantage of being able to deal with large parametric uncertainties, non-Gaussian probability densities, and nonlinear dynamics.
Introduction and background
The polynomial chaos theory has been shown to be consistently more efficient than Monte Carlo simulations in order to assess uncertainties in mechanical systems (Sandu et al., 2006a (Sandu et al., -2006b ). This paper extends the polynomial chaos theory to the problem of parameter estimation, and illustrates is on a simple mass-spring system with uncertain initial velocity. We also present the application of regularization techniques applied on this system with uncertain stiffness and uncertain mass.
Parameter estimation is an important problem, because in many applications parameters cannot be directly measured with sufficient accuracy; this is the case, for example, in real time applications. Rather, parameter values must be inferred from available measurements of different aspects of the system response. The theoretical foundations of parameter estimation can be found in (Tarantola, 2004) , (Bishwal, 2008) and (Aster et al., 2004) . Parameter estimation find applications in many fields, including mechanical engineering (Liu, 2008) , material science (Araújo et al., 2009) , aerospace (Pradlwarter et al. 2005) , geosciences (Catania and Paladino, 2009 ), chemical engineering (Varziri et al., 2008) , etc.
Various approaches to parameter estimations are discussed in the literature. These include energy methods (Liang, 2007) , frequency domain methods (Oliveto et al., 2008) , and set inversion via interval analysis (SIVIA) with Taylor expansions (Raїssi et al., 2004) . A rigorous framework for parameter estimation is the Bayesian approach, where probability densities functions are being considered representations of uncertainty. The Bayesian approach has been widely used (Mockus et al., 1997; Thompson and Vladimirov, 2005; Wang and Zabaras, 2005; Khan and Ramuhalli, 2008) . The Bayesian approach consists of estimating aposteriori probabilities of the parameters and therefore transforming a parameter estimation problem into the problem of finding maximum likelihood values of the parameters.
Different methodologies to estimate parameters in a Bayesian framework are possible. Maximum likelihood parameter estimation can be formulated as an optimization problem (typically large and nonconvex, therefore challenging). It can be numerically solved by gradient methods (Nocedal and Wright, 2006) or by global optimization methods (Horst et al., 2000; Floudas, 2000; Horst and Pardalos, 1995; Pardalos and Romeijn, 2002; Liberti and Maculan, 2006) . Another approach to solving the global continuous optimization problem is the use of Evolutionary Algorithms (EAs) which are inspired by biological evolution (Davis, 1991) . Differential Evolution (DE) techniques are EA techniques that have been used successfully and Estimation of Distribution Algorithms (EDAs) are a promising new class of EAs (Zhang, 1999) . Sun et al. (2005) proposed a DE/EDA hybrid approach. Another hybrid called estimation of distribution algorithm with local search (EDA/L) has been developed by . Zhang et al. (2005) also proposed an evolutionary algorithm with guided mutation (EA/G).
Another Bayesian parameter estimation method is the Kalman Filter (Kalman, 1960) , which is optimal for linear systems with Gaussian noise. The Extended Kalman Filter (EKF) allows for nonlinear models and observations by assuming that the error propagation is linear (Evensen, G., 1992 , Evensen, G., 1993 . The Ensemble Kalman Filter (EnKF) is a Monte Carlo approximation of the Kalman filter suitable for large problems (Evensen, G., 1994) . In the context of stochastic optimization, propagation of uncertainties can be studied represented using Probability Density Functions (PDFs). The Kalman Filter and its approximations estimate the states and their Parameter estimation is especially difficult for large systems, where a considerable computational effort is needed. Estimating a large number of parameters often proves to be computationally intractable. This has led to the development of techniques to determine which parameters affect the system's dynamics the most and are important to estimate (Sohns et al., 2006) . Sohns et al. (2006) proposed the use of activity analysis as an alternative to sensitivity-based and principal component-based techniques. Their approach combines the advantages of the sensitivitybased techniques (i.e., being efficient for large models) and the component-based techniques (i.e., keeping parameters that can be physically interpreted). Zhang and Lu (2004) combined the Karhunen-Loeve decomposition and perturbation methods with polynomial expansions in order to evaluate higher-order moments for saturated flow in randomly heterogeneous porous media.
In this study, we develop a maximum likelihood parameter estimation approach in a Bayesian framework. Aposteriori PDFs are obtained using the polynomial chaos theory for propagating uncertainties through system dynamics. The method has the advantage of being able to deal with large parametric uncertainties, non-Gaussian probability densities, and nonlinear system dynamics.
The polynomial chaos method started to gain attraction after Ghanem and Spanos (1990 , 1991 , 1993 applied it successfully to the study of uncertainties in structural mechanics and vibration using Wiener-Hermite polynomials. Xiu extended the approach to general formulations based on Wiener-Askey polynomials family (Xiu and Karniadakis, 2002a) , and applied it to fluid mechanics (Xiu et al., 2002; Karniadakis, 2002b, 2003) . Sandu et al. applied for the first time the polynomial chaos method to multibody dynamic systems (Sandu et al. 2004 (Sandu et al. , 2006a (Sandu et al. , 2006b , terramechanics Sandu et al., 2006c) , and parameter estimation (Blanchard et al., 2007a (Blanchard et al., -2007b . Saad et al. (2007) coupled the polynomial chaos theory with the Ensemble Kalman Filter (EnKF) to indentify unknown variables in a non-parametric stochastic representation of the non-linearities in a shear building model. Their identification method proved to be an effective way of accurately detecting changes in the behavior of a system affected by both measurement noise and modeling noise.
The generalized polynomial chaos theory is explained by in which direct stochastic collocation is proposed as a less expensive alternative to the traditional Galerkin approach. It is desirable to have more collocation points than polynomial coefficients to solve for. In that case a least-squares algorithm is used to solve the system with more equations than unknowns.
The fundamental idea of polynomial chaos approach is that random processes of interest can be approximated by sums of orthogonal polynomial chaoses of random independent variables. In this context, any uncertain parameter can be viewed as a second order random process (processes with finite variance; from a physical point of view they have finite energy). Thus, a second order random process ) ( Z , viewed as a function of the random event  , can be expanded in terms of orthogonal polynomial chaos (Ghanem and Spanos, 2003) as:
are generalized Askey-Wiener polynomial chaoses, in terms of the multidimensional random variable
, where is  is the space of possible value for the unknown variables. The Askey-Wiener polynomial chaoses form a basis with respect to the joint probability density
The basis functions are selected depending on the type of random variable functions. For Gaussian random variables the basis functions are Hermite polynomials, for uniformly distributed random variables the basis functions are Legendre polynomials, for beta distributed random variables the basis functions are Jacobi polynomials, and for gamma distributed random variables the basis functions are Laguerre polynomials Karniadakis, 2002a, 2003) . In practice, a truncated expansion of equation (1) is used,
, the multi-dimensional basis functions are tensor products of 1-dimensional polynomial basis:
n is the number of random variables, and p is the maximum order of the polynomial basis. The total number of terms S increases rapidly with n and p .
In the deterministic case, a second order system can be described by the following Ordinary Differential Equation (ODE):
In the stochastic framework developed in this study, the displacement ) (t x , the velocity ) (t v , and the set of parameters
(the set of P n parameters being possibly uncertain) of a second order system can be expanded using equation (2) as:
We use subscripts to index system components and superscripts to index stochastic modes. Inserting Eq. (5) in the deterministic system of equations leads to: . This leads to:
where A represents the matrix of basis function values at the collocation points:
The collocation points have to be chosen such that 
, the collocation system can be written as:
After integration, the stochastic solution coefficients are recovered using: 
When the basis functions are orthogonal polynomials, the standard deviations of ) (t x and ) (t v are given by: (13) The Probability Density Functions (PDF) of ) (t x and ) (t v are obtained by drawing histograms of their values using a Monte Carlo simulation and normalizing the area under the curves that are obtained. It is not computationally expensive since the Monte Carlo simulation is run on the final result, and not for the whole process. For instance, the ODE is run the same number of times as the number of collocation points, which is typically much lower than the number of runs used for the Monte Carlo simulation. 
Bayesian approach for parameter estimation
Optimal parameter estimation combines information from three different sources: the physical laws of evolution (encapsulated in the model), the reality (as captured by the observations), and the current best estimate of the parameters. The information from each source is imperfect and has associated errors. Consider the mechanical system model (6) which advances the state in time represented in a simpler notation:
The state of the model N is the number of time points at which measurements are available. For parameter estimation it is convenient to formally extend the model state to include the model parameters and extend the model with trivial equations for parameters (such that parameters do not change during the model evolution)
The optimal estimation of the uncertain parameters is thus reduced to the problem of optimal state estimation. We assume that observations of quantities that depend on system state are available at discrete times 
We adopt the point of view that the "state of knowledge" about the uncertain parameters can be described by probability densities. From Bayes' rule the probability density of the parameter distribution conditioned by all observations is the latest, yet-to-be-used set of observations. Moreover, consider that the observational error has a Gaussian distribution with covariance k R and that the observations at different times are independent. Then Bayes' formula becomes
The unconditional probability density
is the PDF of the current system state, and is implicitly represented by the polynomial chaos expansion of the state
. Moreover, integration against this probability density can be evaluated by integration in the independent random variables
The denominator can be evaluated by a multidimensional integration. However, in our approach, there is no need to evaluate this scaling factor, since its omission does not change the estimation procedure. (The omission of this scaling factor is equivalent to adding a constant to the function we minimize, and this does not change the result of the minimization procedure).
The mean of the best state estimate that uses the new observations z is obtained from Bayes formula as
For the parameter estimation the Bayes' formula specializes to: Note that the aposteriori probability defined by Bayes formula can be written (in principle) as a function of the independent random variables 
In this setting polynomial chaos is used to model the a priori pdf of the parameters; the Bayes formula is employed to obtain the a posteriori pdf (i.e., the pdf conditioned by the observations).
The maximum likelihood estimate is given by that realization of the parameters (that value of  ) which maximizes the a posteriori probability
and cost the function J becomes infinite. This cost function is composed of two parts: 
Insight into the Bayesian approach using simple mechanical systems
We now illustrate the proposed Bayesian approach for the estimation of parameters of several simple mechanical systems. We discuss how the cost function and the estimate can be affected by low sampling rates (i.e., below the Nyquist frequency), by measurement noise, and by nonidentifiability issues.
The state of the model , and therefore on the set of independent random variables  . This dependency is explicitly represented in the polynomial chaos framework, specifically, at each time moment k t the state is given as a polynomial of the random variables
. The probability density of the state can also be obtained from this relation. H is simply a matrix converting the states of the model ) ( y to the observable parameters of the system (i.e., the quantities which can be measured), which are contained in z . t is sufficient to retrieve the initial velocity, since for any 2 t at least one of the variables is nonzero, 
The measurement noise k  is assumed to be Gaussian with a zero mean and a variance 1% (or 0.01% or 10% when indicated) of the value of 
The random system output
is discretized using 6 terms in the polynomial chaos expansions, and 12 collocation points will be used to derive the polynomial chaos coefficients. The collocation points used in this study are obtained using an algorithm based on the Halton algorithm (Halton and Smith, 1964) , which is similar to the Hammersley algorithm (Hammersley, 1960) . For clarity we will illustrate this detailing the step by step procedure using analytical formulas for this particular example. In a polynomial chaos framework, the equation of motion of the system yields six equations for
Solving the six different equations of motions separately yields Let's note that, in the general case, there is no need to know the closed form solution of the equations of motion. The approach presented in this paper still works when using the states variables obtained with numerical techniques to solve ODE's at the chosen collocation points.
The coefficients i v 0 are obtained using 
For Beta(2,2) distributed random variables the basis are Jacobi (1,1) polynomials. With one random variable and for the range
, the normalized Jacobi (1,1) polynomials are: 
Using the fact that only 
which can be simplified as
which is also equal to 
The closed form solution of the value minimizing the total cost function is a long expression that is not written here. The mismatch part of the cost function is which is the formula that was already obtained in equation (32) In this case, the denominator of equation (45) 
Possible impact of undersampling on the cost function
Increasing the number of measurements generally yields a better estimation, and as a general rule, sampling above the Nyquist frequency rate should always be done when possible. This section studies the possible impact of undersampling for two reasons. Measurements might not be available at a rate above the Nyquist frequency rate when this frequency is very high, for instance. It will also be shown that in some cases, it is possible to know that the estimation is already quite accurate when using only a very few measurements points instead of all of them. This can be useful when computational time is an issue and an answer is needed quickly, which does not prevent one from continuing to process the extra information later on if needed, knowing that the extra measurements will generally yield more precision.
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The mismatch part of the cost function is driven by the observational errors. The summed contribution of errors makes mismatch J a random variable with a 2  distribution with n degrees of freedom. For a relatively large number of measurements this distribution behaves like a normal one with mean n and variance n. The mismatch part does not depend on  and yields an estimation where all possible values of 0 v are equally likely. This is illustrated in Figure 4 where the mismatch part of the cost function is constant. The mismatch part does not depend on the noise level in this case since
. In Figure 4 , as well as in consequent figures, we identify with the " ο " sign the points where measurements were available (i.e., the points for which we collected measurements).
In this case the estimation relies entirely on the apriori part of the cost function, i.e.
The estimate coincides with the best initial guess, i.e., 0   . This is really the worst-case scenario: the frequency of sampling the output is below the Nyquist frequency rate, and the sampling points are exactly those time moments when the displacement is zero and the observations contain no information. If we measure ) (t x at any other additional time point then the Bayesian approach yields an accurate estimation result (for any reasonable amount of measurement noise). We can interpret this fact as follows. If the output sampling is not done at least at the Nyquist frequency, one cannot guarantee that all the relevant information in the output signal is captured, i.e. one cannot guarantee that the mismatch part of the cost function will bring extra information. We still have a PDF of the possible values of the uncertain parameter, but in the worst case scenario, it will be no better than the apriori PDF.
In most practical situations, however, it is very likely that the Bayesian approach will provide an accurate estimate even when the output is sampled below the Nyquist frequency. In the example above a single measurement point is sufficient, provided that the measurement time is not one for which the displacement is zero. This is where the Parameter Estimation and Signal Reconstruction 16 differ. In the above setting of parameter estimation one samples outputs of the system. If the outputs were arbitrary signals then their full reconstruction would require a sufficient sampling frequency. But the outputs are constrained by the input and by the system dynamics, and only a small set of all the possible reconstructed signals are consistent with both the known input and with the equations of motion. The reconstruction of signals in this small family requires less information than the reconstruction of arbitrary signals. In our example all possible system outputs form a one-parameter family of signals (frequency of 1 Hz, phase equal to zero, and variable amplitude). Consequently a single measurement of the output is almost always sufficient to estimate the single uncertain parameter. The practical question is now how to decide whether the sampling of the output is sufficient. The answer is given by the shape of the Bayesian cost function which indicates whether there is 17 enough information to obtain a good estimate or not. The second derivative of the cost function at the minimum approximates the inverse of the covariance of the uncertainty in the estimate. Loosely speaking, the sharper the minimum of the cost function the more trustworthy the estimate is; and the wider the minimum the larger the estimation error can be.
The role of the shape of the cost function is illustrated in Figure 5 , in which only three measurements points for 0  t are used. Different levels of measurement errors lead to different shapes of the cost function, and to different estimation accuracies. For noise levels of 0.01% and 0.1% the total cost function is almost equal to its mismatch part for all values of  , it has a sharp minimum, and the Bayesian approach yields an accurate estimate. For very noisy measurements (10%) the relative weight of the information coming from measurements is smaller, and the relative weight of the apriori information is higher. Consequently the apriori part of the cost function is more significant and the minimum of the total cost function is wider. In this scenario the output sampling is done below the Nyquist frequency, but we know that the estimates are accurate for noise levels of 0.01% and 1% because the cost functions have clear minima. One very accurate output sample would be enough for a perfect estimation. Taking more sample points leads to a better estimation for noisy measurements because the effect of the noise averages out as we take more samples. Figure 6 illustrates the cost function when 30 measurements are used. The relative weight of the mismatch part increases and we get a better estimation when the noise is 10%.
When the extra samples do not bring additional information to the estimation process the cost function changes as shown in Figure 7 . The net result of the additional measurements is to add a constant to the mismatch part (which corresponds to the effect of measurement noise). The shape of the cost function does not change, in particular the minimum is not more pronounced, and the quality of the estimate is not improved. 
. The measurement noise is assumed Gaussian with zero mean and covariance matrix v for low noise levels, as shown in Figure 8 . In the general case, however, measurements of the full state vector do not guarantee that they contain useful information when the sampling rate is below the Nyquist frequency. 
Mass-spring system with sinusoidal forcing function
This section applies the parameter estimation Bayesian approach developed in this study to the simple mass-spring system with sinusoidal forcing function shown in Figure 9 . 
The equation of motion of the system is:
The solution is sought in the time interval from t = 0 to t =5. Since However, we can see in Figure 12 that 3 time measurements yield an accurate estimation for a low noise level, even though the sampling is well below the Nyquist frequency. Once again, the shape of the cost function indicates that for low noise levels we have enough information to accurately estimate our uncertain parameter. While there are many signals with a maximum frequency of 1.5 Hz which fit the observations at the chosen three measurement times, only one of them is consistent with the input signal and with equation of motion.
Regularization techniques applied to a mass-spring system with uncertain stiffness and uncertain mass
This example addresses the issue of non-identifiability. The Bayesian approach is applied to the simple mass-spring system shown in Figure 1 . The difference between the example in this section and the one from Section 3.1 is that the uncertain parameters are different: they are the stiffness of the spring ( K ) and the value of the mass ( M ). Our apriori information about the uncertain parameters is expressed in terms of probability densities as follows. The mass has a normal distribution with mean 
The maximum likelihood value of the parameters is the argument that minimizes this cost function,
. The contour plots shown in Figure 13 represent the mismatch part of the cost function, its apriori part, and the total value of the cost function in the space of random variables. The magnitude of the apriori part is relatively small and the total cost function is roughly equal to its mismatch part. As expected, the mismatch part yields a line of possible minima, because the measured ratio When multiple combinations of uncertain parameter values result in the same observed behavior of the system (same measurements) a regularization approach (Aster et al., 2004) can be used in estimation. In order to find the most likely parameter values one increases the relative importance of the apriori knowledge of the system. This is done by multiplying the apriori part by a "regularization coefficient" large enough so that the new total cost function has a clear minimum value along the possible values.
The net effect of regularization in this example is to reduce the standard deviations in the apriori distributions (to The cost function looks like its mismatch part when the regularization coefficient is very low and looks like its apriori part when the regularization coefficient is very high. As the regularization coefficient gets larger, the line of possible minima becomes an ellipse, and starts moving away from the location of the original line of minima and toward (0, 0), the apriori most likely value. When the line becomes an ellipse with a well defined center, the regularization coefficient is large enough; it should not be further increased as this leads to an increase of the bias in the estimate. In our example 
Discussion of the Bayesian approach
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The quality of the maximum likelihood estimate is related to the shape of the Bayesian cost function, with a sharp minimum indicating an accurate estimate. Inaccurate estimates can be caused by different factors, including a sampling rate below the Nyquist frequency, non-identifiability, non-observability, and an excitation signal that is not rich enough.
The parameters are non-identifiable when different parameter values lead to identical system outputs. In this case the Bayesian cost function has an entire region of minima (e.g., a valley), with each parameter value in the region being equally likely. A regularization approach based on increasing the weight of the apriori information can be used to select reasonable estimates. When non-observability is the reason leading to non-identifiability, the problem can be addressed by including measurements of additional states in the estimation procedure, if possible. When an input signal that is not rich enough is the reason leading to non -identifiability, the problem can be addressed by changing the kind of excitations applied to the system For identifiable and observable systems accurate estimates can be obtained in most cases even if the output signal is sampled below the Nyquist rate. In the worst case, however, sampling below the Nyquist rate cannot guarantee that sufficient information is extracted from the output. In this worst case the apriori information becomes important and the estimate is biased toward the apriori most likely value.
Summary and Conclusions
This paper applies the polynomial chaos theory to the problem of parameter estimation, using direct stochastic collocation. The maximum likelihood estimates are obtained by minimizing a cost function derived from the Bayesian theorem. This approach is applied to very simple mechanical systems in order to illustrate how the cost function can be affected by undersampling, nonidentifiablily of the system, non-observability, and by excitation signals that are not rich enough. Inaccurate estimates can be caused by those different factors. It has been shown that the quality of the maximum likelihood estimate is related to the shape of the Bayesian cost function, with a sharp minimum indicating an accurate estimate. The parameters are non-identifiable when different parameter values lead to identical system outputs. In this case the Bayesian cost function has an entire region of minima (e.g., a valley), with each parameter value in the region being equally likely. Regularization techniques can still yield most likely values among the possible combinations of uncertain parameters resulting in the same time responses than the ones observed. This was illustrated using a simple spring-mass system. For identifiable and observable systems accurate estimates can be obtained in most cases even if the output signal is sampled below the Nyquist frequency. In the worst case, however, sampling below the Nyquist rate cannot guarantee that sufficient information is extracted from the output. In this worst case the apriori information becomes important and the estimate is biased toward the apriori most likely value.
The proposed method has several advantages. Simulations using Polynomial Chaos methods are much faster than Monte Carlo simulations. Another advantage of this method is that it is optimal; it can treat non-Gaussian uncertainties since the Bayesian approach is not tailored to any specific distribution. We plan to apply the proposed technique to identify parameters of a real mechanical system for which laboratory measurements are available. Fig. 1 Mass-spring system 
List of Figures
