A new class of block implicit one-step methods for ordinary differential equations is presented. 
code DIFSUB of Gear [7] , one of the best codes currently available. In both cases, the block method requires significantly fewer function evaluations than DIFSUB.
2. Block Implicit Methods. We wish to approximate the solution of (1) y = fix, yix)), yia) = a, on the interval [a, b] . Rather than make specific differentiability assumptions, we shall assume y has continuous derivatives on [ The increment functions <I>1 are determined by/and are functions of xn,yn, ... , yn+s, and h only. We shall assume they are defined in the region R of (x, z, h) space de- 
. , / = 1, ... , s, and the order of the z'th formula (2) is defined to be the largest integer r such that If we replace the derivatives yn"+] in the Hermite interpolation polynomial (6) with the exact derivatives }'<'m\xn + ¡), then z^k\x) differs from the exact derivative y(k\x) by a quantity of Oihp~k), where p = ^¡p¡. Since f^k\x, z(x)) contains a term involving z^k\x), it differs from the exact derivative f^k\x, yix)) by a quantity of OQip~k), and thus the error in the difference equation (5) due to interpolation is of OQip+l). If an increment function has a degree of precision at least q -1, then it is easy to see that the corresponding formula has order r = min\p, q] at least. However, it is possible to achieve a higher order by careful choice of the abscissas and weights (see Method 6).
The appearance of higher derivatives in Eqs. (5) and (6) may cause concern to some. However, quadrature formulas employing derivatives need not be used. Furthermore, work by Barton, Willers, and Zahar [2] demonstrates that the automatic generation of higher derivatives is not only possible but practical for a relatively wide class of problems. Finally, our class of methods contains efficient and effective methods which do not employ higher derivatives, and it is these methods that are of primary interest.
Each particular method can be specified by the sets of parameters p = {p¡}, 6¡ = 
Theorem.
Let there exist positive constants L, M, p, and q such that
for (x, z, h) and (x, z*, h) G R, and
for (x, /?) G S. Then for any h < min[fe0, 2/sis + l)L], the difference equations (2) have a unique solution {yn}, defined on Ih, there is a constant N such that \yn-yixn)\<Nh", nGin,
where r = min\p + 1, q], and the method is said to be of order r.
The form of the Lipschitz condition (7) and the discretization error bound (8) is motivated by the fact that the increment function 0(-is often a sum of i quadrature formulas over intervals of length h. Note the increase in the order which results from using a formula at the end of the block of higher order than those used in the interior.
The proof is a straightforward generalization of the classical one, the only novel feature being the grouping of the errors into blocks, and hence is omitted.
4. Stability. We shall examine the stability of our methods by applying them to the differential equation y = Xy, where X is a complex constant with Re(X) < 0.
The method (5) can be interpreted as an implicit one-step method with stepsize sh.
Substituting y -Xy in Eqs. (5) and (6), we obtain There are implicit one-step methods possessing similar stability properties. These include the method of Hermite [8] do) yn+i =yn + Z *'<w«0 -Z Ä'fW#i>
where a • and ß • are the j'th coefficients in the numerator and denominator of E and the implicit Runge-Kutta processes developed by Butcher [4] , Ehle [6] , Chipman [5] , and Hulme [9] . However, the methods in the class [p, q] enjoy certain advantages. They attain the same order of accuracy as the scheme (10) The program implementing Method 4 employs Broyden's quasi-Newton method [3] to solve the nonlinear difference equations (12) . Each iteration requires four derivative evaluations, f(y" + î), f(y" + 2)> f(z(*n + "jÄ)), ana f(z(xn + ^3^)). Thus only two derivative evaluations are required per iteration per mesh point. Note that any implicit Runge-Kutta method of order 6 would require at least three derivative evaluations per iteration per mesh point. The special structure of the test problem is not used to simplify the iterative process as is sometimes done in such tests. The Jacobian of the difference equations is computed by numerical differentiation and is recomputed whenever the stepsize is changed. The initial approximation to the solution is obtained through rational extrapolation.
The program varies the stepsize to keep the maximum norm of the scaled local error per step less than e, where e is a prescribed tolerance. As in DIFSUB each component of the local error is scaled by the maximum modulus of the corresponding component of the solution observed up to that point. The local error is estimated using an idea proposed by Zadunaisky and analyzed by Stetter [12] . Starting at the point xn, the solution is first computed for two blocks. The method is then applied to the perturbed problem
where v(x) is the Hermite interpolant matching yn + i and y"l+\ for i = 0, ... , 4.
Obviously, the exact solution of the perturbed problem is v(x). The solution of the perturbed problem is computed for one block, and the difference between the exact
and computed values at xn + 3 is used to estimate the average local error over the two blocks.
Example 1. Here as in [7] we set ßx = 1000, j32 = 800, ß3 = -10, ß4 = 0.001, and
The problem was solved with e = 10""' for /' = 2, 4, 6, and 8. Table 1 presents for e = 10~6 the total number of derivative evaluations required to reach the first mesh point after x = 10' for / = -3, -2, ... , 3, and the current stepsize h, the maximum absolute error in the components of y, and the order formula used by DIFSUB at that point. Table 2 presents for each e the total number of derivative evaluations and the time in seconds required to reach the first mesh point after x = 1000, and the maximum absolute error in the components of y observed up to that point. Table 3 presents for each e the minimum, average, and maximum values of the average of the moduli of the ratios of the components of the exact and estimated local errors. The block method generally required fewer derivative evaluations than DIFSUB while yielding comparable accuracy. DIFSUB was faster, but it should be noted that the present program was written for ease of modification and debugging and not speed and efficiency. Furthermore, the time estimates were obtained with the IBM OS/MVT Table 1 Comparison for e = 10 Table 4 Comparison for e = 10~6 timing routine and may be inaccurate. The error estimation scheme appears to work remarkably well and has the desirable property of tending to overestimate the error.
However, the stepsizes obtained by assuming that the local error has the form Mh1
were sometimes too small because the coefficient M decreased rapidly over the next pair of blocks.
The overall performance of the block method is comparable to that of DIFSUB on this problem. This is surprising because the eigenvalues of the Jacobian of the differential equations lie on the negative real axis so that the ^4-stability of Method 4 is of no advantage. However, we would expect Method 4 to outperform DIFSUB for problems where the Jacobian has eigenvalues X,-lying relatively close to the imaginary axis because DIFSUB, if it used a high order formula, would be restricted to stepsizes sufficiently small to keep the hX¡ within the region of absolute stability of the formula. This expectation is confirmed by the next example. and e = 10-6. The results are summarized in Table 4 which has the same format as 
