Reduction of training time is an important issue in many tasks like patent translation involving neural networks. Data parallelism and model parallelism are two common approaches for reducing training time using multiple graphics processing units (GPUs) on one machine. In this paper, we propose a hybrid data-model parallel approach for sequence-to-sequence (Seq2Seq) recurrent neural network (RNN) machine translation. We apply a model parallel approach to the RNN encoder-decoder part of the Seq2Seq model and a data parallel approach to the attention-softmax part of the model. We achieved a speed-up of 4.13 to 4.20 times when using 4 GPUs compared with the training speed when using 1 GPU without affecting machine translation accuracy as measured in terms of BLEU scores.
Introduction
Neural machine translation (NMT) has been widely used owing to its high accuracy. A downside of NMT is it requires a long training time. For instance, training a Seq2Seq RNN machine translation (MT) with attention (Luong et al., 2015) could take over 10 days using 10 million sentence pairs.
A natural solution to this is to use multiple GPUs. There are currently two common approaches for reducing the training time of NMT models. One approach is by using data parallel approach, while the other approach is through the use of the model parallel approach. The data parallel approach is common in many neural network (NN) frameworks. For instance, OpenNMT-lua (Klein et al., 2017) 1 , an NMT toolkit, uses multiple GPUs in training NN models using the data parallel approach. In this approach, the same model is distributed to different GPUs as replicas, and each replica is updated using different data. Afterward, the gradients obtained from each replica are accumulated, and parameters are updated.
The model parallel approach has been used for training a Seq2Seq RNN MT with attention (Wu et al., 2016) . In this approach, the model is distributed across multiple GPUs, that is, each GPU has only a part of the model. Subsequently, the same data are processed by all GPUs so that each GPU estimates the parameters it is responsible for.
In this paper, we propose a hybrid data-model parallel approach for Seq2Seq RNN MT with attention. We apply a model parallel approach to the RNN encoder-decoder part of the Seq2Seq model and a data parallel approach to the attention-softmax part of the model.
The structure of this paper is as follows: In Section 2, we describe related work. In Section 3, first, we discuss the baseline model with/without data/model parallelism. Afterward, we present the proposed hybrid data-model parallel approach. In Section 4, we present a comparison of these parallel approaches and demonstrate the scalability of the proposed hybrid parallel approach. Section 5 presents the conclusion of the work.
Related Work
The accuracy of NN models improves as the model sizes and data increases. Thus, it is necessary to use multiple GPUs when training NN models within a short turnaround time.
There are two common approaches for using multiple GPUs in training. One is data parallelism, involving sending different data to different GPUs with the replicas of the same model. The other is model parallelism, involving sending the same data to different GPUs having different parts of the model.
Data parallelism
In this approach, each GPU has a replica of the same NN model. The gradients obtained from each model on each GPU are accumulated after a backward process, and the parameters are synchronized and updated.
The advantage of using this model is that it can be applied to any NN model because it does not depend on the model structure. In particular, it can be applied to many models such as Seq2Seq RNN and Inception Network (Abadi et al., 2016) . Many deep neural network (DNN) frameworks implement data parallelism.
While data parallelism is general and powerful, it is subject to synchronization issues among multiple GPUs as the model size or the number of model parameters increases. Note that when using multiple machines, asynchronous updates may be used in reducing synchronization costs. However, we focus on using multiple GPUs on one machine, where synchronous updates are generally better than asynchronous updates.
To reduce the synchronization costs relative to all training costs, it is necessary to train models using a large mini-batch size. However, the minibatch size is bounded by the GPU memory. Furthermore, large mini-batch sizes in general, make convergence difficult and can worsen accuracy of the tasks (Krizhevsky, 2014; Keskar et al., 2017) .
Another important factor to be considered is the ratio of processing time needed for synchronization and forward-backward process on each GPU. If synchronization takes much longer than the forward-backward process, the advantage of using multiple GPUs diminishes.
In summary, depending on models, data parallelism may not work effectively. In such a case, there are methods that can be used to achieve synchronization after several mini-batches or to overlap backward and synchronization process at the same time (Ott et al., 2018) . However, these advanced synchronization methods are out of the scope of this study.
Model parallelism
In this approach, each GPU has different parameters (and computation) In contrast to data parallelism, most DNN frameworks do not implement automatic model parallelism. Programmers have to implement it depending on the model and available GPUs.
Model parallelism needs special care when assigning different layers to different GPUs. For example, each long short-term memory (LSTM) layer may be placed on each GPU in case of stacked-LSTMs in encoder-decoder NN. Wu et al. (2016) have already proposed similar model parallelism for Seq2Seq RNN MT, although they did not describe the actual speed-up achieved.
The scalability of model parallelism is better than that of data parallelism when it works effectively. In data parallelism, when we increase the number of samples in each mini-batch to N times, we expect less than N times speed-up due to synchronization costs.
In contrast, we can expect more than N times speed-up when using model parallelism, owing to the following two reasons. First, we can increase the mini-batch size as in the case of data parallelism. Second, each GPU is able to compute different layers of the model without requiring synchronization.
Automatic hybrid parallelism, distributed training, and Transformer
While we focus on hybrid data-model parallelism for Seq2Seq RNN MT in this paper, Wang et al. (2018) have proposed an approach for automatically conducting hybrid data-model parallelism.
Applying their method to Seq2Seq RNN MT would be the focus of our future work. While we focus on parallelism on one machine in this paper, using multiple machines is also a good way of achieving a short turnaround time in training. Ott et al. (2018) reported that a significant speed-up can be obtained while maintaining translation accuracy using data parallelism on 16 machines.
While the Transformer model has recently been demonstrated to have a superior translation performance to the Seq2Seq RNN MT with attention (Vaswani et al., 2017) , we focus on how to combine data parallelism and model parallelism in Seq2Seq RNN MT with attention. We believe the proposed hybrid parallel approach to be applicable to the Transformer translation model because Transformer also has an encoder, decoder, and softmax layers. However, we would leave the application of the proposed hybrid data-model parallel approach to Transformer as a part of our future work.
Model Structure and Parallelism

Baseline model
Attention-based NMT has improved translation accuracy compared with the sequence-to-sequence NMT without attention model (Bahdanau et al., 2015; Luong et al., 2015) . Figure 1 shows our baseline model (Luong et al., 2015) . The decoder side of this model uses the input-feeding approach, where the hidden state of attention is concatenated with the target word embedding before being input into the first LSTM layer.
Data parallelism can be applied to this baseline model easily. We place each replica of this model on each GPU. Next, the input parallel texts are distributed equally to different GPUs. Finally, synchronization of parameter values is conducted after each forward-backward process. (Luong et al., 2015) . This model consists of stacked-LSTMs containing 4 layers with the input-feeding approach. The hidden state of attention is concatenated with the target word embedding before being input into the first LSTM layer Figure 1 . The same depth layer in the encoder-decoder part is placed on the same GPU. The encoder side allows efficient parallelism, while the decoder part does not due to input-feeding. Figure 2 shows an application of model parallelism to the baseline model on 4 GPUs. In the figure, we assign different layers in the encoder-decoder part to different 3 GPUs. We also assign the attention and softmax layers to 1 GPU. This assignment is based on the fact that the attention-softmax part requires a relatively large GPU memory.
The model parallel approach is effective in this case because there are many parameters in the attention-based encoder-decoder model. Let U be a certain value representing the number of parameters, the embedding layer has 2U parameters, each LSTM layer has 8U parameters (a total of 32U parameters), and the attentionsoftmax part has 4U parameters. When using model parallelism, it is not necessary to synchronize these parameters. We only have to pass intermediate results between different GPUs.
Note that the green arrow in Figure 2 is pointing to the upper right direction. It indicates that the computation of one node can start immediately after the left and down nodes finish their computation. In this way, in the encoder side, GPUs can work without waiting for the completion of the computation in the previous steps.
In contrast, the nodes in the decoder side cannot start performing their assigned computations until all nodes related to the previous target words finish their computation. This is due to the inputfeeding approach employed. For instance, the 
Proposed model for hybrid parallelism
Herein, we propose our hybrid parallelism for Seq2Seq RNN MT. First, we remove inputfeeding in the decoder side of the baseline model, and then we introduce our hybrid parallelism. Figure 3 shows our model for hybrid parallelism. First, we employ model parallelism in calculating the states of hidden nodes for all steps in both encoder and decoder sides. Afterward, we apply data parallelism in calculating attention scores, context vectors, and softmax for getting target words. Note that this is possible because all target words are given beforehand in the training phase.
As stated earlier, we remove input-feeding in the decoder of the baseline model (Luong et al., 2015) . While input-feeding has been proposed by Luong et al. (2015) and has shown its advantages in translation accuracy, it has been found to be unsuitable for parallelism. Removing inputfeeding removes the dependency of calculation on previous steps in the decoder side. The green arrows going to the upper-right direction show that the computation of a node can start immediately after completion of left and down nodes computation in both encoder and decoder sides. By comparing Figures 2 with 3 , we observe that removing input-feeding allows model parallelism to perform better parallel computation. Note that the proposed NMT model has already been proposed by Luong et al. (2015) as a simpler model than the baseline model with input-feeding. However, in the section on the experimentation, we show that removing input-feeding does not affect translation accuracy in terms of BLEU scores obtained.
We now present how we alternate model parallelism and data parallelism on the same 4 GPUs. This is the most important point in the proposed hybrid parallelism implementation.
First, we use 4 GPUs for model parallelism. The source and target word embedding layers and 4 LSTM layers are placed on 3 GPUs as shown in Figure 3 . The remaining GPU (GPU 3 in Figure  3 ) stores the hidden states of all steps in the encoder-decoder part.
After the forward process of all hidden states, we move to data parallelism. The intermediate results of all hidden states for all data in the minibatch are distributed equally to 4 GPUs. While all GPUs have replicas of the same network structure, as shown in Figure 3 , we use GPU 0 as the root for accumulating and synchronizing all parameter values relating to the calculation of attention scores, context vectors, softmax, and so on. The alternation of data parallelism and model parallelism on the backward process goes in a similar but opposite direction.
As mentioned in Section 3.1, the encoderdecoder part has much more parameters than the attention-softmax part. This is the reason why we use model parallelism on the encoder-decoder part and data parallelism on the attention-softmax part.
We now describe closely how we obtain the attention scores and so on in Figure 3 . We omit an explanation of model parallelism for stacked-LSTM layers because it is straightforward.
Let be "attention scores" in Figure 3 , it is a concatenation of all attention coefficients of all decoder steps. We employ the attention coefficient defined as global attention (Luong et al., 2015) .
where ,⋯, ,⋯, denotes the concatenation of all hidden states of length M in the encoder side, ,⋯, ,⋯, denotes the concatenation of all hidden states of length N in the decoder side, and denotes a parameter matrix. Note that we can calculate at once after obtaining the hidden states of all steps in the encoder-decoder part in the forward process.
The "context vectors" in Figure 3 can be defined as The "context decoded"
in Figure 3 can be defined as
where denotes a parameter matrix. Finally, the conditional probabilities of the target sentence words can be computed as
where denotes a liner function; denotes the source sentence in the encoder side;
,⋯, represents the target sentence in the decoder side.
Experiments
We evaluate training speed, convergence speed, and translation accuracy to compare the performance of the proposed approach as shown in Figure 3 (hereafter referred to as HybridNMT) with the baseline model shown in Figure 1 with/without data/model parallelism. We also augment the proposed approach in Figure 3 with input-feeding (hereafter referred to as HybridNMTIF). HybridNMTIF lacks the parallelism in the decoder side but has inputfeeding. Consequently, comparing HybridNMT with HybridNMTIF clarifies the advantages of the proposed hybrid parallelism.
Data statistics
We used datasets of WMT14 (Bojar et al., 2014) 2 and WMT17 (Bojar et al., 2017) 3 English-German shared news translation tasks in the experiments. Both datasets were pre-processed using the scripts of the Marian toolkit (Junczys-Dowmunt et al., 2018) 4 . Table 1 shows the number of sentences in these datasets. For the WMT17 dataset, first, we duplicated the provided parallel corpus, and then we augmented the parallel corpus with the pseudo-parallel corpus obtained using backtranslation (Sennrich et al., 2016a) of the provided German monolingual data of 10 million (M) sentences. Overall, we used 19 M sentence pairs in the training. We also used the word vocabulary of 32 thousand (K) types from joint source and target byte pair encoding (BPE; Sennrich et al., 2016b Table 2 . Model parameters.
Parameter settings
Both the baseline model and HybridNMT are trained with the same hyperparameters, as shown in Table 2 . To prevent over-fitting, we set a dropout of 0.3 (Srivastava et al., 2014) and used Adam (Kingma and Ba, 2015) of the following setting: 0.9, 0.999, and ϵ 1e-8. All models were subject to the same decay schedule of learning rate because the convergence speed generally depends on it. In this experiment, the learning rate was multiplied by a fixed value of 0.7 when the perplexity of the development data increased in a fixed interval; an interval of 5,000 and 20,000 batches for WMT14 and WMT17, respectively, reflecting the difference in the number of sentences in these training data.
The machine type used for training had 4 GPUs of NVIDIA Tesla V100 and was capable of performing direct data transfer among all GPUs using NVLink. We implemented the baseline model with/without data/model parallelism, HybridNMT, and HybridNMTIF in MXNet v1.3.0 (Chen et al., 2015) 5 . We also used OpenNMT-lua v0.9.2 (Klein et al., 2017) for comparing the models because it implements the baseline model with/without data parallelism. We used the default synchronous mode in OpenNMTlua and the SGD optimizer as the default settings of the OpenNMT-lua.
examples/tree/master/wmt2017-uedin Table 3 summarizes the main results of our experiment. In Table 3 , "SRC tokens / sec" indicates the number of source tokens processed in one second. This is a standard measure for evaluating training speed; it is also implemented in OpenNMT-lua. "Scaling factor" stands for the ratio of "SRC tokens / sec" against that of one GPU. The mini-batch sizes were determined by the available GPU memories. Note that minibatch sizes were about 4 times when using 4 GPUs compared with those obtained when using 1 GPU.
Comparison of training speed
First, the scaling factors of HybridNMT were higher than those of data/model parallelism. They were 4.13 and 4.20 for WMT14 and WMT17 datasets, respectively. This indicates that our hybrid parallel method for Seq2Seq RNN MT is faster than only data/model parallel approaches. Note also that these scaling factors were higher than the number of GPUs (4). This demonstrates the effectiveness of the proposed hybrid parallelism.
Second, the processing speed and scaling factors of OpenNMT-lua and those obtained from our implementation were similar. Table 4 shows that BLEU scores are comparable. These indicate that our implementation is appropriate.
Third, the scaling factors of model parallelism were better than those of data parallelism were. For WMT14, the scaling factor of data parallelism in our implementation was 1.60 and that of model parallelism was 2.32. This indicates that model parallelism is faster than data parallelism for Seq2Seq RNN MT. We attribute this to the synchronization costs of a large number of parameters. The number of parameters used in the baseline model was 142 M and that for HybridNMT was 138 M.
Finally, the scaling factors of HybridNMTIF were between those of HybridNMT and the baseline model with model parallelism. This indicates that the proposed hybrid data-model parallel approach is faster than speed obtained when using only model parallelism, even when the same network structure is used. Furthermore, removing input-feeding allows for faster training speed. Table 3 . Results of training speed and scaling factors. represents the perplexity of development data. We measured the perplexities at the ends of epochs, represented as points in the graphs.
Comparison of convergence speed
HybridNMT converges faster compared with other methods. This, in addition to Table 3 , implies that HybridNMT is better than other methods in terms of training and convergence speed. Other findings: data parallelism as implemented in both OpenNMT-lua and our implementation performed poorly as shown in Figure 4 as well as in Table 3 . The perplexities obtained with model parallelism became similar to those of our hybrid parallelism after long runs. Finally, the convergence speed of HybridNMTIF was between those of HybridNMT and the baseline model with model parallelism. This indicates that the proposed hybrid datamodel parallel approach is faster than model parallelism, and removing input-feeding leads to faster convergence. Table 4 . BLEU scores obtained using different hyperparameters for WMT14 and WMT17 development data. The upper half shows the results obtained by OpenNMT-lua whereas the lower half is for the proposed HybridNMT. "b" stands for the beam size.
Translation accuracy
As mentioned in Section 3, the proposed Hybrid NMT uses a simpler model structure than that of the baseline model. We have shown in Figure 4 that the perplexities of HybridNMT are comparable and even lower than those of the baseline model with data/model parallelism in a limited training time owing to its faster convergence speed. Herein, we compare the translation accuracy as measured by BLEU scores.
To compare BLEU scores, first, we selected the models for the proposed HybridNMT and OpenNMT-lua based on the information provided in Figure 4 . In other words, we selected the models with the lowest development perplexities. Table 4 shows BLEU scores on the development data obtained by OpenNMT-lua and HybridNMT with diverse hyperparameters. The beam size was changed from 3 to 18. OpenNMTlua used the same normalization method of GNMT (Wu et al., 2016) . Its optimal parameters for the development data were as follows: the beam sizes were 6 and 12 for WMT14 and WMT17, respectively; the length normalization values were both 1.0; and the coverage normalization values were both 0. The proposed HybridNMT used the same normalization of Marian (Junczys-Dowmunt et al., 2018) , which simply divided the model score using a length normalization factor. Its optimal parameters were as follows: the beam sizes were 15 and 12 for WMT14 and WMT17, respectively and the length penalties were 1.0 for both datasets, implying that the model score was divided by the number of target words to get the normalized score. We measured BLEU scores for WMT14 and WMT17 test data using the parameters stated above. Table 5 shows the BLEU scores together with other published results on the same test data using Seq2Seq RNN MT for reference. For the WMT14 dataset, the proposed HybridNMT outperformed all the others but GNMT (Wu et al., 2016) . Note that GNMT used 8 layers for the encoder-decoder part, while the proposed HybridNMT used 4 layers. Note also that the BLEU score of OpenNMT-lua in this experiment was higher than that of Klein et al. (2017) . This is probably because Klein et al. (2017) used 2 layers but we used 4 layers in our experiments. For the WMT17 dataset, the proposed HybridNMT performed comparably with other results. The results show that the translation of the proposed HybridNMT is accurate comparably with other Seq2Seq RNN MT models.
Conclusions
We have proposed a hybrid data-model parallel approach for Seq2Seq RNN MT. We applied model parallelism to the encoder-decoder part and data parallelism to the attention-softmax part. The experimental results show that the proposed hybrid parallel approach achieved more than 4 times speed-up in training time using 4 GPUs. This is a very good result compared with data parallelism and model parallelism whose speedup was around 1.6-1.7 and 2.3-2.5 times when the same 4 GPUs were used. We believe the proposed hybrid approach can also be applied to the Transformer translation model because it also has the encoder, decoder, and softmax layers.
