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Den Gegenstand dieser Arbeit bilden Mannigfaltigkeiten mit Geraden.
Wir werden zwei Verallgemeinerungen des üblichen Geradenbegriffs benut-
zen. Der schwächere Begriff stammt aus der Theorie der Twistorräume. Da-
bei sind Geraden rationale Kurven in einer dreidimensionalen, komplexen
Mannigfaltigkeit mit dem Normalenbündel OP1C(1) ⊕ OP1C(1), dies ent-
spricht dem Normalenbündel einer Geraden im P3C.
Einen stärkeren Begriff hat Kato in [Kat82] eingeführt. Danach ist eine ra-
tionale Kurve in einer komplexen Mannigfaltigkeit eine Gerade, wenn es eine
biholomorphe Abbildung von einer Umgebung der Kurve auf eine Umgebung
einer Geraden im PnC gibt.
Bei Flächen sind diese beiden Begriffe äquivalent und Flächen mit Geraden
sind Aufblasungen von P2C. In höheren Dimensionen ist die Situation kom-
plizierter.
Aus der Deformationstheorie folgt, daß eine Gerade in einer Mannig-
faltigkeit nicht isoliert auftritt, sondern zu einer ganzen Familie von Ge-
raden gehört, die eine offene Menge in der umgebenden Mannigfaltigkeit
überdecken. Damit ergibt sich, daß auf der umgebenden Mannigfaltigkeit
keine globalen holomorphen Differentialformen existieren können und daher
die Kodaira-Dimension der Mannigfaltigkeit −∞ ist.
Hieraus resultieren die Schwierigkeiten, solche Räume mit den üblichen Me-
thoden der Klassifikationstheorie zu untersuchen. Da es keine holomorphen
Differentialformen gibt, besteht der Albanese-Torus aus einem Punkt. Auch
das Minimal Model Programm der Mori-Theorie sagt über solche Mannig-
faltigkeiten nichts aus.
Im allgemeinen sind Mannigfaltigkeiten mit Geraden weder projektiv noch
Kähler-Mannigfaltigkeiten oder von der Klasse C (Modifikationen von Kähler-
Mannigfaltigkeiten).
Es bleibt der Zugang über die algebraische Reduktion. Dabei erhält man eine
Faserung über einer projektiven Mannigfaltigkeit, die einen Isomorphismus
zwischen den meromorphen Funktionenkörpern induziert. Die Dimension der
Basismannigfaltigkeit bezeichnet man als algebraische Dimension.
Für dreidimensionale Mannigfaltigkeiten mit Geraden ist die algebraische Re-
duktion besonders günstig. Wir erhalten dann eine elliptische Faserung über
einer rationalen Fläche. Diese können beschrieben werden, und es ergeben
sich Kriterien dafür, welche dieser Faserungen Geraden enthalten können.
Die vorliegende Arbeit besteht aus zwei Teilen. Der erste Teil befasst sich
mit allgemeinen Eigenschaften von Mannigfaltigkeiten, die Geraden besitzen.
Im zweiten Teil werden dann spezielle dreidimensionale Mannigfaltigkeiten
untersucht.
Im Kapitel I werden Geraden eingeführt und die Familie einer Geraden
vorgestellt. Nun werden einige Eigenschaften der umgebenden Mannigfaltig-
keit hergeleitet, wobei die Existenz dieser Familie stets eine Rolle spielt. Wir
wollen hier nur einige Beispiele vorwegnehmen. Im Flächenfall ergibt sich,
daß nur Aufblasungen von P2C Geraden enthalten. Auf einer Kähler-Man-
nigfaltigkeit folgt aus der Existenz von Geraden, daß die Mannigfaltigkeit
projektiv ist. Bei bestimmten Abbildungen können wir Aussagen über die
Bilder von Geraden treffen. Ist der Parameterraum der Geraden kompakt
und glatt, so muß die umgebende Mannigfaltigkeit der PnC sein.
Im Kapitel II befassen wir uns mit projektiven Mannigfaltigkeiten, die
Geraden enthalten. Wir stellen die rational zusammenhängende Faserung ei-
ner projektiven Mannigfaltigkeit vor. Dies ist eine Abbildung auf eine andere
Mannigfaltigkeit, so daß alle rationalen Kurven vollständig in den Fasern
enthalten sind und die allgemeine Faser rational zusammenhängend ist.
Dann wenden wir uns zwei Arbeiten von Oxbury und Langer zu, die spezi-
elle dreidimensionale projektive Mannigfaltigkeiten mit Geraden untersucht
haben.
Oxbury stellt die Frage, ob eine dreidimensionale Mannigfaltigkeit mit Ge-
raden eine Fano-Mannigfaltigkeit ist und welche Fano-Mannigfaltigkeit man
dadurch erhält. Er geht von einer Einbettung in einen PnC aus und kann
dann den Geraden einen Grad zuordnen. Sein Ergebnis ist eine Liste der drei-
dimensionalen projektiven Mannigfaltigkeiten mit Geraden vom Grad eins
und zwei.
Langer untersucht dreidimensionale Mannigfaligkeiten mit einem posi-
tiven Divisor und Geraden. Er gibt eine Liste von Mannigfaltigkeiten mit
einem Divisor D an, bezüglich dessen die Geraden vom Grad ≤ 4 sind.
Im Kapitel III wenden wir uns den Geraden mit tubularer Struktur zu.
Dies sind Geraden, die dem anfangs beschriebenen stärkeren Geradenbegriff
genügen. Wir stellen einige Ergebnisse aus den Arbeiten von Kato vor und
benutzen diese, um am Beispiel des projektivierten Tangentialbündels von
P2C zu zeigen, daß die beiden vorgestellten Geradenbegriffe nicht äquivalent
sind.
Kapitel IV stellt das Konzept der algebraischen Dimension und algebrai-
schen Reduktion einer komplexen Mannigfaltigkeit vor. Dann geben wir eine
knappe Charakterisierung der dreidimensionalen Mannigfaltigkeiten mit Ge-
raden, sortiert nach der algebraischen Dimension. Ist die algebraische Dimen-
sion eins, so erhalten wir eine Faserung auf P1C und eine Liste der möglichen
glatten Fasern.
Im Falle der algebraischen Dimension zwei ergibt die algebraische Reduktion
eine Abbildung auf eine rationale Fläche, deren allgemeine Fasern elliptische
Kurven sind. Dies ist die Überleitung zum zweiten Teil der Arbeit. Dort
werden wir elliptische Faserungen über Hirzebruch-Flächen mit Geraden un-
tersuchen.
Im Kapitel V befassen wir uns mit den einfachsten ellliptischen Faser-
ungen, den Hauptfaserbündeln. Zunächst geben wir eine kurze Einführung
in die elliptischen Hauptfaserbündel. Dann bestimmen wir, im wesentlichen
durch Schnittzahlberechnungen auf der Basisfläche, alle elliptischen Hauptfa-
serbündel über Flächen, die Geraden enthalten. Alle diese Räume enthalten
auch tubulare Geraden.
Im Kapitel VI stellen wir die Weierstraß-Normalform vor. Das ist eine
Faserung, deren Fasern ebene elliptische Kurven sind, enthalten in einem
holomorphen P2C-Bündel über dem Basisraum. Da zu dieser Faserung ein
globaler Schnitt existiert, erhalten wir eine Gruppenstruktur in den Fasern,
und die Garbe der Keime der holomorphen Schnitte erhält die Struktur ei-
ner Garbe von Gruppen. Es ergibt sich eine Korrespondenz von Elementen
der ersten Kohomologiegruppe mit Werten in dieser Garbe und elliptischen
Faserungen, die lokal und faserweise isomorph zur Weierstraß-Normalform
sind. Eine Weierstraß-Normalform wird vollständig durch ein Geradenbündel
(Weierstraßbündel) und zwei Schnitte in Potenzen dieses Bündels charakte-
risiert.
Kapitel VII enthält das Hauptresultat dieser Arbeit. Darin untersuchen
wir, welche elliptischen Faserungen über Flächen, die lokal isomorph zu einem
Weierstraßmodell sind, Geraden enthalten. Wir können uns auf elliptische Fa-
serungen über Hirzebruch-Flächen beschränken. Dann berechnen wir, welche
Paare, bestehend aus dem Weierstraßbündel der elliptischen Faserung und
demjenigen Linearsystem, das die Bilder der Geraden enthält, überhaupt in
Frage kommen. Leider bleibt offen, ob es zu allen diesen Paaren auch Faser-
ungen gibt, die Geraden enthalten.
Kapitel VIII enthält Fragen, die in dieser Arbeit nicht gestellt wurden
oder offen geblieben sind.
Anhang A befasst sich mit Linearsystemen auf Hirzebruch-Flächen. Dar-
in werden die Kohomologiegruppen von Geradenbündeln auf Hirzebruch-
Flächen berechnet. Anschließend bestimmen wir diejenigen Linearsysteme
auf Hirzebruch-Flächen, die glatte rationale Kurven von positivem Selbst-
schnitt enthalten. Dieser Anhang ist aus Kapitel VII ausgegliedert, um die
Lesbarkeit zu verbessern.
Anhang B enthält eine Übersicht über die sogenannten Hopf-Flächen und
ihre wichtigsten Eigenschaften. Diese Flächen sind die am längsten bekann-
ten und bekanntesten nichtprojektiven kompakten Flächen. Sie spielen an
einigen Stellen dieser Arbeit eine wichtige Rolle, insbesondere im Kapitel V.
Anhang C gibt eine knappe Auflistung der Definitionen und Sätze aus
der Deformationstheorie, soweit sie in dieser Arbeit verwendet werden.
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Es folgt eine Liste von häufig benutzten Bezeichnungen. Einige davon werden
im Text definiert.
Allgemeine Bezeichnungen
Z der Ring der ganzen Zahlen
C der Körper der komplexen Zahlen
S1 die Kreisgruppe
PnC der komplexe, projektive n-dimensionale Raum
[X] Kurzschreibweise für die homogenen Standard-
koordinaten [X0 : X1 : ... : Xn] des P
nC
Sn die n-te Hirzebruch-Fläche
GLn(C) die Lie-Gruppe der nichtsingulären komplexen n× n Matrizen
gln(C) die Lie-Algebra von GLn(C)
SLn(C) die Lie-Gruppe der nichtsingulären n× n-Matrizen
mit Determinante 1
sln(C) die Lie-Algebra von SLn(C)
Es sei X eine kompakte, komplexe Mannigfaltigkeit, Y ⊂ X eine kom-
pakte, komplexe Untermannigfaltigkeit und S eine kompakte, komplex pro-
jektive Mannigfaltigkeit.
bk(X) die k-te Bettizahl von X
X (X) die Eulercharakteristik von X
TX das Tangentialbündel von X
NY \X das Normalenbündel von Y in X
KX das kanonische Bündel von X
ΩpX die Garbe der Keime der holomorphen p-Formen auf X
M(X) der Körper der meromorphen Funktionen auf X
K(S) der Körper der rationalen Funktionen auf S
a(X) die algebraische Dimension von X
κ(X) die Kodaira-Dimension von X
Es sei π : X → X ′ eine holomorphe Abbildung auf eine komplexe Mannig-
faltigkeit X ′, E → X ein Vektorbündel und F → X eine Garbe. Im allge-
meinen unterscheiden wir in der Notation nicht zwischen einem Vektorbündel
und der dazu assoziierten Garbe.
E∨ das duale Vektorbündel
E∗ E \ {Nullschnitt}





ck(E) die k-te Chernklasse des Vektorbündels E
rg E der Rang des Vektorbündels E
π∗(F) die direkte Bildgarbe von F
Rpπ∗(F) die p-te direkte Bildgarbe





In diesem Kapitel werden wir den Begriff der Geraden einführen
und den Einfluß von Geraden auf die globale Geometrie des um-
gebenden Raumes untersuchen.
1 Definition
In der algebraischen Geometrie ist eine Gerade ein eindimensionaler linearer
Unterraum eines n-dimensionalen projektiven Raumes PnC. Wir wollen nun
diesen Begriff für beliebige, nicht notwendig projektive, Mannigfaltigkeiten
verallgemeinern.
1.1 Definition
Es sei X eine kompakte, komplexe n-dimensionale Mannigfaltigkeit. Eine
rationale Kurve L ⊂ X heißt Gerade, falls für das Normalenbündel von L in
X gilt:
NL\X ∼= OL(1)⊕(n−1).
2 Die Familie einer Geraden
Die Existenz einer Geraden in einer Mannigfaltigkeit impliziert die Existenz
vieler Geraden. Da
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ist, erhalten wir eine durch einen 2n− 2 dimensionalen Raum W parametri-
sierte maximale, vollständige Familie von Geraden in X, wobei die Vereini-
gung der Geraden eine offene Menge enthält (siehe dazu Satz C.4 auf Seite
111). Wir erhalten die folgenden Abbildungen:







dimZ = 2n− 1
dimW = 2n− 2
dim ν−1(x) = n− 1 für x ∈ X
dimµ−1(w) = 1 für w ∈ W
Die Abbildung µ ist ein flacher Morphismus, dessen Fasern unter ν auf die
Geraden, der zu L gehörenden Familie von Geraden in X abgebildet werden.
Die Existenz einer solchen Familie von Geraden hat einen weitreichenden
Einfluß auf die Geometrie der umgebenden Mannigfaltigkeiten. Dies wollen
wir nun näher beleuchten.
2.1 Differentialformen
Auf Mannigfaltigkeiten mit Geraden gibt es keine holomorphen Differential-
formen. Dazu betrachten wir die Einschränkung der Kotangentialgarbe Ω1X
auf eine Gerade L. Es gilt
Ω1X |L ∼= OL(−2)⊕OL(−1)⊕(n−1).




enthalten ist, sind die Einschränkungen ΩpX |L
(p = 1, ..., n) negativ. Das bedeutet, alle globalen Schnitte müssen auf den
Geraden verschwinden und da die Vereinigung der Geraden eine offene Menge
enthält, kann es keine globalen Schnitte geben. Insbesondere gilt damit:
4 Kapitel I. Geraden in Mannigfaltigkeiten
• Die Kodaira-Dimension von X ist κ(X) = −∞.
• Der Albanese-Torus von X ist nulldimensional.
2.2 Geraden und Aufblasungen
Es sei A ⊂ X eine analytische Teilmenge mit dimA ≤ n − 2. Dann gilt:
dim ν−1(A) ≤ 2n− 3 und dimµ (ν−1(A)) ≤ 2n− 3. Das bedeutet, generische
Geraden aus der Familie Z sind disjunkt mit A. Damit existieren auch in
dem Raum X̃, den man durch Aufblasen von X längs A erhält, Geraden.
Umgekehrt kann die Existenz von Geraden durch das Abblasen einer
analytischen Menge zerstört werden. Dies wird offensichtlich, wenn die Ge-
raden durch Aufblasen erzeugt wurden. Dazu betrachten wir die Fläche
S := P1C × P1C. Diese enthält keine Geraden. Die Diagonale D ⊂ S hat
das Normalenbündel ND\S ∼= OD(2). Durch Aufblasen von S in einem Punkt
p ∈ D erhält man Geraden.
2.3 Flächen mit Geraden
Es sei S eine Fläche und L ⊂ S eine Gerade, d.h. L2 = 1. Dann ist S eine
algebraische Fläche und es gilt daher H1 (S,OS) ∼= H0 (S,Ω1S). Aus Abschnitt
2.1 (Seite 3) folgt nun






Das bedeutet, die Sequenz
0→ H0 (S,OS)→ H0 (S,OS(L))→ H0 (L,OL(1))→ 0
ist exakt. Daher ist dim H0 (S,OS(L)) = 3 und wir erhalten mit dem Linear-
system |OS(L)| (L2 = 1) einen birationalen Morphismus
φ : S → P2C,
der regulär längs L ist. Flächen mit Geraden ergeben sich demnach durch
Aufblasen von P2C.
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2.4 Bilder von Geraden
Der folgende Satz beschreibt das Verhalten von Geraden unter bestimmten
Abbildungen.
2.1 Satz
Es seien X und S kompakte, komplexe Mannigfaltigkeiten und π : X → S
eine holomorphe Abbildung. Es gelte
• dimX = n,
dimS = k ≥ 2 und
dim π−1(s) ≤ n− k für alle s ∈ S.
• Nichtreduzierte Fasern sind in einer Teilmenge von S enthalten, die
mindestens von der Kodimension zwei ist.
Dann gilt:
1. Für eine generische Gerade L ⊂ X ist die Einschränkung
π|L : L→ π(L)
eine Immersion.
2. Ist k ≥ 3, so ist die Einschränkung
π|L : L→ π(L)
für eine generische Gerade L ⊂ X biholomorph.
Beweis:
Wir argumentieren im folgenden lokal, daß heißt wir nehmen an, daß
µ−1(W ) ∼= W × P1C ist. Dabei behalten wir die Bezeichnungen W,Z und
X im folgenden für die offenen Teilmengen der entsprechenden Mannigfal-
tigkeiten bei.
Den nichtregulären Ort von π bezeichnen wir mit B und mit B′ den Ort
der nichtregulären Werte von π. Dann gilt mit den Bezeichnungen aus 2
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(Seite 2):
dimB′ ≤ k − 1
dimB ≤ n− k − 1 + k − 1
≤ n− 2
dim ν−1(B) ≤ 2n− 3
dimµ(ν−1(B)) ≤ 2n− 3
Das bedeutet, W \µ(ν−1(B)) enthält eine offene Menge und daher schneiden
generische Geraden die Fasern von π in glatten Punkten.
Zunächst zeigen wir, daß für eine generische Gerade gilt:
deg π|L = 1.
Nun betrachten wir eine Gerade L ⊂ X für die π|L nicht injektiv ist und
wählen einen Punkt P ∈ L für den gilt:
L ∩ π−1 (π(P )) = {q1, ..., qr} ,
mit r ≥ 2 und pi 6= qj, falls i 6= j.









parametrisiert. Wir bezeichnen die Faser über π(P ) mit FP := π
−1(π(P )).
Die Projektionen
TqiX −→ NL\X |qi , i = 2, ..., r
induzieren Abbildungen
hi : TqiFP −→ NL\X |qi .
Nun wählen wir einen Schnitt in dem Normalenbündel NL\X der in q1 ver-
schwindet und in keinem der Punkte q2, ..., qr im Bild von h2, ..., hr liegt. Die
dadurch induzierte Deformation von L ⊂ X liefert eine Gerade L′ ⊂ X für
die gilt
L′ ∩ FP = {q1} .
Das bedeutet deg π|L = 1.
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Wir wollen als nächstes zeigen, daß generische Geraden keine Fasern tan-
gential schneiden. Dazu müssen wir die Tangentialräume an Geraden und
Fasern vergleichen.
Es sei ∆X ⊂ X × X die Diagonale in X × X und h∆X : H → X × X die
Aufblasung von X × X längs ∆X . Ein Punkte im exzeptionellen Ort von
H entspricht dann einem Punkt in X mit einer Tangentialrichtung an X in
diesem Punkt. Alle anderen Punkte von H entsprechen Paaren von verschie-
denen Punkten von X.
Ein Punkt in dem Faserprodukt









der in der Diagonalen von Z × Z enthalten ist, entspricht einem Punkt
in X, einer Tangentialrichtung an diesen Punkt sowie einer Geraden durch
diesen Punkt mit genau dieser Tangentialrichtung. Alle anderen Punkte in
Z×W Z entsprechen Paaren von verschiedenen Punkten in X mit einer Gera-
den durch diese beiden Punkte. Die durch µ : Z → W induzierte Abbildung
Z ×W Z → W bezeichnen wir ebenfalls mit µ.
Nun betrachten wir die induzierte Abbildung
ν × ν : Z ×W Z ∼= W ×P1C×P1C −→ X ×X
(w, p1, p2) 7→ ν(w, p1), ν(w, p2).
Mit Bl (Z ×W Z) bezeichnen wir die Aufblasung von Z ×W Z längs




Bl (Z ×W Z) −→ H.
Für (x, x) ∈ ∆X ist
(ν × ν)−1(x, x) =
{
(w, p, p) ∈ W ×P1C×P1C : ν(w, p) = x
}
= W ×∆P1C×P1C,
wobei ∆P1C×P1C die Diagonale in P
1C×P1C bezeichnet.
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Da (ν × ν)−1 (∆X) ein glatter Divisor in Z ×W Z ist, gilt Z ×W Z ∼=
Bl (Z ×W Z). Wir erhalten also eine Abbildung
ν̃ : Z ×W Z → H
mit diskreten Fasern, so daß folgendes Diagramm kommutiert
Z ×W Z
ν×ν−→ X ×X
ν̃ ↘ ↗ h∆X
H
Da N∆X\X×X
∼= TX ist, ist der exzeptionelle Ort E von h∆X gerade
E ∼= P(TX).
Wir definieren
E(X/S) := P(TX/S) ⊂ E.






parametrisiert. Geraden auf denen π keinen kritischen Ort besitzt und für
die die Einschränkung von π eine Immersion ist, werden durch
U := W \ µ
(
ν̃−1 (E(X/S)) ∪ ν−1(B)
)
parametrisiert. Als nächstes wollen wir untersuchen, ob U eine offene Menge
in W enthält. Es gilt





= dimX + dimX − dimS − 1
= 2n− k − 1.
Für k ≥ 2 folgt nun
dimµ
(
ν̃−1 ((E(X/S)) ∪ ν−1(B)
)
≤ 2n− 3 < dimW.
Damit ist für eine generische Gerade L ⊂ X die Enschränkung π|L : L →
π(L) eine Immersion. Der erste Teil des Satzes ist somit gezeigt.
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Als nächstes wollen wir untersuchen, wann die Einschränkung von π auf
eine generische Gerade injektiv ist. Dazu betrachten wir die Einbettung X×S
X ↪→ X×X und bezeichnen die strikte Transformierte von X×SX in H mit
H(X/S). Geraden die eine Faser von π in zwei Punkten schneiden werden
durch µ (ν̃−1(H(X/S))) parametrisiert. Es gilt
dimH(X/S) = dimX ×S X














Das bedeutet, für eine generische Gerade L ⊂ X ist die Enschränkung
π|L : L→ π(L)
eine injektive Immersion und somit biholomorph.
Für k = 2 müssen wir weitere Voraussetzungen fordern.
2.2 Korollar
Es sei π : X → S eine holomorphe Abbildung, die den Voraussetzugen des
obigen Satzes genügt. Ist L ⊂ X eine Gerade deren Bild π(L) glatt ist, dann
gilt für eine generische Gerade L:
π|L : L→ C := π(L)
ist biholomorph.
Beweis:
Für k ≥ 3 ist dies bereits gezeigt. Im Falle k = 2 erhalten wir mit Teil
eins des Satzes, daß für eine generische Gerade L ⊂ X die Einschränkung
π|L : L→ C := π(L) eine glatte Immersion vom Grad eins ist. Das bedeutet
π|L ist biholomorph.
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2.5 Die Hartshorne-Vermutung
In [Har70] stellt Hartshorne die Vermutung auf, daß eine n-dimensionale
Mannigfaltigkeit mit positivem Tangentialbündel isomorph zu PnC ist.
Diese Vermutung wurde von Mori durch den folgenden Satz bestätigt.
2.3 Satz (Mori [Mor79])
Es sei X eine n-dimensionale projektive Mannigfaltigkeit. Falls mindestens
eine rationale Kurve in X existiert und die Einschränkung des Tangenti-
albündels von X auf allen rationalen Kurven ampel ist, dann ist X isomorph
zu PnC.
Der Beweis wird im wesentlichen auf den folgenden Satz zurückgeführt,
der den PnC durch eine Familie rationaler Kurven charakterisiert.
2.4 Satz
Es sei X eine n-dimensionale projektive Mannigfaltigkeit und L ⊂ X eine
Gerade. Die Familie der Kurven, die L enthält, sei mit W bezeichnet und
es gelte: W 0 ⊂ W sei eine kompakte Zusammenhangskomponente, die aus-
schließlich glatte Kurven parametrisiert. Dann ist X isomorph zu PnC.
Beweis:
Es gibt ein Diagramm (vgl. 2 auf Seite 2)







dimZ0 = 2n− 1
dimW 0 = 2n− 2
dim ν−1(x) = n− 1 für x ∈ X
dimµ−1(w) = 1 für w ∈ W 0
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und ν(µ−1(w)) ist eine Gerade in X für alle w ∈ W 0.










Daher ist W 0 und W 0(x) := µ(ν−1(x)) glatt. Da Z0 ein holomorphes P1C-
Bündel über W 0(x) ist, ist Z0 glatt.
Für generische Wahl von x ist Z0(x) := ν−1(x) glatt und es gilt W 0(x) ∼=
Z0(x). Die Abbildung dµ|z ist für alle z ∈ Z0(x) von maximalem Rang und
da Z0(x) zusammenhängend ist, gilt Z0(x) ∼= P(TxX) ∼= Pn−1C.
Wir bezeichnen mit
pr2 : X̃ → X
die Aufblasung von X im Punkt x und mit E den exzeptionellen Divisor.
Nun zeigen wir, daß die Abbildung ν : Z0 \ Z0(x) → X \ {x} biholomorph
ist und sich zu einer biholomorphen Abbildung Z0 → X̃ fortsetzen läßt.
Für z1, z2 ∈ Z0 \ Z0(x) mit z1 6= z2 gilt ν(z1) 6= ν(z2). Dies ist offensichtlich,
wenn z1 und z2 in der selben Faser von µ enthalten sind. Anderenfalls gilt
z1 ∈ µ−1(w1) und z2 ∈ µ−1(w2) mit w1 6= w2. Die Bilder ν(µ−1(w1)) und
ν(µ−1(w2)) sind Geraden in X und diese schneiden sich in höchstens einem
Punkt, d.h. in diesem Fall in x. Die Fortsetzung auf ganz Z0 ist nun offen-
sichtlich. Wir identifizieren nun Z0 mit X̃ und den exzeptionellen Divisor E
mit W 0(x), so das wir eine Abbildung
pr1 : X̃ → E
erhalten.
Nun wollen wir zeigen, das X ∼= PnC ist.
Dazu wählen wir eine Hyperebene H0 ⊂ E. Es gilt
pr∗1(H0)|E = OE(1) und OX̃(E)|E = OE(−1).





1H0 + E)→ OE → 0.
Da pr1 : X̃ → E ein P1C-Bündel ist, ist R1pr1∗(OX̃(pr
∗













+ 1 = n+ 1.
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surjektiv und daher ist dieses Linearsystem basispunktfrei.
Wie wir bereits gesehen haben, ist pr∗1H0+E|E trivial, d.h. pr∗1H0+E = pr∗2L
mit einem Geradenbündel L auf X.
Nun wollen wir zeigen, daß die zu dem Linearsystem |L| assoziierte Ab-
bildung φL : X → PnC biholomorph ist.
Um zu sehen, daß für jede Kurve C ⊂ X, die nicht in E enthalten ist,
C.L > 0 gilt, betrachten wir die strikte Transformierte C̃ von C in X. Es ist
C̃.E ≥ 0. Falls pr1(C) eindimensional ist, ist pr∗1H0.C > 0, da H0 positiv ist.
Anderenfalls ist C̃ eine Faser von pr1 und dann gilt C̃.E = 1. Somit ist φL
ein endlicher Morphismus.
Nun wollen wir die lokale Injektivität von φL zeigen.
Es sei x1 ∈ X ein allgemeiner Punkt und X2 ∈ X \ {x} ein beliebiger Punkt
und wir nehmen φL(x1) = φL(x2) an. Da pr
∗
1H0 die Fasern von pr1 trennt
folgt, daß x1 und x2 in der gleichen Faser C ∼= P1C von pr1 liegen. Nun
ist deg pr∗1H0 + E|C = 1, das bedeutet, die Abbildung φL ist auf C ein
Isomorphismus. Daher ist x1 = x2.
Nun bleibt zu zeigen, daß φL in allen Punkten von maximalem Rang ist.
Es sei C̃ eine Faser von pr1 und C = pr2(C̃). Die Tangentialabbildung von




Insgesamt sehen wir, daß φL ein generisch bijektiver, generisch unverzweigter
birationaler endlicher Morphismus auf PnC ist und somit ein Isomorphismus.
2.6 Kähler-Mannigfaltigkeiten
Ist X eine kompakte Kähler-Mannigfaltigkeit mit Geraden, so ist X projek-
tiv.
Beweis:
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Nach Theorem 8.3. [KM71] (Seite 143) gilt für eine kompakte Kähler-Man-
nigfaltigkeit M mit H2 (M,OM) = 0, daß M projektiv ist.
Aus der Existenz von Geraden in X folgt H0 (X,Ω2X) = 0 (siehe Abschnitt
2.1 auf Seite 3). Die Hodgesymmetrie H0 (X,Ω2X) = H
2 (X,OX) für Kähler-
Mannigfaltigkeiten impliziert das Verschwinden von H2 (X,OX). Somit ist X
projektiv.
2.7 Konforme Strukturen
In Dimension 3 induziert die Existenz von Geraden eine besondere Struktur
auf dem Modulraum der Geraden, eine konforme Struktur. Dies wollen wir
nun erläutern.
In der komplexen Geometrie bezeichnet man mit einer konformen Struk-
tur einen Nullkegel in jedem Tangentialraum an die gegebene Mannigfaltig-
keit, so daß sich eine holomorphe Familie ergibt.
Es sei X eine n-dimensionale, kompakte komplexe Mannigfaltigkeit, L ⊂
X eine Gerade und




die vollständige Familie der Geraden (siehe auch Abschnitt 2 auf Seite 2).
Zu jedem Punkt w ∈ W gibt es eine Umgebung U(w) von w in W , so daß
auf ZU := µ
−1(U(w)) ein Geradenbündel L existiert, für das gilt L.Zw = 1,
mit Zw := µ
−1(w). Wir verwenden im folgenden die Kurzschreibweise N :=
NZ\X×W . Dann ist N
∨⊗L faserweise trivial, das bedeutet N∨⊗L ist ein via
µ zurückgezogenes Vektorbündel:
N∨ ⊗ L ∼= µ∗F− mit F− := µ∗(N∨ ⊗ L)
Daher gilt
N∨ ⊗ L = µ∗F−
N∨ = µ∗F− ⊗ L∨
N = (µ∗F−)∨ ⊗ L
= Hom(µ∗F−,L)
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und µ∗N = Hom(F−,F+) mit F+ := µ∗L. Für eine Faser Zw von µ gilt:





rg F− = 2
rg F+ = n− 1.
Ist X von der Dimension 3, so ergibt sich rg F− = rg F+ = 2. Da µ∗N = TW
und µ∗N = Hom(F−,F+) ist, erhalten wir eine symmetrische Bilinearform







g(h, k)(x ∧ y) = 1
2
(h(x) ∧ k(y) + k(x) ∧ h(y)) .
Insbesondere gilt g(h, h) = det(h).
Bisher haben wir lokal argumentiert und das Geradenbündel L war nicht
eindeutig. Wählen wir statt L ein Geradenbündel L̃ so gilt L̃ = L ⊗ µ∗L0
mit einem geeigneten Geradenbündel L0 auf W . Da
Hom
(∧2 (µ∗(N∨ ⊗ L)⊗ L0) ,∧2 (µ∗L ⊗ L0)) =
Hom
((∧2 µ∗(N∨ ⊗ L))⊗ L0, (∧2 µ∗L)⊗ L0) =
Hom
(∧2 (µ∗(N∨ ⊗ L)) ,∧2 (µ∗L))
ist, läßt sich die Form g auf ganz W fortsetzen.
Die konforme Struktur erhalten wir nun mit Q = {h ∈ TW : g(h, h) = 0} . In
w ∈ W entspricht Qw gerade denjenigen Schnitten in N |Zw die eine Nullstelle
besitzen.
3 Beispiele.
1. Die projektiven Räume PnC und die Twistorräume werden von Gera-
den überdeckt (siehe dazu [AHS78]).
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[x] ∈ P3C : x2 = x3 = 0
}
zwei Geraden. Auf X ′ := P3C \ (L1 ∪ L2) operiert die Gruppe Z via
Z×X ′ → X ′
n, [x] 7→ φn([x]) := [x0 : αn1x1 : αn2x2 : αn3x3] ,
wobei αi ∈ C∗, |αi| < 1 (i = 1, 2, 3).
Wir wollen für einige spezielle Werte der α’s meromorphe Funktionen
auf den Quotientenräumen untersuchen. Dazu müssen wir Z-invariante
meromorphe Funktionen auf X ′ betrachten. Da P3C \X ′ von der Ko-









die Laurent-Reihenentwicklung einer meromorphen Funktion f im Punkt
[1 : 0 : 0 : 0] und Xi =
xi
x0
(i = 1, 2, 3) seien lokale Koordinaten. Eine


















genügen. Dazu untersuchen wir nun drei spezielle Fälle.














ist genau dann erfüllt, wenn aus cijk 6= 0 j + k = 0 folgt.
Dann kann f durch eine Reihe der Form









dargestellt werden. Die invarianten Funktionen sind also Funktio-
nen in zwei Variablen.
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b) α1 = 1, 0 < |α2| < 1, 0 < |α3| < 1
αl2 = α
m
3 ⇐⇒ l = m = 0
In diesem Fall sind die invarianten Funktionen von der Form
f(X1, X2, X3) =
∑
ci ·X i1.





3 = 1 ⇐⇒ k = l = m = 0
In diesem Fall sind nur die konstanten Funktionen Z-invariant.
Für alle diese Beispiele erhält man als Quotient X ′ /Z eine kompak-
te komplexe Mannigfaltigkeit. Wir wollen nun zeigen, daß alle diese
Quotientenräume Geraden enthalten. Dazu definieren wir:
β := max {|α2|, |α3|}
α := min {|α2|, |α3|}
und wir wählen eine reelle Zahl µ so, daß gilt






Dann ist die Menge
N(µ) :={









offen und enthält die Gerade
L := {[x0 : x1 : x2 : x3] ∈ X ′ : x0 = x2 und x1 = x3} .
Für alle n ∈ N \ {0} gilt: L ∩ φn(L) = ∅. Nun wollen wir zeigen, daß
für hinreichend großes n ∈ N gilt
N(µ) ∩ φn(N(µ)) = ∅
und N(µ) ∩ φ−n(N(µ)) = ∅.
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Dann wird nämlich eine offene Umgebung U ⊂ X ′ von L biholomorph
auf eine offene Menge in X ′ /Z abgebildet.
Wir wählen einen Punkt p = [x0 : x1 : x2 : x3] ∈ X ′ und erhalten für















< |x0|2 + |x1|2.

































> |x0|2 + |x1|2.
Dann ist p 6∈ φn(N(µ)) und p 6∈ φ−n(N(µ)) für hinreichend großes n.
Im Kapitel IV werden wir etwas systematischer meromorphe Funktionen
auf komplexen Mannigfaltigkeiten diskutieren.





In der Klassifikationstheorie projektiver Mannigfaltigkeiten spie-
len rationale Kurven eine große Rolle. In diesem Kapitel wollen
wir einige Resultate über rationale Kurven und Geraden in pro-
jektiven Mannigfaltigkeiten zusammenstellen.
1 Rationale Kurven in Flächen
Es sei F eine Fläche und C ⊂ F eine rationale Kurve mit C2 ≥ 0, dann ist
F eine projektive Fläche und es gilt:
1. Falls C2 = 0 ist, dann ist F birational äquivalent zu einem P1C-Bündel
über einer Kurve R.
2. Falls C2 > 0 ist, dann ist F eine rationale Fläche.
Siehe dazu [BPV84], Kap. V, Prop. 4.3.
Die Existenz einer rationalen Kurve mit nichtnegativem Selbstschnitt im-
pliziert, daß die Fläche projektiv ist und daß die Kodaira-Dimension κ(F ) =
−∞ ist. Die Kodaira-Enriques-Klasssifikation zeigt, daß für projektive Flächen
auch die Umkehrung gilt, es gibt jedoch auch nichtprojektive Flächen mit
Kodaira-Dimension −∞. Dies sind die Flächen der Klasse VII, z.B. die Hopf-
Flächen (siehe dazu Anhang B, Seite 105).
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Die minimalen Modelle der Flächen sind eindeutig, falls die Kodaira-Dimension
nichtnegativ ist.
2 Projektive Mannigfaltigkeiten mit vielen ra-
tionalen Kurven
Mit der folgenden Definition wollen wir erklären, wann wir von vielen ratio-
nalen Kurven sprechen.
2.1 Definition
Eine n-dimensionale projektive Mannigfaltigkeit X heißt uniruled, falls eine
n-1 dimensionale projektive Mannigfaltigkeit Y und eine dominante rationale
Abbildung Y ×P1C→ X existiert.
Für diese Mannigfaltigkeiten gibt es die folgende Charakterisierung.
2.2 Satz
Die folgenden Aussagen sind äquivalent.
1. X ist uniruled.
2. Der universelle Morphismus φ : Hom(P1C, X)×X → X ist dominant.
3. Es gibt eine Zariski-dichte offene Teilmenge U ⊂ X, so daß zu jedem
Punkt x ∈ X mindestens eine rationale Kurve existiert, die x enthält.
4. Jeder Punkt von X ist in einer rationalen Kurve enthalten.
Beweis:
Siehe [MP97] Part I, Lect.II, Prop. 5.4.
2.3 Bemerkung
Eine projektive Mannigfaltigkeit X der Dimension n ≤ 3 ist genau dann
uniruled, wenn die Kodaira-Dimension κ(X) = −∞ ist (siehe dazu: [MP97],
Part I, Lect. IV, 4.2.). Es besteht die Vermutung, daß dies für projektive
Mannigfaltigkeiten beliebiger Dimension gilt. Das Beispiel der Hopf-Flächen
zeigt, daß dies für nichtprojektive Mannigfaltigkeiten nicht zutrifft.
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Eine wichtige Klasse von Mannigfaltigkeiten mit vielen rationalen Kurven
ist die folgende.
2.4 Definition
Eine n-dimensionale Mannigfaltigkeit X heißt rational zusammenhängend,
falls es eine rationale Kurve C ⊂ X gibt, so daß für die Normalisierung
f : C̃ → C gilt: f ∗(TX) ist positiv.
2.5 Bemerkungen
2.5.1 In diesen Mannigfaltigkeiten kann man zwei allgemeine Punkte durch
eine rationale Kurve verbinden.
2.5.2 Mannigfaltigkeiten mit Geraden sind rational zusammenhängend und
die Geraden sind minimale Kurven für diese Eigenschaft.
2.5.3 Fano-Mannigfaltigkeiten sind rational zusammenhängend.
(Siehe [MP97], Part I, Lect. V, 5.1.)
Zur weiteren Beschreibung von Mannigfaltigkeiten mit vielen rationalen
Kurven ist der folgende Satz von großer Bedeutung.
2.6 Satz (Miyaoka)
Es sei X eine glatte projektive Mannigfaltigkeit mit vielen rationalen Kurven.
Dann existiert eine dominante rationale Abbildung π : X → π(X) mit den
folgenden Eigenschaften:
1. Es existieren offene Teilmengen U ⊂ X und V ⊂ π(X), so daß π|U :
U → V ein eigentlicher Morphismus ist.
2. Eine allgemeine Faser von π ist irreduzibel und rational zusammen-
hängend.
3. Ist y ∈ π(X) ein allgemeiner Punkt, dann sind alle rationalen Kurven
in X, die die Faser Xy := π
−1(y) schneiden, in Xy enthalten.
Die Abbildung π besitzt die folgende universelle Eigenschaft.
Ist f : X → Z eine dominante rationale Abbildung, deren allgemeine
Faser rational zusammenhängend ist, dann gibt es eine, bis auf einen biratio-
nalen Automorphismus von π(X), eindeutige rationale Abbildung σ : Z →
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π(X), so daß gilt: π = σ ◦ f .
Die Abbildung π ist durch X bis auf birationale Äquivalenz eindeutig
bestimmt.
Beweis: Siehe [MP97], Part I, Lect. V, Theorem 3.1.
2.7 Definition
Es sei X eine projektive Mannigfaltigkeit. Dann ist die maximale rationale
zusammenhängende Faserung
• die oben beschriebene Abbildung π, falls X uniruled ist
• und sonst die identische Abbildung.
Für eine Regelfläche F ist die maximale rational zusammenhängende Fa-
serung die Albanese-Abbildung. Rational zusammenhängende Flächen sind
rational und die maximale rational zusammenhängende Faserung ist die kon-
stante Abbildung.
In Dimension 3 gibt es den folgenden Satz.
2.8 Satz
Es sei X eine glatte, dreidimensionale projektive Mannigfaltigkeit. Dann ist
das Bild π(X) der maximalen rational zusammenhängenden Faserung von X
nicht uniruled und es gilt:





= 0 ist, für alle m > 0.









= 0 ist, für alle m > 0.









= 0 ist, für alle m > 0.





für mindestens ein m > 0.
Beweis:
Siehe [MP97], Part I, Lect. V, Theorem 3.7.
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2.1 Projektive Mannigfaltigkeiten mit Geraden
Projektive dreidimensionale Mannigfaltigkeiten mit Geraden wurden von Ox-
bury [Oxb94] und Langer [Lan98] untersucht.
In [Oxb94] wird die Frage diskutiert, ob eine dreidimensionale Mannigfal-
tigkeit mit Geraden eine Fano-Mannigfaltigkeit ist und welche man dadurch
erhält. Dabei wird von einer gegebenen Einbettung X ⊂ PnC ausgegangen,
wobei die Geraden Kurven vom Grad d sind. Das Ergebnis ist das folgende.
2.9 Satz (Oxbury)
Es sei X ⊂ PnC eine dreidimensionale Mannigfaltigeit, L ⊂ X eine Gerade
vom Grad d ≤ 2. Dann gilt
1. d = 1, X ∼= P3C
2. d = 2
(a) n = 9, X ∼= P3C, X ⊂ P9C ist die Veronese-Einbettung
(b) n = 6, X ist eine Quartik, deren generische Hyperfläche ein ”ra-
tional scroll” ist.
(c) n ≤ 8, X ist eine Fano-Mannigfaltigkeit vom Index 2, d.h. −KX =
2H, wobei H ein positiv Erzeuger der Picardgruppe ist.
Die folgende Liste beschreibt den Fall 2c) vollständig. Dabei ist e der Grad
der Einbettung, gegeben durch H.
• e = 3, X ist eine nichtsinguläre Kubik in P4C.
• e = 4, X ist transversaler Durchschnitt zweier Quadriken in P5C.
• e = 5,X ist transversaler Durchschnitt von Gr(2, 5) ⊂ P9C und P6C ⊂
P9C.
• e = 6, X ist entweder die Segre-Einbettung von P1C×P1C×P1C ⊂
P7C oder ein transversaler Hyperebenenschnitt der Segre-Einbettung
von P2C× (P2C)∨ ⊂ P8C.
• e = 7, X ist eine Aufblasung von P3C in einem Punkt.
Für 4 ≤ e ≤ 6 wird X von Geraden überdeckt.
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Beweis: Siehe [Oxb94], 2.4., 3.7., 4.1., 4.2.
In [Lan98] werden dreidimensionale projektive Mannigfaltigkeiten mit
Geraden vom Grad d bezüglich eines positiven Divisors H, untersucht. Dabei
geht die Adjunktionstheorie (siehe [BS95]) wesentlich ein.
Wir benötigen noch die folgende Schreibweise. Ist E ein holomorphes Vek-
torbündel, so bezeichnen wir mit P(E) die Projektivierung von E und mit ξE
das duale tautologische Bündel von P(E).
2.10 Satz (Langer)
Ist X eine dreidimensionale projektive Mannigfaltigkeit mit einer Geraden
L und einem positiven Divisor H, so daß gilt H.L = d ≤ 4, dann ist (X,H)
aus der folgenden Liste:
1. (X,H) = (P3C,OP3C(1)), d = 1.
2. X = P (E)
E = OP1C ⊕OP1C ⊕OP1C(1)
φ : P (E)→ P1C,
H = ξE + (d− 1)φ∗OP1C(1),
d = 2, 3, 4.
3. (X,H) ist eine Fano-Mannigfaltigkeit mit −KX = 2H, d = 2.
4. (X,H) ist eine Faserung von Quadriken über P1C.
5. (X,H) ist die Projektivierung eines positiven Vektorbündels E über
einer Fläche F und für (F, c1(E)) gilt:
(a) (P2C,OP2C(4)), d = .4
(b) F = S1 = P(OP1C(1)⊕OP1C(2))
p−→ P1C
c1(E) = 3ξOP1C(1)⊕OP1C(2) − p
∗(OP1C(1)),
wobei E auf einer Kurve C ′ mit (C ′)2 = 1 den Spaltungstyp
OC′(2)⊕OC′(3) hat. d=3
(c) (P2C,OP2C(5)), d = 4
oder E hat auf einer Geraden in P2C den Spaltungstyp
O(2)⊕O(3), d = 3.
(d) (F,−2KF ), wobei F eine Del Pezzo-Fläche ist, d = 4.
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(e) F
p−→ P2C ist P2C in m ≤ 12 Punkten aufgeblasen, Ei bezeich-
net die exzeptionellen Divisoren.
c1E = 7p∗(OP2C(1))− 2(E1 + ...Em)− Ek
oder c1E = 7p∗(OP2C(1))− 2(E1 + ...Em)
und E hat auf dem Urbild einer Geraden, die die exzeptionellen
Divisoren nicht schneidet, den Spaltungstyp O(3)⊕O(4), d = 4.
Hat man Vektorbündel wie in b), c) und e) vom jeweils beschriebenen
Spaltungstyp, so gibt es auch Geraden in X.
6. X
p−→ W ist die Aufblasung einer Varietät W in k verschiedenen Punk-
ten , H = p∗H1 − (E1 + ...Ek) wobei (W,H1) aus der folgenden Liste
sind.
(a) (P3C,OP3C(3)), 1 ≤ k ≤ 26, d = 3.
(b) (Q3,OQ3(2)), wobei Q3 ⊂ P4C eine Kubik ist, 1 ≤ k ≤ 7, d = 3
oder 4 ≤ k ≤ 7, d = 4.
(c) (P(E), ξE),
wobei E = OP1C(2)⊕OP1C(2)⊕OP1C(2), 2 ≤ k ≤ 6
oder E = OP1C(2)⊕OP1C(2)⊕OP1C(4)
bzw. E = OP1C(2)⊕OP1C(3)⊕OP1C(3)
1 ≤ k ≤ 8, d = 4.
7. X = P(OP1C(1)⊕OP1C(1)⊕OP1C(2)),
H = 2ξOP1C(1)⊕OP1C(1)⊕OP1C(2),
d = 4.
8. X ist eine Fano-Mannigfaltigkeit und H = −KX , d = 4




In [Kat82] hat Kato einen Geradenbegriff eingeführt, der die
komplette Umgebungsstruktur der Geraden berücksichtigt. In die-
sem Kapitel wollen wir einige der Ergebnisse von Kato vorstel-
len und zuletzt zeigen wir, daß die beiden Geradenbegriffe nicht
äquivalent sind.
Auf reellen Mannigfaltigkeiten hat man den Satz über tubulare Umgebun-
gen. D.h. für eine reelle Untermannigfaltigkeit N der reellen Mannigfaltigkeit
M gibt es eine Umgebung U von N in M und eine Umgebung V des Null-
schnittes des Normalenbündels NN\M von N in M und eine diffeomorphe
Abbildung φ : U → V unter der N auf den Nullschnitt abgebildet wird. Man
erhält diese tubulare Umgebung, weil es eine Partition der Eins gibt. In der
holomorphen Kategorie gibt es im allgemeinen keine tubularen Umgebungen.
0.1 Definition
Es sei X eine komplexe Mannigfaltigkeit und Y ⊂ X eine komplexe Un-
termannigfaltigkeit. Als reelle Untermannigfaltigkeit besitzt Y eine tubulare
Umgebung und es gibt einen Diffeomorphismus φ : U → V wie oben be-
schrieben. Falls es einen holomorphen Diffeomorphismus φ gibt, nennt man
dies eine tubulare Struktur .
0.2 Bemerkung
Eine Gerade L in einer n-dimensionalen Mannigfaltigkeit X hat eine tubulare
Struktur, falls es eine offene Umgebung U von L in X gibt und eine biho-
lomorphe Abbildung ϕ : U → V ⊂ PnC auf eine offene Menge V ⊂ PnC
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so daß das Bild ϕ(L) eine Gerade (im klassischen Sinne) in PnC ist. Eine
tubulare Gerade ist eine Gerade mit tubularer Struktur.
1 Verkleben von komplexen Mannigfaltigkei-
ten
Für Mannigfaltigkeiten ungerader Dimension die tubulare Geraden enthalten
hat man eine Verklebungseigenschaft, ähnlich der Zusammenhangssumme in
der Topologie. Wir wollen dies nun für dreidimensionale Mannigfaltigkeiten
explizit beschreiben.
Es seien [x] = [x0 : x1 : x2 : x3] homogene Koordinaten von P
3C. Die
Abbildung
σ : P3C → P3C
[x0 : x1 : x2 : x3] 7→ [x2 : x3 : x0 : x1]
ist eine holomorphe Involution. Für die Geraden
L1 =
{




[x] ∈ P3C : x2 = x3 = 0
}
gilt σ(L1) = L2.
Für reelle Zahlen r > 0 und ε > 1 definieren wir
Ur :=
{




Nε := Uε \ U 1
ε
Σr := ∂Ur =
{









σ (Nε) = Nε
σ(U1) = P
3C \ U1.
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Eine dreidimensionale Mannigfaltigkeit enthält genau dann eine tubulare
Gerade, wenn sie eine offene Menge, biholomorph zu U1 enthält.
Es seien X1 und X2 Mannigfaltigkeiten mit tubularen Geraden. Wir fixieren
ε > 1 und erhalten offene Einbettungen
i1 : Uε → X1
i2 : Uε → X2.
Wir können die Mengen
X]1 := X1 \ i1(U 1
ε
)
X]2 := X2 \ i2(U 1
ε
)
verkleben, indem wir die Punkte
p1 ∈ i1(Nε) ⊂ X]1 und p2 = i2 ◦ σ ◦ i−11 (p1) ∈ X
]
2
miteinander identifizieren. Damit erhalten wir eine kompakte, komplexe Mannig-
faltigkeit, die ebenfalls tubulare Geraden enthält und bezeichnen diese mit
M (X1, X2, i1, i2).
1.1 Bemerkung
Mannigfaltigkeiten, die tubulare Geraden enthalten, wurden erstmals von M.
Kato studiert [Kat82] (vgl. auch [Kat85],[Kat89],[KY86]). In [Kat82] wird die
Verklebung von solchen Mannigfaltigkeiten eingeführt. Ausgehend von einer
dreidimensionalen Mannigfaltigkeit X betrachtet Kato eine Folge Xn von
Mannigfaltigkeiten mit tubularen Geraden:
X1 = X
X2 = M (X1, X1, i1, i1)
Xn = M (Xn−1, X1, in−1, i1) .
Für die Mannigfaltigkeiten Xn gilt:
π1 (Xn) = 0
π2 (Xn) = Z
b3 (Xn) = 4n
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Das bedeutet, für dreidimensionale Mannigfaltigkeiten gibt es keine allgemein
gültige Abschätzung der Hodge-Zahlen durch die Betti-Zahlen. Für beliebige
kompakte Flächen gibt es eine solche Abschätzung, auch wenn die Fläche
keine Kähler-Metrik besitzt (siehe Satz B.2.1 auf Seite 107).
L-Hopf-Mannigfaltigkeiten. In [Kat89] untersucht Kato, wie sich Man-
nigfaltigkeiten mit tubularen Geraden durch den Verklebungsprozeß faktori-
sieren lassen. Dort werden auch die L-Hopf-Mannigfaltigkeiten beschrieben.
Dies sind Mannigfaltigkeiten, deren universelle Überlagerung das Komple-
ment zweier disjukter Geraden in P3C ist. Eine L-Hopf-Mannigfaltigkeit
heißt primär, falls die Fundamentalgruppe unendlich zyklisch ist. Es gilt der
folgende Satz.
1.2 Satz (Kato)
Jede L-Hopf-Mannigfaltigkeit wird durch eine primäre L-Hopf-Mannigfaltig-
keit endlich und unverzweigt überlagert.
Eine L-Hopf-Mannigfaltigkeit ist genau dann primär, wenn die Fundamen-
talgruppe torsionsfrei ist.








[x] ∈ P3C : x2 = x3 = 0
}
zwei Geraden in P3C. Die folgende Matrix ergibt einen Automorphismus von
P3C \ (L1 ∪ L2):
g =

α0 λ1 0 0
0 α1 0 0
0 0 α2 λ2
0 0 0 α3

wobei (α0 − α1)λ1 = (α2 − α3)λ2 = 0 und 0 < |α0| ≤ |α1| < |α2| ≤ |α3| gilt.
Die durch gn, n ∈ Z erzeugte Gruppe operiert auf P3C \ (L1 ∪ L2) und jede
primäre L-Hopf-Mannigfaltigkeit ist von der Form(
P3C \ (L1 ∪ L2)
)
/< gn > .
Beweis: Siehe [Kat89], Theorem B.
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1.3 Bemerkung





1 0 0 0
0 1 0 0
0 0 α 0
0 0 0 α

hat Yamada [Yam86] den Raum der Deformationen von
X :=
(
P3C \ (L1 ∪ L2)
)
/< gn >
und von Verklebungen davon berechnet.
Weitere topologische Eigenschaften der Verklebung finden sich in
[Kat85] §1.
2 Eigenschaften von Mannigfaltigkeiten mit
tubularen Geraden
Zunächst wollen wir ein Lemma von Kato verallgemeinern, das zeigt, welche
Bedeutung tubulare Geraden haben ( siehe [Kat85] §3.).
2.1 Lemma
Es sei L ⊂ PnC eine Gerade und V ⊂ PnC eine tubulare Umgebung von
L. Ist γ : V → γ(V ) ⊂ PnC eine biholomorphe Abbildung, so gibt es eine
Fortsetzung von γ zu einem Automorphismus von PnC.
Beweis:
Wir wählen einen Punkt P ∈ L. Dann gibt es eine projektive Transformation
τ ∈ PGL(n+ 1,C), so daß gilt
τ ◦ γ(P ) = P
und
τ ◦ γ(L) = L.
Da es genügt eine Fortsetzung von τ ◦ γ zu finden, können wir annehmen,
daß schon für γ gilt:
γ(P ) = P und γ(L) = L.
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Wir wählen nun homogene Koordinaten [X0 : ... : Xn] von P
nC bezüglich
derer P = [1 : 0 : ... : 0] und L durch
X1 = X2 = ...Xn−1 = 0
gegeben ist. Dann erhalten wir eine lokale Karte U ∼= Cn mit Koordinaten
(x1, ..., xn), so daß P = (0, ..., 0) und L ∩ U durch x1 = x2 = ... = xn−1 = 0
gegeben ist.
Für λ = (λ1, ..., λn−1) ∈ Cn−1 läßt sich die Teilmenge
x1 = λ1 · t, x2 = λ2 · t , ..., xn−1 = λn−1 · t, xn = t
von U zu einer Geraden L(λ) auf PnC fortsetzen. Nun wählen wir ε > 0 so,
daß für die Menge
Λ :=
{
λ = (λ1, ..., λn−1) ∈ Cn−1 : |λ1|2 + |λ2|2 + ...+ |λn−1|2 < ε
}
die Geraden L(λ) für alle λ ∈ Λ in V enthalten sind.
Die Abbildung γ ist bezüglich der lokalen Koordinaten von U durch die
Komponentenfunktionen
γk = γk(x1, ..., xn), k = 1, ..., n
gegeben. Da die Einschränkung aller Geraden in PnC durch P auf U ∼= Cn
affine Geraden durch 0 ∈ Cn sind und das Bild γ(L(λ)) eine Gerade in PnC
ist, gibt es holomorphe Funktionen c(λ, t), so daß gilt:
γk(λ1 · t, λ2 · t, ..., λn−1 · t, t) = c(λ, t) ·
d
dt
γk(λ1 · t, λ2 · t, ..., λn−1 · t, t)|t=0.
Für festes λ ist γ|L(λ) ein Automorphismus von P1C und die lokal definierte
Funktion
t 7→ c(λ, t)
setzt sich auf P1C mit c(λ, 0) fort. Daher gibt es in einer Umgebung von
0 ∈ Λ holomorphe Funktionen b(λ) und d(λ), so daß gilt:
c(λ, t) =
b(λ) · t
1 + d(λ) · t
.
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Mit der Bezeichnung
bk(λ) = b(λ) ·
d
dt
γk(λ1 · t, ..., λn−1 · t, t)|t=0, k = 1, ..., n
erhalten wir nun die Gleichungen
γk(λ1 · t, ..., λn−1 · t) =
bk(λ) · t
1 + d(λ) · t
bzw.
(1 + d(λ) · t) · γk(λ1, ..., λn−1 · t, t) = bk(λ) · t, k = 1, ..., n.
Entwickeln wir nun γk in Taylor-Reihen bezüglich der Variablen t und be-
zeichnen mit Lk den linearen Teil (bezüglich aller Variablen) der Funktion
γk(x1, ..., xn), so erhalten wir
Lk(λ1 · t, ..., λn−1 · t) = bk(λ) · t.
Daher gilt für den Grad von bk bezüglich x1, ..., xn
deg bk ≤ 1, k = 1, ..., n.
Aus den Gleichungen

























Daraus ersehen wir nun auch, daß der Grad der Funktion d
deg d ≤ 1
ist.
Die Funktionen γk(x1, ..., xn) sind also Quotienten von Polynomen vom Grad
≤ 1.
Damit erhalten wir die Fortsetzung von γ zu einem Element aus
PGL(n+ 1,C).
32 Kapitel III. Geraden mit tubularer Struktur
2.2 Lemma (Kato)
Es seien Vi ⊂ P3C, i = 1, 2 offene Teilmengen und φ : V1 → V2 eine holomor-
phe, lokal biholomorphe Abbildung. Dann ist φ biholomorph und läßt sich
zu einem Element φ̃ ∈ PGL(4,C) fortsetzen.
Beweis: Siehe [Kat82] Lemma 3.1. (Seite 7).
2.3 Satz (Kato)
Es sei X eine kompakte komplex dreidimensionale Mannigfaltigkeit, L ⊂
X eine tubulare Gerade und diejenige irreduzible Komponente des Barlet-
Raumes, die den zu L korrespondierenden Punkt enhält, sei kompakt. Dann
ist X von der algebraischen Dimension drei und unirational.
Beweis: Siehe [Kat82] Prop. 3.1. (Seite 10).
3 Tubulare Geraden und projektive Struktu-
ren
In diesem Abschnitt wollen wir die Existenz tubularer Geraden auf Twistor-
räumen diskutieren und ein Beispiel für eine Mannigfaltigkeit, die nichttubu-
lare Geraden enthält, angeben. Dazu benötigen wir den Begriff der projekti-
ven Struktur.
3.1 Definition
Eine komplexe Mannigfaltigkeit X der Dimension n besitzt eine holomorph-
projektive Struktur, falls es eine Überdeckung mit Karten (Uα, φα) gibt, so
daß gilt:
1. φα bildet Uα auf eine offene Menge in P
nC ab.
2. Für jedes Paar (α, β) mit Uα ∩ Uβ 6= ∅ ist der Koordinatenwechsel
φα ◦ φ−1β : φβ (Uα ∩ Uβ)→ φα (Uα ∩ Uβ) durch die Einschränkung einer
projektiven Transformation auf PnC gegeben.
Detaillierte Untersuchungen von Mannigfaltigkeiten mit projektiver Struktur
finden sich in [Gun78], [KO80], [KO81] und [KW83].
Wir benötigen den folgenden Satz.
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3.2 Satz (Kobayashi, Ochiai [KO80])
Es sei X eine komplexe Manigfaltigkeit der Dimension n mit holomorph-
projektiver Struktur. Dann gilt:
1. Das Tangentialbündel TX̃ der universellen Überlagerung X̃ von X ist
global erzeugt und für eine beliebige kompakte Untermannigfaltigkeit
Y ⊂ X̃ ist die Einschränkung TX̃|Y ampel.
2. Es sei S eine komplexe Untermannigfaltigkeit von X, die in einer ein-
fach zusammenhängenden offenen Menge U ⊂ X enthalten ist. Dann
ist das Normalenbündel NS\X von S in X sehr ampel.
3. Falls S einfach zusammenhängend ist, so ist das Normalenbündel NS\X
sehr ampel.
4. Ist X kompakt und einfach zusammenhängend, so ist X isomorph zu
PnC mit der natürlichen projektiven Struktur.
Beweis:
Wir wählen eine Karte (U0, φ0) gemäß der obigen Definition. Zu einem Punkt
P ∈ X wählen wir eine Kette von Karten
(U1, φ1), ..., (Um, φm),
für die gilt
Ui−1 ∩ Ui 6= ∅, i = 1, ...,m.
Da X eine holomorph-projektive Struktur hat, gibt es projektive Transfor-
mationen f1, ..., fm ∈ PGL(n+ 1,C), so daß gilt
φ0 = f1 ◦ φ1 auf U0 ∩ U1




fm−1 ◦ φm−1 = fm ◦ φm auf Um−1 ∩ Um.
Nun definieren wir:
φ(P ) := fm(φm(P )).
Da φ(P ) von der Wahl der Kette U1, ..., Um abhängt, ist φ keine eindeutige
Funktion. Wenn X jedoch einfach zusammenhängend ist, ergibt sich eine
holomorphe Immersion
φ : X ↪→ PnC.
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Falls X nicht einfach zusammenhängend ist, erhalten wir zumindest für die
universelle Überlagerung X̃ von X eine Immersion.
1. Da das Tangentialbündel von PnC global erzeugt ist, gilt dies auch für
das Tangentialbündel TX̃ von X̃.
Für eine kompakte, komplexe Untermannigfaltigkeit Y ⊂ X̃ erhalten
wir einen Isomorphismus
TX̃|Y ∼= TPnC|φ(Y )
und somit ist TX̃|Y ampel.
2. Die Behauptung folgt nun aus der Tatsache, daß U ⊂ X eine ein-
fach zusammenhängende komplexe Mannigfaltigkeit mit holomorph-
projektiver Struktur ist und φ eine Immersion
φ : U ↪→ PnC
liefert.
3. Hierzu wählen wir eine einfach zusammenhängende tubulare Umgebung
U von S.
4. In diesem Fall ist φ ein Isomorphismus.
3.3 Bemerkung
Holomorph-projektive Strukturen sind eine Verallgemeinerung von holomorph-
affinen Strukturen. Die Existenz einer projektiven Struktur kann als Integra-
bilität eines verallgemeinerten Zusammenhanges, ein sogenannter projektiver
Zusammenhang, formuliert werden. Der Teil 4 des obigen Satzes gilt auch un-
ter schwächeren Voraussetzungen, es genügt die Existenz eines projektiven
Zusammenhanges (vgl. [KO80] und [KW83]).
3.4 Bemerkung
Es sei X eine n-dimensionale kompakte, komplexe Mannigfaltigkeit und U ⊂
X die Vereinigung der tubularen Geraden in X. Ist U nicht leer, so folgt aus
Lemma 2.1 (Seite 29), daß U eine offene Menge mit holomorph-projektiver
Struktur enthält.
Wird X von tubularen Geraden überdeckt, so folgt aus Satz 3.2 (Seite 33)
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das X ∼= PnC ist oder X nicht einfach zusammenhängend ist. Umgekehrt
gilt:
Ist L ⊂ X eine Gerade und U eine offene Umgebung von L mit holomorph-
projektiver Struktur, so ist L eine tubulare Gerade.
3.5 Beispiele
3.5.1 Twistorräume konform-flacher Mannigfaltigkeiten. Es sei M
eine reelle 4-dimensionale konform-flache Mannigfaltigkeit und πM : X →
M der dazu assoziierte Twistorraum. Die Abbildung πM hängt nur von der
konformen Klasse der Metrik ab (siehe [AHS78]).
Wir betrachten zunächst den Twistorraum πS4 : P
3C → S4. Die Mannig-
faltigkeit S4 ist konform-flach. Daher können wir eine offene Überdeckung⋃
Ui = M von M mit Diffeomorphismen fi : Ui → V auf eine offene Men-
ge V ⊂ S4 finden, so daß wir biholomorphe Abbildungen φi : π−1M (Ui) →
π−1S4 (V ) erhalten, für die gilt πS4 ◦ φi = fi ◦ πM .
Da die Fasern von πS4 tubulare Geraden in P
3C sind, erhalten wir ebenfalls
tubulare Geraden in X.
3.5.2 Nichttubulare Geraden. Die Mannigfaltigkeit X = P (TP2C) ist
der Twistorraum über P2C und enthält daher viele Geraden. Wir wollen
zunächst annehmen, daß L ⊂ X eine tubulare Gerade ist. Da X homogen
ist, würde X dann von tubularen Geraden überdeckt werden. Mit Lemma
2.2 auf Seite 32 erhält man eine holomorph-projektive Struktur auf X. Da
X einfach zusammenhängend ist folgt mit dem Satz 3.2, daß X biholomorph
zu P3C ist. Da dies nicht sein kann sind alle Geraden in X nichttubular.
4 Tubulare Geraden und der Weyl-Tensor
Nun wollen wir uns der konformen Struktur auf dem Modulraum der Gera-
den zuwenden. Wir erhalten nun eine weitere Möglichkeit zu testen, ob die
Geraden in einer dreidimensionalen Mannigfaltigkeit tubular sind.
Es sei X eine dreidimensionale komplexe Manngfaltigkeit mit Geraden.
Dann ist
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die vollständige Familie der Geraden (siehe I.2, Seite 2). Wie wir bereits
in I.2.7 (Seite 13) gesehen haben, induzieren die Geraden eine holomorphe
konforme Struktur auf dem Modulraum der Geraden, gegeben durch eine
Bilinearform







g(h, k)(x ∧ y) = 1
2
(h(x) ∧ k(y) + k(x) ∧ h(y)) ,
wobei
F− := µ∗ (N∨ ⊗ L)
und F+ := µ∗L
ist.
Lokal besitzt H := Hom
(∧2F−,∧2F+) einen flachen holomorphen Zu-
sammenhang D. Dann gibt es genau einen torsionsfreien holomorphen Zu-
sammenhang ∇ auf TW , das heißt
∇vw −∇wv = [v, w] ,
Dg(v, w) = g(∇v, w) + g(v,∇w)
und es gilt
2g(∇uv, w) = Du (g(v, w)) +Dv (g(u,w))−Dw (g(u, v))
+g ([u, v] , w)− g ([v, w] , u)− g ([u,w] , v) .
Lokal können wir stets annehmen, daß H ∼= OW und D = d ist. Dann ist
der Krümmungstensor F durch F := ∇∇ gegeben und es gilt
F (v, w)x = ∇v∇wx−∇w∇vx−∇[v,w]x.
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Ist e1, ..., e4 eine Basis von TW und e







gegeben. Der Weyl-Tensor WF ist durch






definiert und beschreibt den invarianten Anteil der Krümmungsform unter
konformen Abbildungen (siehe [Bes87] Kap. 1.G Def. 1.116 Seite 48). Da-
bei ist das ©∧ -Produkt wie folgt definiert. Sind K und L selbstadjungierte






x ∧ y 7→ K(x) ∧ L(y) + L(x) ∧K(y).
Das Verschwinden des Weyl-Tensors ist äquivalent dazu, daß die Mannig-
faltigkeit im holomorphen Sinne konform-flach ist (siehe [Ger62], Seite 188).
Auf vierdimensionalen Mannigfaltigkeiten läßt sich der Weyl-Tensor einfa-
cher berechnen. Dann induziert der Hodge-∗ Operator einen Endomorphis-
mus von Ω2M und es gilt ∗2 = −1. Somit zerfällt Ω2M in eine direkte Summe
Ω2M = Λ+ ⊕ Λ−, die gerade den +1 und −1 Eigenräumen von ∗ entspre-








wobei B ∈ Hom (Λ−,Λ+), A ∈ EndΛ+ und C ∈ EndΛ− ist. Mit den Bezeich-
nungen W+ := A− tr(A)Id und W− := C − tr(C) gilt für den Weyl-Tensor
WF = W+ +W−. Siehe dazu [AHS78].
4.1 Beispiel
In P3C werden die Geraden durch die Grassmann-Mannigfaltigkeit Gr(2, 4)
parametrisiert. Da diese Mannigfaltigkeit konform-flach ist, verschwindet der
Weyl-Tensor auf Gr(2, 4).
4.2 Bemerkung
Es sei X eine dreidimensionale Mannigfaltigkeit, L ⊂ X eine Gerade, M der
Parameterraum der Geraden in X und w ∈ W der zu L korrespondierende
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Punkt in W . Falls die formale Umgebung von L isomorph zu der formalen
Umgebung einer Geraden in P3C ist, so verschwindet der Weyl-Tensor im
Punkt w ∈ W . Wenn der Weyl-Tensor in einem Punkt des Parameterraums
nicht verschwindet, so kann die korrespondierende Gerade nicht tubular sein.
Nun wollen wir nochmal zeigen, daß die Geraden in P (TP2C) nicht tu-
bular sind.
4.3 Definition
Die Mannigfaltigkeit F (1, 2) ⊂ P2C × (P2C)∨ ist die Menge der Paare




[X0 : X1 : X2] , [Y0 : Y1 : Y2] ∈ P2C× (P2C)∨
)
homogene Koordinaten,
so ist F (1, 2) ⊂ P2C× (P2C)∨ durch die Gleichung
X0Y0 +X1Y1 +X2Y2 = 0
gegeben.
Nun geben wir einen Isomorphismus φ : F (1, 2)
∼=→ P (TP2C(−2)) in lokalen
Koordinaten an. Durch die Projektion
pr1 : F (1, 2) → P2C
[X0 : X1 : X2] , [Y0 : Y1 : Y2] 7→ [X0 : X1 : X2]
erhalten wir ein holomorphes P1C-Bündel über P2C. Für i = 0, 1, 2 seien























Die Einschränkungen F (1, 2)|pr−11 (Ui)
∼= Ui×P1C ⊂ Ui×P2C sind durch die
Gleichungen
Y0 + u0 · Y1 + v0 · Y2 = 0 über U0,
u1 · Y0 + Y1 + v1 · Y2 = 0 über U1,
u2 · Y0 + v2 · Y1 + Y2 = 0 über U2
4. Tubulare Geraden und der Weyl-Tensor 39
gegeben. Der gesuchte Isomorphismus hat dann die lokalen Ausdrücke




(u0, v0), [a0 : b0] 7→ (u0, v0), [u0 · b0 − v0 · a0 : −b0 : a0]
über U0,




(u1, v1), [a1 : b1] 7→ (u1, v1), [b1 : −u1 · b1 + v1 · a1 : −a1]
über U1 und




(u2, v2), [a2 : b2] 7→ (u2, v2), [−b2 : a2 : −v2 · a2 + u2 · b2]
über U2.
Für den Parameterraum M der Geraden in F (1, 2) gilt
M ∼= P2C×P2C \ F (1, 2)
(Siehe [AHS78] Example 3 auf Seite 438).
Nun wollen wir zeigen, daß der Weyl-Tensor auf M in mindestens einem
Punkt nicht verschwindet. Dazu beschreiben wirM als symmetrischen Raum.
Die Operation von SL3(C) auf P
2C induziert eine transitive Operation auf







operiert GL2(C) auf M und ist gerade die Isotropiegruppe des Punktes
([1 : 0 : 0] , [1 : 0 : 0]). Somit ergibt sich M als homogener Raum mit
M ∼= SL3(C) /GL2(C) .
Darüberhinaus ist M ein symmetrischer Raum, denn GL2(C) ist gerade die
Fixgruppe der Involution s ∈ Aut(SL3(C)), die durch Konjugation mit der
Matrix diag(−1, 1, 1) gegeben ist. Daher gilt für die Lie-Algebren sl3(C) und
gl2(C) von SL3(C) und GL2(C)
sl3(C) = gl2(C)⊕m
und
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1. m ist der Eigenraum von s zum Eigenwert −1
2. [gl2(C),m] ⊂ m
3. [m,m] ⊂ gl2(C)
4. Die Zerlegung ist orthogonal bezüglich der Killing-Form von sl3(C).
Siehe dazu [KN69] Kap. XI.2.
Die Krümmungsform F hat in symmetrischen Räumen eine sehr einfache
Form. Es gilt:
F (X, Y )Z = − [[X, Y ] , Z] .
Siehe dazu [KN69] Kap. XI.3.
Nun können wir eine Basis für den Tangentialraum TpM ∼= m im Punkt
p = ([1 : 0 : 0] , [1 : 0 : 0]) angeben. Die Lie-Algebra sl3(C) entspricht den
spurlosen komplexen 3 × 3-Matrizen und gl2(C) entspricht den komplexen
























als Basis vonTpM wählen. Bezüglich der Killing-Form von sl3(C) ist
(e1, e2, e3, e4) = (e3, e4, e1, e2) die zu (e1, e2, e3, e4) duale Basis. Da die Krümmungsform
F durch
F (X, Y )Z = − [[X, Y ] , Z]
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 0 0 00 0 −1
0 0 0
 .
Die übrigen Koeffizienten ergeben sich aus Fij = −Fji.
Bezüglich der Basis e1 ∧ e2, e1 ∧ e3, e1 ∧ e4, e2 ∧ e3, e2 ∧ e4, e3 ∧ e4 hat der
Hodge-∗ Operator die Gestalt:
e1 ∧ e2 7→ e1 ∧ e2
e3 ∧ e4 7→ e3 ∧ e4
e1 ∧ e3 + e2 ∧ e4 7→ e1 ∧ e3 + e2 ∧ e4
e1 ∧ e4 7→ −e1 ∧ e4
e2 ∧ e3 7→ −e2 ∧ e3
e1 ∧ e3 − e2 ∧ e4 7→ e2 ∧ e4 − e1 ∧ e3
Berechnen wir den Riemannschen-Krümmungstensor bezüglich dieser Ba-
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sis mittels (ei ∧ ej, Rek ∧ el) = (ei, Fklej), so erhalten wir
0 0 0 0 0 0
0 2 0 0 1 0
0 0 1 0 0 0
0 0 0 1 0 0
0 1 0 0 2 0
0 0 0 0 0 0

.
Die Matrix des Krümmungstensors hat bezüglich der Basen
e1 ∧ e2, e3 ∧ e4, e1 ∧ e3 + e2 ∧ e4 von Λ+ und








0 0 0 ∗
0 0 3
1 0 0








tr(A) + C − 1
3
tr(C) =
 0 0 00 0 0
0 0 1
 ,
WF = W+, W− = 0.
Da WF 6= 0 ist, sind die Geraden in F (1, 2) nicht tubular.
Kapitel IV
Die algebraische Reduktion
In diesem Kapitel wollen wir das Konzept der algebraischen
Reduktion vorstellen. Grob gesagt, ordnet man dabei einer kom-
pakten, komplexen Mannigfaltigkeit ein algebraisches Modell zu.
Die algebraische Reduktion ist ein wichtiges Werkzeug bei der bi-
meromorphen Klassifikation kompakter, komplexer Mannigfaltig-
keiten.
Zuletzt erhalten wir mit der algebraischen Reduktion eine gro-
be Klassifikation von kompakten, komplexen dreidimensionalen
Mannigfaltigkeiten mit Geraden.
1 Die algebraische Reduktion einer komple-
xen Mannigfaltigkeit
Es sei S ⊂ PnC eine projektive Varietät. Dann ist der Körper K(X) der ra-
tionalen Funktionen auf S eine endliche Körpererweiterung über dem Körper
C und der Transzendenzgrad dieser Erweiterung stimmt mit der Dimension
von S überein. (Vgl. dazu [AS71], [Rem56], [Sie55] und [Thi54].) Für eine
beliebige kompakte, komplexe Mannigfaltigkeit X ist der KörperM(X) der
meromorphen Funktionen auf X ebenfalls eine endliche Erweiterung über C,
jedoch kann der Transzendenzgrad kleiner als die Dimension sein. Wie wir
aus den Beispielen 3 auf Seite 14 leicht ableiten können, kann der Transzen-
denzgrad jeden Wert, der kleiner als die Dimension ist, erreichen.
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1.1 Definition
Der Transzendenzgrad des KörpersM(X) der meromorphen Funktionen auf
einer komplexen Mannigfaltigkeit X heißt algebraische Dimension von X und
wird mit a(X) bezeichnet.
Die algebraische Dimension kann auch in folgender Weise charakterisiert wer-
den.
Es sei L → X ein holomorphes Geradenbündel. Falls H0(X,L) 6= 0 ist, wird
durch die Wahl einer Basis von H0(X,L) eine meromorphe Abbildung
Φ(L) : X → PNC





maxm∈N {dim Φ (L⊗m) (X)} , falls dim H0 (X,L⊗m) ≥ 1
für m >> 0
−∞ , falls H0 (X,L⊗m) = 0
für alle m ∈ N
definierte Zahl, heißt G-Dimension des Geradenbündels L.
1.3 Bemerkungen
1.3.1 Kodaira-Dimension. Die Kodaira-Dimension einer komplexen Man-
nigfaltigkeit ist gerade die G-Dimension des kanonischen Bündels.
1.3.2 Die algebraische Dimension von X ist genau dann Null, wenn die G-
Dimension aller Geradenbündel den Wert −∞ hat. Anderenfalls stimmt sie
mit der größten vorkommenden G-Dimension von Geradenbündeln auf X
überein.
Wir wollen nun einer komplexen Mannigfaltigkeit ein ”algebraisches Mo-
dell” zuordnen.
1.4 Satz
Es sei X eine komplexe Mannigfaltigkeit der Dimension n und von algebrai-
scher Dimension k. Dann existiert folgendes kommutierendes Diagramm














1. S ist eine glatte, kompakte projektive Mannigfaltigkeit.
2. ψ ist eine meromorphe Abbildung, f und g sind holomorphe Abbildun-
gen.
3. Die Abbildung f entspricht einer Folge von Aufblasungen von X zu X̃.
4. Die Abbildung ψ induziert einen Isomorphismus M(X) ∼= K(S).
5. Die Abbildung g ist eine eigentliche, surjektive Abbildung mit zusam-
menhängenden Fasern.
Beweis: Siehe [Uen75] Chapter I §3 Theorem 3.1 und Proposition 3.4.
(Seite 26).
1.5 Definition
Eine surjektive, holomorphe Abbildung g : X̃ → S heißt algebraische Re-
duktion der Mannigfaltigkeit X, falls die in dem obigen Satz beschriebenen
Eigenschaften gelten.
Die algebraische Reduktion ist eindeutig, bis auf bimeromorphe Äquivalenz.
D.h. falls g1 : X̃1 → S und g2 : X̃2 → S algebraische Reduktionen von X
sind, dann existieren bimeromorphe Abbildungen
h : S1 → S2
h̃ : X̃1 → S̃2
so daß gilt: g2 ◦ h̃ = h ◦ g1.
Für Untermannigfaltigkeiten komplexer Mannigfaltigkeiten hat man die
folgende Charakterisierung.
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1.6 Satz
Es sei S eine Untermannigfaltigkeit der komplexen Mannigfaltigkeit X. Dann
gilt
a(X) ≤ a(S) + kodim(S).
Beweis: Siehe [Uen75] Chapter I §3 Theorem 3.8. (Seite 27).
Zur bimeromophem Klassifikation komplexer Mannigfaltigkeiten studiert
man u.a. die Fasern der algebraischen Reduktion . Dazu ist der folgende Satz
ein wichtiger Schlüssel.
1.7 Satz
Es sei g : X̃ → S die algebraische Reduktion einer komplexen Mannigfal-
tigkeit X und L → X̃ ein holomorphes Geradenbündel. Dann existiert eine
Zariski-dichte Menge U ⊂ X, so daß mit Ls := L|g−1(s) und X̃s := g−1(s) für
alle s ∈ U gilt:
κ(Ls, X̃s) ≤ 0.
Beweis:Siehe [Uen75] Chapter V. §12 Theorem 12.1 (Seite 143).
Dazu gibt es das später häufig benutzte Korollar.
1.8 Korollar
1. Falls a(X) = dimX − 1 ist, so sind die Fasern der algebraischen Re-
duktion g : X̃ → S über einer offenen, Zariski-dichten Menge U ⊂ X
elliptische Kurven.
2. Falls a(X) = dimX − 2 ist, so gilt für die Fasern der algebraischen
Reduktion g : X̃ → S über einer offenen, Zariski-dichten Menge U ⊂ X
κ(X̃s) ≤ 0, X̃s := g−1(s) für s ∈ U
und keine Faser über U ist isomorph zu P2C.
Beweis: Siehe [Uen75] Chapter V. §12 Theorem 12.4 (Seite 145).
Weitere Eigenschaften der Fasern der algebraischen Reduktion finden sich
in [Uen75] und [Uen81].
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2 Eine grobe Klassifikation dreidimensiona-
ler Mannigfaltigkeiten mit Geraden
Wir wollen die bisherige Diskussion zusammenfassen indem wir einen gro-
ben Überblick über dreidimensionale, kompakte, komplexe Mannigfaltigkei-
ten mit Geraden geben.
Bis auf das Verschwinden der holomorphen Differentialformen auf Man-
nigfaltigkeiten mit Geraden wissen wir bisher nur wenig über die globale
Struktur. Die algebraische Reduktion verschafft uns ein wenig mehr Infor-
mationen.
Es sei X eine kompakte, komplexe dreidimensionale Mannigfaltigkeit und
L ⊂ X eine Gerade. Die Beispiele in Kapitel I.3 auf Seite 14 haben gezeigt,
daß die algebraische Dimension von X alle Werte von 0 bis 3 annehmen kann.
Im einzelnen ergibt sich folgendes Bild.
Falls die algebraische Dimension a(X) = 3 ist und L eine tubulare Gerade
ist, dann ist X unirational (Satz III.2.3, Seite 32).
Falls a(X) = 2 ist, dann hat man (eventuell nach Aufblasen) einen Mor-




























ist und somit ist S nach dem Satz von Castelnuovo-Enriques eine rationale
Fläche.
Insgesamt erhalten wir einen eigentlichen Morphismus π : X → S auf eine
rationale Fläche mit zusammenhängenden Fasern und elliptische Kurven als
generische Fasern (Korollar 1.8 auf Seite 46).
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Falls a(X) = 1 ist, können wir, eventuell nach Aufblasen von X anneh-
men, daß die algebraische Reduktion einen Morphismus π : X → C auf eine
glatte Kurve C liefert. Da die Geraden nicht alle in den Fasern von π enthal-
ten sein können, folgt für eine generische Gerade L, daß π(L) = C ist. Daher
ist C eine rationale Kurve.
Korollar 1.8 (Seite 46) besagt, daß für eine generische Faser F von π gilt:
κ(F ) ≤ 0.
Die folgende Tabelle enthält die minimalen Modelle der möglichen glatten
Fasern. Dies ergibt sich aus der Kodaira-Enriques-Klassifikation von Flächen
(siehe [BPV84]: Tabelle 10 auf Seite 188). Die Einschränkung im Fall 8. fin-
det sich in [Uen75] (Chapt. V §12, Remark 12.5 auf Seite 146).
Kodaira-Dimension Klasse der Fläche
1. Enriques Flächen
2. Hyperelliptische Flächen
κ(F ) = 0 3. Kodaira-Flächen
4. K3 Flächen
5. Komplexe Tori
6. Flächen der Klasse VII
κ(F ) = −∞ 7. P2C
8. Regelflächen über einer Kurve
vom Geschlecht g ≤ 1








In diesem Kapitel werden wir diejenigen elliptischen Haupt-
faserbündel über Flächen beschreiben, die Geraden enthalten.
1 Elliptische Hauptfaserbündel
Dieser Abschnitt ist im wesentlichen eine Verallgemeinerung von [BPV84]
V.5. Es sei Λ ⊂ C ein Gitter, erzeugt durch die Zahlen 1 und λ mit Im(λ) >
0. Dann ist E ∼= C/Λ eine elliptische Kurve. Die Gruppe der Automorphis-
men von E bezeichnen wir mit A(E). Nachdem wir einen Punkt 0 ∈ E
fixieren, können wir die Automorphismengruppe A(E) näher beschreiben.
Die Gruppe E operiert auf sich selbst durch Translationen und der Quoti-




Z4 falls j(E) = 1728
Z6 falls j(E) = 0
Z2 sonst
und A(E) ∼= E × A(E) /E (semidirektes Produkt).
Zu einer kompakten komplexen Mannigfaltigkeit S sei ES die Garbe der
Keime der holomorphen Abbildungen S → E und A(E)S sei die Garbe der
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Keime der holomorphen Abbildungen S → A(E).
Holomorphe Faserbündel mit Basis S und FaserE werden durch H1 (S,A(E)S)
parametrisiert.
1.1 Definition
Diejenigen Faserbündel, die den Elementen von H1 (B, ES) ⊂ H1 (S,A(E)S)
entsprechen, heißen elliptische Hauptfaserbündel.
Ist π : X → S ein elliptisches Hauptfaserbündel, so wollen wir dieses im
folgenden mit dem korrespondierenden Element ξ ∈ H1 (S, ES) identifizieren.
Ausgehend von der kurzen exakten Sequenz
0→ Λ→ OS → ES → 0
erhalten wir eine lange exakte Kohomologiesequenz
..→ H1 (S,OS)→ H1 (S, ES)
cz−→ H2 (S,Λ)→ ..
1.2 Definition
Ist ξ ∈ H1 (S, ES) ein elliptisches Hauptfaserbündel, so nennen wir das Bild
cz(ξ) ∈ H2 (S,Λ) charakteristische Klasse von ξ.
1.3 Bemerkungen
1.3.1 Charakteristische Klassen und Chernklassen. Wir wollen nun
einer charakteristischen Klasse eines elliptischen Hauptfaserbündels ein Paar
von Chernklassen zuordnen. Diese Zuordnung hängt allerdings von der Wahl
einer Basis für das Gitter Λ ab. Trotzdem wird uns diese Konstruktion noch
sehr nützlich sein.
Es sei (λ1, λ2) eine Basis von Λ. Diese induziert einen Isomorphismus H
2 (S,Λ) ∼=
H2 (S,Z) ⊕ H2 (S,Z). Bezüglich dieses Isomorphismus können wir die cha-
rakteristische Klasse cz(ξ) als Tupel
(cz1(ξ), c
z






∈ SL (2,Z) ist auch (a · λ1 + b · λ2, c · λ1 + d · λ2)
eine Basis von Λ und die induzierte Zerlegung der charakteristischen Klasse
ist nun
(a · cz1(ξ) + b · cz2(ξ), c · cz1(ξ) + d · cz2(ξ)) .
52 Kapitel V. Elliptische Hauptfaserbündel mit Geraden
Dies läßt sich auch geometrisch verstehen. Das Bündel π : X → S ist durch
holomorphe Übergangsfunktionen gαβ : Uαβ → E gegeben. Die Wahl einer
speziellen Basis von Λ induziert einen Diffeomorphismus E ∼= S1 × S1 und







giαβ : Uαβ → S1. Das bedeutet, das Bündel π : X → S entspricht einem
Faserprodukt X ∼= X1 ×S X1 von S1-Bündeln X1 → S und X2 → S über
S.
Bezeichnet man mit CS das triviale Geradenbündel C×S über S, so erhalten
wir durch
CS ⊗S X1 =: L1 und CS ⊗S X2 =: L2






bezüglich der gewählten Basis.
1.3.2 Geradenbündel und elliptische Hauptfaserbündel. Wir wollen
nun untersuchen, unter welchen Bedingungen elliptische Hauptfaserbündel
durch C∗-Bündel überlagert werden.




· n), n ∈ Z
eine Einbettung Z ↪→ C∗ und es gilt C /Λ ∼= C∗ /Z . Dies führt auf die
exakte Sequenz
0→ Z→ O∗S → ES → 0.
Nun betrachten wir die Elemente in H1 (S,O∗S) nicht als Isomorphieklassen
von holomorphen Geradenbündeln, sondern als Isomorphieklassen von C∗-
Hauptfaserbündeln.
Aus der langen Kohomologiesequenz
...→ H1 (S,O∗S)→ H1 (S, ES)
c̃−→ H2 (S,Z)→ ...
ergibt sich, daß ein elliptisches Hauptfaserbündel ξ ∈ H1 (S, ES) durch ein
C∗-Bündel überlagert wird, falls wir eine Basis (λ1, λ2) von Λ so wählen
können, daß c̃(ξ) = 0 ist. Dann existiert ein holomorphes Geradenbündel
L → S, so daß ξ sich wie folgt ergibt:
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Es sei L∗ := L\{Nullschnitt} und z die Koordinate einer Faser, die wir mit
C∗ identifizieren. Die durch
n, z 7→ exp(2πiλ2
λ1
· n) · z
gegebene Operation von Z auf der Faser ist verträglich mit den Übergangs-
funktionen und setzt sich daher auf ganz L∗ fort. Als Quotient L∗ /Z erhal-
ten wir ein elliptisches Hauptfaserbündel .
Wir wollen nun untersuchen, welche Rolle dabei die charakteristische Klas-
se eines elliptisches Hauptfaserbündels dabei spielt. Dazu betrachten wir
folgendes kommutative Diagramm.
0 −→ Z −→ O∗S −→ ES −→ 0
↑ ↑ ↑
0 −→ Λ −→ OS −→ ES −→ 0
Dies induziert die folgenden langen, exakten Sequenzen.
... −→ H1 (S,O∗S) −→ H1 (S, ES)
c̃−→ H2 (S,Z)
↓ ↓ ↓
... −→ H1 (S,OS) −→ H1 (S, ES)
c̃z−→ H2 (S,Λ) ∼= H2 (S,Z)⊕ H2 (S,Z)
Ist cz(ξ) linear abhängig in H2 (S,Z), so können wir eine Basis von Λ wählen,
daß cz(ξ) bezüglich dieser Basis die Gestalt (c, 0) besitzt. Dann ist c̃(ξ) = 0
und das Bündel ξ wird von einem C∗-Bündel überlagert.
1.3.3 Falls H2 (S,Z) = Z ist, so wird jedes elliptische Hauptfaserbündel
durch ein C∗-Bündel überlagert. Für Kurven ist dies stets erfüllt.
2 Elliptische Hauptfaserbündel, die Geraden
enthalten
Ist π : X → S ein elliptisches Hauptfaserbündel über einer Fläche S und
L ⊂ X eine Gerade, so ist S eine rationale Fläche (siehe Kapitel 2, Seite 47).
Wir setzen außerdem voraus, daß für eine generische Gerade L ⊂ X das Bild
π(L) glatt ist. Dann ist mit Korollar I.2.2 (Seite 9)
π|L : L→ C := π(L)
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biholomorph.
Der Divisor X|L := π−1(C) ist ein elliptisches Hauptfaserbündel mit Faser
E über C mit Schnitt L. Daher ist X|L ∼= E × C (siehe Bemerkung B.4.3
auf Seite 109). Nun betrachten wir die Normalenbündelsequenz
0→ NL\XL → NL\X → NXL\X |L → 0.
Es gilt NL\XL
∼= OL, NL\X ∼= OL(1) ⊕ OL(1) und daher folgt NXL\X |L ∼=
OL(2). Da NXL\X |L ∼= π∗NC\S|L ist, gilt C2 = 2.
Da S eine rationale Fläche ist, folgt aus
0→ OS → OS(C)→ OS(C)|C → 0,
daß
dim H0 (S,OS(C)) = dim H0 (C,OS(C)|C) + 1
= dim H0 (S,OS(2)) + 1
= 4
ist. Die durch das Linearsystem |OS(C)| induzierte Abbildung φ : S → P3C
ist ein Morphismus, der biholomorph in einer Umgebung von C ist. Da
φ(S) ⊂ P3C durch eine quadratische Gleichung gegeben ist, gilt entweder
φ(S) ∼= P1C × P1C oder φ(S) entsteht durch die zweite Hirzebruch-Fläche
S2 := P (OP1C(2)⊕OP1C), die längs des exzeptionellen Divisors E ⊂ S2
abgeblasen wird.
1. Fall: S = P1C×P1C
Die natürlichen Projektionen pi : S → P1C, i = 1, 2 auf den i-ten Faktor
ermöglichen es, jedes Geradenbündel in der Form
OS(a, b) = p∗1OP1C(a)⊗ p∗2OP1C(b)
zu schreiben. Für C ∈ |OS(a, b)| mit C2 = 2 folgt
C2 = 2ab = 2, d.h. a = b = 1.
Die charakteristische Klasse von ξ = (π : X → S) hat bezüglich einer Basis
von Λ die Form
cz(ξ) = ((p1, p2), (q1, q2)) , p1, p2, q1, q2 ∈ Z.
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Da XC ∼= E × C ist, gilt
cz(ξ)|C = ((0, 0), (0, 0)) .
Daraus folgt
p1 + p2 = 0 und q1 + q2 = 0.
Somit sind (p1, p2) und (q1, q2) linear abhängig und wir können eine Basis von
Λ finden, so daß cz(ξ) = ((0, 0), (c,−c)) ist. Der Raum X wird also durch ein
C∗-Bündel der Form OS(c,−c)∗ überlagert.
Für X = (OS(1,−1))∗ /Z können wir die Existenz von Geraden zeigen.
Dazu betrachten wir nochmals P3C \ (L1 ∪ L2) wie im Beispiel 3 (Seite 14)
beschrieben. Wir haben den folgenden Isomorphismus
P3C \ L1 ∼= OP1C(1)⊕OP1C(1)
[x] 7→
{





falls x0 6= 0





falls x1 6= 0
und es gilt P3C \ (L1 ∪ L2) ∼= (OP1C(1)⊕OP1C(1))∗.







wobei pi, i = 1, 2 die Projektionen auf den i-ten Faktor sind. Es gilt:
(P (OP1C(1)⊕OP1C(1))∗) = P1C×P1C.
Schränken wir die Abbildung f auf die Fasern von pi ein, so erhalten wir
jeweils
• O∗P1C(−1) für i = 1
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• O∗P1C(1) für i = 2, da [x2 : x3] = konst. ein Unterbündel von
(OP1C(1)⊕OP1C(1))∗ ergibt, dessen Projektionen auf die Komponen-
ten biholomorph sind.
Da die faserweise Z-Operation auf (OS0(1,−1))
∗ der in Beispiel 3 (Seite 14),
Spezialfall a) beschriebenen Operation auf P3C \ (L1 ∪ L2) entspricht, gibt
es in (OS0(1,−1))
∗ /Z Geraden. Diese sind sogar tubular .
Für beliebiges c ∈ Z \ {0} erhalten wir eine c-fache Überlagerungen
(OS(1,−1))∗ → (OS(c,−c))∗ .
Eine Z-Operation auf OS0(c,−c)∗ induziert eine Operation von Z /c · Z × Z
auf OS0(1,−1) und entspricht in P3C \ (L1 ∪ L2) := X ′ der Operation
Z /c · Z × Z×X ′ → X ′
m̄, n, [x] 7→ [ξmx0 : ξmx1 : αnx2 : αnx3]
mit einer primitiven c-ten Einheitswurzel ξ. Die Rechnung für die Existenz
von Geraden (Beispiel 3 auf Seite 14) in X ′ /Z läßt sich leicht modifizieren
um zu sehen, daß auch X ′ /(Z /c · Z× Z) Geraden enthält.
2.1 Bemerkung
Die Quotientenräume (OS(1,−1))∗ /Z waren die ersten bekannten Beispiele
für kompakte Twistorräume der algebraischen Dimension zwei (siehe [Pon91]).
2. Fall: S = S2
Wir haben eine natürliche Projektion
p : S2 := P (OP1C(2)⊕OP1C)→ P1C
und bezeichnen die Klasse einer Faser mit F und den exzeptionellen Divisor
mit E. Effektive Linearsysteme entsprechen dann positiven Linearkombina-
tionen von E und F und es gilt
E2 = −2, E.F = 1 F 2 = 0.
Es sei C ∈ |OS2(a · E + b · F )|mit C2 = 2. Daraus folgt C2 = −2a2+2ab = 2,
bzw. a(b−a) = 1. Daher muß a = 1 und b = 2 sein. Dies entspricht gerade der
Klasse eines Schnittes σ : P1C→ S2 und wir können annehmen C ⊂ S2 \E.
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Nun betrachten wir wieder ein elliptisches Hauptfaserbündel ξ = (π : X →
S2) mit charakteristischer Klasse
cz(ξ) = ((p1, p2), (q1, q2)) , p1, p2, q1, q2 ∈ Z.
Aus cz(ξ)|C = 0 folgt
(E + 2F ).(p1 · E + p2 · F ) = −2p1 + p2 + 2p1 = p2 = 0.
Ebenso rechnet man q2 = 0 nach. Das heißt, (p1, 0) und (q1, 0) sind linear
abhängig und wir können durch Basiswahl von Λ erreichen, daß cz(ξ) =
((p, 0), (0, 0)) ist. Somit wird X von einem C∗-Bündel der Form (OS(pE))∗
überlagert.





trivial. Nun ist C := π(L) in S2 \ E enthalten und π|L : L → C ist nach
Voraussetzung biholomorph. Der durch L gebene Schnitt in XL läßt sich zu
einem Schnitt σ über S2 \ E fortsetzen. Mit Σ := σ(S2 \ E) erhalten wir
L = Σ ∩XL und es gilt NL\X = NL\Σ ⊕NL\XL . Da NL\XL = OL ist, kann L
keine Gerade sein.
2.2 Bemerkung
Einfach zusammenhängende elliptische Hauptfaserbündel.
Der Raum X = (OP1C×P1C(1,−1))∗ /Z ist nicht einfach zusammenhängend.
Allgemein gilt, daß ein elliptisches Hauptfaserbündel über einer einfach zu-
sammenhängenden Mannigfaltigkeit B einfach zusammenhängend ist, wenn
die charakteristische Klasse einem Paar linear unabhängiger Chernklassen
entspricht (vgl. [Höf93] Prop. 11.6 Seite 247). Indem man S = P1C × P1C




Wir wollen nun unsere Untersuchungen auf allgemeinere el-
liptische Faserungen ausdehnen. Dazu konstruieren wir zu ei-
ner bestimmten Klasse elliptischer Faserungen eine Normalform
(Weierstraß-Normalform) und beschreiben, wie man daraus wei-
tere elliptische Faserungen erhält.
0.1 Definition
Es sei X eine n dimensionale, kompakte, komplexe Mannigfaltigkeit, S eine
n− 1 dimensionale Mannigfaltigkeit und
π : X → S
eine holomorphe Abbildung, deren allgemeine Faser eine glatte elliptische
Kurve ist. Dann heißt das Tripel (X,S, π)
1. elliptische Faserung.
2. flache elliptische Faserung, falls π flach ist.
1 Elliptische Faserungen mit Schnitt und das
Weierstraßmodell
1.1 Satz (Mumford, Suominen [MS72])
Es sei π : X → S eine flache elliptische Faserung über einer projektiven
Mannigfaltigkeit S mit einem Schnitt σ : S → X. Das Bild σ(S) ⊂ X
bezeichnen wir mit A. Dann gilt:
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1. Der kanonische Homomorphismus
OS → π∗ (OX)
ist ein Isomorphismus.




0, falls n > 0
lokal frei vom Rang 1, falls n = 0
4. Für alle n ∈ N gilt:
Riπ∗ (OX(nA)) = 0, falls i > 1 ist.




→ H i (Xs,OX(nA))
ist bijektiv.
Beweis:
1. Dies gilt, da die Fasern zusammenhängend sind.
2. Da alle Fasern Kurven vom arithmetischen Geschlecht 1 sind, gilt :
dim H0 (Xs,OX(nA)|Xs) = n für n > 0.
Daher folgt die Behauptung, ebenso wie 5. aus dem Halbstetigkeitssatz
von Grauert (siehe [GR84], Chap.10, §5.5 Theorem auf S.211).
3. Für alle Fasern Xs gilt:
dim H1 (Xs,OX(nA)) = 0 für n > 0,
dim H0 (Xs,OX |Xs) = 1.
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4. Da die Dimension der Fasern 1 ist, gilt:
H i (Xs,OX(nA)|Xs) = 0 für i ≥ 2
und daher ist R1π∗OX(nA) = 0.
1.2 Bemerkung
Die Garbe L := π∗ (OX(A) /OX ) entspricht gerade dem Normalenbündel
NA\X von A in X.
1.3 Korollar
1. Der kanonische Homomorphismus
π∗OX(nA)→ π∗ (OX(nA) /OX((n− 1)A)) = L⊗n
ist für n > 1 surjektiv.
2. Die natürliche Injektion OS → π∗OX(A) ist ein Isomorphismus. Insbe-
sondere gilt:
R1π∗OX ∼= π∗ (OX(A) /OX ) .
Beweis:
1. Wir betrachten die zu der kurzen exakten Sequenz




j→ π∗ (OX(nA) /OX((n− 1)A))
k→
k→ R1π∗OX((n− 1)A)→ R
1
π∗OX(nA)→ ... .
Für n > 1 folgt die Behauptung unmittelbar aus Satz 1.1 (Seite 58).
2. Für n = 1 erhalten wir
0→ π∗OX
i→ π∗OX(A)
j→ π∗ (OX(A) /OX )
k→
k→ R1π∗OX → R
1
π∗OX(A)→ ... .
Aus dem Satz 1.1 (Seite 58) folgt
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R1π∗OX(A) = 0
und R1π∗OX ist lokal frei vom Rang 1. Daher ist die Abbildung k
surjektiv und lokal ist der Kern von k ein direkter Summand von
L = π∗ (OX(A) /OX ). Da L invertierbar ist, ist der Kern ker(k) = 0
und
i : π∗OX → π∗OX(A)
ist ein Isomorphismus.
1.4 Definition
Es sei π : X → S eine flache, elliptische Faserung. Dann ist R1π∗OX ein
Geradenbündel auf S und heißt Weierstraßbündel der elliptischen Faserung.
Nun wollen wir zu einer elliptischen Faserung π : X → S mit Schnitt
σ : S → X eine geometrische Charakterisierung herleiten.
1.5 Definition













Es gelte 4 · a3 + 27 · b2 ist nicht identisch null. Zu P := P (OS ⊕ L⊗2 ⊕ L⊗3)
sei p : P → S die natürliche Projektion. Es sei (X, Y, Z) ein globales Koor-
dinatensystem von Pbezüglich (L⊗2,L⊗3,OS). Dann erhalten wir mit dem
durch die Gleichung
Y 2Z = X3 + a ·XZ + b · Z3
definierten Divisor X (L, a, b) ⊂ P eine elliptische Faserung
p̃ = p|X(L,a,b) : X (L, a, b)→ S.
Diese Faserung besitzt einen Schnitt σ : S → X (L, a, b), der durch
X = Z = 0 und Y = 1 gegeben ist.
Die Faserung p̃ : X(L, a, b)→ S heißt Weierstraßmodell über S vom Typ
(L, a, b) und die definierende Gleichung heißt Weierstraß-Normalform.
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Wir erhalten den folgenden Satz über Weierstraßmodelle.
1.6 Satz
Es seien X und S kompakte, komplexe Mannigfaltigkeiten der Dimension n
bzw. n−1, π : X → S eine flache elliptische Faserung mit irreduziblen Fasern
und einem Schnitt σ : S → X. Mit L := R1π∗OX ist X biholomorph zu einem






























Zunächst eine Bemerkung zu den Fasern. Alle Fasern Xs := π
−1(s) haben
das arithmetische Geschlecht eins. Daraus folgt, daß die Normalisierung der
singulären Fasern eine rationale Kurve ist. Somit haben wir drei Typen von
Fasern:
1. Glatte elliptische Kurven.
2. Rationale Kurven mit einem Doppelpunkt.
3. Rationale Kurven mit einer Spitze.
Nun wollen wir zeigen, daß ein Cartierdivisor vom Grad 3 auf diesen Kurven
sehr ampel ist.
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Es sei C eine Kurve vom arithmetischen Geschlecht eins und P ∈ C ein
glatter Punkt.
Wir betrachten die Sequenz
0→ OC((n− 1)P )→ OC(nP )→ CP → 0.
Der Fall n = 1 ergibt
0→ OC → OC(P )→ C→ 0
und
0→ C→ H0 (C,OC(P ))→ C→ C→ H1 (C,OC(P ))→ 0.
Wäre dim H0 (C,OC(P )) > 1, so gäbe es eine Abbildung vom Grad 1 auf
P1C, dies ist jedoch nicht möglich da C nicht rational ist. Daraus folgt
dim H0 (C,OC(P )) = 1
und dim H1 (C,OC(P )) = 0.
Schnitte in OC(P ) haben den Punkt P als einzigen Basispunkt.
Der Fall n = 2 ergibt
0→ OC(P )→ OC(2P )→ CP → 0
und
0→ H0 (C,OC(P ))→ H0 (C,OC(2P ))→ C→ 0.
Daraus folgt
dim H0 (C,OC(2P )) = 2
und dim H1 (C,OC(2P )) = 0.
Der Fall n = 3 ergibt
0→ OC(2P )→ OC(3P )→ C→ 0
und
0→ C2 → H0 (C,OC(3P ))→ C→ 0.
Daraus folgt
dim H3 (C,OC(3P )) = 3.
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Da P der einzige Basispunkt von |OC(P )| ist und
dim H0 (C,OC(2P )) = dim H0 (C,OC(P )) + 1
ist, hat |OC(2P )| keine Basispunkte und daher ist auch |OC(3P )| basispunkt-
frei. Mit |OC(3P )| erhalten wir einen Morphismus C → P2C, dessen Bild
eine Kubik ist.
Es sei Q ∈ C ein weiterer glatter Punkt. Aus den Sequenzen
0→ OC(3P −Q)→ OC(3P )→ CQ → 0
und
0→ H0 (C, 3P −Q)→ H0 (C,OC(3P ))→ C→ H1 (C,OC(3P −Q))→ 0
folgt
0 < dim H0 (C,OC(3P −Q)) ≤ dim H0 (C,OC(3P )) = 3
und
0 ≤ dim H1 (C,OC(3P −Q)) ≤ 1.
Für die Kohomologiegruppen H0 (C,OC(3P −Q)) und H1 (C,OC(3P −Q))
gibt es zwei Möglichkeiten. Im Fall
H1 (C,OC(3P −Q)) = C und H0 (C,OC(3P −Q)) = C3
muß Q Basispunkt von |OC(3P )| sein. Dieses Linearsystem ist aber basis-
punktfrei.
Daher bleibt nur H1 (C,OC(3P −Q)) = 0 und H0 (C,OC(3P −Q)) = C2.
Es bleibt zu zeigen, daß |OC(3P −Q)| keine Basispunkte hat.
Annahme: Q ist Basispunkt von |OC(3P −Q)|.
Wir wählen eine Basis (σ1, σ2) von |OC(3P − Q)| und einen Schnitt η von
OC(P ). Dieser verschwindet im Punkt P .
Dann ist (σ1 · η, σ2 · η, η3) eine Basis von |OC(3P )| mit Basispunkt P . Da
dies nicht möglich ist, kann OC(3P −Q) keine Basispunkte haben.
Zu zwei verschiedenen glatten Punkten Q1, Q2 in C gibt es Schnitte in
|OC(3P −Q1)|, die in Q1 verschwinden, aber nicht in Q2. Daher können wir
glatte Punkte in C durch das Linearsystem |OC(3P )| trennen. Wir erhalten
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einen Morphismus vom Grad eins von C auf eine Kubik im P2C. Da beide
Kurven vom gleichen arithmetischen Geschlecht sind, ist dieser ein Isomor-
phismus.
Nun werden wir die Aussage des Satzes in der lokalen Situation zeigen.
Es sei U = Spec(R) ⊂ S eine affine, offene Menge, so daß L|U frei ist. Ist t
ein Erzeuger von Γ(U,L), dann ist tn ein Erzeuger von Γ(U,Ln). Aus dem
Korollar 1.3 (Seite 60) folgt
Γ (XU ,OXU (2A)) = R⊕R · f,
wobei das Bild von f ∈ Γ (XU ,OXU (2A)) /R = Γ(U,L2) t2 ist. Ebenso gilt
Γ (XU ,OXU (3A)) = R⊕R · f ⊕R · g,
wobei das Bild von g ∈ Γ(U,L3) t3 ist. Wir kennen zwar nicht die Bilder von
f 2, fg und f 3, aber die Leitterme müssen gerade t4, t5 und t6 sein. Daher er-
halten wir mit 1, f, g, f2, fg, f 3 eine Basis von Γ(XU ,OXU (6A)) als R-Modul.
Zu g2 gibt es eine Relation
g2 = a1fg + a2g + a3f
3 + a4f
2 + a5f + a6
mit eindeutig bestimmten Koeffizienten ai ∈ R. Die entsprechende Gleichung
in Γ(U,L⊗6) für die Leitterme ergibt a3 = 1. Als nächstes ersetzen wir g durch
g − 1
2



















+ f 3 + a4f
















= f 3 + a4f
2 + a5f + a6,


















2 + f 3 + a4f + a5f + a6









+ f 3 + a4f + a5f + a6.
Ein Koeffizientenvergleich mit der ursprünglichen Gleichung für g2 liefert
2a1 = a1 und 2a2 = a2, das bedeutet a1 = a2 = 0. Nun ersetzen wir in
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g2 = f 3 + a4f
2 + a5f + a6 f durch f +
1
3
a4. Durch eine analoge Rechnung
wie oben erhalten wir dann a4 = 0. Somit ergibt sich
g2 = f 3 + af + b
mit a, b ∈ R. Die Schnitte 1, f, g bilden eine Basis von Γ(XU ,OXU (3A)) und
erzeugen OXU (3A) auf jeder Faser, da
(π∗OX(3A))s → H
0 (Xs,OX(3A)|Xs)
bijektiv ist (siehe Satz 1.1.5 auf Seite 58). Somit erzeugen 1, f, g ganzOXU (3A)
und induzieren einen Morphismus
φU : XU → P (π∗ (OXU (3A))) ∼= P2C× U,
so daß das Diagramm















Nun beachten wir, daß wir einen Schnitt t in L|U auch durch einen Schnitt
λ · t mit einer Einheit λ ∈ R∗ ersetzen können. Dann müssen wir auch f, g, a
und b durch λ2f, λ3g, λ4a und λ6b ersetzen. Das heißt, die Koeffizienten a, b
in der Weierstraß-Normalform
Y 2Z = X3 + aXZ2 + bZ3
sind bis auf Multiplikation mit einer invertierbaren Funktion bestimmt. Das
heißt, wir können die lokal definierten Abbildungen global über ganz S zu
einem Morphismus φ auf das Weierstraßmodell X̃ fortsetzen.
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Da S glatt ist und die Singularitäten von X̃ in den Singularitäten der
Fasern enthalten sind, ist X̃ normal. Der Morphismus φ : X → X̃ ist ein bi-
jektiver Morphismus zwischen normalen Räumen, somit ein Isomorphismus.
1.7 Bemerkung
Dieser Satz wurde zuerst von Mumford und Suominen (Siehe [MS72]) für Fa-
serungen mit ausschließlich glatten Fasern bewiesen. Damit sind allerdings
Faserungen über kompakten Mannigfaltigkeiten ausgeschlossen. Der allge-
meinere Fall, der singuläre Fasern nicht ausschließt, wurde von Nakayama
in [Nak87] gezeigt. Dort wird die Aussage des Satzes auch auf elliptische
Faserungen, deren Fasern nicht notwendig irreduzibel sind, verallgemeinert.
Dann werden diejenigen Komponenten der Fasern, die von dem Schnitt nicht
getroffen werden unter dem Morphismus φ kontrahiert.
Man kann sogar die Vorraussetzungen, daß X und S glatt sein müssen, fallen
lassen.
2 Elliptische Faserungen
In diesem Abschnitt zeigen wir, wie man zu einem Weierstraßmodell einer
elliptischen Faserung weitere elliptische Faserungen konstruiert die lokal und
faserweise isomorph sind. Diese besitzen dann nicht mehr notwendigerweise
einen globalen Schnitt, haben aber isomorphe Weierstraßbündel. Außerdem
zeigen wir, unter welchen Voraussetzungen eine elliptische Faserung sich aus
einem Weierstraßmodell konstruieren läßt.
Es sei π : X → S eine flache elliptische Faserung mit einem Schnitt
σ : S → X und ausschliesslich irreduziblen Fasern. Wir haben im Beweis von
Satz 1.6 (Seite 62) gesehen, daß dann nur die folgenden Fasern möglich sind:
1. Glatte elliptische Kurven.
2. Rationale Kurven mit einem Doppelpunkt.
3. Rationale Kurven mit einer Spitze.
Da alle Fasern ebene Kurven von Grad drei sind, erhalten wir durch Wahl
eines Nullpunktes eine Gruppenstruktur auf dem glatten Ort jeder Faser.
Diese Gruppe ist für eine beliebige Faser F gerade Pic0(F ), die Gruppe der
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Cartier-Divisoren vom Grad 0. Da der Schnitt σ alle Fasern in glatten Punk-
ten schneidet, wird auf allen Fasern bzw. auf dem glatten Ort der Fasern
eine Gruppenstruktur induziert. Zu je zwei Schnitten von π existiert ein Au-
tomorphismus von X, der die beiden Schnitte aufeinander abbildet (Siehe
[Nak87] Lemma 1.3, Seite 410).
Wir wollen nun eine Garbe auf S, induziert durch die Gruppenstruktur in
den Fasern, definieren.
2.1 Definition
Es sei (X,S, π) eine elliptische Faserung mit einem Schnitt σ. Da durch den
Schnitt ein Nullpunkt ausgezeichnet ist, erhalten wir eine Gruppenstruktur
auf den Fasern. Dann bezeichnen wir mit B(X,S, π, σ) die Garbe der Keime
der lokalen Schnitte von π.
Wenn keine Mißverständnisse möglich sind, schreiben wir auch B(X) statt
B(X,S, π, σ).
Es sei F eine Faser von π und F ] der Ort der glatten Punkte von F .
Wählt man einen Punkt in F ] als Nullpunkt, so erhält man durch die Grup-
penstruktur eine Abbildung
F ] × F ] → F ]
die sich stetig zu einer Abbildung
F × F → F
fortsetzen läßt. In diesem Sinne wollen wir im folgenden die Operation einer
Faser von π auf sich selbst verstehen.
Nun wählen wir ein Element η ∈ H1 (S,B(X,S, π, σ)) und eine Dar-
stellung von η in der Čech-Kohomologie, das heißt eine hinreichend feine
Überdeckung U = {Ui} von S und Schnitte ηij : Ui ∩ Uj → π−1(Ui ∩ Uj)
mit ηij + ηjk = ηik auf Ui ∩ Uj ∩ Uk. Nun identifizieren wir x1 ∈ π−1(Ui) und
x2 ∈ π−1(Uj), falls π(x1) = π(x2) und x1 = ηij(π(x2)) + x2 ist.
Diese Verklebung ergibt eine neue elliptische Faserung
πη : Xη → S,
die lokal und faserweise isomorph zu der elliptischen Faserung (X,S, π) ist.
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Nun stellt sich die Frage, unter welchen Voraussetzungen eine elliptische
Faserung lokal isomorph zu einem Weierstraßmodell in der gerade beschriebe-
nen Weise ist. Eine notwendige Voraussetzung ist die Existenz lokaler Schnit-
te. Der folgende Satz zeigt, daß dies auch eine hinreichende Bedingung ist.
2.2 Satz
Es sei π : X → S eine flache elliptische Faserung mit irreduziblen Fasern.
Diese Faserung ist genau dann lokal isomorph zu einem Weierstraßmodell,
wenn es zu jedem Punkt x ∈ S eine offene Umgebung U(x) und einen Schnitt
σx : U(x)→ π−1 (U(x)) gibt.
Beweis:
Ist X lokal isomorph zu einem Weierstraßmodell, so ist die Behauptung un-
mittelbar klar. Für die umgekehrte Behauptung müssen wir die lokalen Faser-
ungen so verkleben, daß die lokalen Schnitte sich zu einem globalen Schnitt
zusammensetzen. Dazu wählen wir eine Überdeckung U = {Ui} von S mit
lokalen Schnitten σi : Ui → π−1 (Ui). Über dem Durchschnitt Ui ∩ Uj iden-
tifizieren wir zwei Punkte x1 ∈ π−1(Ui), x2 ∈ π−1(Uj), falls π(x1) = π(x2)
und x1 = x2 +σi (π(x1))−σj (π(x2)) gilt. Damit erhalten wir eine elliptische
Faserung π̃ : X̃ → S, die einen Schnitt besizt.
2.3 Bemerkung
Die Obstruktionen zur Existenz lokaler Schnitte sind nichtreduzierte Fasern
und Fasern höherer Dimension.
2.4 Lemma




Wir wählen wieder eine Überdeckung U = {Ui} von S und Isomorphismen
φi : π
−1(Ui)→ π−1η (Ui).





OXη |Ui → R1π∗OX |Ui
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stimmen für alle Paare (i, j) auf Ui∩Uj überein, da Translationen trivial auf
H1 (E,OE) für eine glatte, elliptische Kurve E operieren. Die lokalen Isomor-




Als nächstes wollen wir eine kanonische Bündelformel für Weierstraßmo-
delle und dazu lokal isomorphe Faserungen herleiten.
2.5 Satz
Es sei π : X → S ein Weierstraßmodell mit Schnitt σ : S → X und η ∈
H1 (S,B(X)) mit
πη : Xη → S
eine elliptische Faserung. Dann gilt:
1. Identifiziert man S mit σ(S) ⊂ X, so ist
NS\X ∼= R1π∗OX .

















1. Wir betrachten die Sequenz
0→ OX → OX(S)→ NS\X → 0
und die daraus resultierende lange exakte Sequenz
0→ π∗OX → π∗OX(S)→ NS\X → R1π∗OX → R
1
π∗OX(S)→ ... .
Da für eine beliebige Faser F von π S.F = 1 ist, gilt R1π∗OX(S) = 0.
Daher ist NS\X → R1π∗OX ein surjektiver Homomorphismus zwischen
Geradenbündeln und somit ein Isomorphismus.
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2. Das Normalenbündel glatter Fasern von π in X ist trivial und somit ist
KX .F = 0 für alle Fasern F von π. Daher gilt KX ∼= π∗ (KX |S) . Mit
der Adjunktionsformel























zk ∼ zj ⇐⇒ zk = ηkj + zj.
Diese Übergangsfunktion ist eine Translation auf den Fasern und läßt














Die letzte Gleichung folgt aus dem vorherigen Lemma.
2.6 Bemerkung
So wie für Flächen, gibt es auch in höheren Dimensionen eine kanonische
Bündelformel für elliptische Faserungen. Diese berücksichtigt auch Fasern
höherer Dimension und nichtreduzierte Fasern. Siehe dazu [Fuj86], [Uen73]
und [Uen87].
Wir wollen nun die Garbe B(X) näher untersuchen.
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Per Definition ist die Garbe R1π∗O
∗





, U ⊂ S offen
assoziierten Garbe. Dies entspricht der Menge der holomorphen Geradenbün-
del auf π−1(U).
2.7 Definition
Ist U ⊂ S eine offene Menge, dann ist π∗ (Pic(U)) eine Prägarbe und die
dazu assoziierte Garbe induziert eine Untergarbe von R1π∗O
∗
X die wir mit S
bezeichnen.
2.8 Lemma
Ist π : X → S eine flache elliptische Faserung mit einem Schnitt σ, so ist die
Sequenz
0→ B α−→ R1π∗O
∗
X /S
deg−→ ZS → 0
exakt und spaltet.
Beweis: Siehe [FM94]Lemma 5.8. (Chapter I, Seite 78).
Aus diesem Lemma können wir nun einige wichtige Folgerungen ziehen.
2.9 Korollar
Falls H1 (S,Z) = 0 ist, so gibt es einen Isomorphismus

















Da S kompakten Träger der Dimension eins besitzt, ist H2 (S,S) = 0 und
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H0 (S,O∗S) H1 (S,O∗S) H2 (S,O∗S)
6
-
Da H2 (S,O∗S) = 0 ist, erhalten wie einen Isomorphismus












In diesem Kapitel untersuchen wir die Existenz von Geraden
in elliptischen Faserungen über Flächen. Wir erhalten notwendige
Bedingungen an die Weierstraßbündel und die Bilder der Geraden
Wir beschänken uns auf solche elliptische Faserungen, die lokale Schnitte
besitzen. Diese Faserungen sind lokal und faserweise isomorph zu einem Wei-
erstraßmodell.
1 Reduktion auf einen Spezialfall
Es sei π : X → S eine elliptische Faserung über einer kompakten Fläche S
die lokal Schnitte besitzt und X enthalte Geraden. Dann wissen wir bereits:
• Für eine generische Gerade L ist π|L : L → π(L) biholomorph (siehe
Korollar I.2.2 auf Seite 9).
Darüberhinaus können wir annehmmen, daß XL := π
−1(C) eine glatte
elliptische Fläche über C ∼= P1C ist. Die Kurve L ⊂ XL induziert einen
Schnitt σ : C → XL von π|XL . Aus der Sequenz
0→ NL\XL → NL\X → NXL\X |L → 0
und dem Isomorphismus
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+ C2 = 2.








Daher muß k := C2 ≥ 2 sein.
Somit gibt es eine holomorphe Abbildung
φ : S → Sn
auf eine Hirzebruch-Fläche Sn mit n ≤ k, die biholomorph auf einer Umge-
bung von C ist (Satz A.2.2 auf Seite 100). Es sei D ⊂ S der exzeptionelle
Divisor bezüglich φ und {p1, ..., pm} = φ(D). Die Einschränkung der Faser-
ung π : X → S auf π−1(S \D) über S \D können wir zu einer elliptischen
Faserung π̃ : X̃ → Sn fortsetzen und die Faserung besitzt auch lokale Schnit-
te. Da wir die Faserung über einer Umgebung von C nicht verändert haben,
gibt es auch in X̃ Geraden. Die Picardgruppe von S hat die Gestalt
Pic(S) = Z ·D1 + ...+ Z ·Dk + φ∗Pic(Sn),
wobei Di, i = 1, ..., k Divisoren in S sind, die in den Fasern von φ über
den Punkten p1, ..., pm enthalten sind. Für das Weierstraßbündel R
1
π∗OX von
π : X → S gilt also






wobei LD ∈< D1, ...Dk > ist. Wir können uns somit für die weitere Argu-
mentation auf elliptische Faserungen über Hirzebruch-Flächen beschränken.
2 Berechnung der Weierstraßbündel
Es sei π : X → Sn eine elliptische Faserung, lokal isomorph zu einem Wei-
erstraßmodell, über der n-ten Hirzebruch-Fläche Sn und X enthalte eine
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Gerade.
































H0 (Sn, π∗OX) H1 (Sn, π∗OX) H2 (Sn, π∗OX) H3 (Sn, π∗OX)
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-
Da π∗OX ∼= OSn und Sn eine rationale Fläche ist, gilt:

























6= 0 ist. Für






















nicht null ist, ist dies nur für R1π∗OX = OX möglich. So-
mit folgt aus H1 (X,OX) 6= 0, daß X ein Hauptfaserbündel ist. Da wir diesen
Fall schon ausführlich in Kapitel V (Seite 50) diskutiert haben, nehmen wir
H1 (X,OX) = 0 an.
Die Existenz einer Geraden L ⊂ X impliziert H0 (X,Ω3X) = 0 (siehe I.2.1
Seite 3) und mit der Kodaira-Serre-Dualität folgt H3 (X,OX) = 0.
Wir schreiben fortan L := R1π∗OX . Nun müssen wir L auf Sn so bestimmen,
daß gilt:
H0 (Sn,L∨) 6= 0
und
H0 (Sn,L) = H2 (Sn,L) = 0.
Die Kohomologiegruppen von Geradenbündeln auf Hirzebruch-Flächen sind
im Anhang A (Seite 89) berechnet. Für L∨ = OSn(−a,−b) erhalten wir
aus H0 (Sn,OSn(−a,−b)) 6= 0 die Bedingungen a ≤ 0 und b ≤ 0. Nun ist
L = OSn(a, b) mit a ≤ 0, b ≤ 0 und H0 (Sn,L) = H2 (Sn,L) = 0 gesucht.
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Anhang A.1 (Seite 90) entnehmen wir:
b < 0 H0 (Sn,L) = 0
a = 0 b ≥ −1 H1 (Sn,L) = 0
b beliebig H2 (Sn,L) = 0
a = −1 b ≤ 0 H i (Sn,L) = 0 für alle i
b ≤ 0 H0 (Sn,L) = 0
a = −2 b+ n ≤ −1 H1 (Sn,L) = 0
b+ n > −2 H2 (Sn,L) = 0
b ≤ 0 H0 (Sn,L) = 0
a < −2 b+ n ≤ an+ 2n− 1 < 0 H1 (Sn,L) = 0
b+ n > −2 H2 (Sn,L) = 0
Wir wollen nun zwischen den Fällen H2 (X,OX) 6= 0 und H2 (X,OX) = 0
differenzieren.
1. Der Fall H2 (X,OX) 6= 0.
In diesem Fall ist H1 (Sn,L) 6= 0. Dann ergibt sich aus der obigen Liste
• a = 0.
In diesem Fall muß b ≤ −2 sein.
• a = −1.
In dieser Situation ist H1 (Sn,L) stets null.
• a = −2.
Hier ergibt sich b + n ≥ 0, das bedeutet b ≥ −n und schließlich
−n ≤ b ≤ 0.
• a < −2.
Wir können n > 0 annehmen, sonst müßte b = 0 sein und für
S0 = P
1C×P1C sind a und b austauschbar, d.h. diese Situation
ist schon in a = 0 enthalten.
Somit müssen b+ n > an+ 2n− 1 = (a+ 2)n− 1 und b+ n > −2
erfüllt sein. Da (a+ 2)n− 1 ≤ −2 ist, ergibt sich b+n > −2 bzw.
0 ≥ b ≥ −(n+ 1).
2. Der Fall H2 (X,OX) = 0.
In diesem Fall ist H1 (Sn,L) = 0. Dann ergibt sich das Folgende
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• a = 0.
Dann muß b = −1 sein.
• a = −1.
In dieser Situation ist b ≤ 0.
• a = −2.
Hier ist b+ n = −1.
• a < −2.
Dies ist nur für n = 0 und b = −1 möglich. Diese Situation ist
im Fall a = −1 enthalten und muß daher nicht weiter betrachtet
werden.
Als nächstes werden wir eine Relation zwischen L und dem Linearsystem das
durch die Geraden in X aus Sn induziert wird, herleiten.
Die Linearsysteme auf Sn, die rationale Kurven von positivem Selbst-
schnitt k enthalten, sind
|OS1 (2E + 2F )| , k = 4 und∣∣∣OSn (E + k+n2 F)∣∣∣ , k ≥ n.
Siehe Lemma A.2.1 (Seite 97).
Nun müssen wir alle Kombinationen von L = R1π∗OX und C aus den
folgenden Tabellen in der Gleichung
L.C + C2 = 2 mit C2 = k ≥ 2
testen.
L = OSn(a, b), H1 (Sn,L) 6= 0
a = 0 b ≤ −2
a = −2 −n ≤ b ≤ 0
a < −2 −(n+ 1) ≤ b ≤ 0
L = OSn(a, b), H1 (Sn,L) = 0
a = 0 b = −1
a = −1 b ≤ 0
a = −2 b = −(n+ 1)
C
|OS1 (2E + 2F )| , k = 4, n = 1∣∣∣OSn (E + k+n2 )∣∣∣ , k ≥ n, k ≥ 2
1. H1 (Sn,L) 6= 0.
2. Berechnung der Weierstraßbündel 79
1.1. C ∈ |OS1(2E + 2F )| , k = 4, n = 1.
1.1.1. L = OS1(0, b), b ≤ −2,
C.L = (0, b).(2, 2) = 2b,
C2 = k = 4,
D.h. 4 + 2b = 2.
Es existiert in dieser Situation keine Lösung mit b ≤ −2.
1.1.2. L = OS1(−2, b), −1 ≤ b ≤ 0,
C.L = (−2, b).(2, 2) = 4 + 2b− 4 = 2b,
D.h. 4 + 2b = 2.
Mit b = −1 existiert eine Lösung.
1.1.3. L = OS1(a, b), a < −2, −2 ≤ b ≤ 0,
C.L = (a, b).(2, 2) = −2a+ 2a+ 2b = 2b,
D.h. 2b+ 4 = 2.
Auch hier existiert mit b = −1 eine Lösung.
1.2. C ∈
∣∣∣OSn (E + k+n2 F)∣∣∣ , k ≥ n, k ≥ 2.
1.2.1. L = OSn(0, b), b ≤ −2,
C.L = (1, k+n
2
).(0, b) = b,
D.h. k + b = 2.
Es existieren Lösungen mit b = 2− k für k ≥ 4.
1.2.2. L = OSn(−2, b), −n ≤ b ≤ 0.
C.L = (−2, b).(1, k + n
2
)
= 2n− k − n+ b
= n− k + b.
D.h. n+ b = 2.
Mit b = 2− n existieren für alle n ≥ 2 Lösungen.
1.2.3. L = OSn(a, b), a < −2, −(n+ 1) ≤ b ≤ 0,
C.L = (a, b).(1, k+n
2
) = −an+ ak+n
2
+ b,
D.h. b = 2 + an− ak+n
2
− k = 2− k + an−k
2
.
2. H1 (Sn,L) = 0.
2.1. C ∈ |OS1(2E + 2F )| , k = 4, n = 1.
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2.1.1. L = OS1(0,−1),
C.L = (2, 2).(0,−1) = −2.
In diesem Fall erhalten wir eine Lösung.
2.1.2. L = OS1(−1, b), b ≤ 0,
C.L = (2, 2).(−1, b) = 2 + 2b− 2 = 2b,
D.h. 2b+ 4 = 2.
Damit erhält man mit b = −1 eine Lösung.
2.1.3. L = OS1(−2,−2)
C.L = (2, 2).(−2,−2) = 4− 4− 4 = −4
Da −4 + 4 6= 2 ist, gibt es hier keine Lösung.
2.2. C ∈
∣∣∣OSn(E + k+n2 F )∣∣∣ , k ≥ n, k ≥ 2.
2.2.1. L = OSn(0,−1),
C.L = (1, k+n
2
).(0,−1) = −1,
D.h. −1 + k = 2.
Da k ≥ n und k ≥ 2 gelten muß folgt mit k = 3
n = 1 und C ∈ |OS1(E + 2F )| oder
n = 3 und C ∈ |OS3(E + 3F )|.
2.2.2. L = OSn(−1, b), b ≤ 0,
C.L = (−1, b).(1, k+n
2




n+ b− k + n
2
+ k = 2
2n+ 2b− k − n+ 2k = 4
n+ 2b+ k = 4.
Damit liefert b = 2− k+n
2
Lösungen.
2.2.3. L = OSn(−2,−(n+ 1)),
C.L = (1, k + n
2
).(−2,−(n+ 1))
= 2n− n− 1− k − n
= −(k + 1).
Das bedeutet, es gibt in diesem Fall keine Lösungen.
Die möglichen Fälle sind in der folgenden Tabelle zusammengefasst.
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C L
|OS1(2, 2)| OS1(a,−1), a ≤ −2 1.1.2. & 1.1.3.
|OSn(1, k+n2 )| OSn(0, 2− k), k ≥ 4 1.2.1.
|OSn(1, k+n2 )| OSn(−2, 2− n), n ≥ 2 1.2.2.
|OSn(1, k+n2 )| OSn(a, 2− k + a
n−k
2
), a ≤ −2 1.2.3.
|OS1(2, 2)| OS1(0,−1), k = 4 2.1.1.
|OS1(2, 2)| OS1(−1,−1) 2.1.2.
|OS1(1, 2)| OS1(0,−1) 2.2.1.
|OS3(1, 3)| OS3(0,−1) 2.2.1





Als nächstes zeigen wir, daß es im Fall L = OSn(0, b) und C ∈ |OSn(E+ bF )|
keine Geraden geben kann. Dies entspricht den Fällen 1.2.1. und 2.2.1.
3.1 Satz
Es sei π : X → Sn eine elliptische Faserung, lokal isomorph zu einem Wei-
erstraßmodell, über der Hirzebruch-Fläche fn : Sn → P1C mit R1π∗OX ∼=







Die Faserung X → Sn ist dann die mit fn zurückgezogene Faserung S →
P1C.
Beweis:
Wir wählen einen Schnitt E ⊂ Sn von fn mit E2 = n, so daß XE = π−1(E)
glatt ist.
Es seien π̂ : X̂ → Sn und π̂E : X̂E → P1C Weierstraßmodelle, zu denen
π : X → Sn, bzw. π|XE : XE → E lokal isomorph sind.
Wir identifizieren E mit fn(Sn) = P
1C. Da R1π∗OX ∼= OSn(0, b) ist, können
wir annehmen, daß X̂ = X̂E ×E Sn ist. Damit ist die Projektion X̂ → X̂E









für i = 0, ..., 3.
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H1 (Sn,Z) = 0,
H1 (E,Z) = 0.































, dann ist die zugehörige
Faserung ismorph zu X̂ → Sn und somit ist dann die zu η entsprechende
Faserung isomorph zu X̂E → E. Dies zeigt die Injektivität.
























Der Isomorphismus ergibt sich aus H1 (E,Z) = 0 mit Korollar 2.9 (Seite 72).
Darüberhinaus erhalten wir aus H1 (E,Z) = 0 mit Bemerkung 2.11 (Seite
























) ∼=−→ H1 (E,B(X̂E)) .
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isomorph, was gerade die
Behauptung des Satzes ist.
Da X̂ → X̂E ein P1C-Bündel und somit insbesondere ein S2-Bündel ist,
































Da elliptische Flächen über P1C mit einem Schnitt und mindestens ei-
ner singulären Faser einfach zusammenhängend sind (siehe [FM94] Chap. II,
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Hierbei sind a und c injektiv und b und d Isomorphismen. Mit dem
Fünferlemma folgt nun, daß c ein Isomorphismus ist. Dies war zu zeigen.
3.2 Korollar
Es sei π : X → Sn eine elliptische Faserung über der Hirzebruch-Fläche Sn,
lokal isomorph zu einem Weierstraßmodell, mit R1π∗OX = OSn(0, b). Dann
gibt es keine Geraden in X deren Bild unter π glatt ist und die Fasern von
fn genau einmal schneidet.
Beweis:
Aus obigem Theorem folgt, daß eine elliptische Fläche π̃ : S → P1C existiert,







Dabei ist Fn : X → S ein P1C-Bündel. Wir nehmen an, daß L ⊂ X eine
Gerade ist für die gilt: C := π(L) ist glatt und C schneidet jede Faser von
fn genau einmal. Dann folgt mit Korollar I.2.2 (Seite 9), daß π|L : L → C
biholomorph ist.
Das bedeutet, das Bild Fn(L) von L in S ist ein Schnitt von π̃. Daher
ist XS,L := F
−1
n (Fn(L)) ein glatter Divisor in X und mit XL := π
−1(C) gilt
L = XL∩XS,L. Somit ergibt sich für das Normalenbündel NL\X von L in X:
NL\X = NL\XL ⊕NL\XS,L .
Da aber NL\XS,L
∼= NC\Sn ∼= OP1C(k) ist, mit k ≥ 2, erhalten wir einen
Widerspruch.
4 Zusammenfassung
Nun wollen wir eine zusammenfassende Übersicht dieser Rechnungen geben.
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4.1 Satz
Es sei π : X → S eine elliptische Faserung, lokal isomorph zu einem Weier-
straßmodell und S entweder P2C oder die n-te Hirzebruch-Fläche. Enthält
X eine Gerade L deren Bild in S glatt ist, so gilt mit den Bezeichnungen
h1 := dim H1 (X,OX) ,
h2 := dim H2 (X,OX) ,
L := R1π∗OX ,
C := π(L),
k := C2,
daß eine der Situationen aus der folgende Liste zutrifft.
C L k hi
OS0(1, 1) OS0 k = 2 h1 6= 0
h2 = 0
OP2C(2) OP2C(−1) k = 4
OS1(2, 2) OS1(a,−1); a = 0, 1 k = 4 h1 = 0
OS1(2, 2) OS1(−1,−1) k = 4 h2 = 0
OSn(1, k+n2 ) OSn(−1, 2−
k+n
2
) k > 2; k ≥ n
OS1(2, 2) OS1(a,−1); a ≤ −2 k = 4 h1 = 0
OSn(1, k+n2 ) OSn(a, 2− k + a
n−k
2
); a ≤ −2 k > 2; k ≥ n h2 6= 0
Für die Situation in der letzten Zeile muß außerdem die Ungleichung
2− k + n−k
2
≤ 0 erfüllt sein.
Beweis: Wir erhalten diese Tabelle aus der Tabelle auf Seite 81. Mit dem
Korollar 3.2 (Seite 84) werden die Fälle 1.2.1 und 2.2.1 ausgeschlossen.
Der Fall C ∈ |OS0(1, 1)| und L = OS0 entspricht der Situation eines ellipti-
schen Hauptfaserbündels.
Der Fall C ∈ |OS1(2, 2)| und L = OS1(a,−1), a = 0, 1 entspricht den Fällen
2.1.1 und 2.1.2.
Der Fall C ∈ |OSn(1, k+n2 )|, L = OSn(−1, 2 −
k+n
2
) entspricht der Situation
2.2.2. Den Fall k = 2 können wir dabei ausschliessen. Denn dann gilt C.L = 0.
Das bedeutet, über jeder glatten Kurve aus |OSn(C)| ist X ein elliptisches
Hauptfaserbündel. Da diese Kurven sich schneiden und eine offene Menge
von Sn überdecken, ist X über einer offenen Menge ein elliptisches Hauptfa-
serbündel. Damit muß X aber selbst ein elliptisches Hauptfaserbündel sein.
Diese Situation wurde in Kapitel V vollständig beschrieben.
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Der Fall C ∈ |OS1(2, 2), L = OS1(a,−1), a ≤ −2 entspricht den Fällen 1.1.2
und 1.1.3.
Der Fall C ∈ |OSn(1, k+n2 )|, L = OSn(a, 2 − k + a
n−k
2
), a ≤ −2 entspricht
den Fällen 1.2.2 und 1.2.3. Dabei erhält man L = OSn(−2, 2 − n) aus
OSn(a, 2 − k + an−k2 ) für a = −2. Hier wird der Fall k = 2 genau wie oben
ausgeschlossen. Die Bedingung −(n+ 1) ≤ 2− k + an−k
2
ist stets erfüllt:
−(n+ 1) ≤ 2− k + an− k
2
0 ≤ 3 + n− k + an− k
2
0 ≤ 3 + (n− k)(1 + a
2
).
Die letzte Ungleichung ist für a ≤ −2 und n− k ≤ 0 stets erfüllt.
4.2 Bemerkungen
4.2.1 Im Falle L = OS0 ist X ein elliptisches Hauptfaserbündel über S0 und
enthält Geraden (siehe Kapitel V). In den anderen Fällen ist die Existenz
von Geraden nicht bekannt.
Kapitel VIII
Ausblick
Wir wollen zum Abschluß einige Fragen zusammentragen die
offen geblieben sind, bzw. sich nun stellen.
Es sei X eine kompakte, komplexe Mannigfaltigkeit der Dimension n,
L ⊂ X eine Gerade und W der Parameterraum der Geraden in X. Der zu L
korrespondierende Punkt in W sei pL.
1. Wir bezeichnen die Idealgarbe von L mit IL. Dann heißt OX
/
Im+1L
die m-te infinitesimale Umgebung von L in X.
Es sei nun L̃ eine Gerade in PnC und IL̃ ihre Idealgarbe. Da L eine
Gerade ist, sind die ersten infinitesimalen Umgebungen von L und L̃
isomorph. Ist L eine tubulare Gerade, so sind alle infinitesimalen Um-
gebungen isomorph. Es stellt sich die Frage, ob es eine Zahl m0 gibt, die






folgt, daß L eine tubulare Gerade ist.
2. Die Gerade L sei tubular und in der Zusammenhangskomponente W0 ⊂
W enthalten. Sind dann notwendigerweise alle Geraden, die durch W0
parametrisiert werden, tubular?
3. In Kapitel III.4 (Seite 35) haben wir gesehen, daß der Weyl-Tensor auf
W in pL verschwindet, falls L eine tubulare Gerade ist.
Folgt umgekehrt, aus dem Verschwinden des Weyl-Tensors in einem
Punkt von W , daß die entsprechende Gerade tubular ist?
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4. Zu der Liste aus SatzVII.4.1 (Seite 84), die die notwendigen Bedingun-
gen zur Existenz von Geraden in elliptischen Faserungen über Hirzebruch-
Flächen beschreibt, stellen sie die folgenden Fragen:
Sind diese Bedingungen auch hinreichend?
Falls nicht, kann man den Fall H2 (X,OX) 6= 0 ausschließen und erhal-
ten wir dann hinreichende Bedingungen?
5. Ist es möglich in der Situation von Satz 4.1 (Seite 84) die Voraussetzung
an die Glattheit des Bildes einer generischen Geraden fallenzulassen?
Oder kann gezeigt werden, daß in dieser Situation die Bilder generischer




Hirzebruch-Flächen sind P1C-Bündel über P1C. Diese Flächen
bilden zusammen mit der projektiven Ebene P2C die minimalen
Modelle für alle rationalen Flächen. In diesem Kapitel wollen wir
untersuchen, welche Linearsysteme auf Hirzebruch-Flächen ratio-
nale Kurven zu vorgebenen Selbstschnittzahlen enthalten und die
Kohomologiegruppen von Geradenbündeln auf Hirzebruch-Flächen
berechnen. Hirzebruch-Flächen wurden von F. Hirzebruch erst-
mals ausführlich studiert [Hir51].
0.1 Definition
Die durch P (OP1C(−n)⊕OP1C) =: Sn definierte Fläche heißt n-te Hirze-
bruch-Fläche.
Notation:
Es sei fn : Sn → P1C die natürliche Projektion. In Sn gibt es einen ausge-
zeichneten Divisor E mit E2 = −n. Dieser Divisor entspricht einem ausge-
zeichneten Schnitt von fn, dem sogenannten negativen Schnitt.
Bei Schnittzahlberechnungen bezeichnen wir auch die Klasse einer Faser F
mit F . Die Picardgruppe von Sn wird von E und F erzeugt und effektive
Linearsysteme entsprechen positiven Linearkombinationen von E und F .
Der Divisor A, der der Klasse eines Schnittes von fn entspricht, hat die
Selbstschnittzahl A2 = n. Es gilt:
A2 = n, E2 = −n, F 2 = 0,
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A.F = E.F = 1.
Das kanonische Bündel KSn von Sn ist
KSn = −2 · E − (2 + n) · F.
Geradenbündel auf Sn sind von der Form
OSn(a · E + b · F )
und wir schreiben hierfür auch OSn(a, b). Die Selbstschnittzahl beträgt
(a · E + b · F )2 = −a2 · n+ 2ab = a · (2b− an).
Sind D1 ∈ |OSn(a, b)| und D2 ∈ |OSn(c, d)| zwei effektive Divisoren, so
benutzen wir bei der Berechnung der Schnittzahl D1.D2 die Kurzschreibweise
D1.D2 = (a, b)(c, d) = −ac · n+ ad+ bc.
1 Kohomologie von Geradenbündeln auf Hirze-
bruch-Flächen
Wir benötigen mehrmals das Verschwinden von Kohomologiegruppen von
Geradenbündeln auf Sn. Nun geben wir eine Übersicht über alle Kohomolo-
giegruppen von Geradenbündeln OSn(a, b) auf Sn.
a dim H0 (Sn,OSn(a, b)) b
−1 0 ∀b
0 b+ 1 b ≥ 0
0 b < 0
0 b < 0











0 ≤ b < an
l := max{k : b− kn ≥ 0 und k ≥ 0}
a ≤ −2 0 ∀b
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a dim H1 (Sn,OSn(a, b)) b
−1 0 ∀ b
0 −b− 1 b ≤ −1
0 b ≥ −1
0 b− an ≥ −1
a > 0 (a+ 1)(an
2












−2 < b < an− 1
l := min {k : b− kn ≤ −2 und k ≥ 0}
−2 0 b+ n ≤ −1
b+ n+ 1 b+ n > −1
0 b ≤ an+ n− 1
a < −2 (a+ 1)(an
2
− b− 1) b+ n > −1
(a+ 1)(an
2
− b− 1)− l
(
b+ n+ 1 + n(l−1)
2
)
2n+ an− 1 < b+ n < 0
l := min {k : kn ≥ −(b+ n) und k ≥ 0}
a dim H2 (Sn,OSn(a, b)) b
a ≥ −1 0 ∀b
−2 0 b+ n > −2
−b− n− 1 b+ n ≤ −2
0 b+ n+ 2 > 0





b+ 2 ≤ an+ n
−(l + 1)
(
b+ n+ 1 + nl
2
)
0 ≥ b+ n+ 2 > 2n+ an
l := max {k : kn ≤ −b− n− 2 und k ≥ 0}
Zunächst bestimmen wir die direkten Bildgarben fn∗OSn(a, b).
Da E.F = 1 ist, gilt fn∗OSn(−E) = 0.
Für a ≥ 0 ist







92 Anhang A. Linearsysteme auf Hirzebruch-Flächen







R1fn∗OSn(a · E) = 0, für a ≥ −1.





ergibt für a ≥ −1





Wir erhalten daher für i = 0 und i = 1
H i (Sn,OSn(a, b)) =







OP1C(b− k · n)
)
, falls a ≥ 0.
und
H2 (Sn,OSn(a, b)) = 0.
Dies können wir noch etwas detaillierter aufschlüsseln.
1. Der Fall a = −1.
H i (Sn,OSn(−1, b)) = 0, für i = 0, 1, 2.
2. Der Fall a = 0.







b+ 1, falls b ≥ 0,
0, falls b < 0.







−b− 1, falls b ≤ −1,
0, falls b ≥ −1.
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dim H2 (Sn,OSn(0, b)) = 0.
3. Der Fall a > 0.
3.1. Berechnung von H0 (Sn,OSn(a, b)):
3.1.1. Der Fall b < 0.
H0 (Sn,OSn(a, b)) = 0.
3.1.2. Der Fall b− an ≥ 0.













3.1.3. Der Fall 0 ≤ b < an.
Wir definieren l := max{k : b− k · n ≥ 0 und k ≥ 0}.
dim H0 (Sn,OSn(a, b))
= (l + 1)(b+ 1)− n · l · (l + 1)
2
= (l + 1)
(




3.2. Berechnung von H1 (Sn,OSn(a, b)):
3.2.1. Der Fall b− a · n ≥ −1.
H1 (Sn,OSn(a, b)) = 0.
3.2.2. Der Fall b ≤ −2.
dim H1 (Sn,OSn(a, b))




(k · n− b− 1)









3.2.3. Der Fall −2 < b < a · n− 1.
Wir definieren l := min{k : b− l · n ≤ −2 und k ≥ 0}.








(k · n− b− 1)−
l−1∑
k=0




































3.3. H2 (Sn,OSn(a, b)) = 0.
Die verbleibenden Fälle (a ≤ −2) können nun mittels Serre-Dualität




H2 (Sn,OSn(a, b)) = H0 (Sn,OSn(−2− a,−b− n− 2)) und
H1 (Sn,OSn(a, b)) = H1 (Sn,OSn(−2− a,−b− n− 2)) .
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4. Der Fall a = −2.
4.1. H0 (Sn,OSn(−2, b)) = 0.
4.2. Berechnung von H1 (Sn,OSn(−2, b)):
4.2.1. Der Fall b+ n ≤ −1.
H1 (Sn,OSn(−2, b)) ∼= H1 (Sn,OSn(0,−b− n− 2)) = 0.
4.2.2. Der Fall b+ n > −1.
H1 (Sn,OSn(−2, b)) ∼= H1 (Sn,OSn(0,−b− n− 2)) = b+n+1.
4.3. Berechnung von H2 (Sn,OSn(−2, b)):
4.3.1. Der Fall b+ n > −2.
dim H2 (Sn,OSn(−2, b)) =
= dim H0 (Sn,OSn(0,−b− n− 2))
= 0.
4.3.2. Der Fall b+ n ≤ −2.
dim H2 (Sn,OSn(−2, b)) =
= dim H0 (Sn,OSn(0,−b− n− 2))
= −b− n− 1.
5. Der Fall a < −2.
5.1. dim H0 (Sn,OSn(a, b)) = 0.
5.2. Berechnung von H1 (Sn,OSn(a, b)) :
5.2.1. Der Fall b ≤ a · n+ n− 1.
dim H1 (Sn,OSn(a, b)) =
= dim H1 (Sn,OSn(−2− a,−b− n− 2))
= 0.
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5.2.2. Der Fall b+ n ≥ 0.
dim H1 (Sn,OSn(a, b)) =
= dim H1 (Sn,OSn(−2− a,−b− n− 2))
= (−2− a+ 1)
(
(−2− a) · n
2
− (−b− n− 2)− 1
)
= −(a+ 1) ·
(
−n− a · n
2
+ b+ n+ 1
)





− b− n− 1
)







5.2.3. Der Fall 2n+ a · n− 1 < b+ n < 0.
Wir definieren l := min{k : k · n ≥ −(b+ n) und k ≥ 0}.
dim H1 (Sn,OSn(a, b)) =
= dim H1 (Sn,OSn(−2− a,−b− n− 2)
= (−2− a+ 1) ·
(
(−2− a) · n
2




(−b− n− 2) + 1− n · (l − 1)
2
)
= −(a+ 1) ·
(
−n− a · n
2




−b− n− 1− n · (l − 1)
2
)








b+ n+ 1 +




6. Berechnung von H2 (Sn,OSn(a, b)):
6.1. Der Fall b+ n+ 2 > 0.
H2 (Sn,OSn(a, b)) = 0
6.2. Der Fall b+ 2 ≤ a · n+ n.
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H2 (Sn,OSn(a, b)) =
= H0 (Sn,OSn(−2− a,−b− n− 2))
= (−2− a+ 1) ·
(
−b− n− 2 + 1− (−2− a) · n
2
)
= (a+ 1) ·
(









6.3. Der Fall 0 ≥ b+ n+ 2 > 2 · n+ a · n.
Wir definieren l := max{k : k · n ≤ −b− n− 2 und k ≥ 0}.
H2 (Sn,OSn(a, b)) = H0 (Sn,OSn(−2− a,−b− n− 2))
= (l + 1) ·
(
−b− n− 2 + 1− n · l
2
)
= −(l + 1) ·
(





Wir werden auf diese Berechnungen meistens dann zurückgreifen, wenn
wir das Verschwinden bestimmter Kohomologiegruppen überprüfen wollen.
2 Rationale Kurven in Hirzebruch-Flächen
Wir wollen nun berechnen, welche basispunktfreien Linearsysteme auf Sn ra-
tionale Kurven zu vorgegebener positiver Selbstschnittzahl enthalten.
2.1 Lemma
Basispunktfreie Linearsysteme auf Hirzebruch-Flächen Sn, die rationale Kur-
ven vom Selbstschnitt k > 0 enthalten, sind die folgenden:
• |OS1(2E + 2F )| mit k = 4.
•
∣∣∣OSn (E + k+n2 F)∣∣∣ mit k ≥ n.
Beweis:
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Es sei C ∈ |OSn(a, b)| eine rationale Kurve vom Selbstschnitt
C2 = k > 0. Die Adjunktionsformel ergibt
−C2 = 2 +KSn .C.
Der Selbstschnitt von C ist
C2 = (a, b)(a, b) = −n · a2 + 2ab = k.
Zunächst berechnen wir KSn .C:
KSn .C = (−2,−(n+ 2)) (a, b) = 2an− 2b− an− 2a
und setzen dies, sowie C2 = k in die Adjunktionsformel ein:
2an− 2b− an− 2a+ 2 = −k
an− 2a+ 2 + k = 2b
a2n− 2a2 + 2a+ ak = 2ab
Aus der Formel für C2 ergibt sich 2ab = k + na2. Insgesamt erhalten wir:
a2n− 2a2 + 2a+ ka = a2 + k
2a2 − 2a− ak + k = 0
2a(a− 1)− k(a− 1) = 0
(2a− k)(a− 1) = 0.
Wir erhalten als notwendige Bedingungen a = 1 beziehungsweise a = k
2
. Set-
zen wir diese Werte in die Adjunktionsformel und in die Selbstschnittformel















Wobei nur diejenigen Werte für n und k eingesetzt werden dürfen, die ganz-
zahlige Resultate liefern.
Um zu sehen, welche Linearsysteme der Form
∣∣∣OSn (a, k+n2 )∣∣∣ basispunkt-
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Der letzte Term ergibt sich aus (E + n+k
2





























∣∣∣OSn(E + k+n2 F )∣∣∣ sind in einer Fixkomponente enthalten,
deren Reduktion nur E sein kann. Im Falle k ≥ n gibt es keine Fixkompo-
nente und somit auch keine Basispunkte.
Zur Untersuchung des Linearsystems





































< 0 ist, ist E eine Fixkomponente von
∣∣∣OSn (k2E + (nk4 + 1)F)∣∣∣.
Also nehmen wir nk = 0 beziehungsweise nk = 4 an. Hierfür gibt es nur die
folgenden Möglichkeiten:
1. n = 0 und k > 0. Da S0 = P
1C×P1C ist, entspricht dies gerade dem
Fall a = 1 und b = k
2
, den wir in dem anderen Linearsystem schon
betrachtet haben.
2. n = 1 und k = 4. Dies entspricht OS1(2E + 2F ).
3. n = 2 und k = 2. Dies entspricht OS2(E + 2F ) und wurde auch schon
betrachtet.
Da H1 (S1,OS1(E + 2F )) = 0 ist (siehe A.1, Seite 90, a > 0) induziert die
Sequenz
0→ OS1(E + 2F )→ OS1(2E + 2F )→ OE → 0
eine surjektive Abbildung
H0 (S1,OS1(2E + 2F ))→ H0 (E,OE) .
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Damit ist auch dieses Linearsystem basispunktfrei.
Als Anwendung erhalten wir eine Beschreibung, wie Flächen mit rationa-
len Kurven mit Hirzebruch-Flächen zusammenhängen.
2.2 Satz
Es sei S eine glatte Fläche und C ⊂ S eine glatte, rationale Kurve mit
C2 = k ≥ 2. Dann existiert (eventuell nach Aufblasen von S außerhalb von
C) eine holomorphe Abbildung
Ψ : S → Sn
auf eine Hirzebruch-Fläche Sn mit n ≤ k, die biholomorph auf einer Umge-
bung von C ist.
Beweis:
Die Existenz einer rationalen Kurve von positivem Selbstschnitt bedeu-
tet, daß S eine rationale Fläche ist (siehe Kapitel 2, Seite 47). Wir beweisen
die Aussage durch Induktion nach k.
Für k = 2 haben wir die Aussage bereits im Kapitel V.2 (Seite 53) be-
wiesen.
Nun sei k > 2 und die Aussage für k − 1 bewiesen. Dann betrachten wir
die Aufblasung
σ : S ′ → S
von S in einem Punkt P ∈ C. Die eigentliche Transformierte C ′ ⊂ S ′ von C
hat den Selbstschnitt k − 1 und somit gibt es auf Grund der Induktionsvor-
aussetzung eine holomorphe Abbildung
φ : S ′ → Sn′
mit n′ ≤ k − 1. Die totale Transformierte von C ist
σ∗(C) = C ′ +R,
wobei R eine rationale Kurve ist und es gilt:
R2 = −1,
R.C = 1.
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Längs C ′ ist φ biregulär und es gibt eine rationale Kurve C ′0 ⊂ Sn′ mit
C ′ = φ∗(C ′0).
Als nächstes zeigen wir, daß die Einschränkung φ|R biholomorph ist.
Es sind
H1 (S ′,OS′(−R)) = 0 und
H1 (C ′,OS′(k − 2)) = 0.
Daraus und aus den exakten Sequenzen
0→ OS′ → OS′(C ′)→ OC′(k − 1)→ 0
0→ OS′(−R)→ OS′(C ′ −R)→ OC′(k − 2)→ 0
folgt
H1 (S ′,OS′(C ′ −R)) = 0.
Somit folgt aus der Sequenz
0→ OS′(C ′ −R)→ OS′(C ′)→ OS′(C ′)|R → 0
die Surjektivität
H0 (S ′,OS′(C ′))→ H0 (R,OR(1)) .
Daher ist R ∼= φ(R) =: R0, mit R0.C ′0 = 1.
Nun wollen wir dasjenige Linearsystem bestimmen, welches R0 enthält. Nach
Lemma 2.1 (Seite 97) sind die beiden folgenden Fälle möglich.
1. n = 1, C ′0 ∈ |OS1(2E + 2F )| .
Aus C ′0.R0 = 1 und R0 ∈ |OS1(aE + bF )| ergibt sich
C ′0.R0 = (2, 2)(a, b) = −2a+ 2b+ 2a
= 2b
= 1.
Hierfür gibt es keine ganzzahlige Lösung.
2. n beliebig, k − 1 ≥ n′ und C0 ∈
∣∣∣OS′n(E + k−1+n′2 F )∣∣∣ .
Aus C ′0.R0 = 1 und R0 ∈
∣∣∣OS′n(aE + bF )∣∣∣ergibt sich
C ′0.R0 = (1,
k − 1 + n′
2
)(a, b)
= −an′ + b+ a
2
(k − 1 + n′)
= 1.
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Das bedeutet
−2an′ + 2b+ ak − a+ an′ = 2
2b+ ak − a− an′ = 2
2b+ a(k − n′ − 1) = 2.
Aus k− 1 ≥ n′ folgt a(k− n′− 1) ≥ 0. Daher gibt es nur die folgenden
vier Möglichkeiten
1.: b = 1; a = 0; k − 1 ≥ n′,
2.: b = 1; a ≥ 0; k − 1 = n′,
3.: b = 0; a = 1; k − n′ − 1 = 2; k − n′ = 3,
4.: b = 0; a = 2; k − n′ − 1 = 1; k − n′ = 2.
Da R0 eine rationale Kurve ist, gilt R
2
0 + KSn′ .R0 = −2. Dies testen wir für
die vier Möglichkeiten im zweiten Fall.
1. R0 = (0, 1), k − 1 ≥ n′
R20 = 0,
KS′n .R0 = (0, 1)(−2,−(n
′ + 2))
= −2.
Dieser Fall ist möglich.
2. R0 = (a, 1), k − 1 = n′
R20 = (a, 1)
2
= −a2n′ + 2a.
KS′n .R0 = (−2,−(n
′ + 2))(a, 1)
= 2an′ − 2− an′ − 2a
= an′ − 2a− 2.
R20 +KS′n .R0 = −a
2n′ + 2a+ an′ − 2a− 2
= −2
an′(1− a) = 0
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Die Lösung a = 0 wurde in 1. diskutiert. Die Lösung n′ = 0 indu-
ziert k = 1, was den Voraussetzungen nicht entspricht. Es bleibt die
Möglichkeit a = 1. Das ergibt R0 = (1, 1) und R
2
0 = 2− n′, mit n′ ≥ 2.
3. R0 = (1, 0), k − n′ = 3
R20 = −n′
R0.KS′n + (1, 0)(−2,−(n
′ + 2))
= 2n′ − n′ − 2
= n′ − 2.
R20 +R0.KS′n = −n
′ + n′ − 2
= −2.
Dieser Fall ist möglich.
4. R0 = (2, 0), k − n′ = 2
R20 = −4n′
R0.KS′n = (2, 0)(−2,−(n
′ + 2))
= 4n′ − 2n′ − 4
R20 +R0.KS′n = −4n
′ + 4n′ − 3n′ − 4
Nun müßte −2n′ − 4 = −2 sein. Da dies mit nichtnegativem n′ nicht
möglich ist, kann dieser Fall ausgeschloßen werden.
Nun gilt R = φ∗(R0) − E ′, wobei E ′ exzeptionell bezüglich φ ist, das
bedeutet insbesondere (E ′)2 ≤ 0. Dann gilt
R2 = R20 + (E
′)2
= −1.
Ist R0 = E oder R0 = (1, 1) mit R
2
0 < 0, so folgt (E
′)2 = 0 und R20 = −1.
Das heißt, die Abbildung φ ist in einer Umgebung von R biholomorph. Wir
erhalten unmittelbar eine holomorphe Abbildung Ψ : S → Sn mit n = n′.
Ist R0 = F oder R0 = (1, 1) mit R
2
0 = 0, so gilt (E
′)2 = −1. Da
KS′|E′ = φ∗KS′n|E′ ⊗NE′\S′ ist, folgt K ′S.E ′ = (E ′)2 = −1. Somit ist E ′ eine
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rationale −1-Kurve. Als nächstes blasen wir S ′n in φ(E ′) auf. Die eigentliche
Transformierte von R0 hat nun den Selbstschnitt −1 und kann abgeblasen
werden. Damit wird S ′n zu Sn, mit n = n
′+ 1 transformiert und wir erhalten
die gewünschte Abbildung Φ : S → Sn.
Anhang B
Hopf-Flächen
In diesem Kapitel wollen wir die prominentesten nichtprojek-
tiven Flächen, die Hopf-Flächen, beschreiben. Diese waren die er-
sten Beispiele für Mannigfaltigkeiten ohne Kähler-Metrik (siehe
[Hop48]) und wurden später ausführlich in den Kodaira Arbei-
ten zu komplexen Flächen untersucht (insbesondere [Kod66b] und
[Kod69]).
0.1 Definition
Eine kompakte, komplexe Fläche F heißt Hopf-Fläche, falls ihre universelle
Überlagerung C2 \ {0, 0} ist.
Eine Hopf-Fläche heißt primäre Hopf-Fläche, falls ihre Fundamentalgruppe
isomorph zu Z ist und sonst sekundäre Hopf-Fläche.
Ist eine Hopf-Fläche F mit universeller Überlagerung π : C2 \{0, 0} → F
gegeben und G die Gruppe der Decktransformationen, so operiert G auf
C2 \ {0, 0} und es gilt
F ∼=
(
C2 \ {0, 0}
)
/G .
Die Isomorphietypen von G sind für primäre Hopf-Flächen bekannt und
werden in dem folgenden Satz beschrieben.
0.2 Satz (Kodaira)
Jede Hopf-Fläche wird durch eine primäre Hopf-Fläche endlich und unver-
zweigt überlagert.
Zu einer primären Hopf-Fläche F existieren Zahlen m ∈ N, a, b, t ∈ C mit
0 < |a| ≤ |b| < 1 und (bm − a)t = 0,
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so daß F ∼= (C2 \ {0, 0}) /G ist und G ist die durch den folgenden Automor-
phismus γ von C2 \ {0, 0} erzeugte Gruppe:
γ : C2 \ {0, 0} → C2 \ {0, 0}
(z1, z2) 7→ (az1 + tzm2 , bz2).
Sind umgekehrt m ∈ N, a, b, t ∈ C wie oben gegeben, so operiert die dazu
korrespondierende Gruppe frei und eigentlich diskontinuierlich auf C2\{0, 0}
und der Quotient ist eine Hopf-Fläche.
Beweis: Siehe [Kod66b] Theorem 30.
1 Diffeomorphietyp einer primären Hopf-Fläche.
Wir zeigen nun, daß eine primäre Hopf-Fläche diffeomorph zu S1 × S3 ist.
Wir können t = 0 wählen. Nun betrachten wir die Abbildung



























Dabei ist S3 ↪→ C4 als Einheitssphäre eingebettet. Dies ist eine C∞-
Abbildung, invariant unter der Abbildung γ und induziert einen Diffeomor-
phismus zwischen S1 × S3 und der Hopf-Fläche (C2 \ {0, 0}) /< γ > .
1.1 Bemerkungen
1.1.1 Umgekehrt ist jede kompakte, komplexe Fläche, die homöomorph zu
S1 × S3 ist, eine Hopf-Fläche (siehe [Kod66a]).
1.1.2 Aus dem Diffeomorphietyp einer Hopf-Fläche folgt, daß es keine Kähler-
Metrik auf einer Hopf-Fläche geben kann. Für Kähler-Mannigfaltigkeiten
hat man die Hodge-Zerlegung und diese impliziert, daß die ungeraden Betti-
Zahlen gerade sind. Nun ist aber b1(F ) = b3(F ) = 1. Insbesondere sind
Hopf-Flächen nicht projektiv.
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Bevor wir die algebraische Dimension einer Hopf-Fläche bestimmen, wollen
wir einige Kohomologiegruppen und das kanonische Bündel berechnen.
2 Kohomologiegruppen primärer Hopf-Flächen.
Für Mannigfaltigkeiten ohne Kähler-Struktur gilt die Hodge-Zerlegung nicht.
Der folgende Satz zeigt, daß es für beliebige kompakte Flächen eine Ab-
schätzung der Hodge-Zahlen durch die Betti-Zahlen gibt. Dies ist in höheren
Dimensionen nicht mehr möglich (siehe Bemerkung III.1.1 auf Seite 27).
2.1 Satz
















Siehe [Kod64] Theorem 3 (Seite 755) und [BPV84] Chapter IV Theorem 2.9.
(Seite 118).
2.2 Bemerkung
Da eine primäre Hopf-Fläche diffeomorph zu S1×S3 ist, folgt aus dem ersten
Teil des Satzes
h1(OF ) = 1 und h0(Ω1F ) = 0.
Da b2(F ) = 0 ist, impliziert der zweite Teil des Satzes
h2(OF ) = h1(Ω1F ) = h0(Ω2F ) = 0.
Setzen wir h1(OF ) = 1, h2(OF ) = 0 und c2(F ) = 0 in die Noether’sche
Formel




c21(F ) + c2(F )
)
ein, so ergibt sich (c1(F ))
2 = 0.
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3 Das kanonische Bündel.
Wir bestimmen das kanonische Bündel der primären Hopf-Fläche,
(C2 \ {0, 0}) /< γ > indem wir auf C2\{0, 0} eine meromorphe, γ-invariante
2-Form konstruieren. Der Automorphismus γ : C2 \ {0, 0} → C2 \ {0, 0} sei
durch
(z1, z2) 7→ (az1 + tzm2 , bz2)
gegeben. Wir sehen, daß {(z1, z2) ∈ C2 \ {0, 0} : z2 = 0} eine γ-invariante
Menge ist, deren Bild C = C∗ /< γ > in F = C2 \ {0, 0} /< γ > eine ellipti-
sche Kurve ist. Für t = 0 erhalten wir mit z1 = 0 ebenfalls eine γ-invariante
elliptische Kurve C0 = C





dz1 ∧ dz2 falls t 6= 0
1
z1z2
dz1 ∧ dz2 falls t = 0
Im Falle t 6= 0 benutzen wir dabei, daß a = bm ist.
Damit erhalten wir für das kanonische Bündel KF von F:
KF =

−(m+ 1) [C] falls t 6= 0
− [C0]− [C] falls t = 0
4 Die algebraische Dimension einer Hopf-Fläche.
Kennt man zu einer primären Hopf-Fläche F die Gruppe der Decktransfor-
mationen, so läßt sich daraus die algebraische Dimension ermitteln.
4.1 Satz
Es sei F = (C2 \ {0, 0}) /< γ > eine Hopf-Fläche mit γ(z1, z2) = (az1 +
tzm2 , bz2). Dann ist die algebraische Dimension a(F ) von F höchstens eins
und es gilt:
a(F ) = 0, falls t 6= 0 oder ak 6= bl für k, l ∈ N \ {0},
a(F ) = 1, falls t = 0 und ak = bl für einige k, l ∈ N \ {0}.
Beweis:
Es sei f eine meromorphe Funktion auf F und f̃ der Lift von f auf C2\{0, 0}.
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2 die Laurent-Reihenentwicklung von f̃ im Nullpunkt.












Dies ist für t 6= 0 nur für die konstante Funktion möglich. Wir nehmen nun











Diese Gleichung kann nur erfüllt sein, wenn für einige Zahlen i und j gilt
aibj = 1. In diesem Fall ist die algebraische Dimension von F eins.
4.2 Satz
Jedes elliptische Hauptfaserbündel über P1C ist entweder ein Produkt oder
eine Hopf-Fläche.
Beweis:
In Bemerkung V.1.3.3 (Seite 53) hatten wir gesehen, daß elliptische Haupt-
faserbündel über Kurven durch C∗-Bündel überlagert werden.
Es sei S → P1C ein elliptisches Hauptfaserbündel und L∗ → P1C das
überlagernde C∗-Bündel. Dann ist L∗ von der Gestalt (OP1C(d))∗. Ist d = 0,
so ist S isomorph zu dem Produkt aus pec und einer elliptischen Kurve. Wir
können im weiteren annehmen, daß d 6= 0 ist. Durch eine faserweise definierte
Abbildung der Form z 7→ z−d erhalten wir eine Überlagerung
(OP1C(−1))∗ → L∗.
Nun ist aber (OP1C(−1))∗ isomorph zu C2\{0, 0} und daher ist S eine Hopf-
Fläche.
4.3 Bemerkung
Ist π : S → P1C ein elliptisches Hauptfaserbündel mit Faser E und einem
Schnitt σ : P1C→ S, so ist S ∼= E ×P1C.
Beweis:
Aus der Existenz des Schnittes folgt, daß S projektiv ist. Da die algebraische
Dimension von Hopf-Flächen höchstens eins ist, folgt die Aussage aus obigem
Satz.
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5 Hopf-Flächen in der Kodaira-Klassifikation.
Der folgende Satz ordnet die Hopf-Flächen in die Klassifikation der Flächen
ein.
5.1 Satz
Es sei F eine kompakte, komplexe Fläche. Dann gilt
1. Ist F eine minimale Fläche der algebraischen Dimension a(F ) = 1 und
κ(F ) = −∞, so ist F eine Hopf-Fläche.
2. Es sei a(F ) = 0. Die Fläche F ist genau dann eine Hopf-Fläche, wenn
b1(F ) = 1 und b2(F ) = 0 ist und F mindestens eine Kurve enthält.
Beweis:
Siehe [Kod66b] Theorem 34 (Seite 699) und Theorem 35 (Seite 707).
Anhang C
Deformationstheorie
In diesem Abschnitt werden einige Resultate aus der Defor-
mationstheorie aufgeführt, so wie sie in dieser Arbeit benötigt
werden. Eine ausführliche Übersicht zur Deformationstheorie und
Literatur dazu, findet sich in [Pal90].
1 Definition
Es seien X und W kompakte, komplexe Mannigfaltigkeiten und
πX : X ×W −→ X,
πW : X ×W −→ W
die kanonischen Projektionen. Eine analytische Familie komplexer Unterman-
nigfaltigkeiten der komplexen Mannigfaltigkeit X mit dem Modulraum W ist
eine komplexe Untermannigfaltigkeit Z ⊂ X ×W , so daß die Einschränkung
µ := πW |Z : Z → W
eine eigentliche, flache und reguläre Abbildung ist.
2 Bemerkung
Mit der Abbildung ν := πX |Z : Z → X erhalten wir zu jedem Punkt w ∈ W
eine komplexe Untermannigfaltigkeit Xw := ν(µ
−1(w)). Wir benutzen auch
die Schreibweise {Xw ↪→ X : w ∈ W} für eine analytische Familie mit dem
Modulraum W .
Die exakte Folge
N∨Z\X×W → Ω1X×W |Z → Ω1Z → 0
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und die Projektion µ∗Ω1W ⊕ ν∗Ω1X → µ∗Ω1W induzieren die Abbildung
ρ : TW → µ∗NZ\X×W .
Da µ eine flache Abbildung ist, gilt für alle w ∈ W und Zw := µ−1(w) die
Isomorphie NZ\X×W |Zw = NZw\X . Somit induziert die Abbildung ρ in jedem
Punkt w ∈ W einen Homomorphismus






Es sei {Xw ↪→ X : w ∈ W} eine analytische Familie komplexer Unterman-
nigfaltigkeiten von X. Die Abbildung




heißt Kodaira-Spencer-Abbildung im Punkt w.
Eine analytische Familie heißt vollständig, falls die Kodaira-Spencer-Abbildung
ρw in jedem Punkt w ∈ W ein Isomorphismus ist.
Eine Familie heißt maximal in einem Punkt w0 ∈ W , falls für jede andere
Familie {Xw̃ ↪→ X : w̃ ∈ W̃}, in der ein Punkt w̃0 ∈ W̃ mit Xw0 ∼= Xw̃0
existiert, gilt:
Es gibt eine Umgebung Ũ ⊂ W̃ von w̃0 und eine holomorphe Abbildung
f : Ũ → W mit f(w̃0) = w0 und Xf(w̃) ∼= Xw̃ für alle w̃ ∈ Ũ .
Die Familie heißt maximal, wenn sie in jedem Punkt maximal ist.
Der folgende Satz beschreibt die Existenz maximaler Familien.
4 Satz (Kodaira, 1962)
Es sei Y eine kompakte, komplexe Untermannigfaltigkeit der kompakten,




= 0. Dann gehört
Y zu einer vollständigen, analytischen Familie {Yw : w ∈ W} kompakter,
komplexer Untermannigmannigfaltigkeiten von X. Diese Familie ist maximal









Die Menge aller kompakten komplexen Unterräume eines kompakten kom-
plexen Raumes X wird stets durch einen komplexen Raum parametrisiert.
Dies wurde von Douady in [Dou66] gezeigt. Dabei ist der Parameterraum
nicht notwendigerweise kompakt. Ist X eine Kähler-Mannigfaltigkeit, so ist
der Parameterraum kompakt.
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Fläche, 4, 18, 19, 21, 23, 28, 47,
53, 71, 72, 74, 89, 100, 105–
107, 110
Del Pezzo-, 23
elliptische, 74, 81, 84
Hirzebruch-, 54, 75, 76, 81, 84,
85, 88, 89, 89, 90, 97, 100
Hopf-, 18, 19, 105, 105, 106–
110












C∗, 52, 53, 55, 57, 109
elliptisches, 50, 51, 51, 52–54,
57, 76, 86, 109
Klasse
charakteristische, 51, 51, 54, 57
Klassifikation, 18
bimeromorphe, 46
Kodaira-Enriques-, 18, 48, 110
Mannigfaltigkeit
Fano-, 20, 22–24
Kähler-, 12, 13, 106
konform-flach, 35
konform-flache, 35
L-Hopf-, 28, 28, 29
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