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The parametric resource allocation problem asks to minimize the sum of separable single- 
variable convex functions containing a parameter ~, ~i'~ (f(xi)+)Lgi(xt)), under simple con- 
straints El'_ t xi = M, li <- xi <- ui and xi: nonnegative integers for i = 1, 2,... ,  n, where M is a given 
positive integer, and li and u i are given lower and upper bounds on x,. This paper presents an 
efficient algorithm for computing the sequence of all optimal solutions when ,~ is continuously 
changed from 0 to o~. The required time is O(GI /M log 2 n + n log n + n log(M/n)), where 
G = 3~ I' j u i -  }~i'~ li and an evaluation o f f ( .  ) or gi(" ) is assumed to be done in constant ime. 
1. Introduction 
This paper considers the following parametric resource allocation problem. 
R(2): find z (2 )=min l  i=~ ~ ( f (x i )+) tg i (x i ) )  i=1 ~ x i=M'  
l i~x i~u i ,x  i" integer, i = 1,2 .... ,n I . 
Here both f (-)  and gi(" ) are convex functions, 2 is a nonnegative r al parameter, 
M is a given positive integer, and li and u i are given nonnegative integers. An 
evaluation of f ( .  ) and gi(" ) is assumed to be done in constant ime. Let 
G= ~ u i -~  l i. 
i I i 1 
It is assumed without loss of generality that 
O <_ li <_ ui <_ M and ~ li <_ M <_ ~ u i. 
i - I  i - I  
If X is fixed, the above problem R(2) becomes the ordinary resource allocation 
0166-218X/85/$3.30 © 1985, Elsevier Science Publishers B.V. (North-Holland) 
262 N. Katoh, T. Ibaraki 
problem, for which efficient algorithms have been well studied (Saaty [14], Galil and 
Megiddo [5], Katoh, Ibaraki and Mine [10] and Frederickson and Johnson [4]). The 
fastest algorithm [4] known to date requires O(max{n, n log(M/n)}) running time. 
When 2 changes from 0 to ~,  the optimal solutions also change. As common to 
all parametric problems of this type and as easily shown, z(2) is a piecewise linear 
concave function as illustrated in Fig. 1, with a finite number of joint points 
2(1), 2(2), 2(3), ... with 2(1 ) < 2(2 )< 2(3 )<" ' .  TO each interval [2(k_ 1), 2(k)], there cor- 
responds a solution of R(2) which is optimal for all 2 e [2(k_l),2(k)]. Of course, 
there may be more than one optimal solution of R(2) for a given 2, and the above 
correspondence may not be unique. 
z(~) 
I 
I 
I 
~(1) ;'(2) %(3) 
Fig. 1. Illustration of z(2). 
This paper presents an efficient algorithm for tracing z(2) by parametrically 
computing the sequence of optimal solutions when 2 increases from 0 to ~.  As an 
application of such algorithm, it is known [11] that a chance-constrained single 
machine scheduling problem can be solved by computing optimal solutions for all 2. 
Recently parametric programming problems have been receiving increasing atten- 
tion (e.g., Ishii et al. [9]). Murty [12], Gusfield [6, 7] and Carstensen [1] have derived 
upper and lower bounds on the number of joint points generated over the entire 
range of 2 for some classes of parametric programming problems including R(2). 
According to [6], an upper bound for our problem is O(GI/-M). Gusfield [6, 8] and 
Eisner and Severence [2] have also discussed how to compute z(,~) for a rather 
general class of parametric programming problems. Eisner and Severence' s algorithm 
determines z(2) by solving the problem for at most two different 2's per joint point. 
Combining these known results, the determination of z(2) of R(2) over the entire 
range of 2 can be done in 
O(max{n, n log(M/n)})  O(GI~)  = O(G~ max{n, n log(M/n)})  (1) 
time. This paper however presents a more efficient algorithm, requiring 
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O(G]/-M log 2 n + n log n + n log(M/n)) time. 
Section 2 gives necessary definitions and basic properties. Especially, the concept 
of a pivot point, which replaces the concept of a joint point, plays an important role 
in the development of our algorithm. Section 3 then develops a straightforward 
algorithm to trace z(2) by computing the sequence of all pivot points and the corres- 
ponding optimal solutions. This algorithm is new but slower than (1), as it requires 
O(n 2) time per pivot point. However, in Section 4, its running time per pivot point 
is reduced to O(logZn) by utilizing the sophisticated ata structures originally 
developed by Overmars and Leeuwen [13] for the purpose of dynamically main- 
taining the common intersection of a set of halfspaces. The resulting total time is 
the time for parametric computation O(GI/M log 2 n) plus the time for initialization 
O(n log n + n log(M/n)). 
2. Definitions and basic properties 
First define the following notations. 
Afi(xi) A fi(xi + l) --fi(xi), 
Agi(xi ) A= gi(xi + 1) --gi(xi), 
di(xi, 2) ~ A f (x i )  + 2Agi(xi). 
(2) 
(3) 
(4) 
This di(x i,2) is nondecreasing in x i by the convexity of f ,  gi and 2_>0. For a 
feasible solution x=(x l ,x  2 ..... xn) of R(2), a pair of indices [i,j] is called an 
exchange if l i <-- X i< Ui, lj < Xj < Uj and i :~j. Applying an exchange [i, j ] to x yields 
another feasible solution 
X'= (X I . . . . .  x i  + l . . . . .  Xj  - -1 . . . . .  Xn)  
with the objective value 
(f~(xk) + 2gk(Xk)) + (di (x i, ~) -- dj(xj - l, 2)), 
k I 
where the second term 
d i (x i ,2 ) -d j (x j - l ,2 )  
is called the cost of  an exchange [i, j ] .  
The following lemma is crucial in developing an efficient algorithm. 
Lemma 1 [3,4]. A feasible solution x of  R(/t) is optimal if  and only i f  there is no 
exchange with negative cost. [] 
It is said that apivot occurs at 2 = 2' from an optimal solution x' over the interval 
[2",2'] to an optimal solution x* over the interval [2;)~*] 0 / '<2 '<2*  is assumed), 
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if and only if x* is obtained from x'  by one exchange [i, j ] satisfying the following 
conditions. 
(i) The cost of an exchange [i,j] is zero at 2', i.e., di (x i ,2 ' )=dj (x j - l ,2 ' ) .  
(ii) Agi (x i )<Ag j (x j -  1). 
The above 2' is called a pivot point. 
For an optimal solution x of R(2), call 
gi(xi) (5) 
i -1  
its gradient, because this gives the gradient of the objective function of R(2) with 
respect o 2. It follows from the condition (ii) of a pivot that the gradient of x* is 
smaller than that of x '  if x* is obtained from x'  by a pivot. A pivot can occur only 
at a joint point of z(2) because all the optimal solutions at a non-joint point of z(2) 
have the same gradient. At a joint point, in general, there are at least two optimal 
solutions with distinct gradients. Considering the degenerate case, it is possible that 
more than one pivot occurs at a joint point. The gradient of each optimal solution 
at a joint point provides a subgradient of z(2). 
Let the sequence of optimal solutions resulting from such pivot operations be 
xl ,x2, . . . ,x  N+I, where these have decreasing gradients. Let the corresponding 
sequence of pivot points be 21, 22 .. . . .  2 N, where 21 < 22 <. . .  < 2~ holds and x k is 
optimal over [2x-1, 2k]. 20 = 0 and 2x+1= oo are assumed for convenience. We do 
not exclude the possibility of 2x_ t = 2k here since a joint point may have more than 
one pivot. 
Gusfield [6,7] derived an upper bound on the total number of joint points for a 
class of parametric problems including the resource allocation problem R(2). 
Although his bound is stated for joint points, a close examination of his proof 
reveals that the bound is also valid for pivot points. 
Lemma 2 [6,7]. The number of  pivots required for  R(2) over the entire range oJ 
2 is bounded above by O(G]fM). 
3. A straightforward algorithm for R(~t) 
Based on Lemmas 1 and 2, this section develops a straightforward algorithm for 
tracing z(2) by computing the sequence of pivot points 21, 22, . . . ,  2N as well as the 
corresponding optimal solutions xl, x 2 ..... XN+ I. Assume that xX = (x~ .. . . .  x~) and 
2k-~ with k_ l  are given. In particular, 2 k 1=20=0 holds for k=l  and x 1 is 
obtained by applying an appropriate algorithm to R(0). Then as proved in the 
following lemma, 2k is given by 
)t k = min{2 12 _> 2 k l,di(xik, 2) = dj(x~- 1,2) for some exchange 
[i,j] in x ~ such that Agi(xik)<Agj(xf  - 1)} (6) 
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and x k+l is obtained from x k by applying exchange [i*,j*] realizing the 2k of 
(6). Note that, under assumption Agi(xik)<Agj(xf - 1), the 2 realizing di(x~,2)= 
d j (x~- l ,2 )  is given by 
2(i, j )  = (Af(x i  k) -A f j (x~-  1)) /(Agj(x~- 1)-Agg(X~)). (7) 
Lemma 3. For an optimal solution x k over the interval starting from 2 = 2 k 1, 2k 
is correctly given by (6) and x k +l is obtained from x k by applying exchange [i*,j*] 
as defined above. Furthermore xk+l does not exist (i.e., 2k-1 =2N) i f  Agi(xik) >> _ 
Agj (x~-1)  holds for all exchanges [i,j] in x k. 
Proof. We prove that x k is optimal for all 2 e [2k-l,2k], where 2 k is given by (6), 
and that x k+l obtained by exchange [i*, j*]  is optimal over an interval of 2 starting 
from 2k, i.e., a pivot from x k to x k+~ occurs at 2 k. Since x k is optimal at 2k_~, 
A f(xik)+ 2k ,Agi(xi k) >--A fj(xjk--1)+ 2k_,Agj(xjk" -- l) (8) 
for any exchange [i,j] by Lemma 1. By the minimality of 2(i*,j*)>-2k_ 1, each 
feasible x obtained from x k by an exchange [i, j ] with A gi (xi k) < A gi (xj x -  1) satisfies 
Af(x ik)+2Agi(x ik)>_Af j (x~- l )+2Agj(x~- l )  for 2~[2k_l,)tk]. (9) 
This inequality is trivially true also for the feasible x obtained from x k by any 
exchange [i,j] with Agi(xik)>_Agj(xf - 1). Thus Lemma 1 implies that x k is opti- 
mal over the interval [2k_l,2k]. In addition, the cost of exchange [i*,j*] is 0 at 2x 
by 2k=2( i* , j* )  and hence x k+~ is optimal at 2 k. 
Finally, if Agi(xik)>_Agj(x~-l) holds for all [i,j], it is easily shown that (9) is 
true for all [L j ]  and all 2_>2k j, and 2 k is optimal over the range 2___2x 1 by 
Lemma 1. [~ 
Based on this lemma, the following algorithm can now trace z(2). 
Algorithm PARMCOMP 
Step 1. Obtain X 1 by applying to R(0) an appropriate algorithm for the resource 
allocation problem. Let k := 1, 2 0 := 0. 
Step2. I f  Agi(xik)>_Agj(xf-1) holds for all exchanges [i,j], go to Step 4. 
Otherwise for each exchange [i,j] in x k such that Agi(xik)<Agj(xf - 1), compute 
2(i, j)  of (7) and let 2(i*, j*) be the minimum among such 2(i , j ) 's satisfying 
2(i, J)--> 2k l- 
Step 3. Let 2k:=2(i*, j*) and xk+l:=(Xf .... ,X~.+I . . . . .  Xjk,-- 1 .... , xnk). Return 
to Step 2 after letting k := k+ 1. 
Step 4. Halt. All pivot points have been enumerated. [] 
Theorem 4. Algorithm PARMCOMP correctly computes the sequence of pivot 
points as well as the optimal solutions when 2 of  R(2) is changed from 0 to ~.  
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Proof. Obvious from Lemma 3. [] 
Before proceeding to the next section, the running time of PARMCOMP is 
briefly analyzed, assuming a straightforward implementation. Step 1 requires 
O(max{n, n log(M/n)}) time to solve R(0) if Frederickson and Johnson's algorithm 
[4] is used. Each execution of the loop of Steps 2 and 3 requires O(n 2) time since 
the number of exchanges to be considered in Step 2 is O(n2). Steps 2 and 3 are 
repeated O(GIfM ) times by Lemma 2. Step 4 requires constant time. Thus the total 
time is 
O(n 2 GI/M + max {n, n log(M/n)}). (10) 
The most time consuming part here is the computation ;t(i,j)'s for all exchanges 
with Agi(xik)<Agj(x k -  1) in Step 2. However, it will be shown in the next section 
that the computation of 2(i*,j*) can be done more efficiently, and the time per 
iteration can be reduced to O(log 2 n). 
4. Time reduction 
In order to reduce the time to compute 2k in Step 2 of algorithm PARMCOMP, 
we prepare the following data for each k. 
L; = {di(xik,2) {1 <_i<_n, xik <ui}, (11) 
L; = {dj(x~ - 1, 2) I 1 <_j <- n,x k > lj}, (12) 
D+(x k, 2) = min {di(x~, 2) ] di(x~2) ~ L[}, (13) 
D (xk,,~) = max{dj(x~-l ,2) ld j (x~- l ,2 )~L ;} .  (14) 
We note here that a pivot point 2' satisfying conditions (i) and (ii) of Section 2 
is given by the intersection point of two straight lines in (,k,/~)-space, 
/a = Af(xi)+AAgi(xi)  (=di(xi,2)), 
p =Af j (x j -1)+)tAgj (x j -1)  (=dj(x j - l ,2))  
for exchange [1, j ] applied to x, where A gi (Xi) < A gj (xj - 1) holds. This is illustrated 
in Fig. 2(a). The set L~- (resp. L ; )  represents a collection of lines 
U = di (xi k, ,~), for d i (xi k, 2) e Lk ~ 
(resp. /~ = dj(x f -  1,2), for dj(x k -  1,2) eLk-), 
and D+(xk, 2) (resp. D (xk, 2)) represents the lower (resp. upper) envelope of such 
lines, as ,;t is changed from 0 to co. This is illustrated in Fig. 2(b). Denote the index 
giving the minimum (resp. maximum) in (13) (resp. (14)) by i*(2) (resp. j*(2)) for 
a given a. The tie here is broken by preferring smaller Agi(x k) (resp. larger 
Agj(Xak--1)); if there is more than one minimum Agi(xi k) (resp. maximum 
Agj(xf 1)), one among them is arbitrarily chosen. Obviously D+(xk,2) is piece- 
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~ f j (x j - I  )+>,zxgj(xj-l) (=dj (x j - I  ,X)) 
la=Zxfi (xi)+Xzxgi (xi)  (=di (xi ,},)) 
(a) 
la 
I 11 JJ 
o-lxk "><. 
\ " / I 
\ \ / 
^ 
% x 
(b) 
Fig. 2. Illustration of lines in (/~,2)-space. 
+ 
- - :  l ines in L k 
. . . . . .  : l ines in L k 
wise linear concave and D-(xk ,2)  is piecewise linear convex. Also note that 
A gi.(a)(xik.(~)) and A gj.(~)(xf.(~) - 1) provide subgradients of  D+(x k, 2) and D-(x  k, A) 
at 2, respectively. 
As D+(xk,2) is concave and D-(xk,2) is convex, these two functions have at 
most two intersection points, or share exactly one line segment. Let the smallest and 
largest intersection points be 
= min{2[D+(xk, 2) = D-(xk, 2),2 _>0}, 
(15) 
= max{'1 ]D+(xX,2) = D (xk,'1), t _ 0}. 
First assume that both A and ~. exist, and 2<~. holds (see Fig. 2(b)). As x k is opti- 
mal at 2x 1, D+(xk, 2k-l)>--D-(xk, 2k-l) holds by Lemma 1 (see also (8)), implying 
,~ -< 2k_ 1 < ~-. Note that Agi.(~)(x~(~)) >_ Agj.(,i)(xjk.(~) - 1) and Agi.(~)(xik,(~)) < 
A gj,(,b (x~,(X) - 1) hold by the definitions of  D +, D , i* and j *. The pair [i * (,~), j * (2)] 
is in fact an exchange because i*(~.)*j*(,~) as Agi(xik)>_Agi(xi k -  1) always holds 
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for the same i by the convexity of gi. Consequently 2k of  (6) is given by 
)(.k ---- ,~, (16) 
because no pair of  di(xi~,)O and dd(x f -  1,2) crosses between ~. and J.. 
Secondly, consider the case of A = ~, i.e., D + (x k, 2) and D-(x k, A) intersect at one 
point. Such situations may be seen in Fig. 3(d) and Figs. 4(b) and 4(d). In this case, 
(16) is still true if Agi,(;o(xi//.(;O)<zlgj,(~)(xf.(;O - 1) as easily shown in a similar 
manner (see Figs. 3(d) and 4(d)); otherwise 2 k does not exist, i.e., 2 k 1 = 2x (see 
Fig. 4(b)). The final case is when D+(xk, A) and D-(xk, 2) have no intersection. 
Fig. 3(b) illustrates this situation with k=0.  In this case, ,1. k does not exist either. 
D + di.(X ) (x].(X) ,X) D+ 
,. O "" t " / J - . t .^  J I X 
xo:o 7,:~, 1 
(a) 
////•O+(xl,x) 
....... / -D - (x ] ,X )  
)to=O 
(b) 
D + 
D-(x i ,~) -~/ /  
..//'~-~¢~...__..____ ( ) 
~'-di.rx.(x!.,x,.x) 
/ N~(×I,x) 
D ± 
D'(xI,~)~_/~ 
~ j  dj.(~)Cx~.(~)-l,~) 
~x)(x],(x) 
D+(x ~ ,~) \ 
Zo :° ~:al ~o:~:~i=o 
(c) (d) 
Fig. 3. Possible situations of D+(xi,2) and D (xl,,~) at ,E =0. 
,~) 
These results are summarized in the next lemma. 
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D ± 
, , ~  +(xk';~) 
N 
Xk- l 
/ I 
'~" D-(xk, ~- ) I 
I 
^I 
~,=X k(a) 
D+(xk,~.) 
xk_ 1 J 
(b) 
D + D ± 
\x D-(xk,k,) \ / D+(xk,x) 
~ , ~  //~" D-(xk,?o 
i i /  
[ 
x I 
]=~k ~'k-1 = ~'= ~k 
(c) (d) 
Fig. 4. Possible situations of D+(xk,,~) and D (xa;,1.) at 2k t- 
Lemma 5.k Given x k and 2k 1 for  k>_l, i f  }L o f  (15) exists and Agi.iA)(x~(~))< 
/lgj.( i)(xj.( i)- l) ,  then Ak=2 holds and X k+l  is obtained f rom x k by applying 
exchange [i*(}O, J*(2)]. 
k Otherwisek (i.e., no 2 >_ 0 satisfies D+(xk,2) = D (xk, 2) or zlgi,(i)(xi,(~)) _> 
Agj,( i )(x),( i ) - l )  at ~), it is concluded that 2k_ 1 =2 N and all pivot points have 
already been generated. [] 
To illustrate the computation of 2k by Lemma 5, consider first the initial case of 
k= 1. Given x 1 and 20=0 , Fig. 3 illustrates all the possible situations of the relative 
positions of D+(xI, 2) and D (xl,2). Note that from the optimality of x 1 at 2 =0, 
D+(xl, 0)_> D (x 1, 0) holds by Lemma 1. Figs. 3(a) and 3 (b) illustrate the two pos- 
sible cases classified according to whether 2j exists or not. Figs. 3(c) and 3(d) are 
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degenerate cases of  Fig. 3(a), in which D + (x I ,0 ) - -D-  (xI,0) and A gi*~.O.(~ x,l*m~i ,~. ) - -  
Ag),(o)(X),(o)-l) hold in Fig. 3(c), and D+(xl, O)=D-(xl,  O) and Agi,(o)(Xil,(o))< 
Ag~,(o)(xl,(o)-1) hold in Fig. 3(d). Note that the computation proceeds to the next 
2 k in case of Fig. 3(a) (including the cases of Figs. 3(c) and 3(d)), whereas the 
computation halts by concluding 20=it N in case of Fig. 3(b). 
Next assume in general that x k and 2k-I for some k>__0 are given, i.e., x k is an 
optimal solution over the interval of it starting from itk-l. Then there are four 
possible situations as illustrated in Figs. 4(a)-(d), corresponding to Figs. 3(a)-(d) for 
k = 1, respectively. The reason why each of the four situations can occur will become 
clear in the following discussion. 
Now we consider the effect of the pivot by exchange [i*(2k),j*(2k)] at itk =~. In 
the nondegenerate case, the l i nes  di,(i)(Xik,(i),it) and dj,d)(xf, d ) -1 ,2 )  that define 
D+(x k, 2) and D (x k, it) at 2 = )t respectively exchange their roles, i.e., di,dl(xik,(i), it) 
(resp. dj,(i)(xf,(,b- 1, it)) now defines D (x k+ ~, it) (resp. D+(x ~+ 1, it)) at it = i .  This 
process can be seen in Fig. 5(a). As a result, k k di*o.)(xi*(2), it) (resp. dj,()o(x)*(2 ) - 1, it)) 
that was in L~. (resp. L~) belongs to L~+~ (resp. L~+~) after the pivot. Taking 
into account the side effects, the sets L{ and D+-(xk, it) are updated to L~+~ and 
D+(xk+~,it) as follows. 
+ + k k Lk + 1 :=  L k U {di,(~,)(xi,(~k) + 1,2),dj,(~,)(xj,(~k)- 1,2)} 
(17) 
- it)} 
L~+ I := Lk- U k k { di.()~k) (xi.(,~D , it), dj.()tD (x j ,oD - 2, 2)} 
(18) k k - {di,(~)(xi,(x,) - 1, it), dj,(xk~(xj,(x~ - 1, it)}. 
Though not explicitly stated, it should be understood herein that  di,(&)(xik, l~D + 1, 2) 
k + respectively, if x~,(x~) + 1 = or dj,(x,)(xj,(x,)-2,2) is not included in Lk+ 1 or Lk+ l 
ui,(; o or xf,(x,)- 2 = lj,(x,) holds, i.e., the condition in (11) or (12) is violated. (17) 
and (18) are valid also in degenerate cases, though special care is necessary to define 
D+(xk+l,2).  
With (17) and (18), D+-(xk+l,2) are then updated so that (13) and (14) hold for 
k + 1. To execute this process efficiently, even in degenerate cases, we examine how 
D+(x k, 2) and D+(xk+~,it) are related. First note that 
D+ (xk + 1, itk) = dj,(.~)(xf,(a,)- 1, itk) =D (x k, 2k) 
(19) 
= O+( xk, itD = di,~)(x~(~), itk) = O (x k + ~, t k) 
follows from the definition of 2 k and the properties 
dj,(;~,)(xf,(;~) - 1, 2k) >__ dj,(X~)(Xf,(;~k ) - 2, 2k) 
and 
k + _d  k di,(2~)(Xi,()~k ) 1, itk) > i*O.k)(Xi*(~),itk), 
(obvious from the convexity of fi (xi) and gi(xi)) for the newly introduced elements 
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D + 
(a) 
dj.(X) (x].(~,)-I ,k,) 
/ /~_~ + k+l , D (x ,x) 
] - \  
?'k Xk+l 
D ± 
d k i.(~.) (xi.(X),~) 
d.,(x k , ,X) k ~ i  ' 1 ' ) / / /~d j* (~)  (xj*(~,) -I'X) 
(b) k , ,  
I I )t 
)t k Xk+ 1 
D ± k k di.(~ ) (xi.(~.),)~) / /dj.(~,)(xj.(~)-I,  X) 
"~ ~ _d., (x k, ,)~) / k 
~ ' 1 ' '  , /~ /~d j , (x j , - l .X )  
D+(xk'X) ~~D-(x I+ I  X) 
)t 
Xk= )~k+l 
Fig. 5. Computation of D+(xk+J, 2) and D (xX+l,~l) at 2=2 k, where 2 in the figure denotes 2k. 
in L~+ 1 of  (17) and (18). Therefore at ,:t=2k, the following cases are possible 
depending upon whether D +- (x k, 2) are uniquely defined or not. 
Case A (Fig. 5(a)). Both lines k k di*(2k)(Xi.(2k),~.) and dj,(2k)(X),(;tk ) -  I,/1.), defining 
D+(xk,2) and D-(xk, 2) at 2 --2~, are unique respectively. In this case, by (17), (18) 
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d k and (19), i.(x~)(xi.(x~), 2  and dj,(xk)(xjk,(x~)-1, 2) also become unique lines defining 
D (x k+ 1, 2) and D+(x k+ l, 2) at 2 = 2k, respectively. Note that the correspondence 
from i*, j *  to D +, D-  has been interchanged here. Thus, after letting k :=k+ 1, 
the situation of Fig. 4(a) or Fig. 4(b) results for the general step of computation. 
Case B (Figs. 5(b) and 5(c)). There exists di,(x~,) 0 other than di.(x~)(xi,(x~),2), 
which also defines D+(xk,2) at it =2k, but D (xk,)o is uniquely defined at 2 =2 k. 
The situation is illustrated in Fig. 5(b). I*(2k)=i' and J*(2k)=i*(2k) holds as 
easily seen from Fig. 5(b), where I* and J* denote the indices i* and j*  for x k+l, 
respectively. This explains why the situation of Fig. 4(c) results in the general step 
of computation. The case in which dj , (xf -  1, 2) also defines D (x k, 2) but D+(x k, ,~) 
is uniquely defined can be treated in a similar manner. The case in which neither 
D+(x k, 2) nor D (x k, 2) is uniquely defined at 2 =2 k is illustrated in Fig. 5(c). It is 
easy to see that the situation of Fig. 4(d) results by a similar argument. In this case 
2k+ 1 =2 k holds. 
Now assuming that L~ and D-+(xk,2) are properly given, we proceed to the sub- 
ject of computing 2 of (15) efficiently. For this purpose, we use the data structure 
proposed by Overmars and Leeuwen [13], which was originally developed to 
dynamically maintain the common intersection of a set of halfspaces. 
We shall briefly explain Overmars and Leeuwen's data structures and how it can 
be applied to our problem. Let S~ and Sk- be sets of halfspaces in two dimensional 
space (2,/~), which are defined for each x k by 
S; = { tt <- d i (xi k, 2) ] d i (xi k, 2) e L ;  }, (20) 
S[ = {p>-_dj(xf -1,2) [ dj(xf -1 ,2 )eL ;  }. 
Then the boundary of the intersection of all halfspaces in S;  (resp. S~-) represents 
function p = D + (x k, ~l) (resp. U = D-  (x k, 2)). 
In order to maintain the common intersection of S~, each S~ is stored by using 
a special binary balanced tree, in which the halfspaces are stored at leaves in the 
order of their gradients, i.e., Agi(xi k) or Agj(xf - 1). Each leaf corresponding to a 
halfspace in S;  (resp. S~) stores Af(x i  k) (resp., Af j (x f -1) )  and Agi(xi x) (resp., 
Agj(x~-1)).  The following lemma proved in [13] is essential to derive the stated 
time bound of our algorithm. 
Lemma 6 [13, Theorems 6.2 and 6.6]. (i) The initial construction of the above data 
structures representing S~ for k = 1 requires O(n log n) time. 
(ii) The intersection point )t of  (15) defined by D+(xk,)t) and D-(xk,2) can be 
found in O(log n) time. The two halfspaces corresponding to i*(}t) and j*(}O, one 
in S k, and the other in S[, can also be identified in O(log n) time. 
After computing 2k and exchange [i*(2x),j*(2k)] from the above 2 by following 
+ + -f  
Lemma 5, S/. must be updated to S/-+1 as a result of updating L~- by (17) and (18). 
The next lemma shows that this can be done in O(log 2 n) time. 
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Lemma 7 [13, Theorem 7.1]. The data structures representing S~ can be main- 
tained at a cost o f  O(log 2 n) time per insertion or deletion o f  a halfspace. [~ 
Consequently, the execution of PARMCOMP may be done as follows. First com- 
pute x 1 in O(max{n,n log(M/n)}) time by applying Frederickson and Johnson's  
algorithm [4] to problem R(0) and initialize the data structures S~ for k= 1 in 
O(n log n) time. 2 k and x k+l for each k_> 1 are then obtained in O(log 2 n) time by 
Lemmas 6 and 7. In this process, it is essential to represent x k+l by the exchange 
[i*(,:tx),j*(Ak)] so that constant ime is necessary, because only outputt ing full 
vector x k+l requires O(n) time. Recalling that the number of pivot points is 
bounded above by O(GI/-A~), the following theorem is finally obtained. 
Theorem 8. The sequence of  al lpivot points 21,~ 2 . . . . .  A N together with optimal 
solutions x l ,x  2 ..... x u+l (represented by exchanges) can be computed in 
O(G~ log 2 n + max{n, n log(M/n)} + n log n) 
= O(Gl / -Mlog2n+nlog(M/n)+nlogn)  time. [] 
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