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l. If A is an exceptional simple Jordan algebra with center K and 
with characteristic 7'= 2, 3 then it is known ((2]) that after a suitable 
extension of K, A becomes isomorphic with a Jordan algebra of 3 x 3 
Hermitian 1) matrices with elements in an octave algebra (or Cayley 
algebra) 0 over K. Hence the elements x E A may be assumed to have 
the form 
(o.:t E K, ai E 0, Yt E K). 
Now defining on A a linear function t by t(x) = 0.:1 + 0.:2 + o.:a and a quadratic 
form Q by Q(x)=ft(x2), with associated bilinear form (x, y)=Q(x+y)-
- Q(x)- Q(y), then Q is non-degenerate. e denoting the unit element of 
A, the following relations hold 
(l) Q(x2)=Q2(x) if (x, e)=O, 
(2) (xy, z) = (x, yz), 
(3) Q(e)=i. 
(2) and (3) are easily verified. (l) may be verified by direct calculation. 
Another possibility of proving ( l) is by assuming x to be a diagonal 
matrix and reducing the general case to this one by a specialization 
argument (see (5] for a similar argument). 
It is the purpose of this note to investigate, conversely, commutative 
algebras with the properties (l) and (2), together with (3) or not. We 
shall see, that (1), (2) and (3) characterize a class of Jordan algebras, 
containing the exceptional simple Jordan algebras with center K. This 
leads to a characterization of the exceptional algebras similar to that of 
the octaves as composition algebras (to be found e.g. in (4]). 
Subsequently we shall show that the methods of this note may serve 
to prove in a relatively simple manner a number of properties of the 
exceptional simple Jordan algebras. 
2. Let K be a field with characteristic 7'= 2, 3. We consider a (non 
necessarily associative) algebra A over K which is commutative, has a 
r) In a general sense, see below. 
unit element e and on which we have a non-degenerate quadratic form Q 
such that (1) and (2) hold. Let n be the dimension of A over K. 
It follows from (1), that Q(x2)- Q2(x) is a function on A, defined by a 
quartic polynomial in the components of x with respect to a basis of A, 
moreover this function is zero if the linear form (x, e) is zero. Now by 
a result of CHEVALLEY ([3]), two polynomials of degree < 4 over a field 
with at least 5 elements define the same function of the variables of the 
polynomials if and only if they are identical. Thus we may identify in 
that case a polynomial and the function which it defines. This will be done 
in the sequel. 
The preceding remark implies, that there is a cubic form on A, which 
we write as (x, x, x), (x, y, z) denoting a symmetric trilinear form on A, 
such that 
(4) Q(x2) = Q2(x) + (x, e)(x, x, x) (x E A). 
From (4) we obtain, substituting x+y for x, and equalling cubic and 
quadratic terms in x in the lefthand and righthand side of the resulting 
formula 
(5) (x2, xy)=Q(x)(x, y)+i(y, e)(x, x, x)+i(x, e)(x, x, y), 
(6) 4Q(xy) + (x2, y2) = 2Q(x)Q(y) + (x, y)2 + 
+ 3(x, e)(x, y, y) + 3(y, e)(x, x, y), 
if x, yEA. 
Taking y = e in (6), we obtain, using (2), 
(6-2Q(e))Q(x)=(x, e) ((x, e)+3(x, e, e))+6Q(e}(x, x, e) (x EA). 
Now if Q(e) = 0, this implies that the polynomial Q(x) is reducible, which 
can only occur (since Q is non-degenerate) if n= 1 or 2. 
If n = 1, there is no difficulty in verifying that A is isomorphic with K 
and that Q(e) =1= 0. 
If n=2, Q(e)=O, we can take a basis {e, I} of A with Q(e)=Q(/)=0, 
(e, f)= 1. Then f2 =Ae+p,f and we must have by (2), 
(/2, e)= (f, ef) = (f, f)= 0, 
thus p, = 0, f2 =).e. In this case A is associative. 
If n= 2, Q(e) =1= 0, we find the same result by taking an orthogonal 
basis {e, I} of A. 
Henceforth we assume that n> 2, thus Q(e) =1= 0. We first show that 
we may restrict ourselves to the cases Q(e) = 1, i. 
Let F be the subspace of A orthogonal to e. We write 
(x,y) 
xy= 2Q(e) e+x o y, 
where x o y is a product on A with values in F. If x E F we find from (1) 
Q(x o x)=).Q2(x), 
with ). = 1- (Q(e))-1. 
Assume first that Q(e) =!= 1. \Ve define a new product x x y and a new 
quadratic form Q' on A by 
(;e-:-x) x (ne+y)=;ne+nx+;y-'-l.(x, y)e+x o y, 
Q'(;e + x) = ~ ;2 + 3A.Q(x) (x, y E F). 
Then it is readily verified that the resulting algebra possesses again the 
properties (1) and (2) and moreover also (3). 
Hence a simple changement of the multiplication, not affecting the 
component of xy in F, gives an algebra satisfying (3), provided that 
Q(e) =!= l. 
Henceforth we assume that Q(e) = 1 or i· 
3. In order to go further we need some formulas which we proceed 
to derive. We put 2Q(e)=tX, hence tX=2, 3. 
Putting x3=x(x2)=x2(x), we obtain from (5) using (2) and the non-
degeneracy of Q, 
xB-Q(x)x-t(x, x, x)=O if (x, e)=O. 
For arbitrary x we write X=tX-l(x, e)e+x' (x' E F) and we apply the 
formula to x'. In this manner we get 
(7) xs- 3tX-l(x, e)x2 -- (Q(x)- 62: 2cx (x, e)2) x- (det x)e = 0, 
where det is a cubic form on A. There is a unique symmetric trilinear 
form (x, y, z) on A such that det x= (x, x, x). 
From (7) we derive by "linearization" 
{8) 
\ x(yz)+y(xz)+z(xy)~=3tX-l((x, e)yz+(y, e)xz-,-(z, e)xy) 
) +t((y, z)- 6~a (y, e) (z, e))x+-f((x, z)- 6 ~a(x,e)(z,e))y-:-
f +i((x,y)- 6 ~a(x, e)(y, e))z+3(x, y, z) e. 
(X 
Calculating (t, e), t denoting the lefthand and righthand side of (8), we find 
~ (x, y, z) = tX-l(x, yz)- 66:: ((x, e) (y, z) + (y, e) (x, z) + 
) 6+a ( (z, e) (x, y)) + 2a 3 (x, e) (y, e) (z, e). 
(9) 
Taking z=x in (8) we get 
'2x(xy)+x2y=3tX-1(2(x, e)xy+(y, e)x2)+((x, y)-
~ - 6 ~a (x, e) (y, e))x+ (Q(x}- 62:: (x, e)2)y+ 3 (x, x, y) e. (10) 
Assume that (x, e)= 0 and apply (10) with xy instead of y. 
Multiplying then in (10) both sides with x we obtain another formula. 
Comparing these two results we find by subtraction 
(ll) 
JX(x2y)- x2(xy) = 3tX-l(y, e)x3 + ( l- 3tX-1) (x, y)x2 -i-
l (3 (x, x, y)- (x2, y))x- 3 (x, x, xy) e. 
Xow (9) gives 
~ (x, x, y) = x-l(x2, y). 
) 2cx-6 ( (x, X, xy) = v3:x 2 Q(;:e)(:r, y) if (:r. e)= (y, e)= 0. 
( 12) 
If x= 3, (ll) and (12) grve 
x(x2y) = x2(xy) if (x, e)= (y, e) c= 0. 
This implies that A is a Jordan algebra. 
If cx=2, we obtain from (ll) and (12) 
x(x2y)- x2(xy) = - i(x, y)x2 __]_ -!(x2, y)x-
+iQ(x)(x, y)e ((x, e)= (y, e)=- 0). 
Taking y = x this gives 
( 13) x(x3) = (x2)2- Q(x)x2 + i(x2, x)x + Q2(x)e, 
now x3=Q(x)x+(detx)e if (x,e)=O, and by (9) detx=i(x2,x). Sub-
stituting this into (13) we get 
(x2)2= 2Q(x)x2- QZ(x)e ((x, e)= 0), 
thus 
(x2-Q(x)e)2=0 if (x, e)=O. 
Now taking in (10) y=x2-Q(x)e, we find after some reductions, using 
the preceding formulas, that det x = 0 if (x, e)= 0. This implies (x2, y) =' 0 
if (x, e)= (y, e)= 0, thus xz is a multiple of e if (x, e) c= 0, hence 
x2=Q(x)e if (x, e)=O. 
Consequently we have proved 
Theorem l. If A satisfies (1), (2) and Q(e) = 1, then A is a simple 
Jordan algebm defined by a nondegenerate quadratic form. 
Conversely it is easily seen that such an algebra satisfies (1) and (2), 
with appropriate Q. 
4. We now turn to the case Q(e)=~- (8), (9), (10) become 
(14) 
( 15) 
( 16) 
~ x(yz)+y(xz)+z(xy)=(x, e)yz-,(y, e)xz+ 
.. +(z, e)xy+!((y, z)-(y, e)(z, e))x+!((x, z) I - (x, e)(z, e))y+f((x, y)- (x, e)(y, e))z+ 3(x, y, z)e. 
~ (x, y, z) = i(x, yz)- H(x, e)(y. z) + (y, e)(x, z)-'-
( + (z, e)(x, y)) + Hx, e)(y, e)(z, e)e, 
~ 2x(xy) +xzy= 2(x, e)xy+ (y, e)x2..r- ((x, y)-
( - (x, e)(y, e))x-r- (Q(x)- i(x, e)2)y-- 3(x, x, y)e. 
We shall use these formulas in order t.o obtain a "Peirce decomposition" 
of A with respect to an idempotent element. 
Assume that we have an idempotent u of= e in A. 1<--.rom (7) we obtain, 
using u2=u, 
(-Q(u)+l(u, e)2-(u, e)-1)u+(det u)e=O, 
hence det u= 0, - Q(u) +l(u, e)2- (u, e) -1 = 0. 
Now by (2) we have Q(u) = i(u, e), thus we obtain Q(u) = l or Q(u) = l. 
If Q(u)= 1, then Q(e-u)=i and e-u is again idempotent. Therefore we 
only consider the u with Q(u) =-!- We call these p1·imitive idempotents, 
since it is easily seen that they are not a non-trivial sum of two orthogonal 
idempotents. 
Let u be a primitive idempotent, let E be the subspace of A orthogonal 
to e and u. This is a non-isotropic subspace. 
From (12) and (16) we obtain 
2u(ux)=ux (x EE), 
hence if t is the linear transformation in E defined by 
t(x)=UX, 
we have t2=tt. Moreover by (2) tis symmetric with respect to Q, therefore 
E is the direct sum of the two orthogonal subspaces Eo and E1 defined by 
t(x)=ix if x EEt (i=O, 1). 
From (14) and (15) we infer if x, y E E, 
(17) u(xy)+x(uy)+y(ux)=xy+t(x, y)u+((ux, y)-}(x, y))e. 
Taking x, y E Eo this gives 
u(xy-}(x, y)e)=xy-i(x, y)e. 
Since the only vectors z in A with uz = z are the multiples of u, we infer that 
(18) xy = !(x, y)(e- u) (x, y E Eo). 
Now take x E Eo, y E Edn (17). Then (xy, e)= (x, y) = 0, (xy, u) = (y, ux) = 0, 
hence xy EE and from (17) we conclude that u(xy)=!(xy). Hence 
(19) 
Finally take both x and y in E1. Then (xy, e)= (x, y), (xy, u) = (x, uy) = 
=!(x, y), which implies that xy-l(x, y)(e+u) E E. Using (17) we see that 
this difference is in Eo, hence 
(20) xy=i(x,y)(e+u)+xoy (x,yEE1), 
where x o y is a product defined on E1 with values in Eo 2), 
We proceed with deriving further properties of the products occurring 
in (19) and (20). 
2) No confusion will arise with the product x o y used at the end of nr. 2. 
2JO 
Take in (14) x, y, z E E. Using (15) we find 
(21) x(yz) + y(xz)--:- z(xy) = i(y, z)x-+- -!(x, z)y + i(x, y)z + (x, yz)e. 
This implies 
2x(xy) + x2y = Q(x)y (x E E 0 , y E E1). 
On account of (18) we obtain 
(22) x(xy) = !Q(x)y (x E Eo, y E E1). 
Denoting by l:r; the linear transformation of E1 defined by 
l:r;y=xy, 
we see that x -+ lz determines a representation in E1 of the Clifford algebra 
of the restriction to Eo of !Q. 
In the same way as (22) we get from (21) 
(23) 
(24) 
yo xy=!Q(y)x (x EEo, y EE1), 
y(y 0 y) = !Q(y)y (y EEl). 
Finally from (6) we obtain, using (18) and (20), 
(25) Q(xy) = !Q(x)Q(y) (x E Eo, y E E1). 
Now n# 2, hence E # (0). From (24) one sees that Eo# (0). If E1 = (0), 
then A is the sum of the algebra spanned by Eo and the idempotent e- u 
and a onedimensional algebra, spanned by u. The first algebra is a Jordan 
algebra defined by a nondegenerate quadratic form (because of (18)). 
Conversely, there is no difficulty in verifying that an A of this kind 
possesses the properties (1), (2), (3) with suitable Q. These algebras are 
not simple. We shall return to them later on. 
We now assume that E1#(0). Then there is a vector y in E1 with 
Q(y) # 0. Putting x1 = (Q(y))-l(y o y), we have by (24) and (25) 
x1 E Eo, Q(x1) = t· 
Then 
(26) v= !(e-u) +x1 
is a primitive idempotent of A with uv = 0. c·onversely, such a primitive 
idempotent can always be written in the form (26). 
By (22) 
Xl(XIY) = l6 Y (y E E1). 
Let E+, E- denote the subspaces of E1 of they with x1y = iY resp. x1y = - ty. 
Since left multiplication with x1 in E1 is a symmetric linear transformation, 
we find that E1 is the direct sum of the orthogonal subspaces E+ and E-. 
Moreover both are # (0), for if x E Eo, (x, x1) = 0, Q(x) # 0 (such x exist), 
(22) implies, if y E E+ that 
x1(xy) = - !(xy), 
hence xyEE- and by (25) xy=FO if Q(y)=FO. Thus E-ft(O) ifE+r(O) 
and conversely. 
From (23) we obtain 
~ Y+ o Y+ = Q(y+)Xl 
t Y-o Y-= -Q(y-)xl if Y+ E E+, Y- l':' E . (27) 
And 0 = (y+, Y-) = 4(xly+, Y-) = 4(xl> Y+Y-) = 4(xl, Y+ o Y-), thus Y+ o Y- lies 
in the hyperplane C in Eo orthogonal to x1 . (24) in linearized form, together 
with (27) gives 
(28) ~ Y+(Y+ o Y-) = iQ(y+)Y-( Y-(Y+ o Y-) = iQ(Y-)Y+· 
This shows in the first place that Q(y+)=Q(y-)=0 if Y+ o Y-=0, Y+=FO, 
Y- =F 0. Moreover using (25) we obtain 
(29) 
Now choose a+ and a_ in E+ and E- such that Q(a+)Q(a-) =F 0. Then 
Y+-+ a_ o Y+ and Y- ->-a+ o Y- are linear transformations of E+ and E-
into 0 with kernel zero which are onto by (23). Hence any x in 0 may be 
written in a unique manner in the form x=a+ o Y- and x=a- o Y+· Now 
define a product on 0 as follows: if x =a- o Y+, x' =a+ o Y- then 
(30) 
Putting e =a+ o a_, it follows that x * e == e * x = x, hence e is unit element. 
Further, putting N(x) = (Q(e))-1Q(x), (29) implies that 
(31) N(x * x') = N(x)N(x'). 
Consequently the product (30) defines on 0 a structure of composition 
algebra, thus 0 is either K or a quadratic extension of K or a generalized 
quaternion algebra over K or an octave algebra over K ([4)). 
We can also express the products Y+ o y-, xy+, XY- (x E 0) in terms of 
the multiplication of 0. In order to do this we write the elements of E+ 
in the form a-x and those of E- in the form a+x (x E 0). Then by (28), 
(29), (30) 
(32) a+x o a_x' = iQ(e)(x * x'). 
Further if x, x' E 0, we have by (23) 
a+ o ((a-x')x)+(a_x') o (a+x)= i-(a+, a_x')x, 
whence by (32) 
a+ o ((a-x')x) · tQ(e)x * x' + i-(e, x')x= iQ(e)x * x', 
where x -+ x is the usual involution in the algebra 0 (reflection with 
respect to e). Using (23) this gives 
(33) 
Likewise 
(34) 
The preceding results enable us to show that A is isomorphic with a 
Jordan algebra of 3 x 3 Hermitian matrices with elements in C. 
Put y1= L y2= (Q(a-))-1 , ya=Q(a+), e1 =u, e2=V, ea=e-u-v (v being 
defined by (26)). Then the ei are three mutually orthogonal primitive 
idempotents with sum e. 
Further define if c E C, (c)i2 = 4(Q(a+))-1a ... c, (c)21 o (Q(c:)-1a ... c, (c)ia ,, 
= (Q(c:))-1a-c, (c)al = 4(Q(a-}}-1a-c, (c)2a ·= c, (c)a2 = Q(c:)c. 
Then 
et(c)w' (c)tf er= (c)if, (c)ri = Yi- 1Yi N(c)(ei __]_ e;), 2(c)iJ(c')Jk = (c*c')tk. 
if i, i, k are unequal. 
The elements ei and (c)1k (c E 0) span A. Then it is known ([2], [5]), 
that A is isomorphic with the Jordan algebra of 3 x 3-matrices X with 
elements in 0, satisfying 
X,= T-1}[' r (T= diag (y1, y2, ya)), 
the product of two such matrices being given by 
XY=t(X·Y-Y-X), 
where X· Y is the ordinary matrix product. 
The X have the form 
X 
y;- 1yac2) 
C1 
IX3 
(!Xi E K, Ct E 0). 
The isomorphy is obtained by associating with ei the matrix eu and with 
(c)if the matrix 
the eif being the usual matrix units. 
We have proved 
Theorem 2. A simple algebra satisfying (1), (2), (3) and possessing 
idempotents =1=- e is isomorphic with a Jordan algebra of 3 x 3 Hermitian 
matrices over a composition algebra. 
That the converse of this theorem holds was already noticed in nr. 1 
(for the case that 0 is an octave algebra). 
;). We wish to extend Theorem 2 to algebras A without nontrivial 
idempotents. 
For this purpose we need some results about algebras with zero divisors. 
Lemma 1. Let A be an algebra satisfying (I), (2), (3) and possessing 
zero divisors. Then there is an x=!=-0 in A with det x=O. 
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Proof. Assume first that there exists a zero divisor yEA with 
(y, e)#O. There is an x#O in A with xy,=O. 
Applying (16) (together with (15)) we find 
x2y = (y, e)x2- (x, e)(y, e)x + (Q(x)- !(x, e)2)y- (Q(x)- t(x, e)2)(y, e)e. 
Hence 0 = x2(xy) = x(x2y) = (y, e)(x3- (x, e)x2- (Q(x)- t(x, e)2x) = (y, e)(det x)e 
by (7). Thus det x= 0. 
Suppose now that (y, e)"-- 0 for all zero divisors y. Then if xy= 0, x, y# 0, 
we find 
x2y = Q(x)y, x(x2y) = 0. 
Then (14) with z=x2 and (15) give 
x3y=i (det x)y. 
But from (7) it follows that x3y=(detx)y, hence detx=O. 
Lemma 2. Let A be as in lemma 1, assume that A contains a y#O 
with det y = 0. Then A contains either a primitive idempotent or an x # 0 
with x2=0. 
Proof. Consider K(y). This is a commutative, associative algebra 
over K with dimension > 1 and < 3. There is no difficulty in verifying 
that K(y) contains an x with the required properties. 
Lemma 3. Let A be as in lemma 1, assume that A contains an X#- 0 
with x2 = 0. Then A contains a primitive idempotent u with ux = 0. 
Proof. If x2=0, then Q(x)=}(x, x)=}(x2, e)=O, and (7) implies that 
(x, e)= 0, det x= 0. Q being nondegenerate, there exists, as is well-known, 
a y E A with Q(y) = 0, (x, y) == 1, (y, e)= 0. 
Application of (16) shows that 
2x(xy)=x, 2y(xy)= -xy2+y+(x, y2)e. 
Then (14) with z=xy gives 
x(y(xy)) +y(x(xy)) + (xy)2= lxy+}(x, y2)x. 
Together with the preceding formulas this implies 
(xy)2 = txy + }x(xy2). 
By (16) with y2 instead of y 
2x(xy2) = (x, y2)x, 
whence finally 
(xy)2=txy+l(x, y2)x. 
Put u=e+(x, y2)x-2xy. It follows that u2=u, Q(u)=t, ux=O. 
The preceding lemmas imply 
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Theorem 3. A simple algebra A satisfying (1), (2), (3) and possessing 
zero divisors ·is isomorphic with a Jordan algebra of 3 x 3 Hermitian matrices 
over a composition algebra. 
A consequence is the result due to Albert that an exceptional simple 
Jordan algebra is reduced if it contains zero divisors ([I]). 
Finally we return to the other kind of algebra, namely the sum of a 
simple Jordan algebra defined by a nondegenerate quadratic form and 
a onedimensional algebra and we shall show how such an algebra may 
be distinguished from the algebras of Hermitian matrices by another 
property than the non-simplicity. 
Theorem 4. A necessary and sufficient condition for an algebra satis-
fying (I), (2), (3) to be sum of a Jordan algebra defined by a nondegenerate 
quadratic form and a onedimensional algebra is the reducibility in K of the 
polynomial defined by the cubic form det. 
Proof. Necessity. Using the notations of nr. 3 we write an x E A 
in the form 
x=;e+nu+y, y E Eo. 
Calculating det x by means of (15) we ontain 
det x= (;+ 17)(;2-Q(y)), 
proving the reducibility of the polynomial. 
Sufficiency. Assume that A satisfies (I), (2), (3) and that 
(35) det x = l(x) R(x), 
where l and R are a linear and a quadratic form on A. Since det e = I 
by (I5) we can assume that l(e)=R(e)= I. 
There is a vector a E A and a symmetric linear transformation t of A 
such that 
l(x) = (x, a), R(x) = (x, t(x) ). 
Linearization of (35) and confrontation of the resulting formula with 
(I4) gives 
(36} 
~ xy-!(x, e)y-!(y, e)x-!(x, y)e+!(x, e)(y, e)e= 
? (x, a)t(y)+(y, a)t(x)+(t(x), y)a. 
Taking y = e in (36) we find 
t(x)= -lx+!(x, e)e-(x, a)t(e)-(x, t(e))a, 
Taking x = e this gives 
t(e) = !(e- a). 
Then it follows from (36) that 
x2=Q(x)(e-a) if (x, e)=(x, a)=O. 
Applying (1) we find Q(e -a)=l, hence Q(a) --t. provided Q(x)T-0 for 
some x orthogonal to e and a, which is the case. 
Then (36) shows that a2 -~a, hence a is a primitive idempotent. Decom-
posing A with respect to a as in nr. 3, one sees that the corresponding 
space Eo is the space orthogonal to e and a, and that E 1 ~, (0), which 
proves our assertion. 
For our last theorem we need the following lemma. 
Lemma 4. Let f be a cubic polynomial inn> 3 vaTiables with coefficients 
in K. Ass1tme that theTe ·is an algebmic extension L of K such that f=gh, 
g and h denoting a lineaT and an iTTeducible quadratic polynomial with 
coefficients in L. Then f is Teducible in K. 
Proof. L may be assumed to be a normal extension of K of finite 
degree. a being a K-antomorphism of L, the linear polynomial erg, whose 
coefficients are the transforms under a of those of g, must be a multiple of- 0 
of g, ag=).ag().a E L). It follows that 
}.a • . ·. (cr} •• )).a (a,-,; K-automorphisms of L), 
hence by a well-known result from Galois theory there is an element ). 
in L such that Aa= :~.Consequently g'=J..g and h'=J..-lh have coefficients 
which are invariant under all K-automorphisms of L, hence the sub-
field generated by the coefficients of g' is a purely inseparable extension 
of K. Hence there is an exponent q such that (g')q and (h')q have coefficients 
in K. Consideration of the factorization of fq in K shows that g' and h' 
must have coefficients in K. 
Theorem 5. Let A be an algebra satisfying (1), (2), (3) with dimension 
27 oveT K and such that the polynomial defined by the cubic form det is 
irreducible in K. Then A is an exceptional simple Jordan algebm. 
Proof. Extend the field K such that det x= 0 for an xT- 0 in the 
extended algebra. By theorems 3 and 4 and lemma 4, the extended algebra 
is a Jordan algebra of Hermitian matrices over an octave algebra. 
Hence A is an exceptional simple Jordan algebra ([2]). 
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