.4bstract--Efficirnt event delivery in a content-based publishisubscrihe system has heen n challenging problem. Existing group communicrtion solutions. such as IP multicast or application-level multicast techniques, are not readily applicable due to the highly heterogeneous communicrlion pattern in such systems. We first explore the design space of event routing strategies for content-based puhlishisubscribe s?-stems. Two major existing approaches are studied: Jilter-based appmnch. which performs content-based filtering on intermediate routing s e m e n to dynamically guide routing decisions. and mulricastbmed approach, which delireis erents through a few high-qualit?. multicast groups that are pip-constructed to approrimately match user interests. These approaches have different trade-offs in the routing quality achieved and the implcmcntation cost and system lord generated We then present a new routing scheme called Kyrr that carefully balance these trade-offs. Kyra combines the advmtages of content-based filtering and eventspace partitioning in the misting approrches to achieve better overall routing efficiency. We use detailed simulations to eraluate K y a and compare it with existing approaches. The results demonstrate the effectiveness of Kyra in achieving high network efficiency, reducing implementation cost and halancing system load across the publish-subscribe service network h q w~o r r l s 4 w t e m design. simulations. publislr-.rubsrribe. event notification
I. INTRODUCTION
Publish-subscribe (puh-sub for short) is an important paradigm for asynchronous communication hetween entities in a distributed network. In the pub-sub paradigm_ subscribers specie their interests in ceTtain event conditions, and will be notified aftenvards of any event fired by a publisher that matches their registered interests. Such timely notification of customized information is of great value for many distributed applications, such as enterprise activity monitoring and consumer event notification tems [5][7] [12], mobile alerting systems [l] [35]z etc.
Puh-sub ?stems can he characterized into three broad types based on the expressiveness of the suhscriptions they support. In topic-based and subject-based schemes, events are classified and labeled by publisher as helongin predefined set of sub-iects. This type of pub-sub to leverage existing group-based multicast techniques for event deliver, by assigning each subject to a multicast group. 0-7803-8355-9/04/$20.00 02004 IEEE. 929
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Conten-based pub-sub is a more general and powerful paradigm, in which subscribers have the added flexibility of choosing filtering criteria along multiple dimensions; using thresholds and conditions on the contents of the message, rather than being restricted to (or even requiring) pre-defined suhject fields. Content-based pub-sub applications present a unique challenge not only for efficient matching of events to subscriptions hut also for efficient event delivery In particular, content-based subscriptions can be highly diverse, and different events may satisfy the interests of widely vaving groups of subscribers. As a result, mapping events into exact multicast groups may require the number of groups exponential in the number of subscribers (i.e. 2" where 11 is the number of suhscribers) in the worst-case scenario. Thus, existing group-based multicast techniques cannot readily be
In this paper, we study the event deliven; problem in the context of a content-based pub-sub service network. The general architecture of a pub-sub service network is shown in Figure I : a set of puh-sub sewers are distributed over the Interner> clients access the pub-sub senice, either to publish events or to register subscriptions. through appropriate servers. such as the ones that are close to them or in the same administrative domains. Thus; pub-sub s e n w s serve as publication proxies as well as subscription prosies on behalf o clients, and we can view the problem as one of getting published events to the pub-sub sewers that subscribe -as proxies -to the events. Communication hetween pub-sub sewers with their associated clients is a separate matter and is not discussed in this paper. We focus on the following questions: Figure 1 . E r a m p l e of a pub-sub service n e t w o r k w i t h eight pub-sub serrers. T h e subscriptions submitted to t h e servers a r e listed in t h e table on t h e right. Events are represented by i n t e g e r values hetween 0 and 9.
What should the interconnection topolop of the pubsub seners look like'?
How should events he correctly and efficiently routed through the network to the intorested subscribers'?
We use the following metncs to evaluate the efficiency of an event routing scheme: the storage, managemcnt, and computation costs at the pnh-sub seners, and the network resource utilization for event transmission. . In the lilterbased approach; routing decisions are made via successive content-based filtering at all nodes ft-om source to destination: ever). pub-sub scner along the way matches the event with remote subscriptions from other servers; and then forwards it -only toimrd directions that lead to matching subscriptions. This approach can achieve high network efficiency; but at the cost of expensive subscription infomation management and high processing load at puh-sub servers.
In the multicast-based approach; a limited number of multicast groups are computed before event trabsmission begins. For each event, the routing decision is made only oncc at the publisher; mapping the event into the single appropriate group. The event is then multicast to~that group. assuming IP multicast [U] or application-level multicast [9] [10] support Because only a limited number of multicast groups can he built; seners irith different intet-ests may be clustered into same group. and events may be sent to uninterested servers as well. The network &ciency of this approach is o f e n highly sensitive to the data &pes and the distributions of events and ~subscriptions in the application.
In'this paper, we propose a new event routing scheme called Kyra. The goal of Kyra is to reduce the-implementation cost of the filter-hased approach while Gill 'maintaining comparable network efficiency. The main idea is to construct multiple smaller routing networks, so that filter-based routing is implemented in each one with lower cost. Sewer load is redGced because each Kyra sewer is guaranteed to only panicipate in a. small numher of routing networks. This is achieved through strategically "moving" subscriptions between seners to improve content localiv. Therefore; the effectiveness of Kyra is independent of data characteristics of pub-sub applications. Detailed simulation results show that Kyra significantly reduces the storage, processing and network .traffic loads on pub-sub servers; while achieving network efficiency close to that of the filter-based approach. Kyra also balances routing load across the puh-sub s m i c e network.
The remainder of the paper is organized as follows. We study the two major existing approaches in Section. I1 and present Kyra ?stem design in Section 111: We describe our perfi,mance e\-al~uation methodology in Section IV; and present detailed simulation-based evaluation of Kyra and other routing schemes in Section V. Section VI discusses related work and Section VI1 concludes the paper.
OVERVIEW OF EXISTING SOLUTIONS
In this Section, we briefly review two major state-of-theart event routing approaches and discuss their trade-offs. The analysis explains our observations and leads to the design of Kyra.
.
Filter-based event routing
We use the implementation of Siena system [7) as a representative for the filter-based event routing approach. The architecture is as shown in Figure 2 . Pub-suh seners are organized into an acyclic (tree) peer-lo-peer topoloF'-'. First; all subscriptions are broadcast over the entire network along the tree topoloF3. Each sewer then records the subscriptions received from each direction in its routing table. When an event is received, it is matched against subscriptions in the routing table and forwarded toward only the directions with matching subscriptions, Since events are only routed in the directions to which they are relevant, filter-based event routing achieves nenvork efficiency in an elegant way. However, the implementation and management cost can be high. First; the cost of flooding and replicating all subscriptions at all pub-sub seners gows super-linearly against total number of subsciiptions in the tem. Although summarization techniques such as merging and cover?iig have been proposed to alleviate this prohlem, it is an open question as to how efficiently can p e r l k n 2 especially with. multi-dim Even with the simple, one-dimensional example shown in Figure 2 , the routing tables still contain a lot of information. much of which is duplicated ovcr man!; sen-ers. The second prohlem is that went routing can result in high processing and network traffic load at pub-sub servers that are not interested ' [XI proposed that Siena c m work with B cyclic network topology hy first c~t r i l c t i n~ il routing tree rooted ut the origin of the message. Howsrzr. ths actual routing sclirrne is the same a with acyclic graph and is iiot funha discussed in their papcfi. Ihsrcforc. we only consider acyclic topology for Siena in this paper.
' .botbw acyclic topology. i.e. hierarchical topology. IYBS SIIUWI~ to perfom, wone than the pscr-trrpcer topology and therefore is not considcmd in this pilpzr.
' Siena also propossd an alternative strategy of using ohwrisenisnrs (by pabbsh.hersi to coiitaiii thd trmsmission of subscriptions. Since this i s an additional and nonstandard burden on a pub-sub sewice. we postpone discussion of it until Ssction IV.
in the event themselves. For example; in Figure 2 ; when a client publishes event 9 at server A . the message is matched four times at serves C; E. F; and G before reaching destination H. Finally, routing load on the pub-sub sen-ers is imbalanced: generally, the closer a sewer is to the center of the tree, the more events it receives and fonvards. A server at the edge of the network only receives events of its interest and never routes for others.
B. Mitlticmt-based event roirting
We, use the approach in [25] as a representative for the multicast-based event routing approach. The process is illustrated in Figure 3 . First; the evmt space is partitioned into a limited number of multicast groups. For each group, a multicast tree is built that spans a11 servers with subscription for any event in that group. When an event is published, it is mapped into a group and multicast on the corresponding tree to all group members. Three major differences are seen in comparing Figure 3 to Figure 2 . First, there are three routing trees and each tree only spans a subset of senws. As a result, the routing path can be shorter: event 9 no longer traverses sener G to reach server H. Second, the routing table is simples. It maps events to multicast groups, and the routing table is the same for even' server. Finally, without fine-grained filtering, events can be sent to servers that are neither interested in the event nor needed to route it to its interested destinations. In Figure 3 ; event 9 is forwarded to sener B; resulting in extraneous network traffic.
To reduce network wastage; the multicast-based approach uses intelligent clustering algorithms to panition multicast groups. with the goal of maximizing the commonality between member interests within each p u p . However, the effectiveness of clustering heavily depends on the locality property.of events and subscriptions in the application. If the application data distribution does not lend itself to clustering opportunities, it is expected to he difficult to form only a few groups to match e v e r server's interest with h g h accuracy. For example, when events and user interests are uniformly distributed, each of the 2" possible multicast groups would be needed with roughly equal probability.
C. Disciission
The discussion above implies that filter-based event routing should achieve better network efficiency than the multicast-based approach. Its fine-grained filtering functionality naturally fits the highly diversified communication pattern in content-based pub-sub systems. However, the problems of subscription management, high processing load imbalance can be substantial impediments to the scalability of this scheme.
We ohsene that partitions and topologies can he constructed to confine the information flooding and event routing to smaller scopes. The idea is to build multiple, smaller routing networks, and to parantee that certain events are only routed through certain networks and a pub-sub sewer only joins a small subset of networks. In this way, events traverse fewer pub-sub senzers, reducing processing and network load also, pub-sub servers only need to maintain a subset of routing information, pertaining the events that may be routed on the networks in which it participates. Furthermore, dividing the routing load between multiple networks provides opportunities for better resilience and load balancing.
To meet the requirement above, the content space (or "event space") of the puh-sub system must he partitioned between the routing networks. The partitioning is critical to the effectiveness of the approach; because it determines the size and memhership of the routing networks. A had partitioning may result in all servers joining e v e r network.
One candidate paaitioning method is the content space clustering used in the multicast-based routing scheme discussed above. However, in this paper, me hope to develop a general event routing scheme whose success does not depend so much on specific pub-sub application characteristics. Therefore; instead of simply exploiting the clustering opportunih offered by the subscriptions and event patterns as they happen to be associated with sewers, me explore the opportunity of actively creating content locality for the routing networks, hy moving subscriptions and events around in constrained ways.
In the next section, we present the design of Kyra bystem developed based on these ideas.
KYRA DESIGN
The architecture of Kyra system consists of multiple event Filtering-based event routing within each routing network generates low processing and network traffic load.
Each pub-sub serves manages only a small amount of routing intonnation for the netlrorks in which it participates.
The event routing load is more evenly balanced across all pub-sub seners.
Kyra is designed with a two-level interconnection topolon-; as shown in Figure 4 . At the bottom level; Kyra seners are organized into seiver cliques based on their network proximity. Servers in the same clique know about each other and communicate through unicast. At the second routing networks, with the following properties: level; multiple t'oittiiig I~W S are built, each for routing a subset of events.
Comesponding to the two-level topolog?., the content space tem is partitioned at two levels: locally, it is partitioned between seners in the same clique. Each sewer is assigned a non-overlapping zoite in the space, and becomes the pro.^ setver for all subscriptions in the same cliqui that overlap with this zone; which are in.tum called this sener's pro.? siibsci:iptioils. The original s e i w k that receive subscriptions from end clients will forward the suhscriptions to the appropriate prosy servers. We call this process sttbscription iiiowitieitr. Globally, the content space is partitioned between the routing trees. Each routing tree is assigned a non-overlapping content zone and used to route all events falling into its zone. The global partition is the same across a11 Kyra servers; while the local partitions are only visible inside each clique. Kyra seners join all the routing trees whose zone overlap with that of their own, and route on behalf of their prosy subscriptions. Each routing tree then becomes an independent filter-based routing network as dFscrihed in Section 2. When an event is published, it is first foiwarded to the sener in the same clique whose content zone covers it; and then routed on the tree with covering zone.
In Figure 4 , the pub-sub seners are organized into three s e n e r cliques; and three routing trees are built. The content zone of the seners and the routing trees are listed in the tables on the left. Each sener maintains a routing table for each routing tree it joins, 8s shown on the right. When event 9 is published. it is first fonvarded to sewer C; and then routed on tree 12 to arrive at sen-er H.
Three obsenations can he made from Figure 4 . First, the routingtahles are more concise than those in Figure 2 ; as each sewer onlv needs to h o r n about a subset of subscriptions in the system. Second; routing trees in Figure 4 span fewer seners than those in Figure 3 , due to the increased content locality on each server obtained from subscription movement. Finally, the routing path of event 9 traverses fewer immediate servers than in Figure 2 and Figure 3 ; resulting in less network traffic and processing load.
In the rest of this section, we present the design of Kyra in more detail.
Interconnection topology
In this paper, we use network latency to measure the distance between serven. W e use the Hierarchical Agglomerate Clustering (HAC) algorithm [?I] to cluster "close" servers into server cliqnes. The distance between two cliques is defined as the furthest distance between any pair of servers in the two cliques. The-algorithm is presented in Figwe 5 . Two parameters are specified: the .maximum distance between servers in the same clique, and the maximum number of seners in one clique. The output of the algorithm is a set of server cliques that satisfy both conditions.
For small-scale sefver cliques; the intra-clique topoloe is indeed a "clique": each server knows the address and content zone of all other servers in the clique; if a clique has too many servers, the Distributed Hash when there are k seners i n the clique; a sen'er only needs to know about O(1ogk) other servers and a message can he routed between any two seners in the clique within O(logi-) steps. The content space partition in the clique can be directly used for dividing the index value space in DHT. For simplicity, we only experiment aith the full-mesh topolog, within cliques in this paper.
In Kyra, routing trees are built as minimum spanning trees (MST) across all servers whose content zones overlap with that of the tree. The number of routing trees built, T. is related to sewer clique size as shown in Figure 6 : if a clique has more than T servers, multiple sen.ers.have to join the same tree. As a result, subscription information for this tree is replicated on all these servers; reducing the effectiveness of local content space partitioning. On the other hand, increasing T to larger . . than the clique size cannot improve the effect of global space partitioning, because multiple trees will span the same set of sewers. Therefore, in practice, we espect T-mas[k,: to he a reasonable configuration, where k j is the numher of Servers in clique i.
B. Content .spoce portition
The partitioning methodolov in Kyra is simple: to partition the content space into non-overlapping continuous zones with balanced load.
We define the popidarip of an event to be the percentage of subscriptions interested in it; the voliiiiie of an event to he the frequency with which it is published; and the weight of an event to k the normalized resource consumption for processing the event. The load of a content zone is then computed as worklood,,, = ~( p o , u i i l o r i p e a . raltime, .weights)
The reason for usine oooir/arlhh rather than uooiilaritv,
is the obsenation that \Then routed in a tree topolog?., an event is routed through more Sewers than the ones that are interested in it; and the routing load on all the servers traversed should he counted. In Figure 7 ; the horizontal axis s h o w the popularity of an event, and the solid c u n e plots the percentage of servers on the tree that the event is actually routed through. The c u n e is regressed to the power function presented, with R-square value of 0.9988. For reference; the dotted line shows the' percentage of servers from the tree that actually interested in the event; which is in fact a 35-degree line. Figure 7 is based on experimental results with minimum spanning trees of randomly distributed sen,ers; and the regression function is used to derive the U value of0.6101 in our experiments.
The problem of partitioning a multi-dimensional space into continuous zones with balanced load has heen well studied in man\' areas. such as uarallel and distrihuted comnutine and We choose to partition the space into continuous zones for several reasons: first; such zones can be concisely described by their boundaries. This leads to low storage and communication cost to store the partition results and synchronize between sewers. It is also ea? to determine the membership of an event. Second; many pub-sub systems support subscriptions in the format of range queries, such as "price<j" or "5,00O<volume<l OzOOO". Compared to discrete panitions (such as by clustering individual event values); continuous partitions reduce the number of partitions with which such range subscriptions overlap. This is desirable because a suhscription has to be replicated on all the servers and routing trees whose zones overlap with it. For the same reason, when the number of routing trees is different from the number of sewers in the cliques, continuous partitions reduce the numher of trees a s e n e r needs to ioin. Finallv. continuous information may have to be gathered and recomputed periodically. How-ever; reasonably good partitioning results may be achieved based on coarse-gained load estimation and experience. In addition, we eypect that in many pub-sub applications, partitioning along only a subset of dimensions, such as one or two of event attributes, will be sufficient to achieve the goals. Thus, we expect the partitioning process to scale well with both routing load and dimension of the content space. A specific partitioning algorithm dependents on application data types and properties, and is beyond the scope of this paper. Instead, we assume that such an algorithm is available and focus on the effectiveness of the overall routing scheme.
C. Sirhscription ondprhlicotion
In Kyra, a subscription is submitted to a server close to the subscriber. Then: it is fonvardzd from the original server to one or more p r o q servers, hased on the content zones with which it olerlaps. The subscription management process is shown in Figure 8 .
Note that on the routing trees; events are routed for proxy subscriptions at each server; rather than its original subscriptions. Because the prosy subscriptions are wholly contained within the sener's content zone; the content localit? of proxy subscriptions on the sener is espected to be higher than that of the original suhscriptions.
Filter-based event routing is performed on each routing tree. At the same time, a received event is matched vith the server's proxy subscriptions. Upon successful matches, the subscriptjons. The original s e n e r will notify the subscriber about the event, so that the process of subscription movement is transparent to end-users. The event routing process is shown in Figure 9 .
In this paper, we assume centralized topolog! construction and content space partitioning algorithms. This provides simplicity and reduced communication overhead. We leave distributed algorithms as a topic for future work.
IV. EXPERIMENTAL METHODOLOGY
We now evaluate the performance of Kyra and other routing schemes with detailed simulations.
.d. Event rotrting schemes
To understand how Kyra compares with existing approaches; we have also simulated a basic lilter-based routing scheme (FBR) and a. basic multicast-based routing scheme (MBR).
FBR is based on the Siena implementation described in [7], with the peer-to-peer minimum spanning tree topoloF. Some optimization techniques, >much as use of adveniscments (which are an additional burden on the system) and subscription summarization (whose success is applicationdependent), are not included in FBR. These optimizations are applicable to Kyra as well, since it uses filter-based routing within each routing tree. In fact, we expect them to he more effective in Kyra; because of their lower implementation cnst and the increased subscription locality in K y a . By not including these optimizations, we can better compare the hasic approaches.
MBR is based on the multicast-based routing scheme described in [XI. The Forgy's K-Means algorithm [?I] is used for data clusteiing, as it was found to pelform best among the clustering algorithms in [ 2 5 ] . An optimization technique is proposed in a companion paper [26] to dynamically switch to unicast if the event popularity is helow a threshold. We do not include this optimization in MBR, so that we can clearly identify the effectiveness of the multicastbased approach.
We believe that FBR and MBR as we implement them represent the major properties of the two routing approaches; and the comparison provides us an opportunity to understand the trade-off of various routing schemes. To our knowledge, there has not been comprehensive comparison and evaluation of different event routing schemes for content-based pub-sub network.
Performance of three other basic routing schemes; unicast, broadcast and ideal I I I U~I~C O S I ,
are also presented as reference baselines. In ideal multicast, each event is sent to matching sewers through IP multicast, assuming multicast trees exist for all possible matching subscription s e n e r sets. A major challenge in pub-sub Uniform distribution, in which both popularity and volume of events are uniformly randomly distributed.
B. Dnto model
Zipf-uniform distribution, in which event popularity folloivs Zipf distribution [J] , i.e. the number of subscriptions matching the ith most popular event is proportional to i~', (with n here set to I). The volume of events is uniformly randomly distributed. Multimodal distribution [ X I , in which both popularity and volume of events follovv the same multivariate Gaussian distribution, In this case; more popular events are also published more often. In our experiments, live distribution peaks are randomly chosen in the content space; and the standard deviations are set to 1/4 of the average distance between peaks.
Regional distribution [34] ; in which the probability that a subscription from sener s, matches an event from sewer sj is set to: 0-7803-8355-9/04/$20.00 07.004 BEE.
where c is a normalizing factor. This distribution simulates the scenario that users are more interested in events close to them, such as local activities. In our experiments; y is set to 1
In all distributions, event weights are uniformly randomly assigned.
We define average iiser hfeves~ raie to be the probability that subscriptions on a server match a mndoml! chosen event.
Three level of user interest rates, 1%-10% and 50% are chosen to represent applications with user interests of high, medium and lo\\. selectivih.
Since our focus is not on partitioning algorithms themselves, we simplifi. partitioning by experimenting with a one-dimensional content space of integer values. We k l i e v e that the evaluations presented in this paper are not sensitive to the dimensionality of content space, and the results are of general importance.
C. Petfbrmance meosiires along the following dimensions:
We evaluate the performance of event routing schemes Storage and management cost, measured by the amount of routing information each pub-sub sener maintains.
Processing load. In FBR and Kvra, this is measured by the total number intermediate seners that perform contentbascd matching to route one event.
Network performance; which includes: o Node stress: for every fixed number (1000 in our experiments) of randomly chosen events handled by the system, the number of messages that are received and sent by the average pub-sub server.
L b k sm.w for every fixed number (1000 in our experinients) of randomly chosen events handled by the ystem; the number of messages that are camed by the average underlying network link.
!Voi711a/ized resoiirce iisage (XRU). As in [IO]
; we define tlehi,or.k ~ysoiirce usage as the summation of underlying network link costs consumed in routing an event. L i k latency is used as the cost measure. Since the ideal multicast scheme achieves the lower bound of network resource usage, normalized rcsourcc usage is defined as the ratio of network resource usage of an event routing scheme relative to this lower hound.
o o For MBR. only its network performancc is studied. Its storage and processing cost depends on pub-sub data type and is not evaluated in this paper.
V. SIMULATION RESULTS We developed a message-level; event-based simulator for evaluation. Our network topology is generated hy GT-ITM [6] random graph generator using the transit-stub model. There are 20 transit domains with an average of 5 routers in each.
Each transit router has an average of 3 stub domains attached, and each stub domain has an average of 8 routers. The link latencies are randomly chosen betwken 50-100ms for intratransit domain links, IO-40ms for transit-stub links; and 1-5ms for intra-stub domain links. Altogether there are 2500 routers and 8938 links. 500 puh-sub s e n w s are randomly attached to the routers by LAN links with Ims latency. Events and subscriptions from the distributions described above are randomly assigned to the sewers. IP multicast routing is simulated using a shortest path tree formed hy the merger of the unicast routes from the source to each destination.
A. K-vra performance ona!vsis
In this section, we analyze the performance of K p with varying configurations of s a v e r clique size and number of routing trees built. Since FBR can be seen as a special case of Kyra, with single-sener cliques and one routing tree, our presentation discusses the results for Kyra relative to this case, allowing us to v e y naturally compare Kyra with FBR. Results for MBR and other routing schemes will be discussed in Section V. B. Due to space constraint, we present detailed results for only the Zipf-uniform data distribution here, leaving others to Section V. B. Figure I O shows the amount of routing information that a
1) Storage and monagement cost
Kyra s e n e r maintains. The horizontal axis shows the clique size configuration, in terms or maximum intra-clique distance.
The corresponding average and maximum numbers of seners in each clique are given in Table I . The vertical axis shows, using a log scale, the fraction of the total subscription information that the average semer maintains. The four curves represent the cases of 1; IO, 20 and 50 routing trees. Figure I O clearly demonstrates the effectiveness of Kyra in reducing the information load on each sener. For example, with cliques of Zooms intra-clique distance and 20 muting trees, a Kyra sener only ho\vs about 1/10 of total subscriptions. Another observation is that both the sen-er clique s u e and the number of routing trees have to be greater than 1 to etkctively I-educe the per-server information size. This confirms the importance of two-level content space partitioning and subscription movement: Without local content space partitioning and subscription movement, every sener has to join all the routing trees; with only one routing tree, each sener has to h o w about all subscriptions to correctly route for other nodes on the tree. Finally, Figure 10 shows that the server clique size and number of routing trees interleave in a fashion that validates 
7iProcessing load
In filter-based event routing, an event is repeatedly matched \vith remote suhscnptions at intermediate pub-sub seners. Figure I I plots the number of s e n e r s o n vhich matching is pertbrmed in routing one event in Kpra. The three charts present the results with dityerent user interest rates. All the c u n e s converge at the tiro ends: !he left end represents the case of FBR: the right end represents the extreme case of all Stfners organized into one clique. In this case; each event is matched once at the publishing server and sent directlv to all matching servers.
Figure 1 I shows that increasing clique size and increasing number of trees both effectively reduce the processing load in event routing. Differently from Figure IO , the top c u n c s show that even with only one routing tree; increasing clique size leads to amalltr matching load. This is because an event is matched only ~)nce in each clique The saving is even more sipificant with high usor inkreal ratus in the figure. Higher user interest has the same cfkct of large clique size in this regard; hecause more users in thc cliqkio are interested and there is a larger space for improvcmcn~. Figure I ? presents the average node stress of a Kyra sener. The trend in each c u n e is similar to that in Figure 1 I : with larger server cliques and more routing trees; fewer intermediate sen'ers are traversed on a routing path and the average node stress is reduced. However; the improvement diminishes with increasing user interest .rates. The reason can be seen from : in the FBR approach; the 'fraction of uninterested sen-ers an event traverses decreases as more users are interested in the event.
3iNetwork pecfbrmance aiNode stress

b)Link stress
'From Figure 13; we can see that different configurations of Kyra can affect network link stress in three ways: first; with larger clique size, an event traverses fewer network links on the routing trees. T h s -effect dominates when user interest level is as low as 1% and with large clique size. Second; the intradique unicast can result in high stress o n links close to the .unicast source. This effect is stronger with higher user interests; because more seners in the clique must be notified. Finally, multiple routing trees improve average link stress by distributing the network traffic over more network links. However; the magnitude of improvement is not as significant as we ecpected. We found that this is hecause of the low path diversity in the GT-ITM topology graph we used. For Storage and proc example, each stub domain is connected to a transit sei-ver through a single link. Building more routing trees cannot relieve the high stress on these links. We found that hy setting 10% domains as multi-homed can reduce average link stress of Kpra by 10%. To gain a more comprehensive understanding of routing load on underlying network Ilks, we plan to deploy espenments on larger network scale and take link handwidth capacity into consideration. Figure 14 presents the NRU of Kyra. Larger sener cliques almost always result in higher resource usage, mainly due to the network inefficiency of the intra-clique unicast. The inefficiency is severe with high user interest rates, in which case unicast communication comprises a high fraction of the total network traffic. The number of routing trees does not have much effect on NRU.
c)Normnlized Resource Usage
We have evaluated Kyra using various metrics and the results are summarized in Table 11 . Briefly, with large sen-cliques and multiple muting trees, K y effectively reduces the storage, processing and network traffic load on each pub-sub server; compared to FBR. The intra-clique unicast communication results in increased network link stress and network resource usage. The inefficiency is more significant with larger sewer cliques and higher user interests, and independent of the number of routing trees. In general: this trade-off must he balanced by choosing configurations based on the characteristics of the pub-sub application. Figure I5 compares the NRU of the FBR; Kyra; MBR; unicast and hroadcast schemes. By definition; ideal multicast achieves NRU of I. overall^ the results show that FBR and Kyra pelform quite well under all circumstances. When user interests are highly selective, performance oT Kyra is close to that of unicast and even hetter than FBR in some cases. In comparison, MBR is penalizcd for sending events to uninterested users It pelforms worst with the Zipf-uniform distribution: the network waste mainly comes from multicasting the many "cold events" with few interested subscribers to the whole multicast group. The hest distribution for MBR is the multimodal one. in which cold events are also published lass often. In particular, when average user interest rate is 10% with the multimodal distribution, MBR achieves NRU 70% better than unicast, which confirms the results found in [25] under the same data distribution. With the regional distribution, MBR is penalized for sending events to uninterested users that are far amay. When the average user interest rate is high euough; all the three routing schemes perform close to hroadcast.
C. Comparison ofRoiiting Approaches
Tahle IV presents~node stress and link stress of the three routing schemes. Due to space constraints, only the results for the zipf-uniform distribution and multi-modal distribution are presented. Under all circumstances; Kyra achieves the smallest average and maximum server node stress; and the savings are significant: for subscriptions with 1% selectivity, an average ,Kyra server experiences I/3. network traffic load compared to an FBR sewer and only 1/25 of that of an MBR server. Even for the case of 50% interests; whcn the average node stress results are close; Kyra is more effective in distributing the -2ol------network traffic across all seners and reducing the maximum node stress. In fact, Kyra always achieves the smallest average link stress except for the case of 50% interests; when FBR outperforms Kyra slightly. In this case here too; Kyrd effectively minimizes the maximum link stress compared to FBR.
D. Load balonce
Load balance is an important factor in pub-sub networks, as any overloaded server or network link may degrade the total bystern performance and limit tem scalability. Tahle 111 s h o w that there is still a large gap between the average and maximum node stress and link stress in Kyra; which we should address. In this paper, we mainly focus on balancing node stress on pub-sub servers. Because link stress is affected by network resource dimensioning and provisioning strategies, it is left as future work.
To huild a more load-balanced .Kyra, we developed a modified version of Kruskal's MST algorithm [ I l l for building routing trees: at each step of adding an overlay connection into the routing tree, we first find the A 1 shortest connections that .do~:not add loops into the tree; these connections are then ranked by the maximum degree of their two end nodes. The connection with the lowest maximum degree is added into the tree. We call .Cl the halancefacror.. When M I , the algorithm is Kruskal's algorithm; when :\I equals to the total number of valid connections, the algorithm aims at pure load balancing. Figure 16 shows the cumulative distribution of node stress in FBR, MBR; basic Kyra and balanced Kgra with balance factor of 100. The horizontal axis represents a given value of node stress, and the vertical axis [j] . Most of these tems adopt the filter-based routing approach. In E D I , hierarchical interconnection topology is proposed in which a scn'er is only informed of subscriptions l'rom servers in its suh-tree. Events are always foinarded up the hierarchy regardless of the interests in other parts of the network. [7] shows that the petiormance of such hierarchical scheme is inferior to the peer-to-peer topoloF we discussed in this paper. In Gvphon, a link-matching algorithm is designed to partially match an event at each step in filtabased routing in order to determine the directions in which to send the event. The Elvin tem proposes a technique called "quenching", in which publishers are aware of all subscriptions so that they only publish the events that have at least some matching subsciibers. [?9] has 3 different problem statement. It assumes that only a small number of content filters are availablc, and studies the problem of strategically placing the filters on a multicast tree topology; to minimize total nctwork traffic or event d e l i v~y delay.
The problem of delivering an event message to a group of interested users through a senzice network is similar to the traditional multicast problem (except that in traditional multicast the addresses of the destination nodes are known while in pub-sub systems they have to he determined via content-based matching). IP multicast has heen proposed since [I31 hut has not been fully deployed due to its inherent scalability problems. Recently, much effort has been put to move the multicast functionality to the application layerr; at end hosts [10] [9] . Application-layer multicast is espected to scale better than IP multicast, mainly because an end host only nccds to pelform complex processing for a small number of groups that it participates. This philosophy of confining the expensive routing functionality to onlv B subset of participants is similar to OUT idea of consuucting multiple small routing networks in Kyra.
How to efficiently match an event against a large number of subscriptions is another important problem in pub-sub system design. The matching problem has been studied for various data types and event schemes [2] [3] [18] [30] . In this paper. me have assumed that a suitable matching algorithm is availahle; and hare focused on the problem of routing events (based on matching results, as appropriate).
A review of the various properties of pub-sub systems can he found in [Id] .
VII. CONCLUSION AND FUTW WORK
We have designed and eydiuated Kyra, an event routing scheme for content-based publish-subscribe service networks. Our findings can he broadlv summarized as follows:
The two-level hierarchical topology and the content space partitioning techniques in Kyra effectively partition a pubsub network into multiple smaller routing networks. Event routing within each routing network generates significantly lower storage, processing and network traffc load; compared to routing in the global network.
The reduced scope of filter-based routing in Kyra can lead to inefficient network resource usage in unicast communication in sewer cliques. However, detailed simulations showed that the penalty is small compared to the mapitude of the savings in implementation cost and routing load. This is because unicast communication is only used between servers that are close to one another in the network, i.e. in the same clique. The trade-off betwecn storage; processing cost and nodeilink stress on the one hand and the network resource usage measure on the other can be managed by configuring Kyra's main parameters (clique sire and number of routing trees) based on application-specific preferences.
Unlike other systems; Kyra is effective in balancing routing load over all pub-sub servers.
Because of its efficiency and balance along various resource usage criteria, \<e expect Kyra to gracefully scale to large pub-sub systems.
There are many areas of future work. In addition to those already mentioned in the paper. an interesting direction is to investigate the possibility of combining our subscription movement technique with multicast-based routing (rather than filter-based routing, which me have used within the routing trees here). We expect that the increased locality of subscription distributions would improve the quality of the multicast groups formed; however; the overall network resource usage may still be less efficient than filter-based routing.
A key (and complementan.) direction of our c m e n t work is in replacing filter-based routing with an approach that decouples the matching and routing steps in a content-based pub-sub service network. The idea is to f i s t match event with 0-7803-8355-9/04/$20.00 02004 IEEE.
