Abstract. This paper is one of a series providing a comprehensive study of cyclotron resonance and impurity transitions for n-type GaAs, InP, CdTe and CdSe. In this paper, attention is concentrated on weak transitions which can be observed when the electrons are predominantly bound to the donor states if the photon energy is insufficient to excite the electrons from the ground state of the donor. With all materials the most prominent lines observed are found to lie on the same curves of excitation energy against magnetic field. The following transitions are positively identified 2p--+ 2s; 2p-, --f 3s; 2p-, + 3d-I ; 2p---f 3d,. 2p0 + 3s, 2p0 + 3d+,.2s --f 3p+,,and3d-, + 3p-,.Thedependenceoftheselinesontemperature and impurity content is discussed and compared with the cyclotron resonance lines.
Introduction
This paper is one of a series which discusses in detail an extensive series of experiments on the properties of bound and free electrons in III-V and II-VI semiconductors. Preliminary results of these experiments have already been published (Chamberlain et al 1972a, b) but the present papers will provide more detailed and conclusive results for a greater number of samples. With the compilation of additional data, a more complete interpretation is possible with the result that the original hypotheses have been modified in some respects.
The purpose of this paper is to discuss a number of very weak lines which appear at temperatures where the shallow donors become occupied although the photon energies concerned are insufficient to excite electrons from the ground state of the impurities. These lines are attributed to transitions originating and terminating on excited states of the donors. Two of these lines were previously reported and, with all four materials investigated, were found to lie on the same two curves on a dimensionless diagram of excitation energy against magnetic field. From this field variation the two lines were identified as arising from 2p -to 2s and 2s to 3p + transitions (Chamberlain et al1972b) . For GaAs, InP and CdTe the much stronger spectrum of lines from the Is ground state have already been discussed in detail elsewhere (Stradling et a2 1972 , Simmonds et a1 1974 . The cyclotron resonance masses and linewdiths which are measured in the same experiments will be discussed in a forthcoming paper.
Prior to the report of excited state transitions in GaAs, InP, CdTe and CdSe, transitions between excited states had been suggested for InSb (Kaplan 1966 ) and for Te (Hulin 1970 ) and transitions from the higher energy components of the 'valley-orbit' split 1s states in silicon had been positively identified (Aggarwal 1964 , Ottsenmeyer et a1 1964 , Aggarwal and Ramdas 1965 . At the same time very similar experiments to our own involving photoconductivity measurements with coherent far-infrared sources have detected weak lines from donors in germanium which mirrored the conduction band anisotropy Goltman 1972, Muro and Nisida 1973) . These lines were interpreted in a similar manner to our own with the following transitions being provisionally identified: 2s + 2p*, 2s + 3p+, 2p, + 3d+l.
One characteristic feature identifying the lines due to excited-state transitions is that they can be observed with photon energies insufficient to generate transitions from the ground state of a hydrogenic donor. Rather similar structure also showing a field dependence incompatible with cyclotron resonance has been reported in experiments with SnO, (Button et a1 1971) ' CdS (Cohn et a1 1971) ' CdSe (Button and Lax 1970) and ZnO (Button et a1 1972a, b) . These lines may have a common origin with those found in the present experiments.
The authors have recently become aware of some very comprehensive data on the excited-statetransitions inn-GaAs (Gershenzon et a1 1974) which complement and extend the experiments reported in this paper. Intrinsic light was used to narrow the observed lines in the latest experiments and fourteen different excited-state transitions were detected. Of these the following lines were positively identified : 2p0 + 2s (l), 2p -+ 2p0
(2), 2p -, -+ 2s (3) and 2s + 2p + , (4) where the figures in parentheses refer to the designation of the lines employed by Gershenzon et al. A weak line (5) was provisionally identified as 2p0 + 2p+ Line (3) is line B, of the present paper and was identified similarly. Line (10) is B,, line (1 1) is A, and line (12) is A,. From the calculations reported in the present paper it is clear that line (6) is 2p --+ 3d -, . The other lines in the paper by Gershenzon et a1 do not appear to fit any of the possible transitions between the n = 2 and n = 3 atomic states and consequently probably involve higher order states. However, it should be noted that there is some doubt concerning the position of the 3do state as the calculations of Praddaude (1972) indicate that this state lies much higher in energy than the values of Lee et al (1973) used in the present paper. Praddaude's values would suggest that line (9) is 2p+ -+ 3do and line (13) 2p-+ 3d0.
Experimental techniques for the observation of the spectral lines
The characteristics of the samples employed in the present experiments are given in table 1. The weak excited-state lines narrowed very rapidly with increasing sample purity so the highest-purity samples of each material were sought for the present study. For GaAs and InP, samples were therefore necessarily in the form of epitaxial films which have much higher chemical purity than bulk samples. It was barely possible to detect the excited-state transitions in transmission experiments as these lines are one or two orders of magnitude weaker than the lines arising from transitions originating from the ground state. With all materials the weak excited-state lines could best be detected by photoconductive techniques where transitions between bound states of the donor generate a photocurrent by the two-stage 'photothermal' mechanism (Sidorov and Lifshitz 1966) in which the bound electron after photo-excitation has greater probability of being ejected into the conduction band by absorption of a phonon. This mechanism requires an appreciable thermal population of the phonons concerned and therefore any sharp impurity structure observed by photoconductivity techniques generally disappears at the lowest (Stillman et a1 1972) . Thus the temperatures at which the photothermal mechanism operates are just those at which the excited states of the impurity have the thermal population necessary for the appearance of the excited state structure presently reported. The different probabilities of thermal excitation into the conduction band at zero magnetic field have been calculated for various states and a number of temperatures (Beleznay and Pataki 1966) . In any comparison of the intensity of the exctited-state lines with those originating from the ground state the details of the thermal ionization process must be considered in addition to the equilibrium populations of the states concerned together with the matrix elements and widths of the photon-induced transitions. Indeed the photocurrent may actually decrease on absorption of a photon if the probability of thermal ionization of the final state after photon absorption is less than that of the initial state.
In addition to the study of impurity lines, photoconductive techniques are also employed in the cyclotron resonance experiments reported in a forthcoming paper. Although the results are discussed separately for convenience, cyclotron resonance and impurity lines are usually observed simultaneously at temperatures of the order of 10 K. In cyclotron resonance experiments the change in DC resistance induced by absorption of the photons is often called 'cross-modulation' (Zeiger et a1 1959) . As with the impurity transitions, the DC resistance in the region of the cyclotron resonance line may either increase or decrease depending on the energy dependence of the DC mobility and whether the photo-excited electron loses its excess energy rapidly by phonon emission or shares this energy with the other conduction electrons by electron-electron scattering. In the former case which corresponds to the energy relaxation time for a single electron being shorter than the electron-electron scattering time, the sign of the cyclotron resonance signal depends on whether the mobility is greater at the excitation energy (hw) compared with the mobility at the thermal energy (-k7'). In the latter case the electron gas as a whole heats up after the absorption of energy by a single particle at resonance and the sign of the resonance line depends on whether the mobility is an increasing or decreasing function of energy close to the mean energy of the carriers. Thus, under classical conditions (hw 4 kT) the sign of the signal should only depend on the energy dependence of the mobility at the experimental temperature 7' and not on the strength of the electronelectron scattering. However, under the quantum-limit conditions more generally applicable in the present experiments (hw P kT), the sign of the cyclotron resonance signal may depend both on the electron concentration present in the conduction band and on the details of the scattering processes contributing to limit the mobility in a range of energy of -ho. Experimental recordings are shown for CdTe and CdSe (figures 2 and 4) in which the impurity signals correspond to a decrease in resistance whereas the cyclotron resonance absorption produces an increase in resistance.
With the bulk samples of CdTe and CdSe it was possible under favourable conditions to see the strongest of the weak excited-state lines (labelled A and B in the papers by Chamberlain et a1 1972a and b) in transmission experiments. However, as with the epitaxial samples of GaAs and InP, much better signal-to-noise ratios resulted from the use of photoconductive techniquks. Because of the weak intensity of the excited-state lines, far-infrared lasers generating power levels of between 100 pW and 10 mW were employed as sources of infrared radiation. The alternative of a Fourier-transform spectrometer was not used to study excited-state transitions as the power available within the width of a line (-0.1 cm-') was generally too low (-lo-' W at 30 cm-l) to produce a detectable line.
The laser radiation passed horizontally through a mechanical chopper (-1000 Hz) before being deflected through 90" to enter a window in the tail of a variable-temperature cryostat. Because of the unfocussed nature of the beam and losses in the light-pipe system, the power actually incident upon the sample (typically 2 x 5 mm in cross-sectional dimensions) never exceeded 10 pW. The sample was mounted at the end of a 'cold-finger' in the centre of an 11 T water-cooled solenoid magnet of 1 in bore. The field (B) was appliedin the Faraday configuration and the laser radiation was generally unpolarized. However the geometry ofthe light-pipe system permitted a considerable component of the radiation E-field parallel to the magnetic field as shown by the appearance of a strong 1 s + 2p, line with InP at 195 pm wavelength. T h q as discussed in detail in $4, many excitedstate transitions having zero change in angular momentum along B(AM, = 0) were detected.
The lowest temperature reached at the end of the cold finger, which was fitted with a heater coil so that the temperature could be varied, was of the order of 6 K as determined by a thermocouple and a silicon diode. As the sample was fitted with electrical leads enabling both the resistance and Hall voltage to be monitored, previously determined curves of Hall constant and resistivity against temperature could be used as an independent check on the sample temperature. Furthermore, by cooling the sample down in the dark before illumination with intrinsic or far-infrared laser radiation, it was shown that the state of ionization of the impurities was very little affected by the laser or background radiation. In a number of these experiments to investigate the effects of incident radiation, the black polythene filters normally placed either side of the sample were removed, Laser radiation was available at wavelengths of 78, 119, 190, 195, 311 and 337 pm. However, when the photon energy exceeded the minimum energy required to excite an electron from the ground state( 2 0.7 R* where R* is the effective Rydberg = R(wz*/m)/E2 ; m*/m is the mass ratio and E the low-frequency dielectric constant) the weaker excitedstate transitions were generally obscured by the much stronger transitions originating from the 1s state. A limitation in the use of lasers is that only relatively few wavelengths are available so that it is difficult to determine the field dependence of lines which do not depend linearly on field (B). This difficulty is partially overcome by the availability of two closely spaced sets of wavelengths (311 and 337 pm and 190 and 195 pm) and by the use of materials having different values of R* However, the power available from the weaker of each pair of laser wavelengths (190 and 31 1 pm) was only sufficient to allow the detection of the strongest excited-state transitions. A further difficulty with the employment of fixed-frequency sources is that the magnetic field must be swept in order to generate a spectrum with the result that the zero-field positions of lines cannot be measured directly. In addition, when the sample itself is used as the detector of radiation as in the present experiments, the detector sensitivity may vary as a function of field, thereby affecting the relative intensity of lines or in the extreme case distorting the shape ofindividual lines. The sample was generally biassed in a 'four-contact' configuration in which the bias current was passed between two outer contacts and the AC photo-signal was generated across two inner contacts. However, when the bias current throughout the specimen was held constant, the strong magnetoresistance caused the DC bias voltage to increase monotonically with a consequent increase in photo-signal. In order to eliminate this source of distortion the spacing between the two inner contacts was kept small with respect to the length of the sample, and all of the sample with the exception of the area between these contacts was shielded from the radiation. The voltage applied to the sample was then held constant rather than the current, and, by this means, the change in resistance produced by the radiation could be detected directly by the change in voltage between the inner contacts while the total voltage applied across the sample, and hence to a reasonable approximation the detector sensitivity, remained independent of magnetic field. Typical bias voltage were in the range 0.1 to 1 V cm-l. Unlike the cyclotron resonance lines reported in the adjacent paper, the width ofthe impurity lines did not depend on the applied voltage. In a few experiments a 'two-contact' method was employed where the change in bias current produced by the radiation was detected at constant bias voltage. In both configurations the AC photo-signal was amplified by a high-impedence preamplifier before being phase-sensitive detected and displayed as a function of magnetic field on an x-y recorder. The magnetic field was calibrated by NMR techniques.
Whenever practical in the experiments described in the forthcoming paper, the cyclotron resonance lines were measured directly as a decrease in transmission of radiation through the sample at the same time as the change in the DC resistance of the sample induced by the absorption. The transmitted radiation was either detected by a cooled detector in direct contact with the helium bath at the top end of 'cold-finger' or by an external Golay cell with the chopping frequency changed to 13 Hz. Above -40 K the sensitivity of the 'cross-modulation' technique was low and better signal-to-noise ratios were obtained in the transmission experiments. On the other hand at the lowest temperatures, the 'cross-modulation' sensitivity was high so that cyclotron resonance signals could be detected by this technique even when the electron concentration in the conduction band had fallen too low for the absorption to be measured directly by transmission techniques.
The experimental results

Introduction
In preliminary reports of the excited-state lines (Chamberlain et al 1972a, b) , the most prominent features of the spectrum found with all four materials were two lines or groups of lines which were labelled A and B with A to low field and B to high field of the cyclotron resonance line. With GaAs, InP and CdSe, A and B were reported as single lines but with CdTe two groups of partially resolved lines were observed. The appearance of these groups of lines with CdTe was originally interpreted in terms of central cell corrections on the 2s state arising from the presence of several impurity species. The magnitude of the central cell corrections required was more than twice those expected from the separation of the central cell structure detected on the 1s -+ 2p transitions but this interpretation did not seem too unreasonable as anomalously large central cell corrections had been reported for other 11-VI compounds (Nassau et a1 1970 , Merz et a1 1972 . The experiments have now been repeated with two higher-purity samples of CdTe which showed quite different impurity structure on the 1s -, 2p transition as can be seen from figure 1. With the new samples the groups of lines A and B were fully resolved as may be seen from figure 2 but the individual components were found io have approximately the same relative intensities and field positions despite the samples having quite different impurity content. Furthermore although the components labelled A,, A, and A, moved very similarly in field on changing from 337 to 311 pm wavelength (6B = 0.26 & 0.01 T), components B, (6B = 1.21 T) and B, (6B = 0.74T) shifted quite differently. Consequently it is clear that the original hypothesis of central cell structure was incorrect and that the components are due to different transitions which are now identified. A weak line detected close to the line A previously reported with GaAs and InP can also be interpreted in a similar manner. A number of new lines are observed and identifiedin the present paper and the dependence of intensity and width of individual lines on temperature and sample purity are also investigated. The experimental results for each material are presented in detail below.
CdTe
The binding energy of the shallow donors in CdTe is approximately twice that in GaAs and InP and samples are available of much higher purity than with CdSe. Consequently the most complete study of temperature and purity effects were made with this material. A selection of experimental recordings are shown in figure 2 and the individual lines are shown on an expanded scale in figure 3 to show the sub-structure not immediately apparent in figure 2 on peaks A,, B, and F. The peak positions measured at the same wavelength were essentially the same for all samples although for a number of peaks differences of about 0.05 T in field were consistently found between the results for the two highestpurity samples and those for the less pure samples. These differences could arise from incomplete resolution of the lines, different central cell corrections on the 2s states or from Stark effects from the charged impurities. The fields quoted in table 2 refer to the highest purity samples.
CdSe
In contrast to the other materials, the only samples of CdSe available were relatively impure. Consequently no components or substructure were resolved on peaks A and B shown in figure 4. Line A probably contains all three components A,, A, and A,. Line B i'" 
GaAs and InP
The temperature range investigated was rather limited for both GaAs and InP as this was determined by the lowest temperature attainable by the cold-finger system and by the almost complete ionization of the impurities at temperatures above 20 K. The component A, not previously reported is apparent in figures 5 and 6. Both materials showed weak structure above the cyclotron resonance line in addition to line B,. With
InP a line believed to be B1 was observed at the high-field limit of the magnet. Only the CR Magnetic field (T) Figure 5 . Experimental recordings of photoconductivity against magnetic field for GaAs demonstrating the narrowing of the excited-state lines with increasing purity, whereas the cyclotron resonance line is scarcely affected by the change in purity between the samples. The lattice temperature is 8 K and the wavelength 337 pm. The gain is reduced for the cyclotron resonance line.
highest-purity sample available of InP showed reasonably strong excited-state structure whereas a range of GaAs samples exhibited excited-state lines whose widths increased rapidly with increasing impurity concentration.
Interpretation
In attempting to identify the observed excited-state lines, attention was concentrated on the states evolving from the hydrogenic levels with n = 2 and 3. Levels with TI 2 4 are C R I I I I ) U-1.8 2.2 2 3 7 8
Magnetic field(T) likely to be too broad and weak to be detectable. experiments. The dependence of the theoretical dimensionless transition energy W* (= ho/R*) against magnetic field (y) for these ten transitions is shown in figure 7 . In constructing this figure, the theoretical values of Lee et a1 (1973) were taken for the evenparity m = 0 states and those of Praddaude (1972) for all other levels. However, as Praddaude did not provide any energies for the intermediate range of fields between y = 0.1 and 1, similar variational calculations were performed using Larsen's (1973) trial wavefunctions for the three important levels 2p0, 2p -and 3d -which in turn provide energies for the 2p + and 3d + states as these are just 2y higher in energy from the corresponding M , = -1 levels. In this calculation, Larsen's trial functions (Larsen 1963 (Larsen ,1973 generalized to the n = 3 levels were used and the resulting values are listed in table 3. We have also used unpublished values of Larsen for the 3p+ (and hence 3p -1) state. Not included in the theoretical estimates of the variation of transition energy with magnetic field are a number of factors to be discussed later which may alter the theoretical curves shown in figure 7 by a few per cent.
On inspection of figure 7, it is clear that only two transitions (2s -, 3p+ ,, 2p0 -, 3d+ ,)
should be observed below the cyclotron resonance line at excitation energies greater than 0.45 R*. These two transitions track together over the complete range of fields and are joined by the 2p -to 3s transition for energies less than 0.3 R*. In order to make a detailed analysis the observed fields and experimental frequencies are converted to dimensionless quantities W* ( = hw/R*) and y (=hqB/2m*R*) using the parameters listed in table 4. transition the shift should be of the same magnitude as for line A, in all three materials but in the opposite direction. Structure of about the required separation which was resolved on line B, with CdTe sample CNRS 1 (see figure 3 ) probably corresponds to chemical shifts on the 2s state. This structure could also arise from the 2p0 --t 3d0 transition which is calculated to occur close to line B,. However this possibility would seem to be excluded by the observation of similar structure at wavelengths of 3 11 and 337 pm as the two transitions have quite different dependencies on field (see figure 7) .
Of the other perturbing effects, GaAs should be most strongly affected by band nonparabolicity whereas CdTe will be most influenced by polaron effects. Non-parabolicity effects have already been detected directly on the 1s -+ 2p+ , impurity lines in GaAs as the two spin orientations have slightly different transition energies (Stradling et a1 1973) . A similar splitting of the cyclotron resonance line will be discussed in the forthcoming paper. Non-parabolicity effects will principally affect the impurity states with M , = + 1 which are associated with the n = 1 Landau state at high field. The M , = 0 and M Z = -1 states should be little change$ The theoretical values quoted in table 5 for lines A, and A, in GaAs should be increased by about 0.5 % because of non-parabolicity effects.
At zero field, polaron effects on the 1s ground state are very well described simply by using the low-frequency polaron mass in the hydrogenic model. However this approach is less satisfactory for the excited states where polaron effects increase the binding energy as compared with the hydrogenic model and introduce 'Lamb shifts' between the s-and p-states (Engineer and Tzoar 1972, 1973) . With CdTe the 1s -+ 2s and 1s + 2p transition energies are estimated to be 80.4 and 80.6 cm-respectively as compared with 81.0 cm-' calculated on the hydrogenic model. The Lamb shift between the 2s and 2p states is therefore comparable with but less than the central cell corrections to the 2s state. On application of a magnetic field, polaron non-parabolicity will affect the impurity levels in a similar way to band non-parabolicity with the M , = + 1 energies being modified considerably more than the M , = 0 and -1 levels. For CdTe at 5 T polaron effects will reduce the M , = + 1 states by -2 cm-whereas the M , = 0 and M , = -1 will only be changed by -0.2 cm-l. Thus the theoretical fields for lines A, and A, for
CdTe at 195 pm wavelength should be increased by -5 %. The polaron corrections, which could even change the order of A, and A,, are large at this wavelength because both the 3p+ , (152 cm-') and 3d+ , (141 cm-') states are nearly separated from the 1s ground state by the energy of an optical phonon (171 cm-'). As indicated in table 4 a number of othertransitionsat 195 pmmaybestronglyaffected bypolaronpinningand the2s -+ 2p+ , transition may be suppressed or moved to an experimentally unobtainable field as the unperturbed energy of the 2p+ , state is 161 cm-' above the ground state.
The perturbing mechanism which probably produces the smallest correction to the theoretical fields is the Stark effect of electric fields generated by neighbouring charged impurities. Because of the random nature ofthese fields any correction should only amount to a fraction of the observed linewidth.
Because exact values for different corrections are difficult to calculate, it is not possible to be certain of the order of the lines in group A. However, because of their quite different theoretical variation with field, it is possible to be reasonably confident of the assignment 
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it must either involve a transition to a Landau state or to a level that evolves from the conduction band continuum. The observed fields are quite close to those expected for a transition from the 2s state to the n = 0 Landau level. However the observed change in field on changing from a wavelength of 337 to 311 pm would seem to exclude this interpretation. It is conceivable that line F is the 2s + 2p+ transition although calculations show that this line should coincide with line B, at 337 pm wavelength. The line X found with InP probably results from the 2s + 2p + transition although the absence of a similar line with GaAs at the calculated field lays some doubt on this assignment. Apart from the lack of a positive identification of the 2s + 2p + transition and the missing 2p -to 3s line for GaAs and InP, the agreement between the observed and predicted lines is very good.
The intensity and temperature dependence of the lines
The following three factors determine the integrated intensity of the excited-state lines as compared with the strength of transitions originating from the ground state :
(a) The relative populations of the two initial states which should have a simple exponential dependence on the separation between the two states concerned ; (b) The matrix elements which are often greater for the excited state transitions; (c) The relative probability of thermal ionization subsequent to photo-excitation assuming that this is the mechanism responsible for the generation of the photo-signal. In general this appears to be the dominant mechanism for the excited-state transitions reported in this paper although there is some evidence that the 1s + 2p lines observed at low field with CdTe are due to the increased probability of hopping conduction within the 2p-states.
The third factor is of course unique to the photoconductive technique of observation and would not require consideration in transmission measurements. The probability of ionization by phonon absorption is a strong function of temperature and of angular momentum of the state concerned. Because of the presence of many intermediate states lying below the conduction band edge, the probabliity of thermal ionization has an apparent activation energy much less than the ionization energy AEi (energy separation between the conduction band and the state of interest) as has been shown by the calculations of Beleznay and Pataki (1966) and by the experiments of Stillman et al (1972) . Beleznay and Pataki (1966) have shown that neglect of the intermediate states can easily lead to errors of five orders of magnitude in the estimation of sticking probability P (= 1 -I where I is the probability of ionization). Inclusion of the intermediate states causes I to lose its simple exponential form. However, if an exponential is fitted to the temperature dependence of I , an activation energy results which is between 75 x (2s) and 95 x (3d) lower than the binding energy of the state concerned. Unfortunately the calculation has not yet been extended to the magnetic field case Thus it is not possible to estimate accurately the relative intensities of the lines observed in the present work as the photoconductive efficiencies of the different transitions are unknown. The qualitative effect of the magnetic field is to change the ionization energy of the state concerned and to reduce the number of intermediate states below the conduction band edge. Hence the sticking probability should fall and the thermal activation energy should approach more closely the ionization energy. If the ionization probabilities can be fitted by a simple exponential dependence, then the signal strength should be proportional to a photoconductive efficiency factor S = exp ( -W,lkT) -exp ( -WJkT) where W, < E, and w < Ei and W,, w, E , and Ei are the activation energies of the initial and final states.
Thus the photoconductive efficiency will decrease exponentially at low temperatures and as (w -Wf)/kT at high temperatures. If w and W, are sufficiently different, however, there will be a range of temperatures where S is near unity. As E, and E, differ by at least a factor of two for all excited-state transitions considered and in many cases E, is zero, it is believed that the photoconductive efficiencies are high in the present experiments and in many cases are close to one for both excited state lines and transitions originating from the ground state. The other two factors determining the relative intensities of the lines can be determined more readily.
On each experimental recording the strength of the excited-state lines can be compared directly with the intensity of the cyclotron resonance line. However for a semi-quantitative investigation of the temperature dependence of the different lines this comparison is not very satisfactory as the photoconductive mechanisms involved in the generation of cyclotron resonance and impurity signals are quite different and may even have opposite temperature dependences. For example, if electron-electron scattering is reasonably strong, and the electron temperature concept is valid, the cyclotron resonance signal will be close to zero at temperatures where acoustic phonon scattering is comparable with ionized impurity scattering but the cross-modulation efficiency will increase rapidly with decreasing temperature both because the fractional change in electron temperature increases and because impurity scattering increasingly dominates over acoustic phonon scattering. In contrast the photothermal mechanism responsible for the impurity signals usually becomes less efficient as the temperature is lowered. Therefore, in order to investigate the temperature dependences of the lines, the excited-state lines were compared with the intensity of the 1s -+ ip, line observed with a shorter laser wavelength using the strength of the cyclotron resonance line as a standard. This comparison will only be accurate if h e cross-modulation efficiency is not a function of laser frequency as would be the case if electron4ectron scattering could maintain an effective electron temperature. The assumption of a frequency-independent cyclotron resonance signal seems to be quite reasonable as the ratio of the intensity of line A, (2s -+ 3p+ in GaAs sample A to that of the Is --f 2p+, line observed at 8.5 K with a wavelength of 119 pm was 4 x 10-A in fair agreement with the value of 2.5 x for the ratio of A, to the Is -+ 2p-, line observed on switching from 337 and 311 pm wavelength. (Stradling et al 1972) .
With CdTe this procedure was not possible as the cyclotron resonance line was at an unattainable magnetic field with tge only laser wavelength short enough (79 pm) to observe the Is -+ 2p + line. In this case the absolute power transmitted through the sample at each wavelength was measured by an external detector and the signal strengths estimated from the different amplifier settings. Figures 9 and 10 show the ratioed intensities of various excited-state lines for GaAs, InP and CdTe and figure 11 shows how the cyclotron resonance lines vary with respect to the Is --f 2p+ , lines. All the lines shown with the exception of B2 with InP can be fitted with activation energies (-3 meV for GaAs and InP and -10 meV for CdTe) which are quite close to but rather less than the separation between the Is state and the lower of the excited states concerned. The fact that the activation energies are close to the separation of the lower of the excited states from the 1s indicates that the photothermal efficiency is close to one for the transitions concerned. Line A, in CdTe persists to slightly lower temperature than A, and A, and has a slightly lower activation energy. This observation supports the interpretation put forward in 94 of A, being 2p--+ 3s, A, being 2p, -, 3d + and A, being 2s + 3p + as the 2p -state is lower than either the 2p, or 2s states.
The fact that intensity of the cyclotron resonance lines as shown in figure 11 cannot be fitted to a single activation energy probably reflects the rapidly increasing crossmodulation efficiency with decreasing temperature. Looking in greater detail at the absolute intensities of the excited-state lines, the ratio of the integrated intensities of line A, in GaAs to the 1s + 2p-, line was -7 x lo-' at 8.5
1 K. Since the transition probability for the 2s + 3p+ transition is a factor of two greater than for the 1s + 2p -transition, this implies a relative thermal population of 3 3 x 10-' if the factor S is the same for both lines. This population difference corresponds to a lattice temperature of about 10 K in quite satisfactory agreement with the experimental temperature. The strength of the 2p-, + 2s line (line B,) in GaAs was more than an order of magnitude less than the 2s + 3p+ line at 8.5 K as would be expected from the relative transition probabilities of 0.055. For CdTe all the excited-state lines at 12 K are about four orders of magnitude weaker than the Is + 2p + line as would be expected from the relative thermal populations.
Thus both the absolute intensities and the temperature variation of the excited-state lines are close to those expected. Any discrepancies can be attributed to an over-simplified interpretation although the possibility of some pumping of the excited states by the background far-infrared radiation cannot be positively excluded.
Linewidths
A common feature of the results for all materials is the rapidity with which the excitedstate lines broaden with increasing ionized-impurity concentration as would be expected from the increasing strength of the random electric fields and field gradients within the sample. (See Larsen (1973) for a detailed discussion of the various possible broadening mechanisms.) This feature was strikingly demonstrated for lines A, and A, in GaAs in an earlier publication (figure 26 of Chamberlain et a1 1972a) where the excited-state lines broadened by a factor of five on going from sample n-GaAs-A to a sample (n-GaAs-C) where theconcentration ofionized impurities is approximately double although the widths of the cyclotron resonance lines were about the same in the two samples. This sensitivity to impurity content affected the visibility of the excited-state lines particularly in the case of CdTe where lines C, E,F and G could only be observed with the purest samples and with InP where reasonably strong excited-state lines were found only with the purest sample available. In the case of GaAs the excited-state lines appeared to be broadening more rapidly than the 1 s -+ 2p lines as the Is + 2p+ transitions only broadened by a factor of two between sample A and sample C. However, although often the case, there was no general rule that the excited-state lines were broader than those originating from the ground state, This is best illustrated with line B, (2p-, --t 3d-,) in sample CdTe -CNRS1. The full width of this line is estimated to be 0.2 cm-' at 5.9 T from the slope of the dimensionless curve for this line shown in figure 7 whereasathe width of the 1s + 2p+ line was found to be 0.09 cm-at 5.9 T and 0.35 cm-' at low fields. A very sharp 2p-+ 3d-line is to be expected as the quadrupole moments for both states are small. Secondorder Stark broadening and possibly phonon broadening may also contribute significantly. Interestingly this line broadens and its relative amplitude is reduced on going from 5.9 T (y = 0.265) at 337 pm wavelength to 7.15 T (y = 0.322) at 311 pm wavelength. This behaviour would be consistent with dominant Stark broadening as the 3d-and 2s states approach each other in this field range and should cross at y = 0.30. at comparable fields in GaAs, InP and CdTe. The main contribution tQ the 2p--+ 2s
The width of line B, (2p--+ 2s) was greater than or equal io that of the 1s + 2p+ line width should come from the quadrupole moment of the 2s state ( -30) and unresolved central cell structure. However line B, in all three materials was at least a factor of three narrower at the lowest temperatures than predicted for pure quadrupolar broadening.
Conclusion
The field positions, magnitude and temperature dependence of the various weak lines observed by photoconductive techniques using laser sources are well accounted for by transitions between the n = 2 and n = 3 excited states of the shallow donors. A number of specific transitions have been identified and their positions agree well with variational calculations of the field-dependence of the states involved. The results obtained so far indicate that laser spectroscopy of transitions between excited states is also a powerful and sensitive method for studying the broadening of the states involved and also the various photoconductive mechanisms concerned. As the photon energies involved are insufficient to excite electrons from the ground state of the donors, the strong 1s + 2p lines are not present in the excited-state spectrum and thus the method is particularly useful for studying the highly excited states of the impurities.
