Abstract. We give a variant of Basu-Hildebrand-Molinaro's approximation theorem for continuous minimal valid functions for Gomory-Johnson's infinite group problem by piecewise linear two-slope extreme functions [Minimal cutgenerating functions are nearly extreme, IPCO 2016]. Our theorem is for piecewise linear minimal valid functions that have only rational breakpoints (in 1/q Z for some q ∈ N) and that take rational values at the breakpoints. In contrast to Basu et al.'s construction, our construction preserves all function values on 1/q Z. As a corollary, we obtain that every extreme function for the finite group problem on 1/q Z is the restriction of a continuous piecewise linear two-slope extreme function for the infinite group problem with breakpoints on a refinement 1/(M q) Z for some M ∈ N. In combination with Gomory's master theorem [Some Polyhedra related to Combinatorial Problems, Lin. Alg. Appl. 2 (1969), , this shows that the infinite group problem is the correct master problem for facets (extreme functions) of 1-row group relaxations.
Introduction
Gomory introduced the finite group relaxations of integer programming problems in his seminal paper [9] , expanding upon [8] . Let G be an abelian group, written additively (as a Z-module). Finite groups G arise concretely as B −1 Z k /Z k , where B is a basis matrix in the simplex method, applied to the continuous relaxation of a pure integer program with all-integer data. For concreteness and simplicity, throughout this paper we consider all groups G as subgroups of the infinite group Q k /Z k ⊂ R k /Z k for some k. For example, the cyclic group C q is realized as 1 q Z/Z ⊂ Q/Z ⊂ R/Z. Let P ⊆ G be a finite subset and let f be an element of G \ {0}. Consider the set of functions y : P → Z + satisfying the constraint ("group equation"):
(The summation takes place in G and hence the equation is "modulo 1.") Denote by R f (P ) the convex hull of all solutions y ∈ Z P + to (1) . The set R f (P ), if nonempty, is a polyhedron in R P + of blocking type, i.e., its recession cone is R P + ; see, for example, [6, section 6.1] . It is known as the corner polyhedron. If G is a finite group and P = G, then one speaks of a (finite) master group relaxation and a master corner polyhedron; we will comment on the meaning of the word "master" in these notions shortly. The question arose how to make effective use of the group relaxation in solvers. An early emphasis lay on the primal aspects of the problem, such as the use of dynamic programming to generate "paths" (solutions); see the survey [17, section 19.3] and also Gomory's essay [10] . Trivially, a solution y ∈ Z P + of R f (P ) injects into larger problems, in particular master problems R f (G), by setting y(p) = 0 for p / ∈ P.
The renewed interest in the group approach in recent years, however, has almost exclusively focused on the dual aspects, i.e., on generating valid inequalities, which can be applied directly to the original integer program. This is also the viewpoint of the present paper. For an overview we refer to the surveys [17, sections 19.4-19.6] and [2, 3] .
1.1. Valid functions. Because R f (P ) is a polyhedron of blocking type, all nontrivial valid inequalities can be normalized to the form p∈P π(p)y(p) ≥ 1 for some non-negative function π : P → R + . Such functions π are called valid functions. A valid function π is said to be minimal if there is no other valid function π † = π such that π † ≤ π pointwise. The set of minimal valid functions for arbitrary problems R f (P ) can have a complicated structure; but for master problems R f (G), Gomory [9] gave the following important characterization:
∆π(x, y) ≥ 0 for x, y ∈ G (subadditivity),
∆π(x, f − x) = 0 for x ∈ G (symmetry condition),
where ∆π(x, y) = π(x) + π(y) − π(x + y) is the subadditivity slack function. The functions π giving rise to (non-trivial) facet-defining inequalities are referred to as facets. They are the functions that are extreme among the minimal valid functions, i.e., they satisfy if π + and π − are minimal and π = 1 2 (π
In the present paper, we take the classic viewpoint of considering the facets (extreme functions) the "important" valid functions.
1.2.
Injections of valid functions into larger finite group problems by homomorphism. The group relaxations can be seen as models that capture a nontrivial amount of the strength of integer programs, but which are sufficiently structured to allow us to apply some analysis. For example, the master problems admit additional symmetries, not found in the original integer programs, in the form of group automorphisms, which apply to the solutions and also to the valid inequalities. Gomory [9] exploited this fact by enumerating facets of the master corner polyhedra up to automorphisms. In addition, via pullbacks by group homomorphisms, the set of valid inequalities for a master problem for a group H injects into the set of valid inequalities for master problems for groups G, where H is a homomorphic image of G. This hierarchy of injections preserves facetness. Theorem 1.1 (homomorphism theorem [9, Theorem 19] ). (a) Let A : G → H be a homomorphism onto H with kernel K and f / ∈ K. Letπ : H → R be a facet of R Af (H). Define the pullback π : G → R ofπ by A as π(g) =π(Ag). Then π is a facet of R f (G). (b) In the other direction, if a function π : G → R defines a facet of R f (G) and is constant on the cosets of K, then π(p) factors through the canonical homomor-
However, we do not know a natural "universal" master problem into which all facets inject via pullbacks of homomorphisms.
1.3. Gomory-Johnson's infinite group problem. In particular, consider the infinite group problem introduced by Gomory and Johnson in their remarkable papers [11, 12] , which will play an import rôle later in the present paper. Here one takes P = G = R k /Z k and defines R f (G) to be the convex hull of the finite-support functions y : G → Z + satisfying (1) . Minimal functions form a convex set in the space of functions π : G → R, again characterized by (3) . For the infinite group problem, there is a subtle difference between the notions of extreme functions, defined by (4), and facets; see [15] . However, for the important case of continuous piecewise linear functions of R/Z, both notions agree (see [ To see that the infinite group problem is not a master problem via pullbacks of homomorphisms, take any homomorphism A : G → H, where H is a finite group. Then its kernel K is dense in G, and thus there is no continuous minimal function that factors through A.
1.4.
Injections of valid functions into finite and infinite group problems by fill-ins. Instead of homomorphic pullbacks, in the present paper, we wish to discuss a different, more delicate family of injections of valid inequalities into larger problems that are right inverses of restrictions.
Let P ⊂P be a chain of subsets of R k /Z k and let f ∈ R k /Z k , f = 0. The restriction π =π| P of a valid functionπ :P → R + for R f (P ) is a valid function for R f (P ). If π : P → R + is a valid function for R f (P ), then we call a valid function π :P → R + for R f (P ) a fill-in of π intoP ifπ| P = π.
Gomory [9] proved the following theorem, which-together with the trivial injection (2) of solutions-gives the justification for calling the problems R f (G), where G is a finite group, master problems. Theorem 1.2 (Gomory's master theorem for facets, [9, Theorem 13] ; see also [17, Theorem 19.19] ). All facets π of a finite group problem R f (P ), where P ⊂ G, f ∈ G \ {0}, and G ⊂ Q k /Z k is a finite group, arise from facets of any master problem R f (Ĝ), whereĜ is a finite group with G ⊆Ĝ, by restriction.
(However, though every restriction of a facet of R f (Ĝ) is a valid function for R f (P ), it is not necessarily a facet of R f (P ).)
In the present paper, we show that this theorem extends to the 1-row infinite group problem, i.e.,Ĝ = R/Z. We have the following theorem. Theorem 1.3 (Infinite master theorem for facets). All facets π of a finite group problem R f (P ), where P ⊂ G, f ∈ G \ {0}, and G ⊂ Q/Z is a finite group, arise from facets of the infinite group problem R f (R/Z) by restriction. (The facets of the infinite group problem can be chosen as continuous piecewise linear two-slope functions with rational breakpoints.)
Thus, for each fixed right-hand side f , Gomory-Johnson's infinite group problem is the correct "universal" master problem for all cyclic group relaxations.
Open question 1.4. Does Theorem 1.3 generalize from cyclic group problems and R/Z to arbitrary finite group problems and R k /Z k ?
Before we explain the specific fill-in injection of the present paper that proves Theorem 1.3, we review related constructions.
For continuous piecewise linear valid functions for R f (R/Z) with rational breakpoints, Gomory and Johnson [11, 12] proved the following theorem. Theorem 1.5 (see [17, Theorem 19 .23] or [3, Theorem 8.3] ). Let π be an extreme function for R f (R/Z) that is continuous and piecewise linear with breakpoints in a cyclic subgroup G = 1 q Z/Z that also contains f .
1 Then the restriction π| G = restrict to finite group(π, q) is an extreme function for R f (G).
In the situation of this theorem, π is a particular fill-in of π| G , the interpolation fill-in, π = interpolate to infinite group(π| G ). Gomory and Johnson [11, Theorem 3.1] proved that the interpolation fill-in π of a minimal function π| G is valid for R f (R/Z). In fact, it is also minimal (see, e.g., [17, section 19.5.1.2]). However, interpolations of extreme functions π| G to the infinite group problem are not necessarily extreme. Dey et al. [7] gave an example, drlm not extreme 1 (see [3, Figure  15 ]), illustrating this fact. Basu et al. [3] proved the following characterization. (The case m = 4 appeared in [1] .) Hence interpolate to infinite group does not provide a suitable injection for proving Theorem 1.3.
Gomory-Johnson [11, Theorem 3.3] (with further developments by Johnson [14] ) introduced the two-slope fill-in procedure, which constructs a subadditive valid function π fill-in = two slope fill in(π| G ) via certain sublinear (gauge) functions that arise via the connection to the mixed-integer infinite relaxation. π fill-in is continuous and piecewise linear with two slopes. However, π fill-in is not symmetric. Therefore, this fill-in does not provide a suitable injection for proving Theorem 1.3.
Recently, Basu-Hildebrand-Molinaro [4, 5] proved the following theorem. . Let π be a continuous minimal valid function for R f (R/Z), where f ∈ Q/Z. Let ε > 0. Then there exists a function π sym = symmetric 2 slope fill in(π) with the following properties: (i) π sym is continuous and piecewise linear with rational breakpoints and 2 slopes, (ii) π sym is extreme for R f (R/Z), Figure 1 . Graphs of the approximating extreme functions (left) φ = injective 2 slope fill in(π) from the present paper and (right) π sym = symmetric 2 slope fill in(π) from Basu-HildebrandMolinaro for an example function π. As noted in the introduction, in contrast to our approximation φ, Basu et al.'s approximation π sym does not preserve the function values on the group
Basu et al.'s procedure works as follows, if it is given a minimal π that is already piecewise linear; for our purposes, we would apply it to the interpolation π = interpolate to infinite group(π| G ).
(1) Construct a continuous piecewise linear approximation π comb that is a minimal function and strongly subadditive, ∆π(x, y) > γ > 0, outside of some δ-neighborhood of the trivial additive relations (x, 0), (0, y) and the symmetry relations (x, f − x). (2) Then π fill-in = two slope fill in(π comb |Ĝ) whereĜ = 1 q Z/Z for some sufficiently largeq. This gives a subadditive, but not symmetric function π fill-in that is piecewise linear with two slopes. (3) Finally, define π sym as a "symmetrization" of π fill-in . This last step crucially depends on step (1), and on specific parameter choices made in (1) and (2), to make sure that symmetrization does not destroy subadditivity. Then π sym is a piecewise linear minimal function with two slopes and hence, by Gomory-Johnson's Two Slope Theorem [11] , an extreme function. We illustrate the construction on an example in Figure 1 (right). Note that the additivity-reducing step (1) may modify the values of π(x) for x ∈Ĝ, and therefore this procedure does not define a fill-in of π| G . The same is true for the more general construction given by Basu and Lebair in [16] for the k-dimensional case. 
. This variant may also be of independent interest. In particular, it makes a contribution toward the question regarding the extremality of limits of extreme functions discussed in [3, with irrational breakpoints that converges uniformly to a non-extreme, continuous piecewise linear function with rational breakpoints. Our approximation theorem implies that extremality is not preserved either under another strengthening of uniform convergence, even for continuous piecewise linear functions with rational breakpoints. Corollary 1.9. For every minimal non-extreme continuous piecewise linear function π for R f (R/Z) with rational breakpoints and rational values at the breakpoints there exists a sequence {φ i } i∈N of continuous piecewise linear extreme functions for R f (R/Z) with rational breakpoints that converges uniformly to π such that for each x ∈ Q/Z, the sequence {φ i (x)} i∈N is eventually constant.
1.6. Structure of the paper. The construction and the proof of the approximation theorem (Theorem 1.8) appear in sections 2-4. Our construction is direct and avoids the use of an additivity-reducing perturbation (step (1) in Basu et al.'s approximation, yielding π comb ). As a result, our proof needs to analyze various cases of the structure of the additivities of π to verify that the subadditivity is not violated, in a way that is similar to the proof of the finite oversampling theorem in [1] . We show some examples in section 5. Corollaries are proved in section 6.
Preliminaries on approximation
Let π be a continuous minimal valid function for R f (R/Z) that is piecewise linear with breakpoints in 1 q Z and takes only rational values at the breakpoints. We know that π(x) = 0 for x = 0; we can further assume that π(x) > 0 for any x ∈ R/Z, x = 0, because otherwise π (similar to Theorem 1.1 (b)) is a multiplicative homomorphism of a minimal function that is strictly positive on R/Z \ {0}.
In the remainder of this paper, to simplify notation, we will consider π as a Zperiodic function of a real variable. Given ε > 0, we want to construct a two-slope extreme function φ such that φ − π ∞ ≤ ε and
denote the slope values of π to the right and to the left of x, respectively. These limits exist by the assumption of piecewise linearity. We use {x} to denote the fractional part of x, i.e., {x} ∈ [0, 1) such that {x} ≡ x (mod 1). Let p be a positive integer. We use {x} 1 p to denote the unique number y ∈ [0, 
Proof. Let t be a positive real number that is smaller than
By assumption, π is continuous piecewise linear with breakpoints in
We first show that π (u
The last equation follows as ∆π(u, v) = 0. Since ∆π(u + t, v) ≥ 0 and t > 0, we obtain that π (u + ) ≥ π (u + v) + . Similarly, the other stated inequalities on π can be shown using ∆π(x, y) ≥ 0 with (x, y) = (u−t, v), (u, v +t), (u, v −t), (u+t, v −t) and (u−t, v +t), respectively. We omit their proofs. where
Proof. The function π is affine linear on the interval [0, 
The same proof works for any interval [ We define the function φ as follows. Let x ∈ R. If {x} 1 mq = 0, then we set φ(x) = π(x). Otherwise, we define φ(x) by further distinguishing two cases:
Construction of the approximation
If π only takes rational values on breakpoints, then we find D = D π ∈ Z so that π (x) − s Dmq . Concretely, the function φ : R → R constructed above is given by (1) φ is Z-periodic. 
mq . It is clear that in Case (i), the value φ(x) given by equation (i) satisfies
and in Case (ii), the value φ(x) given by (ii) satisfies
Therefore, the properties (5) and (6) follow. Finally, property (7) follows from the definition of d
Lemma 4.3. The function φ defined above is non-negative.
Proof. Let x ∈ R. If π(x) < Now fix x, y ∈ (0, 1). Let F be the polyhedron defined by
We note that (x, y) ∈ rel int(F ). Proof. By the definition (5) of δ, we have that ∆π(u, v) ≥ δ on every vertex (u, v) of F . Then, ∆π(x, y) ≥ δ, since ∆π is affine linear over F . Using Lemma 2.2 with p = mq = rnq and (6), we obtain that |φ(x, y) − π(x, y)| ≤ δ 3 . It follows that ∆φ(x, y) ≥ 0.
In the following, we assume that F has a vertex (u, v) such that ∆π(u, v) = 0. We will show that ∆φ(x, y) ≥ 0 still holds, by distinguishing the dimension of F . Therefore, according to the definition (7), we have that
If φ(x) is obtained from π(x) according to Case (ii) by equation (9), then π(x) ≥ 
is obtained from π(x) according to Case (i) and φ(x + y) is obtained from π(x + y) according to Case (ii), then φ(x) ≥ π(x) and φ(x + y) ≤ π(x + y). Thus ∆φ(x, y) ≥ ∆π(x, y) ≥ 0.
If φ(x) is obtained from π(x) and φ(x + y) is obtained from π(x + y) both according to Case (i) by equation (8), then we compare t to d + (x) and d + (x + y), and we distinguish the following three cases.
(
So far we have shown that ∆φ(x, y) ≥ 0 when F is an horizontal edge. Since ∆φ is invariant under the map (x, y) → (y, x), the same result holds when F is vertical edge. Finally, we consider the case where F is a diagonal edge, namely,
and u+v = x+y .
By Lemma 4.2-(4), we have that φ(x + y) = π(x + y) = π(u + v). According to our assumption ∆π = 0 on at least one of the vertices ( x 1
Therefore, by the definition (7),
2 , or at least one of π(u) and π(v) is less than 1 2 . In the former case, we obtain that π(u + v) = 1. Hence, {x + y} = {u + v} = f . By Lemma 4.2-(3), we have that φ(x) + φ(y) = φ(x + y) = 1. In the latter case, at least one of π(x) and π(y) is less than 1 2 by Proposition 3.1, so at least one of φ(x) and φ(y) is given by Case (i). If both φ(x) and φ(y) are obtained according to Case (i), then φ(x) ≥ π(x) and φ(y) ≥ π(y), implying that
If φ(x) is obtained from π(x) according to Case (i) through equation (8) (
is obtained through equation (9) in Case (ii) and φ(y) is obtained through equation (8) ( Figure 2 . Two-dimensional cases in the proof of Lemma 4.4 (Claim 4.8)
We conclude that ∆φ(x, y) ≥ 0 under the condition of the claim. Since π (x) = π (u + ), π (y) = π (v + ) and π (x + y) = π (u + v) + , by Lemma 2.1, we have that π (x) ≥ π (x + y) and π (y) ≥ π (x + y). Therefore,
By the symmetry condition, we may assume that π(u) ≤ π(v).
In the former case, π(u + v) = 1, implying that {u + v} = f . We know that the function π has slope s − on the interval (f, f + 1 mq ), and so has the function φ. Thus,
. Therefore, ∆φ(x, y) ≥ ∆π(x, y) ≥ 0. In the latter case, we know that φ(x) is given by equation (8) in Case (i). If φ(y) is also given equation (8) in Case (i), then φ has slope s + on the intervals u, u + d + (x) and
. Therefore, ∆φ(x, y) ≥ 0 also holds. Now assume that φ(y) is given by equation (9) in Case (ii). We know that π(v) ≥ 
, and that φ has slope s + on the interval u, u + d
In either case, ∆φ(x, y) ≥ 0 holds. Thus, we conclude the proof of Case (a). Now consider Case (b), where
− , by Lemma 2.1, we have that π (x) ≥ π (y) and π (y) ≤ π (x + y). Therefore,
It follows from equation (12) that y ≤ u + v − x ≤ v and y ≤ x + y − u ≤ v. Since φ(y) is obtained by equation (ii), we know that the function φ is convex on the interval [y, v] . Notice that y + v = (u + v − x) + (x + y − u). We obtain that
We also have that ∆φ(u, v) = ∆π(u, v) = 0. Therefore,
In the subcase (b), we have π(x) ≥ 
Notice that y + (v − Cases (d) and (e) can be transformed by the map (x, y) → −(x, y) to Cases (a) and (b), respectively, since π being a minimal valid function for R f (R/Z) implies that the function x → π(−x) is minimal valid for R 1−f (R/Z).
Cases (c) and (f ) can be reduced to Cases (b) and (e), respectively, since ∆φ is invariant under the map (x, y) → (y, x). Figures 1 and 4 show the graphs of the functions φ = injective 2 slope fill in(π) constructed in the present paper (left) and π sym = symmetric 2 slope fill in(π) constructed in [4] (right).
Examples
Both approximation procedures are implemented in the latest version of our software package cutgeneratingfunctionology, a version of which is described in [13] . The reader is invited to try more examples.
Proofs of corollaries
Proof of Theorem 1.3. Let π| P be a facet of the finite group problem. By Gomory's master theorem for facets, Theorem 1.2, there exists a fill-in π| G of π| P that is a facet of the finite master group problem R f (G). Because π| G is an extreme point of the polyhedron described by the rational inequality system (3), it takes rational values on G. By our injective approximation theorem, Theorem 1.8, applied to π = interpolate to infinite group(π| G ) and an arbitrary ε > 0, there exists a fill-in φ of π| G that is extreme for R f (R/Z). Then φ| P = π| P . 
