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ABSTRACT
Dynamic nuclear spin polarization is investigated experimentally in the single
InAs/GaAs quantum dot system, revealing a strong non-linear feedback mechanism
between the spin carriers generated via resonant optical excitation and the nuclear
spin ensemble. As measured using resonant Raman scattering, two distinct nuclear
spin ensemble configurations are observed that depend strongly on the optical ex-
citation frequency and exhibit hysteresis with respect to the laser frequency scan
direction. One regime is characterized by an Overhauser (OH) field that tracks with
the excitation frequency, while in the other regime the OH field shifts to avoid a
forbidden energy range as the excitation laser is brought into resonance. OH field
shifts as large as 794 mT are measured; the fluctuations of the field are also observed
as abrupt jumps in Raman scattering energies and CW pump-probe optical response.
The resonant Raman scattering technique utilized in this thesis allowed for sub-100
nuclear spin sensitivity, and could be pushed to the single spin sensitivity level with
a modest improvement of the scanning etalon spectrometer system.
The nuclear spin environment and its coupling to the quantum dot electron-trion
system are also investigated using time-domain techniques including Ramsey fringes
(free induction decay) on the electron spin and electro-optic modulator (EOM) pulsed
pump-probe experiments. The Ramsey fringes are strongly distorted as a function
of rotation pulse delay time, and the qualitative nature of the distortion depends on
which electron spin state is probed. Fourier transforms of the Ramsey fringes reveal
a broadening of the electron spin frequency distribution beyond what is expected for
the quasi-static OH field case. Coherent population trapping of the electron spin state
xx
results in a (19.8 ± 2.0)% reduction of the OH field distribution width for pumping
times of 5 ms and a duty cycle of 70%. EOM-pulsed pump-probe experiments demon-
strate DNP-induced non-linear feedback for experimental repetition periods between
100 ns and 3 µs; one possible implication is that the time-averaged electron spin po-
larization plays a significant role in DNP phenomena in the time-domain. Overall,
this thesis presents a comprehensive study of dynamic nuclear spin polarization in the
QD electron-trion system in both high-resolution CW and time-domain experiments.
xxi
CHAPTER 1
Introduction to quantum information science
1.1 Motivations for developing quantum information systems
Advancements in the development of quantum information technologies promise
dramatic societal changes, whether through shifts in the way in which scientific de-
velopment proceeds via the exponential speed-up of certain classes of computational
problems such as quantum chemistry and simulation, the obsolescence of widely-
utilized encryption algorithms that underpin secure communications between state
governments, financial institutions, and individuals, and enhanced optimization of lo-
gistical problems such as airline scheduling and supply chain distribution. For these
reasons, a vast amount of experimental and theoretical scientific work has been de-
voted to understanding the fundamental building blocks (qubits) of these quantum
systems. Most researchers in the field of quantum information consider the so-called
“quantum revolution” to have been sparked by the seminal work of Richard Feynman
in 1981, proposing that computers may be built from single atoms which are enhanced
by their emergent quantum properties such as many-body entanglement [4,5]. In that
work and related work, Feynman suggested that the only systems that could prop-
erly simulate physical and chemical problems efficiently were quantum mechanical
computers themselves, and in fact proposed one of the first implementations of the
linear photonic quantum computation architecture. Ever since that proposal, quan-
tum physicists have worked towards implementing quantum computers in a variety
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2of physical architectures that will be summarized later in this chapter, only very re-
cently achieving success in small and moderately-sized systems (up to approximately
50 physical qubits in gate-based systems and 500 qubits in adiabatic systems).
The efficiency gains provided by quantum mechanics in computation, cryptogra-
phy, and metrology all arise from the many-body entanglement and superposition
features that distinguish quantum mechanics from classical mechanics. All quantum
technologies take advantage of a general process in which first, the many-body system
is prepared in a relatively pure state, which then evolves via the Schrodinger equation;
the observables of the system are read out at some later time via electrical and/or
optical methods. It is sometimes explained that the advantages of quantum tech-
nologies arise due to constructive and destructive interferences between the pathways
that evolve from initial states to final states; this interference is absent in classical
computation. This phenomenon is sometimes referred to as quantum parallelism, in
which multiple input states are computed “simultaneously” [6].
Inspecting computation more carefully, in classical computation architectures, in-
put bytes constructed from multiple bits are typically stored capacitively in distinct
states, ie. in binary notation 1001010 for example. In this example, the byte is 8
bits long, and an 8-bit byte has the ability to store a number as large as 28 = 256.
In the classical system, the individual bits are only ever present in the 0 or 1 state
during the computation process. Introducing the quantum bit, or the qubit, an anal-
ogy is made using the two discrete energy levels in a quantum system {|0〉 , |1〉}. It is
known via the Schrodinger equation that this quantum system may evolve into some
superposition states, which is generally given by
|ψ〉1 = a10 |0〉1 + a11 |1〉1 (1.1)
where the coefficients aij in front of the quantum states are complex amplitudes.
The postulates underpinning the laws of quantum mechanics dictate that a measure-
ment of the system always results in observing the |0〉 state with a probability given
by |a10|2, or the |1〉 state with a probability given by |a11|2. The qubit differs from
3the classical bit in this sense, that first the outcomes are probabilistic, and second
that the amplitudes are complex, meaning that a complex phase exists between the
two states. If one scales up the system and works with two qubits, the qubit ampli-
tudes become entangled via the interactions between qubits that are absent between
classical bits,
|ψ〉12 = |ψ〉1 |ψ〉2 = (a10 |0〉1 + a11 |1〉1)⊗ (a20 |0〉2 + a21 |1〉2)
evolution−−−−−→ c00 |00〉+ c01 |01〉+ c10 |10〉+ c11 |11〉
(1.2)
where cij are the new complex amplitudes in front of the two-qubit basis states
which are entangled due to interactions. Thus, complex amplitudes exist which con-
nect the qubit states, and interfere with each other as a function of time due to the
Schrodinger equation. This many-body entanglement is what distinguishes quantum
information from classical information.
The advantages of quantum computers over their classical counterparts has been
referred to specifically as “quantum supremacy” originally by John Preskill [7]; in his
words, this supremacy is achieved when one has demonstrated that an algorithm run
on a quantum computer solves a problem with a super-polynomial speedup relative
to classic computers. The motivation for quantum computation relies on a postu-
late rather than a proof that the set of problems that quantum computers can solve
efficiently (bounded-error quantum polynomial time, or BQP) is in fact a proper su-
perset of the class of problems that classical computers solve efficiently (polynomial
time, P problems) [8]. No proof exists that BQP is strictly larger than P; how-
ever, the possible advantages of the superpolynomial speedups are beneficial enough
that researchers of applied quantum mechanics have started the quantum computer
development process regardless.
Many important problems are included in the postulated BQP class. The most
famous example is Shor’s algorithm [9], which is used to determine the prime factors
of a number and evaluate discrete logarithms, utilizing a quantum Fourier transform
technique. This problem is particularly important in the realm of information secu-
rity; the RSA cryptography scheme is a public-key system in which a user multiplies
4two large prime numbers together and publishes this public key. A private key is
generated from these two primes and shared with a desired recipient, who may then
decode a message which has been padded with the public key. However, Shor’s algo-
rithm leads to an exponential speed-up of the factoring of a number into its primes,
allowing a hacker to factor the public key into the two primes and decrypt any inter-
cepted message.
Other superpolynomial speedups (more efficient than classical computation) in-
clude the computation of solutions to systems of linear equations, provided that the
matrix of coefficients obeys certain properties such as Hermiticity [7]. However, one of
the most important applications from a physical science perspective is the simulation
of physical and chemical systems. Simulation algorithms such as the phase estimation
algorithm [10] rely on correspondences between quantum computer Hamiltonians and
the Hamiltonians of systems of interest such as large molecules. It is believed that
the quantum simulation algorithms may help lead the way in the bottom-up design of
new atom-by-atom constructed materials that may find use in solar energy harvesting,
battery technologies, superconducting materials, and many other systems.
Outside of the realm of computation, quantum mechanical effects may also im-
prove encryption protocols [11–13] and metrology techniques [14]. Quantum encryp-
tion protocols such as the BB84 protocol utilize the orthogonality of quantum states
and the no-cloning theorem to provide provably secure communications between mul-
tiple parties [11]. In this protocol, which laid the groundwork for more sophisticated
ones to be developed later, the quantum information is stored in both the photon qubit
state (polarization typically, but could also include time-bin states) and the basis in
which the qubit is measured; a private key is eventually sifted by communicating basis
measurements over a public classical channel. Commercial products have been devel-
oped around more sophisticated quantum key distribution (QKD) protocols; however,
researchers referring to themselves as quantum hackers have notoriously broken the
quantum protocols encoded by these physical implementations of QKD [14]. QKD is
often times referred to as “provably secure”; however, the actual physical implementa-
tions of such systems are not typically taken into account. QKD protocols have been
5attacked using methods that take advantage of wavelength-dependent responsivity of
single photon detectors, detector blinding attacks, and trojan-horse attacks. Thus, a
lesson is learned: physical implementation of quantum information algorithms must
be taken into account, and that lesson holds for quantum computation as well.
Quantum metrology also exploits quantum resources such as squeezing and en-
tanglement in order to measure physical quantities such as strain, or electromagnetic
fields, beyond the standard quantum limit [14]. In fact, phase squeezing of the op-
tical field generated by a high-power 1064 nm laser will be utilized in the Advanced
LIGO experiment (Laser Interferometer Gravitational-Wave Observatory). The most
recent generation of this experiment detected the gravitational waves emitted by a
black hole merger with strain sensitivity at the level of 10−23 Hz−1/2, and the [15].
Other instances of metrology enhancement include beating the standard quantum
limit in atomic Ramsey fringe experiments via spin-squeezing, and the implementa-
tion of photonic N00N states (|ψ〉 ∝ |N, 0〉 + |0, N〉) which beat the quantum limit
on optical phase measurements in interferometers (similar to LIGO).
The remainder of this chapter will address the quantum computation side of quan-
tum information technologies, exploring especially the candidates for physical imple-
mentation of quantum computers, with an emphasis on self-assembled quantum dots.
1.2 Experimental implementations of quantum computation
1.2.1 Requirements for quantum computing
This section will present a brief review of existing quantum computation technolo-
gies, starting first with the general criteria required for a functioning computation
system. The commonly accepted criteria, at least for the gate-based architectures,
is referred to as the DiVincenzo criteria [16]. First and foremost of these criteria is
that the qubit system must be well-isolated from the environment, or that the de-
coherence time of the qubit must be long compared to the gate/rotation time; this
requirement is sometimes referred to as the “closed box” requirement. Understand-
6ing and reducing decoherence is one of the main focuses of this research group; in
QDs, decoherence is caused by a combination of nuclear spin ensemble effects, phonon
scattering, spin-orbit coupling, and charge fluctuations. Processes which lead to in-
homogeneous broadening, or ones that cause a drift in the qubit’s resonance energy
relatively slow compared to the experimental time, or in an ensemble system affect
each qubit differently depending on its location, may be dealt with using spin echo and
dynamical decoupling techniques. However, the intrinsic transverse relaxation rate
which is at best given by T2 = 2T1, where T1 is the longitudinal or energy relaxation
rate, is typically a fundamental feature of the qubit system, which in QDs is related
either to spontaneous emission of the exciton or trion system, or spin-orbit relaxation
of the electron spin qubit. This intrinsic decoherence time limits the number of useful
gate operations that may take place; in fact, in realistic implementations of quantum
computers, quantum error correction and fault-tolerant computing requires that the
errors due to decoherence are less than 1%, although some theoretical work predicts
much smaller tolerances of 10−5 [17].
It is worth noting that, as far as the author is aware, no experimental implemen-
tations of a quantum computing system have reached the 10−5 error level as of late
2018. Nevertheless, this has not stopped researchers from developing experimental
realizations of quantum error corrected systems, especially in superconducting qubit
computers [18] and NV-carbon registers in diamond [19, 20]. These error-corrected
systems attempt to correct for bit and phase errors in individual qubits by bringing
classical error correction into the quantum mechanical framework. Realistic quantum
computers will rely on logical qubits that consist of multiple (probably at least 7)
physical qubits to perform quantum operations indefinitely in the presence of noise.
It is also worth noting that a subset of researchers believe that environmental noise
may lead to the theoretical infeasability of quantum computing in general. The task
is left to the experimentalist and engineers to prove otherwise.
An equally important criterion required for the physical implementation of the
quantum computer is scalability of the system. This means that the Hilbert space,
or the effective logical space of the computer, must grow exponentially without an
7exponential rise in the physical resources such as number of qubits, amount of com-
putational time, physical space, or energy costs. This requirement is not just one
that relies on quantum mechanics but also engineering. First, the ability to produce
many-body entanglement among all qubits in the system must be retained as the sys-
tem size increases. This scalability discussion requires introducing another criterion,
that a quantum computer requires all qubits may be acted upon with a set of uni-
versal gates that include single-qubit rotations and conditional two-qubit entangling
gates. It is sufficient to produce a universal quantum computer if a conditional NOT
(CNOT) gate [6] may be produced between any two neighboring qubits in the system,
along with single-qubit rotations on each qubit. These gates are produced in a num-
ber of ways, depending on the physical implementation of the system, but include
laser-induced collective motion of trapped ions, entanglement of photonic modes at
beamsplitters, Rydberg dipole blockade in optical lattices of Rydberg/neutral atoms,
and the always-on exchange interactions between nuclear spins in molecular liquids
and also vertically-stacked quantum dot molecules [17].
While it has been shown in a variety of physical implementations that single and
two-qubit gates are possible, retaining high fidelity of these gates has proved to be
difficult as system size increases. For example, in the NMR system, the interactions
which are always-on between neighboring nuclear spins (the qubits) become more
difficult to manage as the molecular size increases, requiring more complicated pulse
sequences to effect single and two-qubit gates. In optical lattice and trapped ion
systems, interactions that go beyond nearest neighbor effects must be accounted for.
The systems which have proved to be scalable in the medium-term (approximately
50 qubits) include the trapped ion systems and superconducting qubits, systems that
allow for controllable decoupling of the qubits from one another after an entangling
interaction. These two systems have achieved moderate commercial success, resulting
in investments from companies such as Google and the creation of start-ups including
D-Wave and IonQ.
Two other important requirements for quantum computation include the ability
to initialize the quantum state of the system and measure the final state of the system
8using a protocol that scales polynomially with the number of qubits in the system.
Initialization of the system in a pure quantum state may result in a final quantum
state that can be measured, as compared to thermalized states, in for example liquid-
state NMR systems, which results in very low signal to noise ratio measurements.
Initialization in the neutral atom and trapped ion systems often proceeds via Zee-
man slowing and optical pumping; liquid-state NMR systems now utilize algorithimic
cooling, while solid-state NMR systems utilize dynamic nuclear spin polarization tech-
niques which can lead to as high as 99% state initialization fidelity. The measurement
protocols proceed via fluorescence techniques in trapped ion and neutral atom systems
where the qubits are spatially separated by tens of nanometers and the readout signals
can be isolated easily from one another. However, readout schemes are often times
destructive, always collapsing the wavefunction of the many-body entangled system,
requiring re-initialization and re-entanglement, contributing to the required compu-
tational resources of the computational scheme. Quantum non-demolition techniques
have been developed, in which the quantum state of the system returns to its pre-
measurement state after the measurement period; this work was awarded with the
Nobel Prize in 2012.
Specific implementations of quantum computation systems are discussed in the
next section, with a detailed discussion of how self-assembled QDs may be incorpo-
rated into these systems.
1.2.2 Implementations of quantum computing
The first successful implementation of primitive quantum computation was in nu-
clear magnetic resonance (NMR) systems, and the architecture executed there has
laid the groundwork for nearly all other quantum computation systems to follow (in
the gate-based systems). The nuclear spins of molecules in the liquid state form have
exceptionally long decoherence times due to their isolation from the environment,
with coherence times on the order of thousands of seconds [21]. However, initializa-
tion techniques had not been developed in the liquid-state during the early instances
9of the NMR systems; therefore, techniques were developed to extract signals in the
bulk systems from ensemble measurements with small thermal equilibrium popula-
tion differences on the order of 10−6 [22]. NMR techniques benefit from at least half
a century of CW and pulsed RF control of nuclear spins. The resonances of each nu-
clear spin species are split by a strong magnetic field on the order of multiple Tesla.
Individual nuclei of a given nuclear species are additionally split by the local chemical
shift environment; depending on the symmetry of the molecule, these local chemical
shifts may lead to degeneracy-breaking of the energy levels of every nuclear spin in
the molecule, allowing the spectroscopist to address each nuclear spin individually.
A resonant radio-frequency (RF) magnetic field which is orthogonal to the strong
external magnetic is pulsed to drive transitions between different nuclear spin states
for an individual nucleus, and CNOT gates between nuclei are generated by a combi-
nation of RF pulses combined with relying on, for instance, scalar coupling between
nuclei [23].
The pulsed rotation framework laid the groundwork for quantum computational
schemes in trapped ion systems, as well as gate-defined and self-assembled QDs.
Early experimental work demonstrated execution of the less-studied Deutsch-Josza
algorithm on a carbon-13 labelled chloroform molecule [24] involving two nuclear
spins, and Shor’s algorithm involving seven qubits to factor the number 15 = 3 × 5
using the custom-developed molecule perflorobutadienyl iron complex [25]. Unfortu-
nately, it was eventually shown that the ensemble averaging technique does not scale
polynomially with a higher number of qubits; solid-state NMR techniques involving
large gradient high magnetic fields and dynamic nuclear spin polarization to enhance
initial state purity are actively being developed to achieve a scalable NMR quantum
computer.
An improvement was made in a number of aspects by the utilization of trapped
ions for quantum computation. A scheme based off of confining ions to a Penning trap
and addressing them using lasers was proposed by Cirac and Zoller [26], and experi-
mentally demonstrated by David Wineland and coworkers using Be+9 ions. Strikingly,
these Be+9 ions exhibit coherence times between Zeeman levels exceeding 10 minutes,
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providing a very promising platform for quantum manipulation. The qubits are typi-
cally taken as two sub-levels of a Zeeman-split angular momentum manifold which is
split by an external magnetic field. Single qubit operations were achieved by utilizing
the optically-induced AC Stark shift, and multiple qubit gates can be generated by
the quantized collective motion of the lattice which is induced by Coulomb repul-
sion. Single atom optical pumping can lead to effectively 100% initialization fidelity
into a magnetic sub-level, and measurement fidelities using fluorescence techniques
are similarly high. Readout of individual qubits is made convenient by the spatial
separation of the qubits in linear Penning traps, allowing for a multi-plexed readout
method which is absent from other quantum computation systems. This experimen-
tal implementation has been particularly successful; two recent studies demonstrated
quantum simulators involving 53 171Yb+ qubits in one case [27] and 51 cold neutral
87Rb atoms excited into their Rydberg states. Both cases exhibited phase transitions,
observations of which have already contributed insights to the problem of quantum
magnetism. Both trapped ion and neutral atom systems are already being commer-
cialized, and improvements are promised by the utilization of on-chip atom trapping
incorporating nanometer-sized gate electrodes. It is not obvious that there are any
fundamental physical limitations to restrict the growth and advancement of these
systems.
Another system of interest that has achieved both considerable scientific and com-
mercial success is the superconducting qubit system [28]. The superconducting qubit,
while taking on many forms, basically consists of a superconducting LC circuit, typ-
ically fabricated from Al microwave striplines and resonators. When the circuit is
cooled down below 50 mK (requiring dilution cryostats), the circuit becomes su-
perconducting. In addition, these circuits include a Josephson junction, which is
a superconductor-insulator-superconductor device through which Cooper pairs (two
electrons bound together by a phonon) can flow without an applied voltage across
the device. The important feature of the junction is that the device is dissipationless
and has a non-linear inductance. The introduction of this junction into the circuit
may result in three different types of qubits, the charge, flux, and phase qubits [28],
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which were expanded into more complex qubit types in order to deal with decoher-
ence caused by stray capacitances. In the first device used as a primitive qubit [29],
a single Cooper pair box was demonstrated in which the qubit consisted of the two
lowest energy states of the system which differed by a single Cooper pair excitation.
In some ways, these qubit systems are most analogously related to the self-assembled
quantum dot system in the sense that they are artificial atoms ; their Hamiltonians
(resonance energies and couplings) can be tuned across a broad range by adjusting
the macroscopic inductances and capacitances of the system. Quantum computation
involving superconducting qubits is rapidly evolving. This experimental implementa-
tion was used to realize quantum error correction involving a single transmon qubit in
a 3D circuit architecture, joining liquid-state NMR [30] and trapped ion systems [31]
in that achievement, and in fact was the first system to demonstrate an actual in-
crease in coherence time of the quantum-error-corrected system compared to the bare
physical qubit [18].
One current controversy in the field of quantum computation involves adiabatic
quantum computation, sometimes referred to as quantum annealing. Systems have
been developed by the company D-Wave Systems which supposedly incorporate hun-
dreds of nearest-neighbor coupled superconducting qubits. It was proposed around
the same time as the first experimental demonstration of the Cooper pair box qubit
that a new architecture of quantum computation could be utilized in which adia-
batic tuning of the resonance energies of the coupled qubits would lead to many-body
entanglement via level crossings, and in fact could generate a CNOT gate [32]. Equiv-
alence between this model of quantum computation and the circuit model involving
pulsed gates was proven rigorously [33, 34]. An indirect demonstration of quantum
entanglement was shown in a system with 108 qubits via comparison to optimized
classical algorithms [35], and a quantum spin glass was supposedly simulated in a
512 qubit simulator [36]. The question of whether many-body entanglement exists in
this system still stands, and actually anticipates a bigger problem with future imple-
mentations of quantum computation: how does one check the results of a quantum
computation when no efficient classical algorithm exists to do so? This is an especially
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important question when claims are made that the adiabatic quantum computation
architecture can be used to solve NP-hard (non-deterministic polynomial) combina-
torial minimization problems [37], a set of problems that may be larger than the BQP
class. This result would have ground-breaking consequences for real world problems
in the fields of bioinformatics, computational chemistry, artificial intelligence, circuit
design, and likely many other equivalent problems which have not yet been formu-
lated.
Another unique quantum information processing framework that may end up ben-
efiting from the incorporation of self-assembled QDs is linear photonic quantum com-
putation. A surprising result was demonstrated theroetically [38] that universal quan-
tum computation could efficiently be performed using only beam splitters, optical
phase shifters, single photon sources, single-photon detectors. Before that enlight-
ening result, it was assumed that photonic systems were limited by the requirement
for non-linear interactions between the qubits; photons do not directly interact with
one another in the vacuum. Such a non-linear interaction may be mediated by strong
light-matter interactions, and this is an active field of research that heavily involves
QD-light interactions. The lack of photon interactions with other photonic qubits
may be interpreted as a positive feature of the system; the photonic qubits are more
resilient against certain types of noise that are present in matter-based quantum
computation implementations. In the linear photonic system, the photonic qubit is
realized by a single photon which can be found in two optical modes, for example
polarization, spatial mode, or time-binning. In fact, there are certain implementa-
tions which utilize multiple modes for a single photon to yield higher dimensional
Hilbert spaces while reducing the total number of required physical resources [39].
In general, gates acting on the photonic qubits proceed via phase shifting and beam
splitters, the former which may for example rotate the polarization arbitrarily using
waveplates and the latter which may be utilized for CNOT gates in combination with
post-selection and heralding techniques. For qubits which are path-encoded, arbitrary
phase shifts between the paths may be generated using resistive elements which heat
waveguides, thereby changing the refractive index locally in one path of the arm of
13
a waveguide interferometer [40]. Most linear photonic systems are engineered using
silicon CMOS technologies; this technology is the main semiconductor fabrication
technique for most classical processors today, eliminating a full generation of tech-
nology development that will have to be developed for some of the other quantum
computation technologies such as trapped ions and NMR systems. Additionally, some
estimates say that a useful photonic quantum computer with computational power
exceeding that of a classical computer will require between 1015 and 1017 components
(beamsplitters, phase shifters, detectors); the CMOS (complementary metal-oxide
semiconductor) fabrication technology is currently the only path forward [41]. Never-
theless, some photonic devices that are analogous to the D-Wave adiabatic quantum
computing systems have already been developed, and are referred to as photonic re-
current Ising samplers [42–44]. Similar to the superconducting qubit systems, the
photonic sampler determines the ground state of the 2D Ising problem, a problem
that can be mapped onto NP-hard combinatorics problems. These are not univer-
sal quantum computers, but prove that the photonic framework is already useful for
computational speedups.
The biggest hurdle to developing a useful linear photonic quantum computer is
the search for a photon source that yields single, bi- and tri- photon sources [41]. This
search has been especially hampered by the need for incorporation into existing CMOS
technology. Quantum-correlated photonic states are required as inputs to photonic
quantum computing systems; phenomena such as the Hong-Ou-Mandel (HOM) effect
also depend on utilizing indistinguishable photons, or photons that have identical
spectral, polarization and spatial mode properties. The earliest implementations
relied on attenuation of the coherent states generated by a laser; this approach fails
fundamentally in generating a quantum Fock state, since attenuation of a coherent
state still results in a coherent state [45]. Spontaneous parametric down-conversion is
often used, in which a strong pump field is focused into a periodically-poled Lithium
Niobate crystal or a microresonator ring [46], yielding a strong optical non-linearity
which results in the generation of pairs of entangled photons [47]. This photon pair
generation can be enhanced by the incorporation of high Q-factor cavities, yielding
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greatly enhanced photon pair generation rates. However, this method also suffers
from the generation of higher photon number pairs, contributing to reductions in
entanglement fidelity. This problem could be solved by the utilization of photon-
number-resolving detectors which could be utilized for the heralding of a truly single
photon state, but high detection efficiency detectors with this feature are highly
elusive. Self-assembled quantum dots provide a solution to this problem, as discussed
in the next section.
1.3 Utilizing quantum dots for quantum information
Self-assembled quantum dots (QDs), the subject of this thesis, are often times
referred to as “artificial atoms”, with optical resonance energies which can be tuned
through various fabrication processes by changing the QD size, alloying with host
materials, strain, and doping. These fabrication processes will be covered in more
detail in the next Chapter. What is the point in studying self-assembled QDs for the
purposes of quantum information when so many other candidate systems are already
available? QDs composed of InAs and GaAs can be addressed optically using either
narrow bandwidth CW lasers to drive resonant excitation of optical transitions, or
using pulsed lasers to drive higher-order nonlinear processes discussed further below;
the QD resonant energies can be tuned to fall within the Ti:Saph range, the most
widely used broadband tunable laser technology. QDs may also be grown using ex-
isting semiconductor fabrication technologies such as molecular beam epitaxy which
is commonly used to fabricate quantum well lasers, although not as commonly used
as CMOS fabrication tech. From the perspective of photonic quantum technologies,
single QDs are truly exceptional; resonant excitation of a QD in a microcavity sys-
tem (on-chip) can result in exceptionally pure single photons. QDs embedded in
an electrically-biased nano-pillar structure were recently demonstrated to exceed all
other systems in quality, exhibiting photon indistinguishability of 0.9956 ± 0.0045,
with a photon extraction of 65% and brightness of 0.154, 20 times brighter than any
other source with a similar indistinguishability [48]. This level of single photon pu-
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rity was previously thought to be unattainable, and will fundamentally change the
nature of linear photonic quantum computing. A recent review of various QD-based
single photon sources demonstrates very high brightnesses and indistinguishabilities
for a wide range of QD architectures, including tapered nanowires, nano-trumpets,
micropillars, and photonic crystal cavities [49]. Bi-photons may also be produced
by resonant excitation of the two-photon transition to the bi-exciton, which leads to
a cascade process yielding a polarization-entangled photon pair [50]. Although the
bi-exciton emission cascade suffers from degeneracy-breaking due to the electron-hole
exchange, this fine structure splitting can be completely eliminated by the utilization
of in-plane piezo-strain of the QD [51,52]. As single and bi-photon sources, QDs may
also be grown using different materials and techniques in order to bring their optical
resonance energies closer to atomic sources such as Rb and Yb ions [53–55]; thus,
quantum information may be transmitted between hybrid quantum systems using
photonic teleportation techniques [56].
Researchers studying QDs have made considerable inroads in terms of satisfying
the DiVincenzo criteria addressed in Section 1.2.1. First, the system has multiple
well-defined qubits; in this thesis, the electron spin ground state of the trion system
is utilized by breaking the degeneracy using an external magnetic field. Although the
decoherence time T∗2 due to inhomogeneous broadening of a single electron spin mea-
sured over a large number of experimental shots is on the order of a few nanoseconds,
the intrinsic decoherence time T2 has been measured using spin echo techniques to
exceed a microsecond. The main source of inhomogeneous broadening and spectral
wandering is due to the interactions between the confined electron and the constituent
nuclear spins in the QD; a fluctuating effective magnetic field called the Overhauser
field acts on the electron with a standard deviation between 10-40 mT [57]. This
field has been studied extensively throughout this thesis; mitigating decoherence and
broadening caused by this field is one of the primarily goals of researchers attempt-
ing to bring the QD electron spin qubit into the realm of useful quantum comput-
ing. In terms of pure state initialization, the QD system is also exceptional: under
the application of an in-plane magnetic field, the QD electron ground state may be
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initialized with fidelity exceeding 98% with a few nanoseconds via resonant optical
excitation [58], bringing it on the same level as trapped ions and with initialization
fidelities far exceeding that of the NMR systems. However, as will be seen in this
thesis, resonant excitation of the electron-trion transitions can lead to the generation
of high nuclear spin polarization in the QD, which results in non-linear feedback be-
tween the electron and nuclei. This feedback process must be addressed if resonant
excitation is to be utilized. Interestingly, the nuclear spin polarization may also pro-
vide an interesting quantum resource known as a quantum memory; this feature has
yet to be explored in the InAs/GaAs QD system and would require that many-body
nuclear spin coherence is retained in the presence of quantum operations acting on
the electron spin.
Another exceptional feature of the optically-addressable QD electron-trion system
is that gate operations may be performed utilizing ultrafast optical pulses, with pulse
widths on the order of 2 ps [59–61], resulting in geometric phase rotations of the
electron spin and rotations about the optical axis using two-photon detuned Raman
pulses. In combination with an external magnetic field, the entire Hilbert space of
the single electron spin qubit may be utilized; additionally, the number of gate op-
erations that may be performed in the decoherence time is equal to approximately
1 µs/2 ps = 500,000. This number exceeds results for most other qubit systems,
promising that complex quantum operations may be performed. However, the scal-
ability of the QD electron-trion system is quite challenging. Current state-of-the-art
fabrication processes do not allow for precise placement of QDs with equal resonance
energies and morphology and with high optical quality (narrow linewidths). Many
studies have focused on vertically-stacked quantum dot molecules (QDMs) in which
the electrons which reside in separate QDs are coupled via the Coulomb exchange
interaction [62,63]. A similar framework utilized in developing NMR pulse sequences
may be used to determine complex optical pulse sequences which generate CNOT
gates between the two electrons; however, generating the pulse sequences in the lab
is an experimentally demanding task [64]. Initialization of the states of the QDM
requires four resonant CW lasers [62,63]. It is not obvious that the number of physi-
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cal resources required to initialize, control, and measure the electron spins in coupled
QDs are manageable given current optical technologies. Nevertheless, it is worth at-
tempting to scale up these systems due to the easy incorporation into the solid state,
extremely fast gate operation times, and exquisite quantum optical properties. In
general, QDs are extremely promising systems for the future of quantum information
science, especially in the arena of photonic quantum computation.
CHAPTER 2
Self-assembled InAs QDs: sample structure, optical and electronic
properties
2.1 Introduction
This chapter covers the background required for understanding some of the opti-
cal and electronic properties of self-assembled InAs quantum dots (QDs). The first
section details the self-assembly fabrication process, through which QDs are grown
using molecular beam epitaxy; the details of the periodic layered sample under inves-
tigation in this thesis are given. Then a thorough exposition of the band structure of
GaAs and InAs is given, with an emphasis on the optical selection rules that arise due
to the symmetry properties of the zincblende band structure. The next section covers
the physics of the trion state and some of the effects of quantum confinement. Then
the Zeeman Hamiltonian is introduced, and the selection rules in the presence of an
in-plane magnetic field are derived, along with some special cases including heavy-
hole light-hole mixing and perturbatively small fields transverse to the external field.
The electric field structure used to deterministically bias the QD with electrons is
laid out, and the on-chip DBR cavity structure which enhances the brightness of the
QD is detailed.
2.2 Self-assembly process of InAs/GaAs quantum dots
The quantum dots investigated in this thesis are grown using molecular beam
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epitaxy (MBE), a thin film deposition technique used to produce extremely high pu-
rity single crystal layers. An ultra-high vacuum chamber contains a set of shuttered
crucibles containing elements such as In, Ga and As. The crucibles are heated and
an atomic jet deposits the material atom-by-atom on to the substrate, in this case a
GaAs wafer, resulting in a deposition rate of approximately one monolayer per sec-
ond [65]. Although the technique was originally used to fabricate structures based off
of high-purity semiconductor monolayers, nanostructure growth methods were dis-
covered using the Stranski-Krastanov (SK) growth technique [66,67]. In this process,
In and As are deposited onto the GaAs wafer. The sample is heated up to approx-
imately 500◦ C, and the adatoms that have absorbed onto the GaAs wafer surface
diffuse, forming a thin monolayer of crystalline InAs. However, the lattice mismatch
between GaAs and InAs is equal to around 7%; thus, elastic energy builds up at the
interface between the GaAs wafer and InAs crystal. This growth is at first coherent,
in that the In and As ionically bond to the GaAs surface, but the crystal interface
is strained. This first layer is referred to as the InAs wetting layer, and is utilized in
photoluminescence experiments to optically inject carriers into the QD.
As the strain in the layer increases, InAs islands begin to percolate, reducing the
overall free energy of the system due to strain. These islands are referred to as quan-
tum dots (QDs); the bandgap offset between the GaAs and InAs semicondutors leads
to electron and hole confinement in the QD. A cross-sectional scanning tunneling
microscopy image and transmission electron microscopy image of a typical InAs QD
system are displayed in Figure 2.1. Because the lattice mismatch between the two
materials is relatively small, no dislocations or defects are generated at the interfaces,
and therefore QDs grown via the SK method tend to have high optical quality (lack
of photoblinking due to charge traps commonly observed in colloidal QDs [68]). A
modification of the process known as the “Indium flush” technique is used to remove
the tops of the InAs quantum dots, resulting in a strong blue shift of the optical
resonance energy due to tighter carrier confinement [69]. The indium flush technique
also results in a narrowed inhomogeneous distribution of QD energies due to a ho-
mogenizing of QD heights. The QD optical energies now fall within the 920-980 nm
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Figure 2.1: Electron microscopy images of typical InAs quantum dots. Left: Cross-
sectional scanning tunneling microscopy image of QD with 26 nm base and 5 nm
height grown along the (001) direction of the GaAs wafer, taking the shape of a
truncated pyramid. Individual crystal layers are evident here. Image taken from [2].
Right: Transmission electron microscopy image of another InAs QD, with the InAs
layer evident below the QD. Taken from [3].
range, easily accessible by Ti:Saph tunable lasers, although often times overlapping
with water absorption lines.
The SK growth method has great advantages to other QD fabrication methods
such as colloidal techniques; since the growth method is in the class of MBE tech-
niques, it allows for simple incorporation of QDs into more complex electric field
structures such as Schottky diodes, and superlattice optical structures such as dis-
tributed Bragg reflector cavities (DBRs), discussed in more detail later in this chapter
(Section 2.7). Even further, complex QD structures such as vertically-stacked QDMs
may easily be fabricated, allowing for studies of multi-electron QD systems [62, 63].
The sample under study (R150424F) in this thesis consists of InAs quantum dots
embedded in a diode heterostructure (Figure 2.2), and was designed and fabricated
by Allan Bracker and Daniel Gammon at the Naval Research Laboratory. The QDs
are approximately 2.5 nm in height. The heterostructure is grown on a 500 µm n-
doped GaAs wafer (Si, ≥ 1× 1018/cm3), and consists of a distributed Bragg reflector
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Figure 2.2: Sample diagram schematic. See text for details.
(DBR) mirror (10 periods of 69 nm GaAs and 82 nm AlAs), 96 nm of n-doped GaAs
(∼ 2×1018/cm3), 40 nm of undoped GaAs, the QD layer, 66 nm of undoped GaAs, 10
nm of n-doped GaAs (∼ 1.5× 1018/cm3), 20 nm of undoped GaAs, 40 nm of p-doped
GaAs (Be, ∼ 3 × 1019/cm3), and a top DBR consisting of 4 periods of GaAs and
AlAs with the same thicknesses as the bottom DBR. Two indium electrical contacts
are used to apply a bias to DC Stark shift the QD energy levels into the 1e− stabil-
ity range (see Chapter 3 for details on the DC Stark shift). The contacts are made
following wet etching to two different layers. The lower contact is made to the 96 nm
n-doped GaAs layer below the QDs and is annealed, while the top contact is non-
annealed and is connected to the 40 nm p-doped GaAs layer beneath the top DBR.
The top and bottom DBR layers are not affected by the electric field produced across
the diode structure; as a result, the sample does not suffer from charge fluctuations
in the DBR layers.
2.3 Semiconductor band-structure and optical selection rules in the bulk
The semiconductor crystal environment consists of a highly-ordered periodic array
of atoms bound together by, in the case of zincblende crystals, ionic bonding. The
electronic and optical properties of the crystal arise from the interactions of the outer
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valence electrons of the crystal atoms with the weak periodic electrostatic potential
due to each ionic lattice site, since the inner shell electrons are screened effectively
by the outer electronic shells [70]. The inner electronic shells, or core electrons, are
mostly localized around the nucleus, and occupy filled orbitals [71]. Thus, the prop-
erties of the electronic system may be derived by taking into account the periodic
nature of the ordered crystalline structure, allowing for the utilization of group theo-
retic methods to analyze the translational symmetries of the crystal lattice. Bloch’s
theorem showed that electronic wavefunction in the periodic crystal lattice structure
inherits the periodicity of the lattice structure; therefore, the same symmetry methods
used to analyze the crystal lattice structure can be used to construct the electronic
wavefunctions in the bulk crystal.
More specifically, to arrive at the electronic wavefunction in the semiconductor
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ψnk(~r) = Enkψnk(~r) (2.1)
where V (~r), Enk are the periodic electrostatic potential of the crystal lattice, and
the energy associated with the eigenstate ψnk. The solutions to this equation for an






where V is the crystal volume, k is the reciprocal lattice vector for the given
eigenstate, and unk is known as the Bloch function, which is periodic for a given
reciprocal lattice vector, obeying the periodicity condition unk(r + R) = unk(r),
where R is a vector associated with the translation symmetry of the crystal. Thus,
the electronic wavefunctions in a purely bulk crystal are of the form of plane waves
multiplied by a periodic wavefunction that inherits the crystal periodicity. When the
crystal is large (Avogadro’s number of atoms can effectively be considered infinite
with respect to the electronic wavefunction), the resulting energy levels calculated
via solving the Schrodinger equation using a variety of different methods [71] form
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Figure 2.3: Crystal structure for zincblende materials (GaAs, InAs) and resulting
band diagram. Left: crystal structure. Dashed lines indicate the extent of a full unit
cell of the zincblende structure, solid lines indicate ionic bonds between atoms, and
red and blue atoms are the In(Ga) and As atoms, although the crystal structure is
invariant upon switching cations and anions. Right: Resulting one-dimensional band
diagram in the vicinity of the Γ point (energy versus crystal wavevector k) for the
zincblende crystal structure. Conduction (electron) band is indicated in blue, heavy-
hole (HH) band indicated in red, light-hole (LH) band indicated in green, and split-off
(SO) band indicated in purple. Non-parabolicity due to interactions between the LH
and SO bands is neglected here [1].
allowed energy bands. Each band carries with it a given symmetry related to the
atomic spatial symmetry, ie. s-like, p-like, and so on.
In semiconductor materials, the resulting allowed bands with different spatial
symmetries are separated by a large band gap, which may be driven optically when
the band minima and maxima overlap in momentum (k) space. Other theses written
by students from this group have gone into considerable detail into the symmetry
properties of crystal structures as related to the electronic wavefunctions [62, 65].
This thesis will only briefly review the band structure for zincblende materials (GaAs,
24
InAs), reporting the resulting valence and conduction band wavefunctions.
The resulting band structure for InAs/GaAs arrived at using the k ·p method [71]
leads to a conduction band with s-type symmetry (two times Kramer degenerate), and
three (two times Kramer degenerate) valence bands with p-type symmetry (Figure
2.3). The valence bands are split into three bands, the heavy-hole, light-hole and split-
off bands. The valence band states, which are hereby referred to as hole states, are
eigenstates of the total Hamiltonian which includes the periodic electrostatic potential
of the crystal lattice and the spin orbit coupling, which is given by HSO = λLˆ · Sˆ,
where Lˆ, Sˆ are the orbital angular momentum and spin. Thus, the hole eigenfunctions
are eigenstates of the total angular momentum Jˆ = Lˆ + Sˆ and its projection along
the zˆ direction. The resulting Bloch wavefunctions for the electron (J=0) and holes




































































|X − iY 〉 |↓〉
(2.3)
where the first two lines are the conduction band electrons, with spatial wavefunc-
tions of s-type |S〉, and the last four lines are the two lowest energy valence bands
|J, Jz〉, the heavy (Jz = ±32) and light (Jz = ±12) holes, and their spatial wavefunc-
tions |X, Y, Z〉 are p-type [1]. The split-off band, with J = 1
2
, is separated from the
heavy and light hole bands by the spin-orbit interaction, leading to an energy split-
ting of 380 and 341 meV for InAs and GaAs, respectively [71]; thus, the SO band is
neglected here. The nature of the spatial wavefunction for the conduction and valence
bands are especially relevant for the determination of optical selection rules, which
allow for optical excitation of the valence-conduction band transition, leaving behind
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an unoccupied hole in the valence band while simultaneously promoting an electron
to the conduction band. The spatial wavefunctions are also essential in determining
the nature of how the electron and hole carriers interact with the constituent nuclear
spin ensemble present in the bulk and QD systems, resulting in dramatically different
interaction strengths for electrons and holes to the nuclear spins [1].
The light-matter interaction in semiconductors can be treated perturbatively in
the dipole limit, allowing one to calculate selection rules and oscillator strengths
for transitions between the valence band and the conduction band. The interaction
Hamiltonian is taken to be equal to Vopt = −µ ·E = er ·E, where µ is the optical
dipole after an electron-hole pair (exciton) is produced. The polarization selection
rules may now be determined by calculating the matrix elements of the interaction
potential described above, ie. −〈c|µ ·E|v〉, where |c, v〉 are the conduction and
valence band states, respectively. A semi-classical approach is taken in which the
semiconductor system is treated quantum mechanically while the light field is treated
classically, taking the optical electric field equal to E(t) = E cos (kz − ωt), a traveling
wave propagating along the QD growth direction zˆ. The easiest way of determining
the selection rules for the dipole interaction is to re-write the dipole interaction in
terms of complex spherical vectors (Chapter 16, [45]), allowing for the subsequent










where the vector components in Cartesian and spherical coordinates are related
by





, A0 = Ez (2.5)
Compare these coefficients to the complex spherical unit vectors:
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, ˆ0 = zˆ (2.6)
These unit vectors correspond to circularly-polarized light, ie. that σ± → ∓ˆ±.
Thus, a slight confusion may occur here: the coefficents in front of the ˆ± unit vectors
in the spherical expansion of the electric field (Equation 2.4) correspond to the electric
field vectors σ∓.
The dipole interaction is then written in the following form
−µ ·E = er
∑
q=−1,0,+1








Y1,m and Yl,m are the spherical harmonics. The Wigner-Eckart
theorem can then be utilized to evaluate the dipole matrix elements [45]. The theorem
states that
〈n′j′m′j|rC(1)q |njmj〉 = 〈n′j′||rC(1)||nj〉 〈j1,mjq|j′m′j〉 (2.8)
where the second braket on the right hand side of the equation is the Clebsch-
Gordon coefficient, and the first braket is the reduced dipole matrix element. The
result is that the Clebsch-Gordon coefficient is only non-zero if m′j = q + mj and
|j − 1| ≤ j′ ≤ j + 1, or effectively that the sum of the angular momentum associated
with the unit vector q and the initial state is equal to the final angular momentum.
Without yet defining the trion (negatively-charged exciton) states, the matrix
elements may be calculated between the HH and LH valence bands and the conduction
band. One example calculation is shown below for calculating the selection rule












transition. Plugging in the dipole interaction


















































which corresponds to a σ+-polarized selection rule. The remaining selection rules
































































Table 2.1: Optical selection rules for transitions between valence bands (heavy- and
light-holes) and the electron conduction band, as reproduced from [1].
Thus, the optical selection rules in the bulk zincblende (GaAs, InAs) semicon-
ductor at zero magnetic field have been derived, and will later be used to derive the
selection rules in the presence of a magnetic field (parallel to the growth axis, per-
pendicular to the growth axis, and arbitarily) as well as heavy-hole light-hole mixing
(HHLH mixing).
2.4 Excitons, trions and quantum confinement
When an electron is promoted via optical excitation from one of the valence bands
to the conduction band at the band maxima/minima, or the Γ point (k ∼ 0), one must
take into account the Coulomb interaction between the excited carriers. Taking into
account the Coulomb interaction results in a quasi-particle state known as an exciton
which is neutrally charged and has a lower energy than the bandgap of the bulk
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semiconductor. Especially relevant to the quantum dot system is the three-particle
state, or the trion, in which an electron is bound to an optically-generated exciton.
























h,i are the effective masses of the electrons and holes that are de-
termined by the curvature of the bands at the gamma point, and the third term
is the Coulomb interaction which is summed up over all particles, and ψquasi is the
multi-particle quasi-particle state. The resulting eigenfunctions of the Hamiltonian
written above are bound states of the multi-particle system with energies slightly
below the bandgap of the bulk semiconductor; the two-particle problem is equivalent
to the positron problem which can be solved for using the same methods as solving
the hydrogen atom problem. The excitonic binding energies in GaAs, for instance,
is equal to 4.9 meV, compared to the bandgap of 1.519 eV [71]. As in the case of
the hydrogen atom, one can calculate the Bohr radius of the electron wavefunction,
which is found to be equal to 11.2 nm for GaAs, considerably larger than the crystal
lattice constant of 5.653 A˚; thus, the exciton in GaAs is considered a Wannier-Mott
exciton, since the excitonic wavefunction extends over a large number of crystal lat-
tice sites. The binding energy for the trion was calculated in the bulk, but is found
to be negligibly small [72], but was later shown to be considerably enhanced ten fold
in the presence of quantum confinement in a 2D semiconductor [73], allowing for
experimental observation.
As discussed in Section 2.2 of this chapter, the lattice mismatch between GaAs,
the host environment material, and InAs, the QD material, leads to strained island
growth, which is referred to as a quantum dot (QD). QDs under investigation in this
thesis have typical heights of 2.5 nm and base diameters of around 20 nm; thus, the
dimensions of the InAs QDs are on the order of or smaller than the Bohr radius of
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Figure 2.4: Energy level diagram for the confined InAs/GaAs QD system as a
function of distance along the growth direction zˆ. The electron(hole) energy levels
are indicated in red(blue), with corresponding spatial symmetries indicated next to
each energy level. The lowest energy ground states for the electrons have s-envelope
and s-Bloch symmetry, compared to the hole wavefunction which has an s-envelope
and p-Bloch symmetry.
the exciton. It is therefore expected that quantum confinement due to the differences
in the bandgaps of the two materials should lead to a strong modification of the op-
tical properties of the confined excitons. This topic has been considered thoroughly
in other sources, and will not be covered in depth in this thesis [62, 74–76]. The
confinement potential may be treated using variational perturbation theory methods,
replacing the continuum of band states with discrete states that inherit the spatial
symmetry of the Bloch wavefunctions from the bulk. More simplistically, one may
consider the finite box model commonly treated in quantum mechanics textbooks [77]
that has approximate solutions of bound states with a cosine dependence for even par-
ity within the bounds of the QD and decaying exponentials outside of the QD. In the
semiconductor system, the wavefunctions of the electron and holes are now the same
Bloch amplitude functions inherited from the bulk multiplied by an envelope function,
which many more sophisticated variational approaches take to be a Gaussian. Ad-
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ditionally, it should be noted that the electron and hole wavefunctions are distorted
significantly in the growth direction as compared to the in-plane directions due to
substantially higher confinement the former direction (reduced height compared to
base diameter).
More importantly, the tight quantum confinement of the exciton and trions to
the QD leads to a strong Coulomb blockade process, in which the energy required
to generate new carriers in the QD is shifted from the exciton/trion energy due to
the Coulomb and exchange interactions. For instance, if an exciton |↑⇓〉 is present
in the QD, the exchange interaction requires that only the exciton with spin con-
figuration |↓⇑〉 may be generated with the same envelope functions. The separation
in energy between the s- and p-envelope wavefunctions in the conduction band is
typically on the order of 40 meV [78] as measured via PL excitation for InAs/GaAs
QDs. Additionally, the introduction of another electron, leading to the formation
of a negatively-charged trion, is typically red-shifted from the exciton by approxi-
mately 7 meV [78], allowing for easy spectroscopic distinction between excitons and
trions. This Coulomb blockade process allows for the optical excitation of a single
exciton/trion in the QD, laying the groundwork for optical studies of fundamental
processes related to quantized two-level systems. More quantitatively, the energy
levels for the InAs/GaAs QD are displayed in Figure 2.4, with corresponding con-
finement, band-gap, and s-p splittings. Sophisticated calculations were performed by
Colin Chow [62] using the finite-difference-time-domain (FDTD) method to calculate
envelope functions for electrons and holes in arbitary geometry QD systems, including
vertically stacked quantum dot molecules (QDMs).
Another important ramification of the QD quantum confinement is the change
in oscillator strength between the bulk exciton versus the QD [68]. The absorption
strength for resonant excitation, as related to the oscillator strength of the exciton
proportional to | 〈ψf |µ ·E|ψi〉 |2, which is nearly equal to the dipole matrix element
calculated in Section 2.3 above. However, in the presence of quantum confinement,
the matrix element now includes a contribution due to the overlap of the envelope
functions, or
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〈f |µ ·E|i〉 = 〈uf |µ ·E|ui〉 〈φe|φh〉 (2.11)
where the first term in the product is the bulk dipole matrix element term, and
the second term is overlap between the electron and hole wavefunctions [68], which
is integrated over the entire volume of the QD. Thus, the envelope functions, which
are concentrated significantly in the QD as compared to the bulk (which technically
has no envelope function for a perfectly periodic crystal), lead to an enhancement in
the oscillator strength. In fact, the ratio of the oscillator strength in the QD system
versus the bulk may be determined in this simplified regime for a spherical QD, and







where aB is the Bohr radius of the exciton and R is the radius of the QD core.
Thus, the oscillator strength is enhanced when the Bohr radius is larger than the
radius of the QD; in the QDs under study in this thesis, a comparable figure is the
ratio of the QD height (2.5-3 nm) to the Bohr radius (∼11 nm), indicating a strong
enhancement due to confinement.
Another consequence of the result given above is that if the envelope functions
|φ〉 are orthonormal functions and the particles are assumed to be non-interacting
(no Coulomb or exchange interactions), then only transitions between equal parity
envelope states are allowed [68]. Of course, it has already been shown that the
interactions are important to explain the fundamental optical properties of excitons
and trions in the QD. Additionally, QDs which are embedded in a host environment
or an electric field structure (Section 2.6) exhibit a spatial separation between the
electron and hole envelope functions, leading to reduced overlap and lower oscillator
strength [79–81].
Finally, the electron and heavy-hole trion states (neglecting the light-hole con-
tributions for now) in the confined QD system under investigation in this thesis are




















































where χs,c is the amplitude corresponding to the s-envelope, conduction band
electron state, and χs,hh is the amplitude corresponding to the s-envelope, heavy-hole
state. The electronic term in the trion wavefunction is in the spin-singlet state; the
spin-triplet state (with mz = 0) has a higher energy due to the exchange splitting,
which has not been considered here but is experimentally resolvable under certain
conditions [82].
2.5 Reduction of QD symmetries via external magnetic fields and heavy-
hole light-hole mixing
The degeneracy of the confined QD electron and hole states may be broken by the
application of an external magnetic field, resulting in a Zeeman splitting. Although it













may be addressed individually via polarization selection
rules, the application of an external magnetic field will split both the electron and
hole states, leading to a splitting of the electron-trion optical transitions which may
be addressed individually using narrowband CW lasers. The optical behavior of the
QD system in a magnetic field differs dramatically from the zero field case, providing
a rich testbed for the investigation of spin physics that will be investigated thoroughly
in this thesis.








where ge,i, gh,i are the electron and hole g-factors, which differ considerably from
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the bare electron g-factor due to quantum confinement effects [68]. Higher-order Zee-
man terms proportional to J3h,i are neglected here, which can be justified by examining
the Luttinger-Kohn Hamiltonian, revealing that the terms proportional to Jh,i have
significantly larger coefficients [76,82,83]. This neglect of the cubic term is equivalent
to neglecting the contribution of light-hole terms.





















ge,zBz +ge,xBx − ige,yBy 0 0
+ge,xBx + ige,yBy −ge,zBz 0 0
0 0 −gh,zBz −gh,xBx + igh,yBy
0 0 −gh,xBx − igh,yBy +gh,zBz

(2.15)
When an external magnetic field is applied along the QD growth direction zˆ
(Faraday geometry), both the electron and trion states are split, with an energy level
splitting of µBg(e/h),zBz, but no mixing occurs between the spin states, which can
be understood as no new symmetries being broken (Figure 2.5). When an external
magnetic field is applied in the sample plane (xˆ or yˆ), the spin states become mixed.
This mixing can be understood in two possible ways: first, if the Hamiltonian is
not re-diagonalized and an appropriate time-domain experiment is utilized, the spin
states |±1
2
〉 will precess in an orthogonal magnetic field B⊥ = Bxxˆ+Byyˆ [84]. More
appropriately for a CW experiment, the Hamiltonian can be re-diagonalized and the
new eigenstates are probed with modified selection rules, as explained further below.
Under the application of only a Voigt geometry (B = Bxxˆ) magnetic field, the
resulting eigenstates and eigenenergies are given in Table 2.2
where the new eigenstates which will be used throughout this thesis have been
defined. Since the eigenstates in the Voigt geometry are superposition states of the
zero field eigenstates, the selection rules also need to be re-calculated. The polariza-
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Table 2.2: Eigenstates and energies of the electron and trion states in the Voigt
geometry (magnetic field along the xˆ direction.)
tion selection rules listed in Table 2.1 may be used to determine the selection rules in
the Voigt geometry. The resulting Hamiltonian HVoigt = HZeeman +Hdipole is equal to
HVoigt =










µBge,xBx − 1√2µEx(t) i√2µEy(t)
|T+〉 − i√
2
µE∗y(t) − 1√2µE∗x(t) ω0 − 12µBgh,xBx 0
|T−〉 − 1√
2
µE∗x(t) − i√2µE∗y(t) 0 ω0 + 12µBgh,xBx

(2.16)
where µ is the dipole moment for the electron-trion transition, assumed to be equal
for all transitions, and Ex,y(t) are the time-dependent optical fields. The selection
rules and energy level diagram are schematically illustrated in Figure 2.5. Thus, four
optical transitions are now observed in the Voigt geometry which are horizontally
and vertically polarized. The new cross-transitions which couple, for instance, the
|T+〉 state to the |x−〉 state, allow for novel optical phenomena including optical
pumping [58], electromagnetically-induced transparency due to coherent population
trapping [85], and two-photon detuned Raman pulse electron spin state rotations
[59,61,86,87], all of which are discussed and utilized throughout this thesis.
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The coupling of the electron and trion states to the QD constituent nuclear spin
environment will not be discussed in detail in this chapter, since multiple chapters in
this thesis are devoted solely to that topic (Chapters 5 and 4). However, it is worth
briefly discussing how the eigenstates, eigenenergies, and selection rules change in the
presence of nuclear spin polarization in the QD. It is understood that the constituent
nuclear spin ensemble of the QD may generate an internal magnetic field BOH called
the Overhauser field (OH) acting on the electron and trion states which can be created
using optical orientation techniques [1, 57]. From the perspective of the physics as
related to the Hamiltonian, the OH field may act as a quasi-static magnetic field term
which points randomly and isotropically with an assumed Gaussian probability distri-
bution (Chapter 7). Making these assumptions, it is assumed here that the external
magnetic field is in the Voigt configuration and is considerably larger than the OH
field fluctuations; thus, the x-component of the OH field is neglected. Additionally,
the coupling of the nuclear spin polarization to the hole spins is considerably weaker
than to the electrons; one calculation states that the coupling to the hole is only 10%
the electron coupling [88]. Thus, the OH field shift on the hole spin is neglected in
this treatment.
In the presence of fluctuating OH fields, the Zeeman Hamiltonian for the electronic


















where the ∆OH(z,y) = µBge,(z,y)B
OH
(z,y),∆x = µBge,xBx. This Hamiltonian is diago-
nalized, and only the first-order terms ∆y/∆x and ∆z/∆x are kept. The resulting
energies and eigenstates are listed below in Table 2.3
where |↑ / ↓〉 is used for short-hand for the zero field electron spin eigenstates. As
a check, in the limit of a very strong Voigt geometry field compared to the fluctu-
ating OH fields (∆y,z
∆x
 1), the new eigenstates |x′±〉 return to the Voigt geometry
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Figure 2.5: Selection rules and energy level diagram for the Faraday and Voigt
geometries.






































Table 2.3: Eigenstates and energies of the electron subspace in the presence of a
strong Voigt geometry field and weak perpendicular fields B = Byyˆ +Bz zˆ.
eigenstates. These new eigenstates are no longer equal superpositions of the zero field
electron spin eigenstates, but are unequal admixtures that depend on the exact ratios
of the fluctuating perpendicular fields to the external Voigt geometry field. The new
energies of these eigenstates are just the vector lengths of the total magnetic field,
which fluctuate on timescales on the order of 1 ms with typical distribution widths of
between 20-40 mT [89]. An important consequence of the new admixture eigenstates
is that the polarization selection rules also fluctuate with the magnetic field. For
instance, the new optical selection rule connecting the |x′+〉 state to the |Tx+〉 state
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is calculated below:































Thus, the formerly vertically-polarized transition has become elliptically polarized
due to the fluctuating OH field components which are perpendicular to the external
Voigt geometry field. This deterioration of the optical selection rules has impor-
tant consequences for both optical spectroscopy as well as photonic-based quantum
information technologies such as quantum key distribution (QKD) and quantum tele-
portation [11, 47, 90]. The selection rules derived here describe not only the polar-
ization of the resonant excitation selection rules, but also the polarization of the
scattered/emitted QD photons. If these photons are utilized for quantum teleporta-
tion, which requires that the photonic degrees of freedom including polarization and
frequency are indistinguishable either between optical excitation shots or between
QDs, then variations in optical polarization and frequency due to fluctuating nuclear
fields will reduce the fidelity of such protocols. Additionally, increasing the external
Voigt geometry magnetic field in order to reduce the percentage fluctuations of the
total field compared to the x-component (∆z/∆x) does not necessarily increase the
indistinguishability of the scattered photons since electronic spin-orbit coupling leads
to an electron spin lifetime which is proportional to B−5, thereby reducing the al-
lowed time-of-flight of a scattered photon before the energy and polarization of the
next photon fluctuates [91]. More significantly, a net nuclear spin polarization may
be generated optically in a direction orthogonal to the external Voigt field. In such
a scenario, this perpendicular field can be measured via either resonant excitation or
non-resonant PL excitation, allowing for the vectorial reconstruction of the OH field
present in a QD [92].
Another form of symmetry breaking which may occur in the strained QD system
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is heavy-hole light-hole mixing (HHLH mixing). In the presence of in-built strain,
which is at the heart of self-assembly of InAs/GaAs QDs when grown via the Stranski-
Krastanov method, the heavy-hole and light-hole bands become mixed and the de-
generacy between the bands is broken (∼10 meV) [93–96]. The symmetry breaking
occurs when the QD becomes anisotropic in the x-y plane, i.e. that the dimensions of
the QD are different in the xˆ direction versus yˆ. Thus, the crystal structure symmetry
is reduced from D2d to C2v locally [97]. In the case of HHLH mixing, the new mixed
hole states become

















where γ± = γe±2iθ, γ = 〈ψlh| ddx + i ddy |ψhh〉, and ∆El−h is the heavy-light hole band
energy splitting [96]. Therefore, the extent to which the light-hole is admixed into
the new hole state becomes greater as the HH-LH band splitting becomes smaller
and the mixing integral becomes larger. Going back to the zero field band states, the
selection rules associated with the |↑〉 transitions are derived below:
























































There are at least two consequences of the symmetry-breaking HHLH mixing.
First, the formerly circularly-polarized electron-trion transitions become elliptically
polarized. The second optical selection rule calculation connecting the |ψ−h 〉 state to
the |↑〉 electron is now non-zero, compared to the HHLH mixing-free case in which
there are no cross-transitions. This result is especially important with implications
for optical pumping; the first demonstration of resonant electron spin optical pumping
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was performed at both zero magnetic field and Faraday geometry in a QD with strong
HHLH mixing [98]. In that experiment, the weak spontaneous emission channel that
opens up on the cross-transition leads to optical pumping into the |↓〉 state. It
is noted that this optical selection rule corresponds to a dipole which is polarized
along the z-axis; resonant optical excitation would require an optical electric field
with a component along the propagation direction. It is known [99, 100] that for
beams with finite spatial extent (ie. Gaussian), that in the paraxial limit a circularly-









E0(x, y) is the spatial profile of the electric field. In addition, HHLH mixing plays
a very significant role in DNP processes, and may be detected in a QD by careful
examination of the polarization selection rules under resonant excitation.
2.6 Electric field structure
The QDs under investigation in this thesis are embedded in a larger semiconductor
structure which allows for electric biasing of the structure, resulting in an electric field
pointing along the growth axis. The significance of the electric field in the context of
the DC Stark shift will be discussed more thoroughly in the next chapter. The biasing
structure, which schematically is of the form of a diode with a n-i-QD-i-n-i-p structure,
allows for the deterministic charging of the embedded QDs, where n,i,p refers to n-
(i-,p-) doped GaAs (Section 2.2). The sample may be qualitatively analyzed as a
n-i-p diode, since the first n-i-n section of the diode does not contribute to the overall
built-in electric field, only acting to increase the effective diode thickness. When the
sample is unbiased, ie. no voltage is applied across the annealed and non-annealed
contacts of the sample (Figure 2.2), an in-built electric field exists across the sample
due to the differing Fermi levels (relative to the bands in the respective layers, but
not globally across the structure since the system is in thermal equilibrium) in the
n-GaAs and p-GaAs layers (Figure 2.6). In the n-GaAs reservoir, the Fermi level
(highest energy state of electrons in that reservoir) is closer to the conduction band,
compared to the p-GaAs layer where the doping leads to the Fermi level being closer
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Figure 2.6: Schematic of diode biasing of the QD, leading to deterministic charging.
The diode structure is simplified into a n-i-QD-i-p structure without neglecting the
qualitative physical behavior of the QD diode system.
to the valence band.
At this point, depending on the doping levels of the two reservoirs and the location
of the QD layer relative to them (distance along the growth axis), the discrete energy
levels of the QD due to quantum confinement are likely tuned out of resonance with
the Fermi level (top panel of Figure 2.6). If the n-GaAs reservoir is grounded and the
p-GaAs reservoir is connected to a positive (forward) bias, injection of electrons into
the p-GaAs lowers the conduction band relative to the Fermi level, which may bring
the QD discrete energy level into resonance with the Fermi reservoirs. When this
condition is satisfied, electrons actively tunnel back and forth between the n-GaAs
reservoir and the QD; this regime is hereby referred to as the co-tunneling, since the
resonant enhancement between the Fermi level and the QD level leads to tunneling
over the slight energy barrier arising from the slope of the conduction band as a
function of position along the growth direction [62].
The stability ranges for each charge configuration (0e, 1e, 2e, et cetera) have com-
plicated dependences on the exact structure of the diode, QD confinement energies,
and the exchange interactions between confined carriers, and have been studied ex-
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tensively elsewhere [62, 101]. It is observed both experimentally and theoretically
that charge stability regimes occur for which a given charge configuration is more
energetically favorable than another; at low biases in this structure, the 0e and exci-
ton configurations are stable, switching abruptly to stable 1e and trion configurations
at higher biases. This bias dependence is investigated in the next Chapter using
bias-dependent photoluminescence.
2.7 DBR cavity
A novel feature of this sample as compared to other samples studied by previ-
ous researchers in this group is the incorporation of a distributed Bragg reflector
cavity (DBR) surrounding the QD layer. Dielectric mirrors which depend on the
phenomena of multi-wave interference may be fabricated out of sub-wavelength lay-
ers of semiconductor materials [100]. A single mirror may be fabricated out of a large
number of alternating layers of two materials with differing indices of refraction such
as GaAs and AlAs (or Si and SiO2). However, one may fabricate an on-chip optical
cavity system by the utilization of two DBR mirrors, and the parameters of the as-
sociated reflectivity/transmission resonance may be tuned by adjusting the number
of alternating DBR layers and the percentage difference in the two indices of refrac-
tion. These periodic systems may be treated formally in many ways, including similar
band gap-style methods as used to analyze electronic wavefunctions in periodic crys-
tal structures, resulting in forbidden frequency ranges over which the mirrors/cavities
are high quality reflectors [100].
In this sample, the back DBR mirror consists of 10 pairs of a 69 nm layer of
GaAs and and 82 nm layer of AlAs, while the front mirror consists of 4 pairs of the
same alternating layers. The cavity resonances associated with two different DBR
samples from the same wafer were measured by scanning a narrow bandwidth laser
(MSquared Solstis) across a broad range of wavelengths (10100-11600 cm−1, or 990-
862 nm) while measuring the reflectivity (and transmission for one sample which
was polished on the backside to reduce scattering) on an APD and the input power
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before the cryostat and dividing the two (Figure 2.7, reflectivity/transmission axis has
arbitrary units due to lack of absolute calibration). In the first sample (left panel), as
the laser is scanned around 10390 cm−1, the reflectivity drops dramatically and the
transmission increases, and the reflectivity/transmission profiles have Lorentzian-like
(Airy functions, technically) lineshapes. The reflectivity and transmission curves in
the left panel are taken at room temperature, indicating that the optical response
is due to the DBR cavity structure rather than any QD optical response. The Q-
factor, defined here as Q = fc
fFWHM
is equal to approximately 100, indicating a strong
enhancement of the internal electric field in the cavity compared to samples without
DBR cavities.
The second sample (right panel of Figure 2.7) is a reflectivity scan of the sample
under study for the remainder of this thesis at both room temperature (black) and 5.5
K (red) over a broader range than the previous scan. Two new features are observed:
first, the reflectivity starts to drop at higher wavenumbers, likely due to resonant
absorption in the InAs wetting layer and the bulk GaAs. Second, the reflectivity
resonance shifts to higher energies when the sample is cooled to 5.5 K, which is likely
due to the modification of the index of refraction of the involved semiconductors at
lower temperatures, while retaining a high Q-factor [102].
The DBR cavity utilized in this sample benefits optical spectroscopy in a number of
ways. First, the internal optical electric field is enhanced in the cavity when the laser
frequency is in the vicinity of the cavity resonance. The exact factor of electric field
enhancement may be determined using the transfer matrix formalism; experimental
measurements of Rabi oscillations indicates an approximately 9x enhancement in the
DBR cavity compared to samples without a cavity. Thus, experiments which require
high optical input powers such as detuned Raman rotations benefit from such an
enhancement. Second, scattered photon rates in the reflection geometry increase
dramatically in this system due to a higher back mirror reflectivity compared to the
front mirror. The exact physics of this enhancement are not analyzed here, but are
generally understood to arise from a modification of the scattering response as a
function of angle away from the growth axis, focusing the scattering into a tighter
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Figure 2.7: QD DBR cavity reflectivity and transmission. Left: sample #1 (not the
main study of this thesis) reflectivity (black) and transmission (red) normalized by
input power at room temperature. Right: sample #2 reflectivity at room temperature
(black) and 5.5 K (red).
cone which is collected with higher efficiency [103].
2.8 Chapter summary
In this chapter, some fundamental aspects of the InAs/GaAs semiconductor QD
system were introduced, including the optical and electronic properties. Calculations
of the optical selection rules were carried out in the cases zero magnetic field and
the Voigt (in-plane) magnetic field configuration, as well as example calculations in
the presence of perturbatively small multi-component magnetic fields and heavy-hole
light-hole mixing. A very brief overview of the electric field structure and DBR cavity
structures are given. The next chapter will discuss in great detail continuous wave
(CW) spectroscopy of the QD system, in which more complete details about the DC
Stark shift due to the electric field biasing is investigated.
CHAPTER 3
Continuous wave (CW) optical spectroscopy of single InAs QDs
3.1 Introduction
Continuous wave (CW) spectroscopy is utilized for the investigation of QD optical
properties due to the narrow linewidths of the lowest energy exciton/trion transitions,
typically on the order of 2 µeV in InAs at 5 K. High-resolution CW Ti:Saph lasers
routinely yield sub 50 kHz-linewidth outputs, which can be tuned over a broad wave-
length range between 700-1000 nm, allowing for both initial QD characterization using
off-resonant photoluminescence (PL) measurements as well as on-resonant excitation
resulting in absorption, fluorescence, and scattering. This chapter will explain the de-
tails of the CW spectroscopy techniques utilized in this thesis. First, the PL technique
is introduced, in the context of the DC Stark shift and magnetic field tuning. Then
the density matrix and Maxwell-Bloch equations are introduced, which allows for
modeling and fitting of optical spectra measured using resonant excitation. The bias-
modulation lock-in amplification technique is then discussed, which is the workhorse
of high-resolution QD experiments performed in this research group. The strength of
the technique is demonstrated by its resolution enhancement over non-resonant PL
measurements. Broadband high-resolution DC Stark shift experiments are performed
that demonstrate statistical correlation between the linear and quadratic Stark shift
terms. Then, two fluorescence and scattering techniques are introduced: resonance
fluorescence and Raman scattering, which allow for a direct measurement of scattered
photons, resulting in lineshapes that are free of reflectivity interference issues that
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obscure quantitative spectroscopic results in modulation spectroscopy. Finally, the
concept of optical pumping is introduced, and two beam experiments are discussed
in the context of coherent population trapping of the electron spin states.
3.2 Photoluminescence (PL) measurements
As discussed in Chapter 2, self-assembled InAs QDs are optically active due to
the direct bandgap of InAs/GaAs inherited from the bulk system that becomes quan-
tized under the strong quantum confinement. The new optical spectra of the confined
and strained QD system differ significantly from the bulk GaAs/InAs system in en-
ergy, polarization, and oscillator strength. The first tool that is typically utilized in
studying the QD system is photoluminescence (PL). A typical CW PL experiment
is performed via optical excitation of carriers (electrons and holes) either above the
band-gap of the host material (EGaAs = 1.519 eV (816 nm)), or into the wetting layer
of the QD system. The wetting layer is a unique feature of the SK-grown QD system;
as observed using cross-sectional STM techniques (Figure 2.1), the coherent growth
of the QD system on GaAs results in a monolayer to few monolayer-thick InAs layer
below the QD which can effectively be treated like a quantum well in its optical
properties. Because the quantum well structure only exhibits quantum confinement
of carriers in the growth direction, a continuum of states exists (albeit with a den-
sity of states that differs from the bulk [104]) that may be optically excited (Figure
3.1). Typical energy splittings of around 150 meV are observed between the wetting
layer absorption and exciton/trion recombination in the QD [105, 106]. When PL
experiments are performed via excitation into either the bulk or wetting layer, the
carriers rapidly non-radiatively decay via electron/hole-phonon scattering within tens
of picoseconds [107], a relatively short time compared to typical radiative recombi-
nation times for the excitons of between 400 ps and 1.5 ns [108]. This non-radiative
relaxation occurs due to multiple LO scattering events [107].
Although the wetting layer provides a continuum of states for optical excitation,
the QD energy levels are discrete due to zero-dimensional confinement; recombination
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Figure 3.1: Processes leading to photoluminescence (PL).
of the confined exciton/trion leads to narrow linewidth emission lines, which in the
absence of inhomogeneous broadening due to environmental charge fluctuations and
nuclear spin broadening, leads to spontaneous emission limited linewidths. These
linewidths are not significantly broadened by optical injection into the wetting layer
at reasonable PL pump powers (below the regime in which biexciton creation starts),
although single-photon time-correlation experiments show that the photon indistin-
guishability does improve using resonant excitation as compared to wetting layer
injection. This improvement is due to a reduction in “timing jitter” of the emission
of the photon under resonant excitation due to the elimination of the non-radiative
relaxation processes [109, 110]. Thus, the PL scheme is a relatively simple experi-
mental protocol which does not require precise knowledge of the absorption/emission
spectrum of the discrete energies of the QD.
A typical PL experiment is performed at low temperature (2-10 K) using optical
powers in the range of 1-100 µW depending on the presence of a DBR cavity structure;
the PL spectra demonstrated in this thesis utilize a pump wavelength of ∼893 nm
(1.388 eV), which is below the band-gap of GaAs and approximately in resonance
with the wetting layer transitions (provided by either an MSquared Solstis laser or
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Figure 3.2: Single photoluminescence (PL) spectrum taken in the trion stability
range. PL counts are integrated for 500 ms under excitation from 50 µW of 893 nm
narrow bandwidth laser light.
Coherent MBR). The pumping beam is intensity-noise stabilized by a noise eater,
collimated, and focused down onto the sample by a 0.68 NA aspherical lens, resulting
in an optical beam spot at the QD layer of approximately 1 µm. The PL spectrum
is then collected in either the reflection or transmission geometry depending on the
nature of the sample structure, and the excitation beam is filtered by a long-pass
spectral filter; the emission is sent to a grating spectrometer (Jobin Yvon 640 (640
mm focal length), 1800 lines/mm, blazed between 450 and 850 nm, 11 cm wide) and
dispersed on a thermo-cooled high-sensitivity CCD (Andor Newton DU920), resulting
in a linear dispersion at the CCD image plane of approximately 0.008 nm/pixel, or
11 µeV resolution. A single PL spectrum is plotted in Figure 3.2 where the sample
bias (discussed in more detail later in this section) is fixed in the trion stability range.
Sharp and bright emission peaks are observed over at least a spectral range of 942-951
nm; many of the peaks have widths which are limited by the spectrometer dispersion,
indicating that narrow emission lines can be generated by recombination of optical
carriers generated in the wetting layer. More importantly, PL can be used as a
relatively high-resolution spectroscopy technique for determining the energy levels
associated with confined QDs.
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Examining the single spectrum from Figure 3.2, multiple lines are observed; a
single spectrum does not allow for the unique determination of the energy levels
of a single QD, since multiple QDs are within the excitation spot due to relatively
high QD growth density. Additionally, there is very considerable inhomogeneity of
the PL emission lines relative to the homogeneous linewidth for a single QD. This
inhomogeneity problem plagues the QD system from a technological perspective, in-
hibiting easy incorporation QDs into photonic nodes due to photon distinguishability.
However, their inhomogeneity actually provides a useful spectroscopic advantage; in
samples with moderate QD areal densities, spectral inhomogeneity allows for the sep-
aration of emission lines spectral in both PL and resonant excitation, ensuring that
one can excite a single quantum emitter.
The electric field bias structure (Section 2.6) may be utilized to produce bias-
dependent PL maps which may allow for the determination of single QD energy level
structures. Two features of self-assembled QDs become apparent under the applica-
tion of a DC electric field along the growth axis. First, as described above, the QDs
are highly inhomogeneous; thus, the accompanying Stark shifts associated with each
QD are different. Second, charge stability regimes as introduced in Section 2.6 of
the last chapter become obvious when PL lines are observed to turn off completely
at certain electric bias values that are common to many lines in a single PL bias
map. At the bias points where the PL lines disappear, a new charge configuration
has become the lowest energy state of the system, whether in the excited state or
ground state (these bias values do not always overlap entirely, leading either to bias
regions with multiple charge states available or no charge states at all). These phe-
nomena, both the DC Stark shift and the charge stability ranges are demonstrated in
Figure 3.3. Lower biases between 0 and approximately 0.5 V correspond to neutral
exciton states, which are DC Stark shifted over a wide emission energy range (as
large as 90 GHz in this sample) before abruptly turning off. At higher bias between
0.5 and 0.7 V, the single electron becomes the energetically favorable ground state;
the energy shift as a function of bias voltage becomes smaller, indicating a smaller
permanent dipole moment of the trion state compared to to the exciton. There are
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Figure 3.3: PL bias map. Bottom axis is the sample bias voltage (volts), and each
vertical slice of the map is a single PL spectrum.
noticeably more complicated features that likely arise from defective QDs that are
highly anisotropic, affected by trapped charge carriers at interfaces, or exhibit fine
structure. However, the fine structure due to the electron-hole exchange which arises
strongly in the exciton compared to the trion is typically too small to be easily mea-
sured in PL measurements, resulting in a doublet feature with splittings smaller than
the spectrometer resolution (11 µeV). The electron-hole exchange arises due to the
Coulomb attraction between the electron and hole and the requirement that the to-
tal multi-particle wavefunction is antisymmetric since the particles are fermions [76].
The interaction has been studied extensively in the bulk, quantum wells, and QDs.
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The interaction can be split up into two regimes, the short-range and long-range in-
teractions, where the short-range is only taken over the unit cell and the long-range
interaction is calculated over the unit cells that fall within the Bohr radius of the
exciton/trion [111–115]. The interaction is referred to as an exchange interaction be-





summary, the short-range interaction splits the bright, for example |↑⇓〉, and dark, for
example |↑⇑〉, excitons energetically, and the long-range interaction splits the bright
exciton energy levels.
Going into more detail on the physics of the quantum-confined DC Stark effect,
the energy shift on the exciton/trion confined to the QD is given by ∆E = −pF+βF 2,
where p is the permanent dipole moment of the charge system, β is the polarizability
of the electron and holes (a second-order perturbation theory effect [116]), and F =
−(Vbi − V )/t is the electric field across the ninip diode,Vbi is the built-in field due
to doping of the n- and p-GaAs layers, t is the thickness of material between the
first n and final p layers, and V is the bias voltage [117–120]. When the energy level
shifts on the states are small compared to the exciton/trion binding energies, the
Hamiltonian can be treated perturbatively, resulting in a mixing of states that have
differing wavefunction parity. However, a unique effect in the QD system result from
confinement: the system differs dramatically from the Coulomb-bound exciton/trion
state due to the QD confinement potential, hence the quantum-confined nature of
the Stark effect here. This confinement in turn affects the permanent dipole moment
and polarizability of the wavefunctions. In fact, this quantum confinement is strong
enough that the electrons and holes (in the absence of an electric field) are spatially-
separated in the QD, with the holes occupying the base of the structure and the
electron occupying the apex of the cone/pyramid [120], resulting in a permanent
dipole moment that leads to a large DC Stark shift but may also reduce the oscillator
strength.
The DC Stark shift is utilized throughout this thesis as a very powerful tool for tun-
ing the QD in and out of resonance with the laser, which is useful for bias-modulation
spectroscopy (Section 3.4) and background subtraction in resonance fluorescence mea-
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Figure 3.4: Spectrometer magnification scheme, with details written below.
surements (Section 3.5). A statistical analysis of the DC Stark shifts of 97 QDs as
measured using broadband high-resolution modulation spectroscopy will be presented
in Section 3.4.
If the goal of the PL experiments is to determine the line centers of each PL
line with high precision, the spectrometer can improved dramatically, at the cost of
examining a narrower spectral region of the PL and with increased optical complexity.
The optical schematic for the improved spectrometer is displayed in Figure 3.4. In
this configuration, the emission from the QD is sent into a lens which is f-matched
to the spectrometer, and the light is focused down onto the slit. The diverging light
is reflected off a mirror directed towards curved mirrors; if the spectrometer is mode-
matched correctly, the light should be collimated after hitting the first curved mirror.
The light is then diffracted off of the grating, which determines the angular dispersion
of the spectrometer, with a higher angular dispersion for a greater number of lines
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per millimeter. The light is then refocused by a second curved mirror onto where the
CCD (image plane) would typically sit. Instead, the CCD is removed and an objective
lens is introduced with some diameter Dobj at a distance s from the image plane, the
spectrum will be magnified and focused at some distance s’ from the objective, and
the magnification of the spectrum is given by s’/s. To be clear, the spectrometer
benefits from an increase in the linear dispersion, not the angular dispersion; the
overall linewidths of the emission lines are determined by the angular dispersion of
the grating. There are a number of practical concerns here made in choosing the
optics; the diameter of the objective limits the amount of light reaching the CCD in
the magnified plane. Additionally, a tighter objective (higher NA) will result in a
greater magnification, but the distance s’ increases, and may become unfeasibly large
in the lab. Higher magnification objectives are more sensitive to vibrations, resulting
in noise on the magnified image at the new CCD plane. One must also take care to
use objective lenses that do not introduce considerable spherical abberrations, which
will abberrate the resulting spectrum. Magnifications of between 15x and 25x were
achieved in the lab.
What is the point of this magnification? If one wishes to determine the line
centers with greater precision, the QD emission line of choice may be expanded over
a large number of pixels on the CCD image plane. Thus, one may then utilize either
derivative methods or lineshape fitting to determine the lineshape center with higher
certainty. A comparison of the standard spectrometer setup (left) and the magnified
PL (right) are displayed in Figure 3.5. The figure on the left has been digitally
cropped over a narrower range of energies in the PL spectrum than normal, but the
figure on the right is not cropped: the spectrum shown filled the CCD. Differences
in intensity and a fine structure in the DC Stark shift are observed in the figure
on the right more easily than the left, allowing for higher resolution studies than
normally accessible. Although a pressure-tuned etalon was eventually utilized for the
Raman scattering experiments used to study small DNP-induced shifts for a number
of reasons discussed in Chapter 5, this method may provide useful for studying large
DNP shifts, Stark shift effects, and coupled QD effects without having to resort to
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Figure 3.5: Comparison of PL taken using standard spectrometer configuration
to the magnified configuration. Left: standard spectrometer configuration. White
dashed lines indicate region over which spectrum on the right is taken. Right: CCD
removed, objective inserted after CCD plane, spectrum imaged onto CCD, resulting
in 16.6x magnification of spectrum. The QD feature observed in the left figure at
slightly higher energies at the low bias end not observed in the figure on the right is
emission from a different QD that is out of the field of view.
resonant excitation experiments.
Last, the non-resonant PL method was utilized to perform early characterization
of the QD under application of a Voigt (in-plane) magnetic field. In this configuration,
the PL beam is linearly-polarized at 45◦ relative to the vertical QD axis; after the low-
pass filter which eliminates the excitation beam in the collection path, polarization
analyzer optics may also be used to analyze the polarization of the QD emission. A
large body of literature has been devoted to the examination of PL line shifts under
circularly-polarized excitation, which through various mechanisms generated nuclear
spin polarization as measured through the PL, examined in Chapter 4. This nuclear
spin polarization effect is avoided by the utilization of the linearly-polarized pump. PL
of the QD studied in the Raman scattering chapter at magnetic fields ranging from 0 to
3 T are shown in Figure 3.6. As the magnetic field is increased, the single line observed
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Figure 3.6: Comparison of PL taken at increasing Voigt geometry magnetic fields
from 0 to 3 T (indicated in the top left corner of each panel). The sample bias range
and emission energy range are the same for each of the four panels.
from bias ranges 0.52 to 0.6 V splits into four lines at 3 T, and further polarization
analysis shows that the transitions are linearly-polarized; therefore identifying the
resonance as corresponding to a trion. This simple experiment allows one to easily
distinguish between excitons and trions, since excitons will only split into a doublet.
3.3 Density matrix formalism for optical absorption, fluorescence and
scattering
One may utilize high-resolution CW spectroscopy to resonantly drive the optical
transitions between the ground states (either the crystal ground state or the electron
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spin state) and the excited states (exciton or trion). The light-matter interaction and
subsequent evolution of the QD system is governed fundamentally by the Schrodinger
equation, i~ d
dt
|ψ(t)〉 = Hˆ |ψ(t)〉; a change is imparted on the state vector of the QD
system by the interaction of the QD dipole with the optical electromagnetic field.
A polarization is generated via the QD dipole, which imparts a change in the op-
tical field, and is subsequently detected either via interference techniques such as
homodyning or direct detection of the field scattered by the QD. In this thesis, a
semi-classical approach is taken regarding the QD-light interaction, in which the QD
system is quantized but the field is, for the most part, taken as classical (except in
the discussion of Raman and Rayleigh scattering). In the semi-classical approach,
the most convenient method for understanding the optical spectra under resonant
excitation is the density matrix formalism. This approach is taken because it allows
for the easy incorporation of decay and dephasing terms due to, for instance, spon-
taneous emission and pure dephasing (from collisions or electron-phonon scattering,
for example).
More specifically, the density matrix is defined here as ρˆ(t) = |ψ(t)〉 〈ψ(t)|, which
is a matrix operator that is n×n, where n is the size of the span of the Hilbert space
of the QD-light system, with matrix elements given by 〈n|ρ(t)|m〉 = an(t)a∗m(t),
where the coefficients are the amplitudes of the wavefunction of the system, ie.
|ψ(t)〉 = ∑ an(t) |n〉 (note the time-independent eigenstates in the Schrodinger pic-
ture). Expectation values of Hermitean operators (the measurables of the system)
are given by 〈Aˆ〉 = 〈ψ(t)|Aˆ|ψ(t)〉 = ∑nm ρnmAmn = Tr [ρ(t)A].




= [H, ρ] (3.1)
where H is the full Hamiltonian which includes both the QD bare Hamiltonian
and the light-matter interaction. Although this thesis is not primarily concerned with
the physics of the basic two-level system, which can be found for instance in the zero-
field trion case (approximately, neglecting heavy-light hole mixing and fluctuating
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Overhauser fields), it is instructive to understand that particular case. After utilizing
the rotating wave approximation through which terms that oscillate at ω + ω0, or
approximately twice the natural frequency of the two-level system are tossed aside,









where ω0 is the natural frequency of the two-level system, ω is the driving (laser)
frequency, and Ω0 = −µ21 · E0(t)/~ is the Rabi frequency. Thus, the equations of
motion can be derived by plugging in the Hamiltonian to Equation 3.1, with the
ρii terms corresponding to the population in the |i〉 state and ρij corresponding to
the coherences between the eigenstates. However, in order for these density matrix
elements to be useful, one must find a way to relate them back to the optical response
of the system. There are a multitude of ways to accomplish this, and a few will be
discussed in this thesis.
The first method is called the Maxwell-Bloch equations [45], which relates the
density matrix elements calculated using Equation 3.1 to the polarization term that
is plugged into Maxwell’s equations. Neglecting transverse beam effects and working













where P is the polarization that results from the QD system. This result is
relatively general; however, for simplicity and illustration, one may treat an optical
field transmitted through a medium consisting of two-level systems, resulting in an
expression for the expectation value of the polarization given by
〈P (z, t)〉 = N [µ21 〈ρ12〉 e−i(kz−ωt) + µ12 〈ρ21〉 e+i(kz−ωt)] (3.4)
where the coherence terms are averaged over their inhomogeneous distributions
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(velocities, charge and magnetic field fluctuations). Thus, it is seen immediately
that the coherence generated in the two-level system between the ground and excited
states by the optical excitation leads to a polarization term which can interfere with
the driving field, resulting in changes in reflectivity and transmission of the driving
field. Subsequently, further approximation may be made by assuming the slowly vary-
ing amplitude and phase approximation, which says that the electric field amplitudes
vary slowly in the medium, which physically corresponds to a medium with index of
refraction relatively close to 1 and without much absorption. This is somewhat un-
realistic when considering the GaAs/InAs QD system, with bulk index of refraction
of around 3.5 in the 900-1000 nm range, and QDs which are highly absorptive. How-
ever, the consequent result of the calculation is still illustrative of basic light-matter
interactions.







with N equal to the emitter density. Thus, the change in the optical electric field
is related to the density matrix coherence term. It is important to note that the
density matrix coherence term is complex, and that this leads to both absorption
(decay of the field) and refraction (phase changes in the field).
A few more steps are required to utilize the Maxwell-Bloch equations. First, ra-
diative relaxation and pure dephasing of the two-level system must be taken into
account. The spontaneous emission of the two-level system may be approached via
the Weisskopf-Wigner approximation [45], which results in a decay of the excited state
population down into the ground state on timescales that are determined in atomic
systems by the fine structure constant, reduced dipole matrix elements connecting
the two states by the optical field, and the natural frequency of the two-level system.
However, this radiative decay is approached in the solid-state typically by taking a
phenomenological decay approach. Without additional dephasing, this radiative de-
cay causes a dephasing of the two-level coherence at half the rate of the population
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decay. Pure dephasing (transverse relaxation), or decay of the coherences without
population decay (longitudinal relaxation), may occur in the solid-state due to in-
teractions with the lattice and the nuclei associated with each lattice site, whether
through electron/hole-phonon scattering or nuclear spin flips.
In summary, the relaxation and decay in the two-level system resulting in non-
unitary evolution of the density matrix elements is taken into account by additional
terms
relaxation terms = L =






where γ2 is the radiative relaxation rate due to spontaneous emission, and Γ is
the pure dephasing rate.
One last step is typically utilized to eliminate the oscillating time dependences of
the density matrix elements under continuous wave excitation. A unitary transforma-
tion of the wavefunction, and therefore the density matrix elements, may be utilized
without changing the fundamental physics of the problem. If the state amplitudes in
the Schrodinger picture ~a(t) are transformed by ~a(t) = Uˆ(t)~c(t), then the transformed
Hamiltonian for the equations for motion of the ~c(t) amplitudes is given by
Htrans = Uˆ
†HˆUˆ − i~Uˆ †∂Uˆ
∂t
(3.7)
which can then be plugged in to the density matrix equations of motion. For
the two-level system, the state vectors can be transformed using the field interaction
representation [45], given by |ψ(t)〉 = c1(t)eiωt/2 |1〉+ c2(t)e−iωt/2 |2〉, which results in









where δ = ω0 − ω is the detuning. Now, one can solve for the density matrix
coherence terms in the steady-state by setting the time-derivatives of the density








where χ = Ω0/2, γ = γ2/2 + Γ. This is a very important result that contains
commonly observed features in optical spectroscopy. First, the response is a complex
Lorentzian, with a width that is given by
√
γ2 + 4χ2γ/γ2; the width is given by the
spontaneous emission width, pure dephasing, and power broadening. Second, the
optical response has a real and imaginary part; plugging this response into Equation
3.5 shows that the absorption is an even Lorentzian (peaked at δ = 0) and the phase
accumulated by the electric field is a dispersive, odd Lorentzian (zero at δ = 0). In
the QD system, the response is more complicated due to the effects of driving a single
quantum emitter rather than the bulk response, and the interference of fields reflected
off of interfaces will also play a role that is addressed using the source-field formalism
(Section 3.4). However, a direct reflectivity measurement (which can be related to
absorption under careful consideration of losses in the experimental system) for a
single QD is typically given by the even Lorentzian term, with an example displayed
in Figure 3.7, resulting in a 0.45% reflectivity change induced by a single quantum
emitter.
More realistically, the electron-trion system is a four-level system in which, under
the application of an external in-plane field, there are four optical transitions coupling
the ground states to the excited states. The density matrix equations may be used
to reproduce novel optical phenomena such as optical pumping, coherent population
trapping, and Rayleigh and Raman scattering, as demonstrated in the next sections,
with a Hamiltonian given by Equation 2.16.
3.4 Bias-modulated lock-in measurements of differential reflectivity
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Figure 3.7: Trion absolute reflectivity measured by scanning a CW laser across the
optical resonance at zero magnetic field. The reflectivity is measured by measuring
the reflected optical power after the field interacts with the QD at an avalanche
photodiode. The background is subtracted by DC Stark shifting the trion resonance
away from the laser by a large bias shift of 500 mV.
While it is possible to measure the optical response of the single QDs when they
are embedded in optical field-enhancing structures such as on-chip DBR cavities,
the optical response typically leads to less than 1% modulation of the reflected and
transmitted driving fields. At this level, experimental errors including high frequency
noise due to fluctuating light backgrounds, low frequency optical power drift may
entirely wash out the QD response as measured in a direct reflectivity/absorption
measurement. The signal to noise ratio of the optical experiment may be improved
dramatically by the utilization of modulation spectroscopy techniques. A typical ex-
periment in the solid state environment consists of two fields, one or both of which is
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amplitude or frequency modulated using a device such as an acousto-optic modulator.
The response of an optically active sample can be detected more easily by demodu-
lating the optical signal at a photodiode using a lock-in amplifier that is synchronized
to the amplitude/frequency modulation of the driving fields. However, the situation
is improved considerably in terms of technical considerations in the QD system due
to the presence of the electric biasing structure (ninip diode). In this case, instead
of modulating the optical fields, the QD optical resonance itself is modulated in and
out of resonance with the optical field. As shown in Section 3.2, the DC Stark effect
allows one to shift the optical resonance of the trion system by the application of an
electric field along the growth axis. As it will be shown below, the DC Stark shifts
are large enough that the QD may tuned entirely out of resonance, leading to large
modulation depths of the reflectivity signal. The signal to noise ratio is then deter-
mined by the amount of background noise that is band-passed by the lock-in amplifer
at the modulation frequency that is used to bias-modulate the sample.
More specifically, it was shown in the previous section that the absorption of the
driving field for the emitter is given by a Lorentzian A = αχγ
γ2+(ω0+∆S−ω)2 , where ∆S
is the Stark shift of the resonance and α is the maximum absorption on resonance.
Thus, changing the bias on the sample changes the absorption, and when the shift is
much larger than the trion linewidth, the absorption is effectively turned off. It can
be shown that the electric field generated by the QD optical polarization interferes
with the driving field at the detector. Assuming that the QD transition is driven
with a square wave bias between on resonance and far off resonance, the field at the
square-law detector is given by
Signal = |Einc − EQDfmod(t)|2
∼ EincE∗inc + EQDE∗QD sin2(2pift)− 2Re[EincEQD] sin(2pift)
(3.10)
where fmod is the square wave modulation, out of which only the principal com-
ponent has been chosen from the Fourier transform. Then, the lock-in amplifier de-
modulates the time-dependent signal incident on the photodetector, eliminating the
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Figure 3.8: Experimental setup for measuring sample-modulation lock-in differential
reflectivity. Details are in the text below.
contribution from the DC incident field and the QD term which oscillates at twice the
modulation frequency and is also small compared to the homodyned EincEQD term.
The lock-in amplifier bandpasses a narrow frequency range around the modulation
frequency, thus filtering out noise contributions from other frequency ranges, and the
signal is effectively amplified by the homodyning from the incident field.
The experimental configuration for measuring the sample modulation lock-in dif-
ferential reflectivity is shown in Figure 3.8. First, a high-resolution CW laser such
as the MSquared Solstis or Coherent MBR is sent through an AOM (IntraAction
AOM-40N), and the diffracted 1st order beam is coupled into a fiber. The noise in
the fiber path, which travels across the lab to the magnetic cryostat setup, is com-
pensated for by the noise eater setup, which consists of a pick-off BS and photodiode
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(Thorlabs DET36A) after the fiber output. The current from the photodiode is ei-
ther amplified via a transimpedance amplifier (SR570 current pre-amplifier) or yields
a voltage when sent through a 10kΩ shunt resistor, and used as the servo input for
the PID controller (Newport LB1005). A voltage setpoint is chosen that corresponds
to a certain optical power at the servo PD, and the servo voltage is sent to a voltage-
controlled attenuator, which decreases/increases the 50 MHz AOM driving RF when
the power fluctuates at the servo PD, thereby tuning the power diffracted into the
1st order beam. For narrow bandwidth scans over 30 GHz, the high frequency noise
and slow drift are reduced down to less than 1% of the unlocked variations. The
noise eating is also useful for broadband laser scans, reducing the power drift down
to around 10% over a scan range of 100 cm−1, with the frequency-dependent power
“drift” caused by the wavelength-dependent reflectivity of the pick-off BS. The probe
beam is sent through a polarizer and half-wave plate, which allows for tuning of the
optical power by the addition of another polarizer afterward. Then another half-wave
plate is introduced and typically rotated to set the incident linear polarization to 45◦
relative to the vertical laboratory axis. The probe is sent through a 90R/10T BS and
focused down onto the sample by a 0.68 NA aspherical lens held in place by a sample-
mounted lens holder. The reflected light is collected on the same lens, reflected on
the 90R/10T BS towards polarization analyzers, collimated, and directed to either
the spectrometer, avalanche photodiode (Hamamatsu 8890-15 APD), or single-mode
for further spectral filtering.
A typical trion differential reflectivity lineshape when the laser is scanned across
the resonance is displayed in Figure 3.9. The reflectivity dip is sharply peaked with a
maximum dR/R signal of -0.16% which varies from dot to dot and ranges from around
0.05% to 1.5% in this DBR-enhanced sample, but the lineshape is non-Lorentzian.
In fact, this is a commonly observed feature, and the exact nature of the reflectivity
lineshape depends on how deeply the QD is embedded in the sample, the number
and thicknesses of interfaces in the DBR sample, and the aligment into the system,
and the lineshapes may vary even within a sample due to varying thickness across a
sample. It is shown below that the lineshapes that result from driving an embedded
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L a s e r  w a v e n u m b e r  ( c m - 1 )
Figure 3.9: Differential reflectivity laser scan of a trion at zero magnetic field.
two-level system are actually given by an admixture of the dispersive and absorptive
lineshapes that arise from the complex Lorentzian.
The source-field approach may be used to more accurately understand the electric
field that is produced by the QD dipole moment under excitation by a quantum
field [45]. In that approach, the Heisenberg picture is adopted in which the time-
dependence of the problem is associated with the operators rather than the state
amplitudes. It can be shown that the source field generated by the QD dipole can be
given by the expectation value of the atomic lowering operator σˆ−, with the source
field given by




where θ is the spherical coordinate angle dropping away from the propagation
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vector, and R is the distance from the emitter to the detection point. The source
field may then be interfered (homodyned) with the driving field, which may have
reflected off of multiple surfaces, acquiring a fixed phase that differs from the phase
difference that would have occurred if the field interacted with the atom (QD) in free
space.






where α are the lumped constants associated with the transition strength, 〈E+(0)〉 =
E0 is the incident field strength, and the constant phase difference accumulated be-
tween the incident field and the source field due to reflections from interfaces of the
incident field is held in the complex phase factor eiφ. Now, the square-law detector
measures the squared sum of the two fields, given by (only choosing to measure the
z-component which is along the dipole axis)














where the first term is just the incident field intensity, and the second term is the
admixture of the even Lorentzian and dispersive Lorentzians, where the admixture
depends on the fixed phase angle between the incident field and the source field.
Although no attempt is made here to determine that phase, it has been shown that
the measured reflectivity and transmission at a detector when homodyned with the
incident field can range from an even Lorentzian (peaked at δ = 0) to a dispersive
function with admixtures in between. This explains the anomalous optical response
displayed in Figure 3.9 for the two-level system without relying on more complicated
Fano couplings to continuum states [121].
The utilization of the MSquared Solstis CW laser allows the spectroscopist to
perform high-resolution CW laser scans over very wide spectral ranges (theoretically
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Figure 3.10: Modulated reflectivity bias mapping measured at zero magnetic field.
from 700-1000 nm). In this manner, the laser was used in this work to find active
trions over 50 cm−1 scanning ranges by producing resonant excitation bias maps
(Figures 3.10 and 3.12). In these experiments, the sample is bias-modulated with 100
mV peak-to-peak amplitude. The laser is held fixed a given wavenumber, and the bias
is scanned, sometimes bringing a QD transition into resonance with the laser, leading
to a modulated reflectivity signal. The laser is then stepped by a small amount (∼
150 MHz for coarse scans), and the bias is scanned again, iterating to produce a map.
These modulated reflectivity maps reveal that the QD actively reflects light with
narrow linewidths (typically around 500 MHz) and that the absorption transition
energies can be tuned using the DC Stark shift. In Figure 3.10, starting from low
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biases, bright absorption lines are observed to be blue shifted with increasing bias
voltage. From at least 0.1 to 0.4 V, a bright feature is observed which is tuned
over a huge spectral range from 10522 to 10528 cm−1 (180 GHz). This feature likely
corresponds to a rare positively charged trion, which are likely due to morphological
anomalies in this sample and are unintended. A point worth noting is that this
method produces artifacts of multiple absorption lines (explained using Figure 3.11).
This can be understood because the bias modulation operates by scanning the DC
bias, ie. the voltage is given by Vdc ± Vp−p/2; thus, the QD transitions are brought
into resonance with the laser twice over a given bias scan, and the DC bias value
at which the transition would be in resonance (with no modulation) with the laser
is the average of the two biases, given by V0 in the figure. Additionally, one peak
is negative and the other is positive: the lock-in is phased with the reference from
the bias modulation such that the higher bias value yields a positive peak when the
LOW portion of the bias modulation brings the QD in resonance; thus, the negative
peak is when the transition is brought into resonance on the HIGH portion of the
bias modulation square wave. In the figure, the purple curve on the left is where the
modulated reflectivity resonance would be observed for infinitesimally small peak-to-
peak bias modulation.
These absorption bias maps allow one to determine DC Stark shifts precisely,
to find QDs which lack fine structure which is typically indicative of morphological
anomalies such as in-plane distortion, and to separate the exciton species from the
trions. Charge stability transitions are observed at the bias is tuned higher; for
instance, at approximately 0.4 V, the positive trion abrupt turns off, and the next
charge states become the new lowest energy configuration. These new lines have
different Stark shifts, and show considerable fine structure, indicating that they are
excitonic doublets which are split by the electron-hole exchange [82]. The exciton
identification is corroborated by rotating the half-wave plate before the cryostat and
showing that the selection rules are linear, rather than circular for the zero-field trion
states. At higher bias starting around 0.57 Vdc, new reflectivity lines with lower Stark
shifts appear. This region corresponds to the negatively-charged exciton, or trion
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Figure 3.11: Schematic explanation of lock-in negative and positive signals. Left:
schematic of modulated reflectivity bias map. Signals are negative on the red line
and positive on the blue Stark-shifted line. The purple line is where the resonance
is expected to lie for infinitesimally small peak-to-peak amplitudes. Right: Sample
bias time-dependence. The lock-in was auto-phased so that the signal is positive on
resonance when the bias is set to V2. Thus, when the QD is brought into resonance
at the low bias range, ie. when V1+Vp−p/2 = V2-Vp−p/2, the sample bias is pi out
of phase with the sync reference, resulting in a negative signal.
state that is investigated for the remainder of this thesis. These trions exist over
a shorter bias range than either the exciton or positive trion, with the next charge
states broadening due to stronger coupling to continuum states (not pictured).
One exemplary trion modulated reflectivity bias map is displayed in Figure 3.12.
The trion reflectivity signal turns on abruptly at low bias values of 0.61 V, and is
Stark tuned over a spectral range of 18.9 GHz over a 70 mV bias shift, retaining a
very narrow lineshape across the entire range, and turning off again at approximately
0.68 V. One key indicator that this lineshape corresponds to a trion is the lack of
any fine structure, eliminated by the pairing of the electrons in the excited state,
leading to a strong reduction in the electron-hole exchange. Additionally, trion lines
are circularly polarized (in the absence of strong HHLH mixing), showing very little
variation in reflectivity as the half-wave plate is rotated. The absorption map tech-
nique demonstrated here allows for high-resolution studies of DC Stark shifts and fine
structure physics with much higher resolution (50 kHz) than PL techniques (2.6 GHz
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Figure 3.12: High resolution modulated reflectivity bias mapping of a trion at zero
magnetic field.
for a grating with 1800 lines/mm); the map demonstrated in Figure 3.12 utilizes a
laser step size of 60 MHz.
The differential reflectivity technique was utilized to perform a statistical study on
the DC Stark Shifts of 97 trions with high spectral and bias resolution. Multiple high
resolution maps were acquired over the trion stability range from approximately 0.5
to 0.7 V, over laser wavenumbers ranging from 10463 to 10553 cm−1 (2.7 THz); this
wide bandwidth combined with high resolution was previously unattainable without
manually stitching together 1 cm−1 (30 GHz) maps, allowing for convenient statistical
studies over a large number of QDs. Each trion resonance was isolated in post-
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Figure 3.13: Histograms of quantum-confined Stark effect linear and quadratic co-
efficients (with respect to voltage, not electric field), energy tuning range, and scatter
plot of quadratic versus linear coefficients (with linear fit) for 97 trions.
processing and the resonance bias dependence was fit with a quadratic curve E = E0
+ bV + cV2; the batch processing was assisted by undergraduate research assistant
Michelle Ripari. Histograms of the linear and quadratic coefficients, and the energy
tuning range (highest wavenumber - lowest wavenumber for a given trion) and plotted
in Figure 3.13. The averages and standard deviations for the three histograms are
equal to (30.0 ± 8.0) cm−1/V (linear), (-16.9 ± 6.0) cm−1/V2 (quadratic), and (0.604
± 0.194) cm−1 (energy range). No correlation is measured between the Stark shift
constants and the central wavenumber for each trion (not displayed here). However,
a strong linear relationship between the quadratic coefficient and the linear coefficient
for each trion quantum-confined Stark shift is observed (bottom right panel of Figure
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3.13), with the fit given by c = a1b + a0 = (-0.717 ± 0.023 cm−1/V)b + (4.58 ± 0.71
cm−1/V2). This correlation implies that there is a connection between the built-in
dipole moment of the trion and the polarizability of the charge carriers, which is likely
connected to the quantum-confined aspect of the Stark shift measured here. At zero
applied electric field, the spatial extent of the electron and hole separation leads to
the built-in permanent dipole moment, which depends on the confinement structure
of the QD and the in-built electric field of the nip diode. As the electric field is
increased, the spatial separation of the charges increases, but is confined to the QD
(when the field is small compared to the field required to ionize (tunnel) the charges
out of the QD), leading to a larger Stark shift. However, the wavefunctions of the
electron and hole confined to the QD are also warped with increasing bias, and this
warping effect is related to the confinement potential. No attempts are made in this
thesis to model this effect in order to determine a connection between the linear and
quadratic terms, but existing literature may provide clues for the connection [120].
However, the relationship between the polarizability and permanent dipole mo-
ment is determined below. The Stark shift in terms of the electric field across the
diode is given by E-Ef = -pF + βF
2, where p is the permanent dipole moment and
β is the polarizability [117]. However, the experiment performed here tunes the bias
rather than the electric field. Plugging in the relationship between the electric field
and bias results in
EStark = Ef − pF + βF 2 = Ef + pVbi − V
t
+ β






















V 2 = E0 + bV + cV
2
(3.14)
where Vbi is the built-in voltage from the nip diode, and t is the thickness of the
diode, which are constants across all QDs in the sample. These coefficients are now
compared to the linear relationship measured experimentally between the quadratic









showing that the polarizability of the QD trion can be related linearly to the
built-in permanent dipole moment of the trion. Thus, the high-resolution DC Stark
shift differential reflectivity technique has revealed a connection between the linear
and quadratic DC Stark shift terms that is, as far as the author is aware, unreported
in the literature. Further theoretical analysis of the QD morphology may reveal this
connection more deeply.
3.5 Scattering experiments: resonance fluorescence and Raman scatter-
ing
The light-matter interaction in the QD system is strongly enhanced as compared
to both atomic systems and bulk semiconductors due to the confinement of the exci-
ton/trion to the QD, as well as due to the on-chip DBR cavity field enhancement. This
strong interaction, combined with state-of-the-art single photon detecting nanowires,
allows one to measure single photon scattering, referred to as resonance fluorescence
(generically referring to all scattering and fluorescence processes in the QD system).
Instead of utilizing the sample modulation technique to measure reflectivity signals
which are distorted by homodyne interference with the driving field, the excitation
laser is rejected either through frequency-filtering (in the case of Raman scattering)
or through polarization rejection (Rayleigh scattering). The remaining optical field
after rejection of the excitation beam is the source field covered in the previous sec-
tion, which directly corresponds to the QD polarization, and must be treated as a
quantum field. Studies of two-level systems and their interactions with light revealed
time-dependent Rabi oscillations of the scattering intensity that level off at long times
compared to the spontaneous emission time, and anti-bunching in the scattered single
photons [110, 122, 123], indicating the quantum nature of the field scattered by the
QD. These quantum fields differ in significant ways from the coherent states generated
by a laser; the field scattered by the QD is a Fock state, or number state, which may
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be prepared in the single photon state with high fidelity, a feature that is not simply
attained by attenuating the coherent state produced by a laser. Furthermore, in the
lambda system present in the QD trion system under certain excitation conditions,
it has been demonstrated theoretically and experimentally that the polarization and
energy of the photon is entangled with the electron spin state, allowing for quan-
tum teleportation schemes between distant QD nodes [124–129]. Another scattering
feature that has not received as much attention in the QD system is Raman scat-
tering, which is scattered at energies given by Elaser ± ∆e, where ∆e is the ground
state splitting. As will be shown later in this section, Raman scattering allows the
spectroscopist to measure ground state (electron spin) splitting which a resolution
that is given by the laser linewidth and the ground state decoherence time, which is
often times orders of magnitude longer than the lifetime-broadened width of the trion
resonance. Additionally, Raman scattered photons allow for tuning of the scattered
single photons when the ground state splitting can be tuned via the application of an
external magnetic field, allowing for incorporation of the QD into a quantum network
where the optical receivers may have disparate resonance energies. Resonant Raman
scattering is the workhorse technique used throughout this thesis for understanding
the role that the nuclear spin polarization plays on shifting the electron spin state
splitting.
The resonance fluorescence experiments are performed in the following manner.
The probe beam is prepared in the same manner as described in Figure 3.8 before
the cryostat. When the beam passes through the high NA aspherical lens before the
sample, careful inspection of the s- and p-polarized components of the optical field
at the high curvature lens interface reveal significant spatial mode abberrations and
spatial dependence of the polarization within the transverse extent of the Gaussian
beam [130, 131]. In fact, the polarization is rotated as a function of the azimuthal
angle θ around the beam propagation direction such that a cross-polarized analyzer
placed in the reflected/transmitted beam results in a TEM11 mode, ie. goes to zero
at θ = npi/2 for all values of r away from the beam center. Most importantly, the
excitation polarization may be chosen such that the emitted QD scattering has a
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Figure 3.14: Resonance fluorescence laser frequency scan for a trion at zero magnetic
field. The fluorescence lineshape is fit with a Lorentzian of FWHM = 555 MHz. The
data is background subtracted by measuring the laser leak-through at each point by
shifting the QD trion transition far off-resonance with the laser using the DC Stark
shift.
significant component parallel to the polarization analyzer axis, allowing the QD
scattering to pass while blocking the excitation beam. Single-mode filtering is then
performed by coupling the scattering into a single mode fiber, which is coupled to
single-photon detectors such as the QuantumOpus superconducting nanowire system,
which is capable of 85% detection efficiency at 950 nm.
The excitation polarization is chosen at 45◦ CW from the vertical laboratory axis;
the collection beam path first contains a quarter-wave plate which is rotated to com-
pensate for wavelength-dependent birefringence in the cryostat windows due to strain.
To maximize the beam rejection, high optical power at the wavenumber of interest is
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reflected off the sample down the collection path. The polarizer transmission angle is
fixed, since the rotation of most polarizers will result in spatial displacement of the
beam which misaligns the beam from the single mode fiber. The half-wave plate is
rotated to minimize the beam transmission through the polarizer, and the quarter
wave plate is adjusted to further minimize the transmission. The rotation is iterated
back and forth between the half and quarter wave plates, typically resulting in 105
extinction after single-mode filtering through the optical fiber. The resonance fluo-
rescence spectrum is then measured by either scanning the laser across the transition
(background subtracting at every laser point, measuring the laser leak-through by
bias-shifting the QD transition far out of resonance), or by scanning the sample bias
with the laser frequency fixed, bias-tuning the QD transition through the laser. The
problem with the second method is that, as seen in the previous section, the QD tran-
sition energy shifts quadratically with the sample bias, distorting the RF lineshape
without re-calibration. The problem with the first method is that scanning the laser
over a frequency range larger than 30 GHz results laser leak-through which saturates
the detector due to cryostat window birefringence. However, typical QD linewidths
are less than 500 MHz, and therefore the wavelength-dependent leak-through is not
typically an issue. This issue is dealt with more easily when measuring Raman scat-
tering, since the scattering occurs at a different energy from the laser energy, and can
be filtered using an etalon or monochromator.
Figure 3.14 shows the results of a resonance fluorescence laser scan of a trion at
zero magnetic field under excitation of low optical power. A single even Lorentzian
fits the spectrum exceptionally well, with a FWHM of 555 MHz, and no signs of
distortion that were present in the differential reflectivity case due to homodyning
interference effects. Thus, the QD trion at zero magnetic field is without much doubt
an exceptional example of a two-level system with an optically-accessible dipole tran-
sition. Resonance fluorescence may be used to determine precisely the transition
energies of the QD without needing to compensate for interference distortion, and
provides single photons that may be utilized for quantum information protocols.
More formally, it is worthwhile to consider the scattering spectrum for resonance
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Figure 3.15: Lambda sub-system of the four-level electron-trion system in the Voigt
geometry. Dashed black line indicates the subset lambda system considered here
theoretically.
fluorescence and Raman scattering. The derivation of the spectrum is treated in detail
in Appendix A. In the derivation, the full four-level system that arises in the presence
of an in-plane magnetic field (Voigt geometry) (see Chapter 2) is treated perturba-
tively for weak pump and probe fields, and the probe is considered much weaker than
the pump. The energy level and pump/probe field configuration is shown in Figure
3.15. In this configuration, the probe field drives the |−〉 → |Tx−〉 transition, and
the pump field drives the |+〉 → |Tx+〉 transition. Spontaneous emission occurs on
all four transitions, repopulating the ground states after excitation into the optically
excited states. However, the pump is much stronger than the probe; therefore, in
the perturbation limit adopted here, the population is effectively considered pumped
into the |−〉 state entirely, resulting in ρ(0)11 = 1. Two scattering channels are then
derived, one corresponding to scattering on the |+〉 → |Tx+〉 transition and the other
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, Γe is the electron spin state dephasing rate, Γr is
the radiative relaxation rate, ωa/b are the scattered photon modes, and the detunings
are defined as δ1 = (ω0 +
∆
2
)− ω, δa1 = (ω0 + ∆2 )− ωa, δb2 = (ω0 − ∆2 )− ωb. There are
some very significant features observed in this result. The first scattering term is the
product of three even Lorentzians (real part); the first one gives the overall scattering
dependence which is measured in a laser scanning experiment and has the total width
given by the radiative relaxation plus the electron spin state dephasing. The second
Lorentzian in the product is peaked when ωa = ω, or that the scattered photon mode
has the same frequency as the excitation laser, with a width given by the electron spin
dephasing, not the radiative relaxation rate. This result is especially important; it
means that Rayleigh scattered photons have much higher indistinguishability than the
photons produced via spontaneous emission, which are given by the third Lorentzian;
that mode is centered at ωa = ω0 + ∆e/2, showing that the spontaneous emission
always comes out at the natural frequency of the transition.
The second term contains the same first Lorentzian intensity dependence, but
two new Lorentzian products. The second Lorentzian is the Raman scattering term,
ωb = ω −∆e; in other words, the scattering always comes out at the laser frequency
minus the electron spin state splitting, with a width that again is given by the electron
spin state dephasing, which can be orders of magnitude slower than the spontaneous
emission rate. The third term is another spontaneous emission term centered at the
natural frequency of the |−〉 → |Tx−〉 transition. The advantages of using the Raman
scattering as a spectrosopic tool become immediately apparent: first, on resonance,
the Raman scattering channel is a factor of Γr/Γe brighter than the spontaneous
emission channel. Second, so long as one can measure both the laser frequency and
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Figure 3.16: Demonstration of co-tunneling and optical pumping ranges using a
single laser differential reflectivity bias-dependent map under the application of a 2 T
Voigt geometry magnetic field. Co-tunneling is indicated by the presence of a dR/R
signal under excitation from a single optical field between biases 0.6 and 0.62 for the
0e-1e transition, and ∼0.66-0.68 V for the 1e-2e transition, with the optical pumping
region falling in between those bias ranges. dR/R signals from multiple QDs are
observed in this map, but the spectra for the QD of interest are indicated circled in
red and with faint dashed white lines in the optical pumping region.
the Raman scattering line with high precision, one can monitor the ground state
splitting without having to ensure that the excitation laser is exactly on resonance
with the transition. These properties are utilized in the experiments displayed in
Chapter 5, where further experimental details are given regarding frequency filtering
via a pressure-tuned etalon.
3.6 Two field experiments: optical pumping and coherent population
trapping
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In the trion stability range, it has been shown in this thesis that when an in-plane
(Voigt geometry) magnetic field is turned on, the trion transition is split into four
linearly-polarized transitions (Section 2.5). When the magnetic field strength is large
enough to cause a splitting of the electron spin state greater than the trion optical
linewidth, optical pumping of the electron spin may occur [58]. Xu et al. showed
that the electron spin population could be optically pumped using a single pump
field with a spin preparation efficiency of (98.9 ± 0.4)%. An important requirement
for the optical pumping scheme is that the electric field structure (nip or Schottky
diode) is fabricated with an appropriate thickness and doping such that the trion
charge states are stable with minimal cotunneling to the Fermi reservoir on the optical
pumping timescale (nanoseconds in the Voigt geometry, microseconds in the Faraday
geometry).
Experimentally, the optical pumping bias range is determined first by the utiliza-
tion of a single scanning laser. A bias-dependent differential reflectivity map is taken
at high magnetic fields, in this case 2 T (Figure 3.16). At low biases between 0.6
and 0.62 V, a dR/R signal is measured (red circles), indicating that the electron spin
tunnels between the Fermi reservoir and the QD on timescales faster than the optical
pumping rate due to the single beam excitation (nanoseconds); this range corresponds
to the 0e-1e co-tunneling range. Additionally, another co-tunneling range is observed
between approximately 0.66 and 0.68 V, corresponding to rapid switching between
the 1e-2e state due to reservoir-QD co-tunneling. However, in between these two bias
ranges, the dR/R signal disappears (see white dashed lines in Figure 3.16). In this
range, the dR/R signal rapidly decays (see Figure 7.17 in Section 7.5 for time-domain
studies of optical pumping) when a single field resonantly excites one of the four
QD trion transitions, leading to high-fidelity preparation of the electron spin in the
undriven state (schematically illustrated in Figure 3.17).
Although signals from multiple QDs are present in Figure 3.16, optical pumping
is verified by the introduction of another pump field brought into resonance with
one of the two trion transitions coupled to the formerly undriven electron spin state.
Taking for instance the optical pumping configuration illustrated in Figure 3.17, the
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Figure 3.17: Schematic illustration of optical pumping phenomenon under single
field excitation. Wavy curves indicate spontaneous emission from the excited state,
repopulating the ground states, while the solid arrow indicates the probe field. Green
circles indicate where the electron spin population is found.
probe drives the |−〉 → |Tx−〉 transition, with the electron spin population initially
in a mixed state at thermal equilibrium. The population is driven up into the |Tx−〉
state, and spontaneous emission occurs, populating the |+〉 and |−〉 states. However,
since the optical transitions associated with the |+〉 states are unpumped, the electron
spin population is pumped into the |+〉 state. Thus, the probe no longer yields an
optical signal since there is minimal population in the |−〉 state, neglecting ground
state repopulation due to residual co-tunneling and off-resonant driving effects from
the probe. The signal is recovered by driving either the |+〉 → |Tx(+/−)〉 transi-
tion, repumping the population partially back to the |−〉 state, with the steady-state
populations dependent on the ratio of the pump and probe optical powers.
This recovery of the optical signal is demonstrated in Figure 3.18 in two plots,
with the left (right) plot corresponding to pumping the |−〉 → |Tx+〉(|−〉 → |Tx−〉)
transition, while scanning the probe across the two |+〉 transitions. There are two
optical transitions for each electron spin state which are linearly-polarized and or-
thogonal to each other; both the pump and probe field are set to 45◦ to the vertical
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Figure 3.18: Two field optical pumping and coherent population trapping when
probing the |+〉 electron spin state; each resonance in the spectra corresponds to the
pump-probe configuration indicated in the energy level diagrams above the resonance.
Left spectrum: pumping the |−〉 → |Tx+〉 transition, scanning the probe laser across
both |+〉 transitions. Coherent population trapping is observed as a dip in reflectivity
when the pump-probe detuning is equal to the electron spin state splitting, compared
to the second transition which has approximately a Lorentzian response. Right spec-
trum: pumping the |−〉 → |Tx−〉 transition, scanning the probe laser across both |+〉
transitions.
lab frame, but the pump is orthogonal to the probe and rejected in the reflection
collection geometry by polarization analyzers. When the two fields do not share an
excited state resonantly, the optical response is approximately a Lorentzian, and the
signal strength is comparable to the response in the co-tunneling regime, indicating
that the electron spin state is prepared by the pump. The trion energy level structure
is validated by checking the effect of the pump on the two trion transitions of the |−〉
state.
However, if the pump and probe share an excited state, when the probe is brought
into resonance with the transition, the spectrum resembles a Lorentzian with a hole
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driven into it at resonance; this phenomenon is known as electromagnetically-induced
transparency (EIT) and is caused by coherent population trapping (CPT) of the
electron spin state. This transparency effect has been demonstrated in countless
experiments in a variety of systems including strontium, sodium and rubidium va-
pors [132–134], single QDs [85], quantum dot molecules [63, 135], and many others.
When the difference between the pump and probe frequencies equals the ground state
splitting, ie. |ωpu−ωpr| = ∆e, in the absence of ground state decoherence, the electron
spin state is driven into a coherent superposition state given by





The superposition is referred to as a dark state because the interference between
Rayleigh and Raman scattering between the pump and probe leads to a reduction
in the reflectivity (or corresponding increase in transparency) [45]. A key point re-
garding CPT and EIT is that the coherent superposition state, and therefore optical
transparency, requires that there is a long-lived coherence between the electron spin
states (ground states); in fact, this optical spectrum in the vicinity of the CPT dip can
be used as a powerful tool for studying the electron spin state coherence [85,135,136].
It can be shown that in the lowest order of the probe power that the probe absorption
is given by [45]
ρ21 = −χprIm
[
iΓ13 − (δpr − δpu)
i(δpr − δpu)γ12 + γ12Γ13 − δpr(δpr − δpu) + iΓ13δpr + χ2pu
]
(3.18)
where the lambda system states are defined as |1〉 = |+〉 , |2〉 = |Tx+〉 , |3〉 = |−〉,
∆pr = ω21−ωpr,∆pu = ω23−ωpu, Γ13 is the ground state decoherence rate, γ12 is the
excited state decay rate, and χ is the Rabi frequency (divided by two) for each field.
The transparency dip associated with EIT is observed when the two-photon condition
is satisifed, ie. that δpr = δpu, but the depth of the dip is affected by both the pump
power and the ground state decoherence time. The expected spectrum is plotted in
Figure 3.19 for a fixed pump power and varying ground state decoherence times; the
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Figure 3.19: Perturbation theory result for the weak probe field absorption in the
EIT configuration for the lambda system for varying ground state decoherence rates.
The legend labels the ground state decoherence rate given as a fraction of the spon-
taneous emission rate.
depth of the EIT dip is observed to increase with decreasing ground state decoherence
rates due to more complete interference between the two scattering pathways.
The EIT dip may be fit with the full expression for ρ21 without utilizing pertur-
bation theory, which is required in order to recover effects such as the Autler-Townes
splitting, which leads to a transparency that is related to a field dressing of the pump-
ing transition. Since the depth of the dip has contributions related to the strength of
the pumping field, precise measurements of the ground state decoherence time could
be enhanced by utilizing time-correlated single-photon counting to determine the ex-
act Rabi frequency for the pump and probe via time-resolved Rabi oscillations [108].
However, it is estimated here that the transparency dips observed in Figure 3.18 corre-
spond to a ground state decoherence rate somewhere between 0.05-0.1 γ12, or between
in the vicinity of 40 MHz, or approximately a 25 ns electron spin decoherence time.
It is notable that in this sample (the DBR sample utilized for the Raman scattering
experiments presented in this thesis) that CPT and EIT are not often observed, and
that the spectrum displayed above (Figure 3.18) is in fact exceptional. More often
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than not, the probe scanning spectra measured in the optical pumping regime are
distorted into broad lineshapes over a few GHz scanning range by dynamical nuclear
spin polarization effects, as explored for the remainder of this thesis. CPT-locking
of the nuclear spin ensemble was demonstrated by Xu et al. [85] and further exam-
ined by Sun et al. [136], where they showed that the dark state dip in the single
QD system very similar to this system but with strong heavy-hole light-hole mixing
could be enhanced by preparation via CPT narrowing. Comparisons between the two
samples (the one studied here and Xu’s sample) indicate that the effect of CPT on
the nuclear spin ensemble is highly dependent not only on the sample structure but
also varies from QD to QD within a single sample due to morphological differences.
Nevertheless, the CPT narrowing technique is investigated in this thesis in Chapter
7 via time-domain techniques.
3.7 Chapter summary
In summary, this chapter gives the details for a variety of continuous wave spec-
troscopy techniques applied to single QDs utilized throughout this thesis for initial
characterization and preparation for coherent control techniques. First, the physics
of photoluminescence measurements was explained, introducing measurements of the
DC Stark shift as measured via PL bias-dependent maps, including a discussion of
InAs wetting layer physics. A PL magnification technique was introduced that allows
for the spectroscopist to measure PL line centers with greater precision, demonstrating
a precision increase of at least 16.6x compared to the standard optical configuration.
Then, the density matrix formalism was introduced, and the optical response of a QD
was derived in terms of the ground state - excited state coherence terms generated
by the light-matter interaction, revealing the well-known complex Lorentzian depen-
dence which yields absorption and dispersion for an optically-active two-level system.
The workhorse of QD high-resolution spectroscopy, sample bias-modulation lock-in
detected differential reflectivity was introduced. In combination with a broadband-
scanning high-resolution TiSaph laser, the technique was used to perform a statis-
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tical study on the DC Stark shift of negatively-charged trions in 97 different QDs,
revealing a strong correlation between the trion permanent dipole moment and the
polarizability of the trion charge wavefunctions. Scattering experiments, including
Rayleigh and Raman scattering, were explained, along with a theoretical derivation
using perturbation theory which reveals that for weak pump and probe fields that
three quantum fields are produced in the scattering experiment: Rayleigh scattering
at the laser frequency, Raman scattering at the laser frequency plus or minus the
ground state splitting, and spontaneous emission in both channels of the lambda sys-
tem. Measurement of the narrow linewidth Rayleigh and Raman channels allows one
to determine the ground state splitting which much greater precision than absorption
measurements. Finally, two field experiments in the optical pumping bias regime were
detailed, and coherent population trapping of the ground state was demonstrated.
CHAPTER 4
Microscopic origins of dynamic nuclear spin polarization in quantum dots
4.1 Introduction
The primary electron and hole spin qubit dephasing mechanism in III-V semi-
condutor QD systems is due to the interaction between the electron/hole and the
constituent half-integer nuclear spins of the QD [85,89,136–139]. The quantum con-
finement of the electron and hole in the QD due to the band-gap mismatch between
the bulk and QD material leads to considerably higher hyperfine coupling strengths
than in the bulk material [140], resulting in easily observable nuclear spin polariza-
tion effects that become non-linear with respect to laser frequency detuning, excita-
tion power, and excitation polarization, during both non-resonant circularly-polarized
excitation such as PL [141] and resonant laser excitation [85,142].
In this chapter the microscopic mechanisms for the interaction between the quantum-
confined electrons and holes and the nuclei are introduced. These mechanisms include
the electron-nuclear hyperfine contact interaction, the quadrupole interaction, the
dipole-dipole hole-nuclear interaction, and the nuclear spin diffusion terms. The mor-
phology, in particular the strain fields and the anisotropy of the QD system must
be considered carefully when determining the strengths and relevance of each of the
aforementioned microsopic mechanisms.
4.2 Electron Fermi contact interaction
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Figure 4.1: Electron (red solid line) and hole (blue solid line) probability density
functions |ψ|2 confined to the QD. Approximating the QD confinement potential as
a finite square well (Chapter 2) results in a Gaussian envelope function for both the
electron and hole wavefunctions (black dashed line). The periodic (Bloch) wavefunc-
tions in III-V materials (InAs and GaAs) have s-symmetry for the electron (non-zero
at the lattice site), and have p-symmetry for the hole (zero at the lattice site). The
relative density of nuclear spin lattice sites (black circles with arrows) is lower than a
realistic QD to emphasize the differences in the symmetry of the Bloch wavefunction
for the electron and hole.
4.2.1 Formal derivation of Hamiltonian
The most important interaction term between the electron, which has an s-like
periodic (Bloch) wavefunction in InAs, and nucleus is the Fermi contact interaction
term, as opposed to the hole wavefunction which has p-like symmetry (Bloch) (Figure
4.1). This term can be derived in two ways [84]: first, as a non-relativistic correction
to the dipole-dipole interaction when the finite spatial extent of the nuclear spin
moments is accounted for, and second through a full relativistic approach using the




γeγn~2Iˆ · Sˆδ(~r) = −8pi
3
µˆe · µˆnδ(~r) (4.1)
where γe, γn, Iˆ , Sˆ, µˆe, µˆn are the electronic and nuclear gyromagnetic ratios, the
nuclear spin operator, the electron spin operator, the electron spin moment and the
nuclear spin moment, respectively. Thus, the nuclear and electronic spin operators are
coupled via this hyperfine contact interaction, which depends strongly on the overlap
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of the electronic wavefunction at each crystal lattice site. When the Hamiltonian
is summed up over the constituent nuclei of the QD and the expectation values are












where ν0 is the two-atom unit cell volume for InAs and GaAs, and ψe(rj) is the
electronic envelope wavefunction, and Ae,j =
8pi
3
γeγn,j~2|ue(rj)|2, where ue(rj) is the
electronic Bloch (periodic) wavefunction evaluated at the nuclear site. The last line of
the equation has been written in a form that separates the electron and nuclear spin
projection along the external magnetic field ~Bx from the terms that are orthogonal,
since the electronic and nuclear Zeeman Hamiltonians upon diagonalization lead to
eigenstates with spin projection along xˆ.
The separation of the hyperfine contact interaction into two parts, a collinear and
non-collinear term, is it at the heart of DNP phenomena. The first term Ae,jIj,xSx
results in the Overhauser field (OH field): an out-of-equilibrium non-zero nuclear
spin polarization
∑
j 〈Ij〉, which exists in the QD either through direct RF excitation







Ae,j|ψe(rj)|2 〈Iˆj · nˆ〉 (4.3)
where nˆ is a radial unit vector. The strength of the OH field is dependent on the
hyperfine coupling constants, which in turn depend on the electronic Bloch wavefunc-
tion overlap at the nuclear site, and the electronic envelope wavefunction, which for
the sake of simplicity can be considered to be uniform within the bounds of the InAs
QD. More sophisticated treaments that study nuclear spin diffusion mediated by the
electron take into consideration the non-uniform envelope wavefunction [140].
For all purposes in this thesis, the electron envelope wavefunction is taken to
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be uniform over the interior of the InAs QD; this simplification is referred to as
the “box model” [89]. The electron envelope wavefunction is taken to be equal to
ψ(r) =
√








where A˜ is taken to be the average of the In and As hyperfine constants.
The magnitude of the OH field can be expressed in terms of a nuclear spin polar-
ization that ranges from -1 to +1. Working with the box model, the OH field can be










[3AGanGa + 3AAsnAs + 9AInnIn] (4.5)
where nα are the total fractional polarizations of each nuclear spin species. As-
suming that the mechanism that polarizes the nuclei affects each isotope at the same
rate, and that the QD is composed of In and As, the OH field can be expressed in




[3AAs + 9AIn] = s× (13.2 T) (4.6)
where s ranges from -1 to +1. Therefore, for InAs, the maximum OH field can be
as large as 13.2 T.
The second term in the electron-nuclear hyperfine contact interaction, Ij,+S− +
Ij,−S+, is the so-called flip-flop term [143], and describes an off-diagonal interaction in
the Hamiltonian that simultaneously flips an electron spin while flipping (increasing or
decreasing the spin projection by ∓~) the state of the nuclear spin. The gyromagnetic
ratio (before multiplying by the nuclear g-factor) of the nuclear spins is 31.52neV T−1,
compared to that of the electron, which is equal to 57.88µeV T−1 [144]: thus, electron
Zeeman energies are approximately 1800 times larger than the nuclear splittings for
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equal magnetic fields. At zero external magnetic field and in the absence of the
quadrupole splitting (Section 4.3), the flip-flop term is active, leading to electron
spin and nuclear spin dephasing [89, 145], due to the degeneracy of the spin states.
However, at magnetic fields which lead to an electron Zeeman splitting larger than any
energy uncertainty present in the system due to dephasing from phonon scattering
[146, 147], radiative recombination (2 µeV linewidth for InAs QDs) [108], or random
fluctuations in lattice site occupation [145,148], the nuclear Zeeman energy becomes
negligible compared to the electron Zeeman energy. Electron spin flips are no longer
matched in energy by the nuclear spin flip, and the interaction is effectively turned
off. Nevertheless, the interaction may lead to nuclear spin diffusion mediated by a
virtual electron spin flip to second order in the electron-nuclear hyperfine constant,
as will be shown in Section 4.2.3.
It is important to consider the flip-flop portion of the Hamiltonian does not have
to act in a dynamical fashion, but may contribute to the static energy shifts and
mixing of the nuclear spin eigenstates. Recalling the first line of equation 4.2, without
consideration of the external field, each of the three electron-nuclear coupled terms
may correspond to an OH field pointing in the xˆ, yˆ, or zˆ direction.
There are at least two possibilities for where these non-collinear terms may act in
a static fashion: first, when a different interaction such as the quadrupole [147, 149]
or heavy-hole-light-hole mediated DNP [88,138,150] generates an OH field perpendic-
ular to the external magnetic field . A non-zero OH field along a direction different
from the quantization axis (external magnetic field) will rotate the optical selection
rules of the QD system [92]. Second, the uncertainty principle relates the variance
in one spin component inversely to the uncertainty in an orthogonal spin component:
σJxσJy ≥ ~24 . Therefore, in an experiment in which one nuclear-spin component is
well-known (or prepared with high fidelity), the variance in the orthogonal compo-
nents is necessarily increased. This second effect has been understood to modify the
fluctuations of the nuclear spin ensemble [63,136,142,151–154] in directions orthogo-
nal to the external field, leading to a fluctuation of optical selection rules which may
be detrimentally mapped on to flying qubits (photons) [124–126].
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It is important to recall that the more general interaction between the nuclei and





γeγn~2Iˆ · Sˆδ(r) + ~2γeγn
r3
(3
(Iˆ · ~r)(Sˆ · ~r)
r2
− Iˆ · Sˆ)] (4.7)
where the last term arises from the dipole-dipole interaction. While the last term
is especially important when considering the interaction between the hole and the
nucleus (Section 4.4), it is shown here that the interaction disappears for carriers
with s-type Bloch wavefunctions, ie. the electron.
The Bloch wavefunctions in the vicinity of the nucleus at each lattice site can
be approximated by the solutions to the hydrogen atom potential which are the
product of a radial form Rnl and the usual spherical harmonics Y
m
l , with the first few































































where L2l+1n−l−1 are the generalized Laguerre polynomials, aµ =
mea0
µ
, where µ is the
reduced mass of the electron-nuclear system, Z is the atomic number, n,l and m are the
principal, angular momentum and angular momentum projection quantum numbers,
and r is the radial coordinate. The s-like states (electrons) have the symmetry of
the ψn00 states, ie. that they are non-zero at the lattice site. Taking ψe = ψ100,
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for example, the dipole-dipole Hamiltonian in Equation 4.7 involves terms of the
following form:







2 + IxSyxy + ...
)
(4.9)


















e−2Zr/a0h(θ, φ)drdθdφ = 0
(4.10)
where the last line is equal to zero by using the method of an effective potential
[155] that does not diverge at infinity and taking advantage of the odd parity of the
integrand, using g(θ, φ) and h(θ, φ) as the lumped angular functions. Additionally,
each term in Equation 4.9 has an even multiple of position coordinates, resulting in 1
r
for all integrands. In the case of the Iˆ ·Sˆ term in Equation 4.7, the final integrand also
has a 1
r
dependence, resulting in zero. Thus, it is shown that the dipole-dipole term
between s-symmetry states and the nuclei goes exactly to zero. It is also important to
note that the divergence of 1
r
at the lattice site is the motivation for incorporating the
hyperfine contact term. Deeper studies have been performed using optically-detected
NMR (ODNMR) experiments revealing that the electron wavefunctions in InAs/GaAs
systems must also incorporate higher principal number spatial wavefunctions such as
d and f orbitals [157]; these effects are neglected here.
4.2.2 Review of OH field effects in the solid state
The OH field acting on the electron due to nuclear spin polarization is the crux
of the dynamic nuclear spin polarization physics [1]. The phenomenon was first pre-
dicted by OH in 1953 [158]. In his seminal work, he showed that an out-of-equilibrium
electron spin population would drive nuclear spin polarization in a metallic solid. Elec-
tron spin resonance techniques could be used to saturate an electron spin transition,
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leading to equal populations in the spin-up and spin-down states; a saturated electron
spin population differs from the temperature-dependent populations predicted by the
Boltzmann equation. The competition between re-thermalization and electron spin
saturation drives angular momentum transfer to the nuclear spin population, leading
to a net nuclear spin polarization.
In fact, in the high temperature limit, Overhauser showed that the ratio of nuclear












The electron and, for example, 1H nuclear magnetic moments are equal to 1.76×
1011 rad
s·T and 268 × 106 rads·T respectively, resulting in a theoretical nuclear polarization
enhancement of ∼660: the nuclei are polarized as though the nuclear magnetic mo-
ment is equal to the electron magnetic moment. Overhauser’s incredible prediction
was originally received with deep skepticism for supposedly violating the laws of ther-
modynamics [143] until experimentally demonstrated by Carver [159] during the same
year. Carver and Slichter demonstrated a 100 fold increase in nuclear spin polarization
by using electron spin double resonance techniques [84] on Lithium.
Lampel [160] later went on to demonstrate that the OH field effect could be gener-
ated using optical excitation. The principles of the experiments are nearly the same [1]
when comparing the electron spin resonance and optical pumping techniques: an ex-
ternal excitation field drives an out-of-equilibrium electron spin polarization, which
then drives the nuclear spin polarization via the hyperfine contact interaction between
the electron and nucleus. The optical experiments, know as optical orientation, first
utilized a high-intensity unpolarized light to excite n-type 29Si, leading to electron spin
saturation; this experiment demonstrated a small nuclear spin polarization enhance-
ment factors of -5.6. A second experiment, more relevant to modern experimental
studies of QDs, involved optical pumping of the 29Si electron spin polarization using
circularly polarized light, taking advantage of the orthogonal selection rules that can
be used to selectively excite degenerate states [160]. The nuclear spin polarization
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generated in that experiment corresponded to the equilibrium polarization predicted
for a 2.8 T external magnetic field at 77 K, thereby demonstrating a deep cooling of
the nuclear spin ensemble. This optical orientation technique laid the groundwork
for optical DNP work performed in many other solid state systems [1], as well as the
work demonstrated in this thesis.
OH field phenomena in QD systems have been examined in great detail for nearly
twenty years, with initial groundbreaking studies performed by Brown [161] and Gam-
mon [141] in interface-fluctuation GaAs QDs. These two works showed that nuclear
spin polarization could be optically pumped in QDs at high external magnetic fields
via excitation of the neutral exciton. OH fields as high as 1.5 T were measured, re-
sulting from nearly 70% polarization of the constituent nuclear spin ensemble. The
magnitude of the nuclear spin polarization was shown to be power dependent [161];
off-resonant excitation above the QD discrete energy levels saturates at high optical
powers, leading to a saturation of the optically-created electron spin polarization. The
connection to the OH field was directly corroborated by scanning a radio-frequency
(RF) excitation across the Ga and As nuclear spin resonances, leading to a depolar-
ization of the nuclear spin ensemble as measured in the PL splitting on the neutral ex-
citon [141]. Additionally, it was shown that the direction of the OH field depended on
the helicity of the circular polarization, with σ+(σ−) leading to an increase (decrease)
in the OH field. The hyperfine contact non-collinear terms found in equation 4.2 are
energy forbidden at magnetic fields leading to a neutral exciton splitting larger than
the exciton radiative linewidth; the authors therefore propose [161] a mechanism that
involves the dark exciton, which possesses a much longer radiative lifetime (microsec-
onds) [162,163] than the bright exciton (nanosecond). The experiment reported [141]
a nuclear spin polarization resolution of around 6 % (5 µeV neutral exciton shift); for
comparison, the resonant Raman scattering experiments reported in this thesis reach
a resolution of 7.3 × 10−2 % nuclear spin polarization, corresponding to an absolute
nuclear spin sensitivity of ∼40 spins.
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4.2.3 Calculation of electron hyperfine contact mediated nuclear spin dif-
fusion using the Schrieffer-Wolff transformation
The OH field portion of the electron-nuclear hyperfine contact interaction results
in the direct energy shift of the electron Zeeman energy resulting from a net nuclear
spin polarization. This section now turns to understanding the effects of the flip-
flop term at high magnetic fields. As mentioned in the previous section, angular
momentum transfer from the electron spin to the nuclei is energy forbidden when
the external magnetic field exceeds optical linewidths due to dephasing and radiative
recombination. This transition between the low and high magnetic fields for which






58µeV/T × 0.42 ∼ 80 mT (4.12)
depending on the exact electron g-factor and radiative linewidth for the QD. Ex-
periments reported in this thesis substantially exceed the transition magnetic field
calculated above, and therefore any process which requires an electron spin flip with-
out an additional mechanism such as laser excitation will be neglected.
Nevertheless, second-order processes may occur involving the virtual flip of an
electron spin, resulting in a nuclear flip-flop between two nuclei coupled to one another
via the electronic envelope wavefunction. This nuclear spin flip-flop process can be
diagrammed schematically in the following way, in which only the electron spin and
two nuclear spins are isolated out of the nuclear spin ensemble:














Overall, both nuclear spin and electron spin angular momentum are conserved in
the process, but nuclear spin polarization may diffuse throughout the QD, where this
diffusion length is only limited by the spatial extent of the electron envelope wavefunc-
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tion [140] and the spatial inhomogeneity of nuclear energies due to the quadrupole
interaction. This secondary process is not energy forbidden, considering that the
nuclear gyromagnetic factors are equal to 38.8 and 30.3 neV/T for 115In and 75As,
respectively [164]. Thus, nuclear spin flips can always be compensated for by phonon
scattering up to extremely high external magnetic fields not typically achieved in the
laboratory environment, although the preferential direction of nuclear spin polariza-
tion is affected by other parameters such as laser detuning, as will be shown in a later
Chapter 6.
This second-order nuclear flip-flop can be treated more rigorously using the Schrieffer-
Wolff perturbation theory method [165]. The purpose of the method is to eliminate
the perturbation term of the Hamiltonian using a unitary transformation of the full
Hamiltonian, leaving behind terms that are higher order in the perturbation expansion
parameter. The transformation acts in the following way: H˜ = esˆHˆe−sˆ, where sˆ is a




e−n = H0 +H
′
e−n,
where the terms are the electron and nuclear Zeeman splitting, the OH field term,
and the electron-nuclear hyperfine contact interaction flip-flop terms from Equation
4.2. sˆ is chosen in such a way that the appropriate cancellation of the perturbation
Hamiltonian occurs.
Using the Baker-Haussdorff-Campbell theorem, the unitary transformation can
be expanded in terms of commutators
H˜ = esˆHˆe−sˆ = Hˆ + [sˆ, Hˆ] +
1
2!
[sˆ, [sˆ, Hˆ]] + ...
≡ H0 + [s,H0] +H ′e−n + [s,H ′e−n] + ...
(4.14)
The following choice for sˆ is made such that [sˆ, HZeee + H
Zee
n ] = −H ′e−n, thereby
producing the desired cancellation. It can be shown that the following choice for sˆ








(S+Ij,− − S−Ij,+) (4.15)
Now that sˆ has been chosen appropriately, higher-order perturbation terms now
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appear in the transformed Hamiltonian, ignoring the [sˆ, HOH ] portion of the expansion
since it results in S± operators:





Sˆx[Ii,−Ij,+ + Ij,−Ii,+] (4.16)
The aforementioned electron-mediated second-order nuclear spin diffusion process
(Equation 4.13) is clearly observed after the Schrieffer-Wolff transformation: no elec-
tron spin flip is required to exchange angular momentum between nuclear spins Ii
and Ij. In fact, this diffusion process couples farther than the nearest neighbor on
the lattice, with the coupling constant being proportional to the electron envelope
wavefunction (incorporated into the hyperfine contact coupling constants Ae,i), slow-
ing down at higher external magnetic fields. This mechanism is posited to allow for
efficient transfer of nuclear spin polarization between vertically-stacked QDs forming
a quantum dot molecule (QDM) [63]; in the two-electron bias regime of the QDM,
electron probability density is comparably high in both QDs [166]. This process dif-
fers from the nuclear dipole-dipole interaction (see Section 4.5), in which diffusion
between QDs separated by a GaAs/AlGaAs is prohibited due to high strain at the
boundary between the QD and the bulk material barrier (see Section 4.3), resulting
in inhomogeneities in the nuclear spin splittings between nearest neighbor sites [167].
The role that the electron plays in nuclear spin polarization and diffusion is not
yet understood. One study examined the ODNMR of In and As nuclear spin polar-
ization in InAs QDs, observing Rabi oscillations and spin echo as a function of RF
excitation pulse duration [?]. The study observed that the spin echo times are orders
of magnitude longer for QD even electron occupation states (0e−1 and 2e−1) versus
the 1e−1 state, with echo times of around 5 ms in the even case and 20 µs in the
1e−1 case. The spin echo experiments revealed that the nuclear spin ensemble loses
its coherence much more rapidly in the presence of a confined electron, corroborating
the role of the electron-mediated nuclear flip-flop mechanism.
In the limit of large strain fields isolating the QD from the surrounding host
material, the electron-mediated diffusion term is expected to preserve nuclear spin
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polarization, simply transferring nuclear spin polarization spatially throughout the
QD. Nevertheless, one study [168] shows that under the application of a 220 mT
external field along the sample growth direction that the nuclear spin polarization
decays considerably faster in the presence of a confined electron as compared to an
empty dot, 7.7 ms versus 60 s, respectively. Thus, the underlying assumption of a QD
decoupled from the host environment does not seem to hold. However, an additional
mechanism known as co-tunneling is likely at work in this system due to the coupling
of the QD to the n-GaAs Fermi reservoir [169]. A fast virtual spin flip may occur
that leads to a loss of nuclear spin polarization into the environment, depending on
the strength of the coupling between the reservoir and QD [147]. In fact, this spin
flip provided by strong coupling to the Fermi reservoir when the QD is bias-tuned
into resonance may provide the energy necessary to flip-flop the electron and nuclei
via the hyperfine contact flip-flop term. This spin flip rate, and related nuclear spin
depolarization time, was shown [142] to depend inversely on the bias voltage across the
sample, for a tunneling barrier of 25 nm. The details of co-tunneling are expounded
upon further in Chapter 2.
The electron-mediated spin flip and co-tunneling-mediated nuclear spin depolar-
ization effects are not always observed in QD samples, likely as a result of varying
QD morphology and sample structure, especially as related to the biasing structure.
Sun et al demonstrated that nuclear spin polarization and nuclear spin ensemble
narrowing (NSN) could be prepared in around 7 ms and persisted in the absence of
persistent laser excitation and in the presence of sample bias modulation into the
co-tunneling region between the 0e−1 and 1e−1 states for at least 1.25 seconds [136].
The persistence of the NSN is attributed to the lack of optically excited hole, which
drives the NSN via coherent population trapping (CPT). This result is remarkable in
comparison to the aforementioned study [142], demonstrating that the nuclear spin
ensemble coherence may not play a role in the NSN effect and that NSN may not
necessarily depend on the electron spin orientation.
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4.3 Electric quadrupole interaction
If the finite extent of the nuclear charge density that is centered at a site on
the crystal lattice is considered, the nuclear charge moments (monopole, dipole,
quadrupole) for nuclear spin > 1/2 [170] become significant for calculating the nuclear
spin energy levels, even at zero magnetic field. For a non-spherical nuclear charge
distribution (non-zero quadrupole), the orientation of the nuclear charge relative to
the electric potential generated by the crystal lattice must be considered. In fact, in
the presence of large strain fields found in Stranski-Krastanov grown QDs, the lowest
energy nuclear charge configuration may be found with its major elliptical axis hav-
ing deviated considerably from the growth direction [171]. The nuclear spin angular
momentum projection eigenstates become coupled to the crystal lattice electrostatic
potential when the diagonal elements of the quadrupole Hamiltonian are calculated
using the Wigner-Eckart theorem [84,143].
4.3.1 Formal derivation of the quadrupole interaction
One can expand the crystal lattice electric potential in a Taylor series expansion:































one arrives at the mutual electrostatic energy due to the presence of the nuclear





















where the first term is the electrostatic energy of the nucleus treated as a point
charge, and the final term is called the electric quadrupole term, related to the elec-
tric field gradient of the crystal field (the partial derivative of the electric field).
The second term disappears due to the lack of nuclear permanent electric dipole
moment [172]. The Wigner-Eckart theorem can be used to calculate the diagonal ele-
ments of the quadrupole interaction by representing the coordinates xα,β and angular
















(3z2k − r2k) |IIη〉
(4.20)
where Q is defined as the quadrupole moment of the nucleus and is the diagonal
matrix element corresponding to the nuclear eigenstates |JMJη〉, where J,MJ and η
denote the quantum numbers for the total angular momentum, the z-component of
angular momentum, and any other necessary quantum number used to denote the
state, respectively. Physically, it is understood that the quadrupole energy arises from
the difference in energies when the nuclear charge density is aligned along the z-axis
versus the x and y axes; the energy difference may arise due to symmetry breaking
from the electric field gradients in the crystal field. This symmetry breaking becomes
especially pronounced at the QD-bulk boundary where the lattice mismatch between
InAs and GaAs initially led to the self-assembly of the QD during the growth process,
and is relaxed towards the center of the QD for larger height QDs [2].
Working under the assumption that no other charge is present within the spatial
extent of the nuclear charge density, the quadrupole Hamiltonian can be simplified
by using LaPlace’s equation
∑







z − I(I + 1)) + (Vxx − Vyy)(I2x − I2y )
]
(4.21)
In the case of axial symmetry, one can choose a set of principal axes such that
Vx′x′ = Vy′y′ , leading to the cancellation of the second term in the Hamiltonian. It is
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important to note that in the QD system that the quadrupole Hamiltonian is a sum
over all nuclei in the system: accordingly, each nuclear spin has local principal axes
determined by the electric field gradients at that nucleus (Figure 4.2). Rewriting the





z′ − I(I + 1)) (4.22)
where z′ is direction along the uniaxial strain in the new principal axes frame.
This Hamiltonian can be re-written in terms of the laboratory frame relative to the
light propagation direction zˆ and the external magnetic field along xˆ:
HQ =
eQ
6I(2I − 1)Vz′z′(3(Iz cos θ + Ix sin θ)






2 θ + 3(IxIz + IzIx) cos θ sin θ − I(I + 1))
(4.23)
Thus, in the presence of axial strain along an axis that deviates from the z-axis,
the nuclear spin projection eigenstates become mixed. This mixing is what opens up
the possibility for nuclear spin polarization even when the electron is only coupled to
the nuclei via the collinear OH field term Ae,nSˆe,xIˆx.
4.3.2 Calculation of quadrupole-mediated electron-nuclear coupling us-
ing the Schrieffer-Wolff transformation
It is not immediately evident from Equation 4.23 that the quadrupole Hamiltonian
affects optically-driven DNP phenomena; as mentioned in the previous paragraph, the
new Hamiltonian mixes nuclear spin states, but does not directly couple the nuclear
spin states to the confined QD electron or hole.
The Schrieffer-Wolff transformation is used as a perturbation theory method, as
applied in Section 4.2.3. The quadrupole interaction is treated as a perturbation
relative to all other Hamiltonian terms in the system, especially the nuclear and
electronic Zeeman energies. The exact strengths of the quadrupole mixing determined
102
Figure 4.2: Quadrupole interaction effects in the QD. (a) The strain profile that
originates from the lattice mismatch between InAs and the GaAs bulk material leads
to high strain at the boundary of the QD (red), relative to the inner relaxed portion of
the QD (blue). The local quantization axis of each nucleus depends on the direction
of the strain at a given point, as indicated by the zoom boxes at the bottom of the
figure. In the bottom left box of (a), a nucleus is fixed at a site of relatively low
strain for which the principal axis is approximately aligned with the growth axis zˆ,
compared to the bottom right box of (a) where the strain is considerably higher,
causing the principal axis to deviate away from the growth axis more significantly.
(b) Energy level diagram for the two nuclei (spin 3/2 in this case) examined in (a).
Both nuclei are shifted by the external magnetic field due to the Zeeman interaction,
leading to equal splittings for all nuclear spin transitions. When the quadrupole
interaction is considered, the two satellite transitions (transitions involving a state
with |mz| > 1/2) shift with magnitude determined by the strength of the strain
fields; the central transition is unshifted in first order. The energy levels of the two
nuclei become non-degenerate due to the differing magnitude of the strain fields at
different radial distances in the QD. νZee, νQ,1, νQ,2 are the nuclear Zeeman shift, and
quadrupole shifts on nucleus 1 and 2, respectively.
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experimentally will be considered in section 4.3.3. By performing an appropriate
unitary transformation on the original Hamiltonian that includes the quadrupole
term, the perturbation theory result leaves only the terms that couple the electron
and nuclei and are not energy forbidden at high magnetic fields.
The transformation acts in the following way: H˜ = eSˆHˆe−Sˆ, where Sˆ is a unitary,
anti-Hermitian operator, and H = H0 +H
′
Q, where the new quadrupole Hamiltonian
contains only the nuclear mixing terms, and H0 are the remaining terms including
the electron and nuclear Zeeman energies and the OH field term; the diagonal terms
of the quadrupole Hamiltonian are small compared to all other coupling constants in
the system (Table 4.1).
Using the Baker-Haussdorff-Campbell theorem, the unitary transformation can
be expanded in terms of commutators
H˜ = eSˆHˆe−Sˆ = Hˆ + [sˆ, Hˆ] +
1
2!
[sˆ, [sˆ, Hˆ]] + ...
≡ H0 + [s,H0] +H ′Q + [s,H ′Q] + ...
(4.24)
The expansion becomes useful when sˆ is chosen such that the commutator [s,Hsubset0 ] =
−H ′Q, leading to a cancellation of the perturbation term. [s,H ′Q] remains, in this case
revealing a connection between the strong OH field interaction and the quadrupole
interaction.
A form for sˆ is chosen such that only nuclear spin operators are present. Thus,
this term always commutes with HZeee which only contains the electron spin operator.
Additionally, the non-collinear hyperfine contact term with spin projection along the
y and z directions is ignored due to energy mismatch between the nuclear and electron
Zeeman energies under magnetic fields that lead to a splitting larger than the trion
optical linewidth, ie. µBgeBx > ~γt, or 80 mT. An operator sˆ is sought such that






= −µngnBx[sˆ, Ix] = −H ′Q = −(IzIx + IxIz) sin θ cos θBQ






I(2I−1) . The following ansatz is made for the operator sˆ; this choice




[2(I+Ix − IxI−) + ~(I+ − I−)] (4.26)
The operator algebra is detailed below, using the short-hand notation ci for the
constant out front of the operator sˆ. Additionally, the raising and lowering operators
are defined in the following way, since the x-axis is chosen as the quantization axis:
I± = (Iz ∓ iIy). The commutation relations are given by: [Ix, Iy] = i~Iz, [Iy, Iz] =
i~Ix, [Iz, Ix] = i~Iy, [I±, Ix] = i~2 (Iy ± iIz). Thus,
[2(I+Ix − IxI−), Ix] = 2([I+Ix, Ix]− [IxI−, Ix]) = 2([I+, Ix] Ix − Ix [I−, Ix])
= 2([Iz, Ix]− i[Iy, Ix])Ix − Ix([Iz, Ix] + i[Iy, Ix])
= 2i~([Iy, Ix] + i(IzIx + IxIz))
(4.27)




[sˆ, Ix] = ci(2(I+Ix − IxI−)Ix + ~[I+ − I−, Ix]) = EQ sin 2θ
Bxµngn
(IzIx + IxIz) (4.29)
leading to a cancellation of the H ′Q term. Now, this newly derived operator sˆ is
used to determine the perturbation theory result for the additional Hamiltonian term
[s,HOHe−n], where the second term in the commutator is the OH field electron-nuclear
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hyperfine contact term. Working through the commutator below, the commutator is




= [2ciI+Ix, AeSxIx] = 2ciAe(I+[Ix, SxIx] + [I+, SxIx]Ix)





= [−2ciIxI−, AeSxIx] = −2ciAe(Ix[I−, SxIx] + [Ix, SxIx]Sx)





= [~ci(I+ − I−), AeSxIx] = ~ciAeSx([I+, Ix]− [I−, Ix])
= i~2ciAeSx(Iy + iIz − Iy + iIz) = −2~2ciAeSxIz
(4.32)
Resulting in the following new Hamiltonian term:
H ′ ≡ [s,HOHe−n] = 2i~ciAe(SxIyIx + iSxIzIx − SxIxIy + iSxIxIz + i~SxIz)
= 2i~ciAeSx(i(I+ − I−)Ix + i(I+ + I−)Ix




Sx(2I+Ix + 2IxI− + ~(I+ + I−))
(4.33)
The Schrieffer-Wolff transformation has made evident that in the perturbation
theory limit, ie. when the quadrupoplar interaction is weak compared to the hyper-
fine constants, there are still terms H ′ that drive nuclear spin polarization without
requiring an electron spin flip. Thus, the terms will actively drive nuclear polarization
without requiring additional energy input from the phonon bath or excitation lasers.
No second order commutator terms are considered: each term involving higher powers
of sˆ, and therefore higher order in the perturbation expansion parameter, are weak
compared to the first order term.
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The full Hamiltonian assuming electron-nuclear coupling is dominant with the
quadrupole perturbation included is












Sˆx(2Ij,+Ij,x + 2Ij,xIj,− + ~(Ij,+ + Ij,−))
(4.34)
4.3.3 Relevance of the quadrupole interaction in QDs
The quadrupole interaction derived in the previous section is highly relevant to
self-assembled QD systems. The formation of the QD as grown through the Stranski-
Krastanov process is due entirely to the 7% lattice mismatch between InAs and GaAs
[2]. Thus, strain is built in to the structure of the self-assembled QD, especially at
the boundary between the QD and the bulk material [171]. Cross-sectional scanning
tunneling microscopy experiments show that, as measured along the growth direction,
the lattice constant of the QD compresses at the boundaries as measured relative to
the bulk GaAs lattice constant, and expands internally as compared to the bulk InAs
lattice constant [2, 80]. Taking this strain into consideration, the quadrupole shifts
of the In, Ga and As nuclei are predicted via atomisitic calculations to range over as
large as ± 18 MHz for a typical quantum dot with base diameter 25 nm and a height
of 2.93 nm. These quadrupole shifts drop off around 3 nm away from the QD-bulk
boundary [171].
The inhomogeneous strain present in the QD system has considerable implications
on the nuclear-electron-hole coupling, as well as nuclear-nuclear coupling. In the
presence of large strain, and therefore large electric field gradients, neighboring nuclear
spin eigenstates can be detuned from one another considerably (Figure 4.2). Dzhioev
et al measured the Hanle effect, or the measurement of the PL polarization relative to
the excitation polarization in the Voigt geometry, in self-assembled InP/InGaP QDs,
and revealed that the quadrupole interaction effectively decouples the nuclei from one
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another [173]. This decoupling leads to an effective reduction in the nuclear dipole-
dipole interaction, enhancing nuclear spin polarization even at zero external magnetic
field. An important consideration is that the nuclear spin eigenvalues are shifted
at first order in the quadrupole interaction strength only for values of |mz| > 1/2
(satellite transitions).
Another important finding corroborating the significance of the quadrupole inter-
action in enhancing nuclear spin polarization was performed by Latta et al [139]. The
authors report on experimental findings in which the QD nuclear spin polarization
is measured to remain constant for at least 1000 seconds after generating a nuclear
spin polarization via the excitation and laser frequency dragging of a neutral exciton
(performed at 5 Tesla and 4 K). Furthermore, the injection of an electron during
the waiting period shows that a temperature-independent nuclear spin polarization
decay occurred on the order of 100 seconds. The authors show that this nuclear spin
polarization time can be extended to 30 hours by cooling the sample down to 200
mK and decoupling the QD from the co-tunneling Fermi reservoir. The findings of
these experiments indicate the presence of the quadrupole interaction: the MHz-level
quadrupole shifts decouple the nuclei from one another, leading to exceedingly long
depolarization times. In the presence of a confined electron, the nuclei are depolar-
ized by an indirect term that can be derived by the Schrieffer-Wolff transformation
in which the electron-nuclear off-diagonal contact terms are treated as a perturba-




j [139] (details found in
Section 4.2.3).
Pulsed NMR spectroscopy has been performed on both strained InAs/GaAs QDs
and lattice-matched GaAs/AlGaAs interface-fluctuation QDs in order to further un-
derstand the role of the quadrupole interaction in DNP [167, 174]. The interface-
fluctuation QDs consist of a single monolayer of GaAs embedded in 9 monolayers
of Al0.33Ga0.67As. This class of QDs is nearly lattice-matched, and thus does not
show signs of strong quadrupole shifts compared to Stranski-Krastanov-grown (SK)
QDs. Chekhovich et al show that there are considerable differences in nuclear spin
decoherence times between the two classes of dots: 4 ms for 115In, 3 ms for 69Ga for
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the SK-grown QDs, and 1.27 ms for 115In, 0.94 ms for 69Ga in the lattice-matched
QDs [167]. Although the nuclear spin decoherence time does not play a direct role in
the nuclear spin depolarization time, it may possibly the electron spin decoherence
time [63, 85, 136, 167, 175–177], although various reports are conflicting. This effect
must be understood outside of the mean field theory typically used to explain OH field
shifts; local nuclear spin fluctuations at each lattice site disturb the electronic wave-
function in a similar manner to collision-induced dephasing. Thus, the authors reveal
that strain-induced quadrupole effects may considerably extend the coherence times
of both nuclear spin quantum memories as well as electron spin qubits as compared
to strain-free systems.
The detrimental effects of quadrupole-related DNP on the electron spin are in-
vestigated directly in a novel optical spin echo experiment performed by Stockill et
al [149]. The experiment utilizes a modified Ramsey fringe technique using circularly-
polarized, detuned two-photon Raman pulses to impart rotations on the electron spin
qubit, with the initialized electron spin polarization alternating between each shot of
the experiment. The authors claim that by generating no long term electron spin
polarization averaged over the experiment that no net nuclear spin polarization is
generated. This claim is supported by the absence of DNP-dragged Ramsey fringes,
which are reported on in Chapter 7. Extending this technique to the optical spin
echo reveals a complicated dependence of the spin echo visibility on both the mag-
netic field and the spin echo pulse delay time, with T2,e times extending out to 2.7
µs at 7 T. This complicated spin echo dependence is modeled by accounting for both
the OH field components parallel and perpendicular to the applied magnetic field,
where these perpendicular terms are generated by the quadrupole interaction. A key
finding of the paper is that the electron spin coherence time is affected by the inter-
play of the quadrupole interaction and the nuclear Zeeman interaction, which has an
external field dependence. In the intermediate regime in which the quadrupole and
nuclear Zeeman energies are comparable, the nuclear spin angular momentum projec-
tion eigenstates are strongly mixed [147]. The relevant strengths of these interactions
are investigated below.
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A seminal theoretical paper by Huang and Hu [147] treats the interplay of the
quadrupole interaction and nuclear Zeeman splitting rigorously. Their findings are
that DNP in QDs operates in three qualitative regimes: low magnetic fields where the
quadrupole dominates, high magnetic fields where the nuclear Zeeman splitting dom-
inates, and the intermediate range where the eigenstates are mixed. Using constants
found in that article, the external magnetic fields for which the system transitions
into these different regimes are calculated below. Consider the quadrupolar energy
defined in section 4.3.2:
EQ =
eVz′z′Q
I(2I − 1) =
eQS11
I(2I − 1) (4.35)
where S11 is a constant determined by experiment for the principal axis strain and
 is the strain along the principal axis [178]. The constants used in the calculation,
as well as the resulting quadrupole shifts calculated using equation 4.35 are listed in
Table 4.1 [147,171].
The magnetic fields reported in Table 4.1 are the fields for which the nuclear
Zeeman energy becomes greater than the quadrupole energy for the two nuclear spin
species. It is important to note that the Raman scattering (Chapter 5), Ramsey
fringe, and EOM pulse experiments (Chapter 7) reported in this thesis are operated
well above the transition magnetic fields determined here (experiments operate at 2
T). Nevertheless, the Hamiltonian terms listed in equation 4.23 may still account for
the nuclear spin polarization observed in the experiments.
This section demonstrates that the quadrupole interaction arising from the cou-
pling of the non-spherical nuclear charge density to the strained crystal lattice electric
field gradients can contribute to DNP behavior in QD systems. The Hamiltonian term
referenced in equation 4.23 will be used to explain DNP-broadening of Raman scat-
tering lineshapes 5 and may additionally explain waiting time dependence behavior




Nuclear spin I 9/2 3/2
Hyperfine constants (µeV) 56 46
Electric quadrupole moment Q (10−24cm2) 0.86 0.2
S11 (10
15 statcoulombs/cm3) 16.7 13
Gyromagnetic factor γ (neV/T) 39 30




νQ (MHz) (using ) 1.5 5.4
EQ (neV) 6.2 22
Btransition (mT) 150 740
Table 4.1: Quadrupole constants including results of energy calculations for 115In
and 75As. θz,Q is the average deviation angle of the principal quadrupole axis from
the z-axis, as found in equation 4.23.
4.4 Hole-nuclear interactions
The interactions of the valence band hole states with nuclei are frequently ne-
glected in studies of DNP, but may act as the dominant mechanism for the generation
of nuclear spin polarization and NSN under conditions where the electron spin mech-
anisms are inhibited [85,88,93–96,136,137,150,179–183]. Many studies to date have
focused on investigating the coherence properties of the electron spin as a ground state
qubit, thus utilizing the hole spin as an optically-excited state. If hole-nuclear interac-
tions are present in a given QD system, the mechanism may be selectively turned off
and on by optical excitation; many workers have developed theories incorporating the
hole-trion probability into models of non-linear DNP phenomena [85, 175, 177, 184].
The modeling of DNP phenomena will be considered in more detail in Chapter 6.
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The microscopic mechanisms for the hole-nuclear interactions, along with their
associated Hamiltonians, are introduced below. The fundamental interaction between
the hole and nuclei is the dipole-dipole interaction and the coupling of the orbital








(~rj · Sˆh)(~rj · Iˆj)− Sˆh · Iˆj
r2j
− Lˆh · Iˆj
)
(4.36)
where γh is the gyromagnetic factor for the hole spin, and Lˆh is the hole orbital
angular momentum [88]. The hyperfine contact interaction does not play a role due
to the p-state symmetry of the Bloch wavefunctions for holes in InAs and GaAs [93].
Even in the absence of other symmetry breaking features such as heavy-hole light-
hole mixing that will be discussed in further detail below, the hole-nuclear interaction
contributes substantially [88].
This can be seen by expressing the electron and hole wavefunctions in terms
of the hydrogenic eigenfunctions (Equation 4.8), assuming that the nuclei feel the
effective charge distributions for In, Ga, and As associated with the 5s2p1, 4s2p1, and
4s2p3 valence electrons. Specifically, the p-state orbitals are taken as having the form
ψ41±1(r) = R41(r)Y ±11 (θ, φ). A theoretical study [88] evaluated the expectation value
of the hole-nuclear Hamiltonian (Equation 4.36), arriving at an effective Hamiltonian
Hhh−n =
∑
j Ahh−n,jShh,zIj,z. The resulting Hamiltonian is of the same form as the
OH field that couples the nuclear spin polarization to the electron spin splitting,
although differing significantly in coupling strength. The ratio of the hole coupling to
the electron coupling was calculated [88] using the effective screened nuclear charge
distributions [185], with Ahh−n/Ae equal to 0.14 and 0.11 for Ga and As, respectively.
It is important to note that the heavy-hole sub-band used for this calculation is
derived by taking into account the valence band splitting between the heavy-hole and
light-hole in the quasi-2D limit [186]; the Luttinger-Kohn parameters are calculated
assuming the growth direction is along the crystal axis [001], defined here as the z-axis.
Thus, the effective Hamiltonian coupling the hole and nuclei couples the z-projection
components of the angular momentum operators even in the Voigt geometry. When
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the external magnetic field is perpendicular to the growth direction of the QD, the
Hamiltonian described here may contribute to an effective OH field acting on the hole
spin that is orthogonal to the external field.
QDs which possess lower axial symmetry (growth axis), ie. are non-circular in
shape, have valence bands (heavy hole, light hole and split-off hole states) which are
mixed due to anisotropic strain [93, 179]. This mixing is referred to as heavy-hole
light-hole (HHLH) mixing, and causes new hole-nuclear coupling terms to arise that
act in competition with the electron-nuclear coupling terms. In the presence of HHLH
mixing, the new hole wavefunctions are given by [93]











〉 are the heavy-hole states, |±1
2
〉 are the light-hole states, ∆lh is the
energy separation between the heavy-hole and light-hole bands derived from the
Luttinger-Kohn Hamiltonian [186], ρs is the strain coupling amplitude related to
the anisotropy of the QD, θs is the angle of anisotropy in the QD, χhh(r) is the
probability of the hole to be heavy, and χlh(r) is the probability of the hole to be
light. The selection rules from the light-matter interaction coupling the hole to the
electron become elliptically polarized [138, 179]. For example, the oscillator strength
for the new transitions between the crystal ground state and the neutral exciton in
the presence of HHLH mixing are given by








where φ is the angle between a linear polarizer and an axis defined 45◦ clockwise
from [110] crystal axis [179]. This change in oscillator strength can be measured di-
rectly in the laboratory through polarization-dependent resonant excitation (Chapter
5) or PL [94–96].
Using the HHLH-mixed hole states, an OH field-like term acting on the hole can

























y sin δ, I˜
j
y = −Ijx sin δ+Ijy cos δ, I˜jz =







〉 ν0|ψh(rj)|2 is the dipole-
dipole hyperfine constant associated with each lattice site averaged over the unit cell,
δ = 2θs and β = ρse
±2iθs/∆lh. The first term in Equation 4.39 is the same as de-
scribed in the previous section derived by Leger et al [179]. The new additional
terms are flip-flop type operators with coupling strength that depends on the amount
of HHLH mixing β. These terms may contribute in the same manner that simi-
lar electron-nuclear hyperfine couplings (Section 4.2), including through nuclear spin
polarization-induced shifts on the hole-splitting, or hole-mediated nuclear spin diffu-
sion. Furthermore, the Hamiltonian (Equation 4.39) generates an OH field regardless
of the direction of the external magnetic field.
A number of experimental studies indicate that the hole-nuclear interaction is
non-trivial. Many experiments have focused on proving that the ground state hole
qubit exhibits considerably slower dephasing times, showing initially that dephasing
times are at least as long, if not longer than those of the electron [137]; dephasing
was believed to be largely due to Rashba and Dresselhaus-type spin-orbit coupling.
Multiple ultrafast coherent control experiments indicated that although the Ramsey
fringe amplitude decay times of around 2.3 ns [180], which are given by T ∗2 , are
comparable to electron T ∗2 times, no non-linear effects such as hysteretic lineshapes
are present as observed in the electron case. One study demonstrated exchange
coupling between two hole qubits with no evidence for dephasing or non-linearities
due to hole-nuclear coupling [187]. Another study showed that dynamical decoupling
could be used to extend the hole T2 time out to at least 4 µs.
However, there are a number of strong indications that the hole is indeed coupled
to the nuclei in the QD system. Xu et al [85] demonstrated DNP lineshape non-linear
broadening in a QD that exhibited strong HHLH mixing, and used coherent popula-
tion trapping to significantly reduce the nuclear spin fluctuations. This DNP-related
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behavior was attributed to trion, and hence the hole spin, population generated by
laser excitation, and will be discussed in another chapter focused on modeling DNP
phenomena (Chapter 6). Furthermore, another study following up on this work [136]
showed that the NSN persisted in the dark, indicating that the effect is hole-trion
related. Another ultrafast coherent control study performed on hole spin qubits [182]
showed that the Ramsey fringe and spin echo time dependences are slowly modulated
by a oscillation with 70 MHz frequency that nearly matches an integer multiple of the
115In nuclear Zeeman splittings. This modulation is attributed to significant nuclear
spin polarization generated when the pump-probe pulse delays match half-integer
multiples of the same nuclear Zeeman splitting, with the behavior being accurately
modeled by the OH field-like hole-nuclear coupling predicted by Fischer et al [88].
4.5 Nuclear dipole-dipole interactions
Another fundamental interaction in the QD nuclear system, and in the solid state
generally, is the nuclear dipole-dipole interaction [84,143]. This interaction arises from
the mutual interaction between the nuclear dipoles at each lattice site of the crystal,
and exists independently of the other spin carriers in the QD or bulk. In this case of
the bulk crystal, the nuclear dipole-dipole interaction leads generally to a broadening
of magnetic resonance lines, and can typically be considered perturbatively [84]. The














The dipole-dipole expression contains combinations of nuclear spin operators that
are non-secular, ie. they do not conserve energy without input from some external
reservoir such as phonons. These terms can be neglected, and the approximate form







(1− 3 cos2 θj,k)(Ij,zIk,z − 1
4
(Ij,+Ik,− + Ij,−Ik,+)) (4.41)
This Hamiltonian therefore mixes the eigenstates of neighboring nuclear spins,
with coupling strengths strongest at pi/2 relative to the nuclear dipole moment, as-
suming that the moments have fixed orientation (not the case for precessing spins).
In GaAs, the local magnetic fields due to this dipole-dipole interaction are approxi-
mately 0.1 mT for nearest neighbors, dropping off by 1/r3, providing a strong case for
perturbative treatment compared to all other interactions in the system [1]. Rather
than treating this interaction as a mixing term, it is used to describe nuclear spin dif-
fusion in bulk solid state systems and QDs [1,140,166,167,188–191]. This nuclear spin
diffusion phenomenon was observed using ODNMR in bulk GaAs doped with shallow
donors [188]. In that experiment, nuclear magnetization generated by photoexcited
electrons through optical orientation was shown to spatially diffuse in the absence of
light excitation, thus attributed to nuclear dipole-dipole spin diffusion. This behavior
is also present in QD systems, although the dipole-dipole diffusion must be considered
along side other inhomogeneity effects that arise due to optically-generated carrier
confinement and quadrupole effects [140,189,190].
One of the most important considerations in the QD system is the inhomogeneous
Knight field shift on the nuclear spin ensemble [189,192]. The Knight field arises from
the same Hamiltonian term as the OH field, but is the shift of the nuclear spin energy
in the presence of the magnetic field produced by the electron via the electron-nuclear
hyperfine interaction [84]. Moving beyond the box model [62] by considering the QD
confinement potential realistically, the electron envelope wavefunction is found to be
approximately Gaussian in the radial coordinate moving away from the center of the
QD. Thus, the Knight field, which has the same spatial dependence given by the OH
field term (Equation 4.3), results in inhomogeneous energy shifts of the nuclear spins
throughout the QD [140, 189, 190], breaking the nuclear spin degeneracy and tuning
the nuclei out of resonance with one another, inhibiting nuclear spin diffusion [167].
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This reduction in nuclear spin diffusion leads to beneficial effects for QD nuclear spin
polarization enhancement [140,189,190] and electron spin coherence [191]. The Knight
field shifts are in competition with the electron-mediated nuclear spin diffusion term
derived in Section 4.2.3; different magnetic field regimes exist for which the Knight
shifts are dominant relative to the electron-mediated diffusion terms [140].
4.6 Conclusion
This chapter has introduced and expounded upon all of the known mechanisms for
interactions between optically generated spin carriers, including the electron, heavy
hole and light hole, and the constituent nuclei of the QD system. Rich physical
phenomena arise due to the structural inhomogeneity both within a single QD and
throughout an ensemble of QDs, leading to the strengthening of certain DNP mech-
anisms such as the quadrupole interaction or HHLH mixing, while inhibiting others
such as the dipole-dipole nuclear spin diffusion. The relative strengths of each of
these mechanisms must be taken into account rigorously when developing models for
DNP: the coupled QD-nuclear-laser system is highly non-linear and there is a delicate
balance between each competing mechanism, as will be discussed in more detail in
Chapter 6.
Below is the full Hamiltonian for the electron-hole-nuclear coupling in the Voigt
geometry, combining all terms discussed in the previous sections of this chapter:
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where the terms, in order, are the optical Hamiltonian coupling the electron
ground state to the negative trion, the electron Zeeman Hamiltonian, the nuclear
Zeeman Hamiltonian, the OH field acting on the electron, the electron-mediated nu-
clear spin diffusion term, the quadrupole-mediated electron-nuclear interaction, the
dipole-mediated hole-nuclear interaction enabled by HHLH mixing, and the nuclear
dipole-dipole diffusion terms, where all constants are defined in their associated sec-
tions in this chapter.
CHAPTER 5
Dynamic nuclear spin polarization in the electron-trion system measured
using single-photon resonant Raman scattering and CW pump-probe
spectroscopy
5.1 Introduction
There is an extensive body of previously reported spectroscopic and theoretical
work providing evidence that the constituent nuclear spins in single self-assembled
InAs QDs interact with the confined electron and heavy/light-hole in a highly non-
linear manner with respect to experimental parameters that include the excitation
laser frequency, power, pulse width/rate, and polarization [1, 57, 141, 158, 160]. This
chapter details the implementation of high-resolution single-photon resonant Raman
scattering to directly measure the Overhauser field (OH field) in the negatively-
charged trion system in a single quantum dot (QD) subjected to an in-plane magnetic
field as a function of resonant laser frequency in both the co-tunneling and optical
pumping regimes. The data show two distinct nuclear spin ensemble configurations
characterized by different OH field regimes that depend strongly on the excitation
frequency and also exhibit hysteresis as a function of excitation frequency scan di-
rection. The two distinct regimes qualitatively depend on which electron spin state
is optically coupled to the scanning excitation laser. In one case the OH field tracks
with the excitation frequency while in the other case the OH field shifts to avoid a
forbidden range as the excitation laser is brought near the trion resonance. In the
latter case, there is evidence for an increase in the fluctuations of the underlying OH
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field distribution. The relative strengths of the electron-nuclear hyperfine contact
interaction, hole-nuclear dipole interaction in the presence of heavy-hole light-hole
mixing, and the electron-mediated quadrupolar interaction are carefully considered
in conjunction with the steady-state electron spin OH field dependence and opti-
cal polarization-sensitive reflectivity measurements. The results appear consistent
with the role of the electron-mediated quadrupolar interaction that transfers angu-
lar momentum from the laser to the electron to the nuclear spin ensemble; however,
this conclusion is complicated by the possibility of DNP generated by hole-mediated
mechanisms. A model is developed in the next chapter based off of the quadrupole
interaction that is used to fit the resonant Raman spectra, further corroborating the
role that in-built strain fields in the QD play in coupling the electron to the nuclear
spin ensemble.
The electron spin qubit coherence times are affected detrimentally by the fluctuat-
ing Overhauser field [89]. Thus, many research groups have sought to understand, and
in some cases control and reduce, the impact of this OH field. [63,85,136,149,154,176].
Various microscopic mechanisms have been proposed to account for DNP-induced ef-
fects related to nuclear spin polarization build-up and decay [168], ensemble narrow-
ing, and fluctuation quieting [85,136]. These mechanisms include the electron-nuclear
hyperfine contact interaction [1,84,143,193], the hole-nuclear dipole interaction [96],
and the electron-mediated quadrupolar interaction [62,194], as well as additional de-
polarization terms [168], where each interaction’s relevance depends on the external
magnetic field strength, optical excitation conditions, and QD morphology [57]. All
of these mechanisms are described in detail in Chapter 4.
To demonstrate the role of DNP on the electron-trion system, experiments are
presented here that resolve the resonant Raman scattering in a single InAs quantum
dot to directly determine the change in the OH field that affects the electron spin
state splitting as a function of excitation frequency. Two dimensional maps of the
Overhauser field distribution are generated as the excitation laser is scanned. The
resulting OH field that reacts to the excitation laser scan depends clearly on which
electron spin state is optically driven. Two-dimensional CW pump-probe maps are
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also constructed for both the red and blue Zeeman transitions of the electron-trion
system. Highly anomalous pump-probe dependences are observed that deviate con-
siderably from the predicted Lorentzian lineshapes, and are accompanied by fast OH
field dynamics (> 10 ms) and increased fluctuations in the red Zeeman case.
Two regimes are clearly evident: one for which the OH field shifts abruptly to
bring the trion transition into resonance with the laser and tracks with the excitation
laser detuning, and one where the OH field is rapidly pushed away from the laser
in an anti-crossing-like fashion in the vicinity of the optical resonance; these two
regimes are hereby referred to as the “tracking” and “avoiding” regimes, respectively.
Quantitatively, the feedback in the tracking regime locks the trion transition with
the laser frequency over a wide detuning range resulting in an OH field shift as large
as 794 mT, compared to the avoiding regime in which the OH field shifts near the
avoidance point in the center of the spectrum are on the order of ∼160 mT, measured
from largest to smallest observed OH field for a given scan. Qualitatively, these non-
linear responses are common to both the optical pumping case with two lasers and
the co-tunneling case in the presence of just a single laser. These two regimes are
determined solely by which electron spin state is predominantly prepared by the re-
pumping laser, or equivalently probed by the excitation laser scan. No discernible
differences are observed when different heavy-hole states are probed by the excitation
laser while keeping the initialized/probed electron spin state fixed.
The fluctuating nature of the OH field is also investigated by constructing two-
dimensional excitation-detection maps with single data point acquisition times of less
than 25 ms enabled by the utilization of high detection efficiency superconducting
nanowire detectors as well as the cavity enhancement of the scattering/emission due
to the on-chip distributed Bragg reflector (DBR) cavity. The data acquisition time
scale has been successfully reduced down to the reported nuclear spin ensemble polar-
ization/depolarization times [136, 168]. Abrupt jumps in Raman scattering energies
are observed as the excitation laser is scanned that are indicative of rapid switching
between nuclear spin ensemble states with upper bounds on switching times around
25 ms.
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5.2 Indications of DNP phenomena in the electron-trion system
5.2.1 Review of observations of DNP in QD systems
Nuclear spin polarization effects were first observed in self-assembled GaAs/AlGaAs
interface fluctuation dots by Brown et al via circularly-polarized PL excitation, in
which the neutral exciton splitting was used as a probe of the OH field [141, 161];
OH fields as large as 1.3 T were reported. However, in these reports, no non-linear
interactions between the optically excited carriers and the nuclear spin ensemble were
observed; the OH field responded in a simple direct manner with respect to the opti-
cal excitation power. However, Merkulov et al [89] first pointed theoretically towards
clues that the QD optical carriers may be strongly coupled to the nuclear environ-
ment. In that paper, the authors reported that the nuclear spin fluctuations present
in the spin ensemble may detrimentally affect the electron spin coherence time due
to time-dependent OH field shifts, but also that the back-action of the electron on
the nuclear spin ensemble via the hyperfine contact interaction may modify these
fluctuations.
The non-linear coupling between the QD exciton/trion and nuclear spin ensemble
was first reported by Eble et al [195], in which circularly-polarized PL excitation was
used to excite the neutral exciton and positively/negatively charged trions in a single
QD. In the Faraday geometry (magnetic field parallel to QD growth direction) with
a magnetic field strength of 200 mT, a non-linear dependence of the OH field with
respect to the optically generated electron spin polarization was observed; the result-
ing OH field exhibited hysteresis with respect to the direction in which the electron
spin polarization was increased or decreased. The authors adapted a model originally
formulated by Abragam [143] to include a non-linearity in the nuclear spin pumping
rate that depended on the nuclear spin pumping rate itself, and showed that this non-
linearity limited the maximum achievable nuclear spin polarization to approximately
10%. This report was also the first indication that the quadrupole mechanism may be
at play in the form of a nuclear spin depolarizing term. Braun et al also demonstrated
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bistability in the resulting OH field as a function of the external magnetic field, opti-
cal excitation power, and optical polarization. A nuclear spin switching mechanism in
the form of bistability was also demonstrated, and a dark exciton-mediated spin flip
process was implicated for the non-linearity [196]. The microscopic mechanisms of
the non-linear DNP process were investigated using temperature-dependent studies,
ranging from 2 K to 55 K. At high temperature, achievable nuclear spin polarization
reached as high as 50%; theoretical insights revealed that the energy level broadening
of the electron and nuclear Zeeman levels at high temperature turns on the formerly
energy-forbidden hyperfine contact interaction flip-flop terms.
The non-linearities associated with DNP became much more evident under reso-
nant excitation (CW and pulsed, single dot and ensemble), as compared to previous
studies that utilized polarized PL excitation. Very striking results were demonstrated
in the pulsed excitation of an ensemble of negatively charged InAs/GaAs QDs [197].
In this study, the Faraday rotation technique was used to study the optical polariza-
tion rotation of picosecond pulses at a repetition rate of 76.5 MHz. These pulses were
used to excite the electron-trion system; very strong Faraday rotations were observed
to occur when a phase synchronization condition was satisified, specifically that the
pulse separation time matched the electron spin precession period. From this, it was
inferred that the nuclear spin ensemble OH fields were being focused by the repetitive
pulsed excitation via the electron excitation, and nuclear spin memory was demon-
strated to last for as long as 15 minutes. Under CW excitation, the “dragging” effect
was reported by both Latta et al [142] and Xu et al [85]: trion absorption lines were
broadened well beyond their expected linewidths, resulting in highly non-Lorentzian
lineshapes. This dragging effect was investigated as a function of co-tunneling rate,
and it was shown that the broadening widths increased as the inverse of the cotun-
neling rate [142]. Thorough studies of the nuclear spin decay times in the presence
of resonant excitation were performed, revealing decay times ranging from 85-6000
seconds, and nearly complete suppression of nuclear spin diffusion out into the bulk
environment [198]. Further observations of non-linear features were shown such as
bistability and unstable points [194, 199]. Dragging lineshapes are even observed
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in the resonant excitation of InAs quantum dot molecule structures, implying that
DNP phenomena are not limited to single QDs [62]. An additional enlightening study
showed that, when performing Ramsey fringe spectroscopy on the electron spin states
using detuned Raman rotation pulses (Chapter 7), DNP non-linearities that distort
Ramsey fringes are eliminated when the average electron spin polarization is main-
tained at zero by the usage of alternating optical pumping pulses on the |↓〉 and |↑〉
transitions, thus implicating the role of the electron spin polarization in the DNP
effects present in some QDs [149].
5.2.2 DNP observations in the co-tunneling regime
In the absence of DNP effects, resonant excitation of the exciton/trion system in a
single InAs QD at low temperature will result in a Lorentzian lineshape in absorption
and resonance fluorescence [108], as demonstrated in Chapter 3. The optical response
can be measured using sample modulation lock-in spectroscopy or direct detection
of scattered single photons (Chapter 3). In a typical initial characterization exper-
iment of a new QD, a high-resolution CW Ti:Saph tunable laser (Coherent MBR
or MSquared Solstis) is frequency-scanned across the transition under investigation.
The sample diode structure is bias-modulated with square wave modulation using
a frequency of 517 Hz, with large voltage modulation of 100 mV peak-to-peak with
offset voltages of around 600 mV, depending on whether the QD is operated in the
co-tunneling or optical pumping regime (see Chapters 2 and 3 for details about DC
Stark Shift bias modulation spectroscopy and more details about co-tunneling and
optical pumping).
To identify the trion, an in-plane magnetic field (Voigt geometry) is applied, taking
advantage of the Zeeman effect to split the trion into four linearly-polarized resonances
(Chapter 2). For the QD under study in this chapter, the four absorption spectral
lines are clearly resolved beyond their linewidths for magnetic fields greater than 1
T; the Raman scattering and pump-probe experiments are performed at 2 T (Figure
5.1). The sample is operated in the co-tunneling regime to allow for single beam
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Figure 5.1: Fan diagram identifying electron-trion system. Left: Fan diagram: a
resonant excitation laser is scanned across all four trion transitions and the modulated
reflectivity is measured, where the magnetic field is increased in 250 mT steps for
each trace. Right: Reflectivity scan at 2 T, with inset energy level diagram including
selection rules and color-labelled transitions. Colored dots below each resonance
match the corresponding color in the energy level diagram. Solid (dashed) lines in
the energy level diagram correspond to horizontally (vertically) polarized selection
rules.
excitation without optical pumping of the electron ground states.
As the magnetic field is ramped up in increments of 250 mT, the four lines
clearly become split. However, the lineshapes deviate significantly from the expected
Lorentzian lineshapes; the two red Zeeman transitions (two lowest energy transitions)
which correspond to scanning the resonant laser over the |+〉 → |T−〉(red dot in Fig-
ure 5.1, right) and |+〉 → |T+〉(brown dot in Figure 5.1, right) transitions, have
sharp cusps where a rounded Lorentzian is expected. The two blue Zeeman tran-
sitions, corresponding to the |−〉 → |T−〉(green dot in Figure 5.1, right) transition
and |−〉 → |T+〉(blue dot in Figure 5.1, right) transition, are broadened significantly,
with widths of around 4.3 µeV (0.035 cm−1, 1.04 GHz) compared to the zero field
linewidth of ∼500 MHz, with flat tops across the broadened range over which the
reflectivity signal is approximately constant.
Broadened lineshapes with sharp edges have been observed before in single QDs,
and are explained by DNP feedback processes [62, 85, 142, 177]. However, this DNP-
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induced lineshape broadening is seldom observed in the co-tunneling regime. It has
formerly been suggested that the rapid co-tunneling between the n-GaAs reservoir and
the QD would lead to a fast averaging of the electron spin polarization to zero, there-
fore resulting in an unresponsive and decoupled nuclear spin ensemble as the laser is
tuned across resonance [200]. Furthermore, another study reported DNP broadening
widths inversely proportional to the bias-tunable co-tunneling rate for tunneling bar-
riers on the order of 25 nm [142]. An additional study of the persistent narrowing of
the nuclear spin ensemble, and consequential extension of the electron spin coherence
time, revealed that bias modulation between neutral exciton and negatively-charged
trion charging ranges does not necessarily depolarize the nuclear spins [136]. In light
of these studies, the presence of the DNP effects in this sample is attributed to a
relatively slow co-tunneling rate (< 1 MHz); the diode heterostructure is operated at
the low bias range of the trion charging plateau, where the tunneling rate between
n-GaAs reservoir and the QD is reduced compared to the higher bias co-tunneling
region between the singly-charged and doubly-charged ranges (Chapter 2). Addition-
ally, the quadrupole interaction DNP mechanism does not necessarily require a net
electron spin polarization to drive nuclear spin polarization (Chapter 4) in the same
manner that the hyperfine contact electron-nuclear flip-flop interaction does [143].
Thus, there is evidence for a strong interaction between the electron and the
nuclear spin ensemble resulting in DNP. Broadened lineshapes are observed, and the
qualitative nature of the broadening depends on which electron spin state is optically
probed, pointing towards a mechanism that depends on spin projection.
The magnitude of the in-plane electron and heavy-hole g-factors is determined
by fitting the fan diagram (Figure 5.1). Under these conditions, measurement of the
g-factors assumes that large OH field shifts are eliminated by rapid depolarization
due to tunneling electron spins between the QD and the reservoir, and the resonance
center is determined as the centroid of the reflectivity peak [168]. Although there
is DNP broadening present in the co-tunneling spectra that were used to measure
the g-factors reported above, there is very little hysteresis (< 60 MHz) observed in
these spectra, implying that the underlying bare (free of DNP) trion resonances sit
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at the center of the co-tunneling resonances. The in-plane electron and heavy-hole
g-factors are determined to be |gxe | = 0.42 and |gxhh| = 0.31, resulting in Zeeman shifts
of 5.9 GHz/T and 4.3 GHz/T for the electron and heavy-hole, respectively. Error
bars on the g-factors are chosen to be the standard errors of the linear fits of the
electron and heavy-hole splittings as a function of magnetic field, and are equal to
±0.004, or ±50MHz/T. The g-factors are determined to have opposite signs based
on their polarization selection rules; the electron spin g-factor has been to chosen to
be positive. Determining the absolute sign of the g-factors goes beyond the scope of
this work.
5.2.3 DNP observations in the optical pumping regime
Changing the bias to the middle of the charge stable range, where co-tunneling is
minimal, optical pumping occurs, and the electron is trapped in the QD for at least
1 µsec (Chapter 7). A single excitation laser will rapidly optically pump the electron
spin to opposite electron spin state, leading to a significant drop in the optical signal
(absorption or scattering) (Chapter 7). The addition of strong pump laser driving the
opposite electron spin state from that of the probe leads to a recovery of the optical
signal, but significantly complicates the non-linearities associated with the coupled
electron-nuclear system through DNP. Under these conditions, the effects of DNP are
demonstrated to become more pronounced.
In the optical pumping regime, the DNP effects persist (Figure 5.7): in the
dominantly initialized |−〉 case for which the re-pumping laser is resonant with the
|+〉 → |T+〉 transition (Figure 5.7, right), the reflectivity is broadened and distorted
over an excitation detuning range of 2.4 GHz, compared to 1.1 GHz for the co-
tunneling case. In the dominantly initialized |+〉 case for which the re-pumping laser
is resonant with the |−〉 → |T−〉 transition (Figure 5.7, left), the reflectivity peaks
sharply in a non-Lorentzian manner. Additionally, both cases exhibit hysteresis with
respect to the laser detuning direction, with the |−〉 initialized case abruptly shifting
from a nearly zero reflectivity signal to a maximum in the forward scanning direction.
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Figure 5.2: Optical pumping lock-in-detected photon scattering. Solid (dashed)
arrowed lines in the energy level diagrams indicate re-pump (excitation) lasers, the
green ball represents the prepared electron spin population. Left figure: Re-pump in
resonance with |−〉 → |T−〉 transition and the excitation scans across the |+〉 → |T+〉
transition. Right figure: Re-pump in resonance with |+〉 → |T+〉 transition and the
excitation scans across the |−〉 → |T−〉 transition. The excitation:repumping power
ratio is equal to 1:5:10, and each data point is the average of 8 acquisitions integrated
for 50 ms.
These abrupt drops in signal indicate that the OH field causes a shift in the optical
resonance by at least the trion linewidth; this consideration shows that the OH field
changes by at least 500 MHz/(5.9 GHz/Tesla) = ∼ 85 mT over a single laser step of
85 MHz.
The excitation and re-pumping transitions are carefully chosen to avoid the co-
herent population trapping (CPT) condition that occurs when two optically driven
transitions share an optically-excited state, ie. that |ωrepump−ωexcite| = ∆e [45]. This
optical configuration is chosen to prevent the Rayleigh scattering from the probe
from interfering with the Raman scattering of the pump, and vice versa, allowing for
unique identification of the Rayleigh and Raman lines for each excitation field, and
will be discussed in more detail in Section 5.3.
To investigate the effects of pump-probe excitation on the coupled electron-nuclear
spin system, two dimensional pump-probe excitation maps were constructed using
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high speed high-resolution sample bias modulation using single photon detecting
nanowires. Using the resonance fluorescence technique described in Chapter 3, two
co-polarized (45◦ CW relative to V) CW narrowband lasers (Coherent MBRs) are
used in the pump-probe configuration that again avoids the CPT condition. For a
given scan, the pump is held fixed, and the probe laser is scanned with an integration
time of 10 ms. A 2D map is constructed by iterating the pump across the pumping
resonance in question. The scattered single photons include both the Raman and
Rayleigh scattering from both the pump and probe transitions; no energy discrimi-
nation occurs as in the Raman scattering experiments. The pump:probe power ratio
is 10:1, with the pump and probe power well below the saturation regime.
In the first experiment (Figure 5.3), the pump is iterated across the |−〉 → |T−〉
transition while the probe is scanned rapidly across the |+〉 → |T+〉 transition. In
the absence of any DNP effects, solving the density matrix equations for the four-
level system indicates that the 2D maps for this configuration should be a simple 2D
Lorentzian centered where both the pump and probe bare detunings are equal to zero,
in this case with pump/probe wavenumbers approximately equal to 10574.335 cm−1
and 10574.275 cm−1, respectively (Chapter 3). Instead, the 2D maps are highly
anomalous: when the pump is red-detuned, a faint peak follows a diagonal line
through the 2D map likely from the probe Raman scattering, and the signal drops off
sharply after the probe is scanned across the diagonal. As the pump is brought closely
into resonance with the |−〉 → |T−〉 transition, the signal brightens dramatically, and
the peak brightness condition for each probe scan shifts dramatically in wavenumber
at each consecutive pump wavenumber. For example (Figure 5.3, bottom), a small
shift in the pump wavenumber (0.0011 cm−1, 33 MHz) leads to a large shift in the
peak brightness wavenumber in the probe scan (0.01 cm−1, 300 MHz). In both cases,
the overall signal plummets precipitously from the maximum signal to nearly the
noise floor within a laser step of 0.0001 cm−1 (3 MHz) within 10 ms (experimental
integration time). As the pump is moved farther into resonance, the slope of the
peak shift in the 2D map becomes negative, indicating that the underlying OH field
is shifting the underlying probe transition into the red. The red shift continues until
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Figure 5.3: 2D pump-probe maps constructed using sample modulation lock-in de-
tected single photon counting. The pump is iterated across the |−〉 → |T−〉 transition,
and the probe is rapidly scanned across the |+〉 → |T+〉 transition with an acquisition
time of 10 ms. Top: 2D pump-probe map. Bottom: probe scans taken from slices of
the map at pump wavenumbers equal to 10574.3714 (blue) and 10574.3185 (orange)
cm−1.
the coupled electron-nuclear system abruptly moves way from this condition around
the pump wavenumber 10574.37 cm−1, and the total signal drops off and moves back
towards the diagonal on the 2D map.
The main observations arising from the pump-probe experiment in which the
probe is scanned across one of the red Zeeman transitions are the following:
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1. There are forbidden regions where the optical transition is shifted far out of
resonance with the pump and the probe (right-hand side of 2D map), and there
are stable regions where the OH field apparently shifts into resonance with
the pump and probe lasers (center of map). The transition from stability to
instability occurs upon shifting the probe laser by a very small energy (3 MHz)
compared to the trion linewidth.
2. The response time of the OH field acting on the electron is at least as fast as
10 ms, leading to OH field shifts at least as large as the magnetic field shift
associated with the trion linewidth, or ∼85 mT.
3. The OH field fluctuates between adjacent probe scans (pump wavenumber differ-
ence of 0.0011 cm−1, 33 MHz), indicating an unstable and fluctuating underlying
OH field.
In the second pump-probe experiment (Figure 5.4), the pump is iterated across
the |+〉 → |T+〉 transition while the probe is scanned rapidly across the |−〉 →
|T−〉 transition. This 2D pump-probe map differs qualitatively from the previous
configuration in a number of ways. There is a wide band of pump wavenumbers around
the bare resonance condition (∼ 10574.265 cm−1) for which the signal is stable, bright,
and does not drop off precipitously as in the red Zeeman probe case (Figure 5.3); one
exemplary probe scan is displayed in the bottom plot of Figure 5.4 (orange curve).
Nevertheless, even the relatively stable probe scans exhibit considerable lineshape
broadening as distortion deviating significantly from the predicted Lorentzian with
approximately 0.017 cm−1 (500 MHz) linewidth, comparing to the broadening width
of approximately 0.07 cm−1 (2.10 GHz). Again, within the bright band centered
around resonance, the OH field apparently shifts the transition red with increasing
pump wavenumber. However, outside of this bright band, the system returns to
instability observed in the red Zeeman probe case: the signal either snaps abruptly
up to high signal when the pump laser is tuned blue or drops abruptly when the
pump laser is tuned red. There are very clearly two regimes observed in this 2D
map: a stable region near the center of the map that corresponds to where the bare
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Figure 5.4: 2D pump-probe maps constructed using sample modulation lock-in
detected single photon counting. The pump is iterated across the |+〉 → |T+〉 tran-
sition, and the probe is rapidly scanned across the |−〉 → |T−〉 transition with an
acquisition time of 10 ms. Top: 2D pump-probe map. Bottom: probe scans taken
from slices of the map at pump wavenumbers equal to 10574.2541 (blue), 10574.2738
(orange), and 10574.2755 (yellow) cm−1.
resonance condition would lie, and a highly unstable region (deep blue portions of the
map outside of the bright center) where the system is shifted far out of resonance,
leading to very little signal from either the pump or probe.
In summary, the pump-probe experiments described above demonstrate that the
electron-trion-nuclear system is highly non-linear with respect to the pump and probe
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detunings, and that the qualitative nature of the DNP phenomena associated with
this non-linearity depends on which Zeeman transitions are being optically probed
(red or blue), at least in the limit of high pump:probe power ratio. Regions of stability
and instability have been demonstrated, and the coupled system is shown to respond
on time scales at least as fast as 10 ms.
5.3 DNP measured via single-photon Raman scattering
5.3.1 Introduction to single-photon Raman scattering measurements
Although the 2D pump-probe maps reveal that the OH field actively shifts the
optical resonances non-linearly as a function of pump and probe detunings, the un-
derlying OH fields are ambiguous and have not directly been measured. There are
existing theoretical models [175,177] that predict how the OH field shifts under optical
excitation, but the OH field has not been directly measured using resonant excita-
tion without resorting to modeling efforts that extract an OH distribution from an
absorption/fluorescence curve [85,194].
To further understand the underlying OH field generating the non-Lorentzian
optical response as the excitation laser is scanned across the trion resonances, the
electron spin state splitting is directly measured as a function of the detuning. This
measurement is achieved by using single-photon resonant Raman scattering which is
frequency-resolved using a pressure-tuned etalon. The air-spaced etalon (SLS Optics)
has a free-spectral range (FSR) of 45 GHz measured at 955 nm, and a FWHM of 400
MHz. To tune the optical resonance of the air-spaced etalon, the etalon is housed in
a home-built pressure-tunable housing (Figure 5.5).
Pressure-tunable etalons have commonly been used to frequency resolve Brillouin
scattering and to eliminate frequency drifts in diode lasers [201, 202]. Instead of
using a mechanically adjustable bellows in a closed, vacuum-sealed system which
requires high tolerances on vacuum leaks and is limited to slow resonance frequency
adjustment, a voltage-controlled solenoid (MKS 640) is used to adjust the pressure,
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Figure 5.5: Pressure-tuned scanning Fabry Perot spectrometer. Top: photo of
spectrometer in the lab. Bottom: schematic of spectrometer system. The QD scat-
tering/laser light (red beam) is collimated from a fiber output and directed into the
hermetically-sealed FP housing, with optical access through 1”-diameter AR-coated
windows. Nitrogen gas (N2) flows through the etalon housing, allowed to escape
through a tuned needle valve output. The pressure of the N2 gas is controlled by a
servo-locked voltage-controlled solenoid, with a pressure-regulated N2 tank attached.
and therefore the index of refraction, of the gas flowing through the etalon housing.
Gas (nitrogen, in this case) is supplied by a tank with a static pressure regulator,
which is allowed to flow through the cavity housing by the solenoid and leaked out
by a needle valve. It can be shown that the change in wavelength for a given change










where n, ρ are the index of refraction of the flowing gas (nitrogen, in this case),
and the density of the gas, respectively [202]. From the ideal gas law, it is known that
the pressure, which is measured and regulated by the voltage-controlled solenoid, is
directly proportional to the density of the gas. Thus, the shift in wavelength of the
FP can be tuned by changing the pressure of the nitrogen gas flowing through the
FP housing. The FP resonance can be scanned over at least one FSR for typical
internal pressures ranging from 4 to 22 PSI. The tuning range could be extended by
using a higher index of refraction gas or building a housing that can withstand higher
pressures. The cavity has been designed such that the pressure of the gas inside and
outside of the etalon is the same, preventing any deformation of the air-spaced etalon.
The calibration curve relating the FP resonance to the pressure control bias is highly
linear, with no observed deviations from linearity over at least one FSR.
Raman scattering techniques have previously been used to study single QDs. One
study demonstrated high-quality single photons using Raman scattering, particularly
in their tunability via the external magnetic field (in-plane) and laser detuning [203]
over at least 2.5 GHz. Furthermore, the first-order coherence of the Raman and
Rayleigh scattered photons from both an electron and heavy-hole was measured,
allowing for a measurement of the ground state coherence time which is typically
limited by the ground state lifetime [204], demonstrating an order of magnitude in-
crease in ground state coherence time for the heavy-hole spin versus the electron spin.
Another study investigated spin-cavity interactions for a QDM, and showed that the
anti-Stokes Raman scattering could be enhanced considerably compared to the Stokes
Raman pathway by resonant tuning of the high Q-factor photonic crystal cavity [205].
As far as the author of this thesis is aware, no studies have been performed which
utilize Raman scattering to directly measure OH field shifts in single QDs.
For a fixed re-pump and excitation wavelength configuration, the pressure-tuned
etalon is scanned slowly across one FSR in order to frequency-resolve the Rayleigh
and Raman scattering; it is noted than an additional weak channel of spontaneous
emission is expected that is enabled by a small amount of pure dephasing [124, 206].
For the four-level trion system, four scattering peaks are resolved: two Rayleigh
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scattering peaks from the resonant re-pump and excitation, and two Raman scattering
peaks. While the Rayleigh scattered photons will always scatter at the excitation laser
energy and therefore do not reveal the trion transition energies, the difference between
the Rayleigh and Raman peaks for a given laser is equal to the ground state splitting,
here given by the electron spin state splitting due to the external magnetic field plus
the OH field component along the external field direction:
ERayleigh − ERaman = ±∆e = ±(∆exte + ∆OH) (5.2)
At 2 Tesla, the electron splitting due to the combined external magnetic field and
OH field is measured as 11.7 GHz. The linewidths of both the Rayleigh and Raman
scattering are limited by the etalon linewidth of 400 MHz, which is smaller than the
measured absorption reflectivity linewidth of the trion line at zero magnetic field (545
MHz), as expected for Rayleigh and Raman scattering in a system with minimal pure
dephasing [206], (Appendix A and Chapter 3)
The QD spectrum is measured by resonantly exciting either one or two transitions
of the QD, depending on whether the sample is operated in the co-tunneling or
optical pumping charge bias range. The scattering of the laser by the QD and the
emission are measured by slowly scanning the pressure on the etalon cavity, which
scans the resonance condition of the cavity across the transitions under study. The
filtered scattering/emission from the QD is then coupled into a single-mode fiber and
detected by single photon counting nanowires (Quantum Opus). There is no further
energy discrimination after the etalon; thus, the measurement consists of effectively
integrating over the energy distribution of the filtered scattering. More explicitly, the
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where TFP is the Airy function that describes the transmission of the FP cav-
ity [207, 208], F = (2r/(1 − r)2)2 is the coefficient of finesse, r is the amplitude
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reflection coefficient for the etalon plates, and fFSR is the free-spectral range of the









. The QD spectrum may consist of spontaneous/stimulated emis-
sion, Rayleigh scattering, and Raman scattering (Chapter 3). For explanatory sake,
the QD spectrum is here considered to consist of two contributions: spontaneous
emission and Raman scattering, the first of which has a linewidth associated with
radiative relaxation and the second which has a linewidth associated with the ground
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(5.4)
where the typical power broadening term in the denominator has been neglected
[45]. The resulting spectrum described above integrated over the emission/scattering
energy by the single photon detector differs depending on the relative linewidths
of the trion emission, Rayleigh/Raman scattering, and FP coefficient of finesse. A
typical expected spectrum is displayed in Figure 5.6, where the parameters for the
FP match those used in the experiment (fFSR = 45 GHz, F = 5129.7 (FWHM of 400
MHz)). On the left, the Raman scattering case is displayed, where the raw Raman
spectrum consists of a Lorentzian with negligible broadening (10 MHz) compared to
the FP linewidth. In this case, the filtered spectrum after scanning the FP resonance
shows very little difference from the FP transmission spectrum. Thus, without further
deconvolution [209], an upper limit on the determined Raman linewidth is given by the
FP linewidth. In the other case of the spontaneous emission dominated spectrum from
the trion, where the QD linewidth has been chosen as slightly larger (550 MHz) than
measured in this QD, the filtered spectrum is broadened beyond the FP linewidth,
and the lineshape deviates from the Airy function.
An experimental FP scan of the trion resonance at zero magnetic field is displayed
in Figure 5.7, along with the Airy function fit and residuals. The Airy function fits
the filtered spectrum well, with a FWHM determined to be 425 MHz, compared to
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Figure 5.6: Scanning FP spectra for cases of Raman scattering and trion emission-
dominated optical response. Left: Comparison of raw Raman spectrum from the QD
(10 MHz linewidth)(yellow solid curve), FP transmission (45 GHz FSR, F = 5129.7)
(red dashed), and the FP filtered Raman scattering (blue). Right: Comparison of the
raw trion emission spectrum from the QD (550 MHz linewidth) (blue solid curve),
FP transmision, and FP filtered trion emission spectrum (yellow).
the nominal 400 MHz FWHM of the FP. This small difference may possibly be due
to slight de-collimation of the beam passing through the FP, leading to a slightly
lower coefficient of finesse, since the lineshape is closer to an Airy function than the
Lorentzian that would be expected if the QD spectrum linewidth exceeded that of
the FP. Thus, it can be concluded that contribution from the spontaneous emission
of the trion is relatively minimal and that the ground state dephasing of the electron
spin state is small enough that it can not be resolved by the FP.
Additionally, the Raman scattering and Rayleigh scattering can easily be differ-
entiated in the FP spectrum by holding the excitation laser in resonance with one of
the trion transitions and scanning the FP resonance around Elaser ± ∆e, depending
on whether the |+〉 or |−〉 optical transitions are being probed. Furthermore, since
the experiment is operated at low temperature (5 K), only one pathway of Raman
scattering is observed for a given transition, as compared to typical room tempera-
ture Raman scattering experiments performed in molecules in which the ground state
population is rapidly thermalized, leading to both Stokes and anti-Stokes Raman
scattering [210]. As shown in Chapter 3, the Raman scattering intensity depends on
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Figure 5.7: Scanning FP spectrum of zero magnetic field trion scattering from a
single excitation field. The data (red dots) are fit with an Airy function (blue curve)
with fit parameters F = 4544.67 ± 71.2, k0 = 10574.1929 cm−1, FSR = 45 GHz. Fit
residuals are plotted in the inset.
the ground state population for the associated optical transition. A single excitation
field experiment can be performed in the QD system when the sample bias fixes the
system in the co-tunneling regime. Two scattering lines are observed (Figure 5.8):
one associated with Rayleigh scattering from the |−〉 → |T−〉 transition centered
around 10574.1187 cm−1, and the Raman scattering line centered around 10573.7379
cm−1. The difference in energy between these two scattering lines is exactly equal
to the electron spin state (ground state) splitting, here equal to 11.42 GHz (in-plane
magnetic field of 2 T), compared to the splitting predicted from the co-tunneling fan
diagram of 11.8 GHz. Relatively small differences in the integrated counts for the
Raman and Rayleigh scattering lines do not necessarily correspond to a difference in
scattering rates due to the wavelength-dependent birefringence of the cryostat win-
dows and collection optics (Chapter 3). The difference between the splitting measured
in absorption and measured using Raman scattering indicates the possible presence
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Figure 5.8: Rayleigh and Raman scattering for the single field excitation case in the
co-tunneling regime. The excitation field is held in resonance with the |−〉 → |T−〉
transition. The separation between the Rayleigh and Raman scattering lines (lower
energy line) is equal to the electron spin state splitting.
of OH field shifts due to resonant excitation; if the OH field is responsible for this
shift, then the approximate magnitude of the field is (11.8-11.42)GHz/(5.9 GHz/T)
= ∼60 mT.
The resonant Raman scattering technique is then extended to the optical pumping
regime for which two excitation fields are required due to rapid decay of the optical
signal in the presence of a single excitation field. The additional benefit of the use of
two fields is that the electron spin state splitting can now be verified by comparing the
pump and probe Rayleigh-Raman splitting, which should be identical. In one exper-
iment, the probe excitation field is set in resonance with the |+〉 → |T+〉 transition,
and the stronger repumping field is placed in resonance with the |−〉 → |T−〉 tran-
sition (Figure 5.9). Four scattering lines are resolved, two for each excitation field,
where again the Rayleigh and Raman separation for a given excitation field is equal
to the electron spin state (ground state) splitting. Thus, the electron-trion energy
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Figure 5.9: Rayleigh and Raman scattering in the re-pumping/excitation configu-
ration at optical pumping. Excitation and re-pumping lasers are held on resonance
with the |+〉 → |T+〉 and |−〉 → |T−〉 transitions, and the pressure-tuned etalon is
scanned across all four Rayleigh and Raman scattering lines. The splitting between
Rayleigh and Raman scattering lines for a given laser is equal to the ground (electron
spin) state splitting.
level configuration is verified, consisting of two ground states and two excited states
leading to the resulting Raman spectrum. The resulting electron spin state splitting
is equal to 11.63 GHz for both the excitation and re-pump fields, in perfect agreement
with one another, although still differing from the co-tunneling fan diagram fit. This
class of two excitation field experiments lays the groundwork for the construction of
2D excitation-detection maps used to directly monitor the OH field shift as a function
of excitation detuning.
5.3.2 Direct measurement of the OH field using resonant Raman scatter-
ing in the optical pumping regime
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This Raman scattering technique is extended to construct two-dimensional excitation-
emission energy maps to investigate the OH field as a function of excitation frequency.
The two-dimensional map is obtained by measuring the scattering intensity while the
etalon transmission frequency is fixed, and rapidly scanning the excitation laser across
one of the trion transitions, iterating the etalon tuning to construct a 2D map. 25 ms
integration time per data point is used, with an excitation laser frequency tuning time
of < 5 ms. Maps were constructed for both the co-tunneling (Figure 5.10) and optical
pumping (Figure 5.12) cases; the DNP responses are qualitatively similar for a given
probed electron spin ground state, although the optical pumping cases generally show
DNP responses with larger OH field shifts over wider excitation ranges and higher
SNR (Tables 5.1 and 5.2). The main role of the re-pumping laser in these experiments
seems to be a recovery of the scattering signal, rather than an overall change in the
qualitative DNP response to a changing excitation laser frequency. This finding is
corroborated by the striking similarities between the co-tunneling maps with a single
excitation laser and the optical pumping maps with two lasers.
First, excitation-emission energy maps are presented for all four trion transitions in
the co-tunneling bias range under single laser excitation (Figure 5.10), along with their
corresponding extracted OH field shifts and dragging widths (Table 5.1). Line centers
are extracted for a given excitation energy by fitting each detection energy slice with
a single Lorentzian for the co-tunneling cases (Figure 5.11) and two Lorentzians for
the optical pumping cases (Figure 5.13) if two Raman lines are observed from the re-
pumping and excitation beams within the detection energy window. It is important
to note that, as previously discussed in Section 5.3.1, there are two limits to the
expected scanning FP spectral lineshapes: 1) when the QD spectrum is considerably
narrower than the FP linewidth, the lineshape is expected to be an Airy function
with the FP linewidth, 2) when the QD spectrum is a broad Lorentzian compared
to the FP linewidth, the resulting lineshape is a broad Lorentzian. Nevertheless,
a Lorentzian may be used in both cases: the only fit parameter of concern is the
Raman scattering peak center, which does not depend on the determining lineshape
fit choice (Lorentzian, Gaussian, Voigt, Airy). Four cases of re-pump and excitation
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configurations in the optical pumping regime are then displayed (Figure 5.12, Table
5.2), examining all of the possible configurations in which the system is optically
pumped by a strong optical field and the emitted radiation of interest reports on
the electron spin splitting which yields a signal due to optical re-pumping without
satisfying the CPT condition, and scan the excitation laser forward and backwards
to examine hysteresis.
In the first cases under examination, the excitation laser is scanned across the
|+〉 → |T−〉 transition (the lowest energy trion transition) (Figure 5.10, first panel).
In the optical pumping case (Figure 5.12, first panel), two Raman lines are observed:
the detection energy window now includes both the re-pump and excitation laser Ra-
man scattering, allowing for independent corroboration of the OH field shift. In the
absence of DNP, the Raman scattering due to the scanning excitation laser is antici-
pated to track diagonally (white dashed lines in maps) in the excitation-detection map
as the laser is scanned, while the pump Raman line should be constant throughout.
When optically pumping, the re-pumping beam (1.5:10 excitation:re-pump power ra-
tio) is held fixed in resonance with the |−〉 → |T+〉 transition. The Raman scattering
maps are highly anomalous: the Raman line red shifts to avoid an evidently forbidden
energy range, abruptly shifts blue by 0.032 cm−1 (0.945 GHz, 157 mT, 1.19% nuclear
spin polarization), and pulls back towards the expected diagonal line in the 2D map.
The hysteresis between the forward and backward scans is particularly evident in the
line center determination plots (Figure 5.11, first panel); there is considerable asym-
metry in the region where the bare resonance would be expected, and the peak OH
shifts are found at different locations for the two scan directions.
In the second case, the excitation laser is scanned across the |+〉 → |T+〉 tran-
sition, keeping the optically probed electron spin state the same as in the previous
case. In the optical pumping case, a re-pumping beam is held fixed in resonance with
the |−〉 → |T−〉 transition, pumping the electron spin to the |+〉 state to recover a
scattering signal. In stark contrast to the expected diagonal Raman dependence, as
the laser is brought within 0.02 cm−1 of the resonance, the Raman line brightens and
red shifts away from the laser, abruptly shifting blue at the approximate line center,
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Figure 5.10: 2D Raman scattering excitation-emission energy maps for co-tunneling.
Probe laser excitation of (first panel) |+〉 → |T−〉, (second panel) |+〉 → |T+〉, (third
panel) |−〉 → |T+〉, and (fourth panel) |−〉 → |T−〉 transitions. Left (right) map
in each panel is the corresponding forward (backward) probe laser scan. The probe
excitation wavenumber is on the horizontal axis and the emission wavenumber (etalon
detection wavenumber) is on the vertical axis. Dashed white lines in map indicate
predicted Raman line in the absence of DNP.
144
Figure 5.11: Determination of co-tunneling Raman line centers fit using Lorentzians.
Probe laser excitation order is the same as in Figure 5.10. Left vertical axis is the
difference between the probe laser excitation wavenumber and the Raman line center
wavenumber, right green vertical axis is the OH field shift, and right blue axis is the
nuclear spin polarization percentage. Black (red) curves are forward (backward) laser
scans.
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Figure 5.12: 2D Raman scattering excitation-emission energy maps for optical
pumping. Probe/re-pumping laser excitation of (first panel) |+〉 → |T−〉/|−〉 →
|T+〉, (second panel) |+〉 → |T+〉/|−〉 → |T−〉, (third panel) |−〉 → |T+〉/|+〉 →
|T−〉, and (fourth panel) |−〉 → |T−〉/|+〉 → |T+〉 transitions. Probe(re-pump) in-
dicated by dashed(solid) arrows in energy level diagrams. Left (right) map in each
panel is the corresponding forward (backward) probe laser scan. The probe excitation
wavenumber is on the horizontal axis and the emission wavenumber (etalon detection
wavenumber) is on the vertical axis. Dashed white lines in map indicate predicted
Raman line in the absence of DNP.
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Figure 5.13: Determination of optical pumping Raman line centers fit using
Lorentzians. Probe laser excitation order is the same as in Figure 5.12. Left ver-
tical axis is the difference between the probe laser excitation wavenumber and the
Raman line center wavenumber, right green vertical axis is the OH field shift, and
right blue axis is the nuclear spin polarization percentage. Black (red) curves are
forward (backward) laser scans. Green circles in the energy level diagrams indicate




Configuration: (+;T-),F (+;T-),B (+;T+),F (+;T+),B
Spectrum baseline (µeV,T) 49.6(1.99) 50.4(2.02) 50.8(2.04) 51.0(2.05)
OHmax (µeV) 0.979 3.26 1.12 3.20
OHmin (µeV) -2.93 -1.26 -2.73 -0.978
∆OH (µeV,mT) 3.91(157) 4.53(182) 3.85(154) 4.17(167)
OH excess (µeV,mT) -0.33(-13.2) 0.46(18.5) 0.70(28.1) -0.712(28.6)
∆Elaser (µeV) 0.025 0.108 0.026 0.027
Blue Zeeman transitions
Configuration: (-;T+),F (-;T+),B (-;T-),F (-;T-),B
Spectrum baseline (µeV,T) 51.4(2.06) 50.4(2.02) 48.1(1.93) 47.6(1.91)
OHmax (µeV) 4.26 4.57 2.96 -3.24
OHmin (µeV) -2.84 -3.25 -4.22 4.02
∆OH (µeV,mT) 7.1(285) 7.82(314) 7.18(288) 7.26(291)
OH excess (µeV,mT) 1.51(60.6) 0.53(21.3) -1.84(-73.8) -2.31(-92.7)
∆Elaser (µeV) 4.38 4.65 4.18 3.97
Table 5.1: Overhauser field shifts measured for the co-tunneling single field exci-
tation cases. The notation used to denote the optical excitation configuration is
given by (a; b), c, where a is the ground state |+/−〉, b is the optically excited state
|T + /T−〉, and c is the laser scan direction, which can have increasing(decreasing)
frequency (F)(B). Spectrum baseline is the Raman shift determined far-off resonance
at the edges of the scattering spectra, OHmax/min are the maximum and minimum
OH field shifts measured for a given spectrum, ∆OH is the difference between the
largest and smallest OH field shift in the spectrum, OH excess is defined as the differ-
ence between the measured spectrum baseline and the Raman shift predicted in the
absence of OH field shifts (49.9 µeV, or 2 T), and ∆Elaser is the difference between





Configuration: (+,T-, -,T+),F (+,T-, -,T+),B (+,T+, -,T-),F (+,T+, -,T-),B
Spectrum baseline (µeV,T) 54.1(2.17) 54.4(2.18) 50.1(2.01) 48.4(1.94)
OHmax (µeV) 3.10 2.03 1.64 0.717
OHmin (µeV) -2.33 -2.12 -1.79 -2.44
∆OH (µeV,mT) 5.44(218) 4.15(166) 3.43(138) 3.16(127)
OH excess (µeV,mT) 4.2(168) 4.55(183) 0.21(8.42) -1.49(5.98)
∆Elaser (µeV) 0.087 0.200 0.204 0.259
Blue Zeeman transitions
Configuration: (-,T+, +,T-),F (-,T+, +,T-),B (-,T-, +,T+),F (-,T-, +,T+),B
Spectrum baseline (µeV,T) 44.8(1.80) 42.8(1.72) 44.2(1.77) 49.4(1.98)
OHmax (µeV) 10.8 11.5 9.80 7.54
OHmin (µeV) -7.69 -8.36 -7.29 -9.28
∆OH (µeV,mT) 18.5(742) 19.8(794) 17.1(686) 16.8(674)
OH excess (µeV,mT) -5.09(-204) -7.15(-287) -2.66(-107) -0.52(-34.8)
∆Elaser (µeV) 11.2 11.4 9.58 8.93
Table 5.2: Overhauser field shifts measured for the optical pumping two-field ex-
citation cases. The notation used to denote the optical excitation configuration is
given by (a; b, c; d), e, where a is the ground state |+/−〉 driven by the probe, b is
the optically excited state |T + /T−〉 coupled to the probe, c is the ground state
|+/−〉 driven by the pump, d is the optically excited state |T + /T−〉 coupled to the
pump, and e is the probe laser scan direction, which can have increasing(decreasing)
frequency (F)(B). Each measured shift is defined in Table 5.1.
and pulling back towards the expected behavior as the laser tunes off-resonance on
the blue side. Each excitation energy scan consistently displays an abrupt drop in
signal that occurs on the order of 25 ms, dropping from a maximum to effectively zero
within one step of the excitation laser (0.0002 cm−1 = 6 MHz). During these jumps,
the Raman energy hops by 0.028 cm−1 (827 MHz) in the optical pumping case, and
0.031 cm−1 (0.93 GHz) in the co-tunneling case, corresponding to a 138 mT (154 mT
for co-tunneling) change in the internal OH field(1.05%, 1.17% nuclear spin polar-
ization for optical pumping, co-tunneling, respectively). The two cases both exhibit
149
significant hysteresis with respect to the excitation laser scan direction: the abrupt
energy shift around the expected line center is shifted in excitation energy between
the forward and backward scans by 0.009 cm−1 and 0.011 cm−1 in the optical pump-
ing and co-tunneling case, respectively (Figure 5.11, second panel). No discernible
differences are observed between optically probing the |T+〉 and |T−〉 states, indi-
cating that the underlying feedback mechanism does not qualitatively depend on the
heavy-hole spin direction when the laser is scanned across the |+〉 transitions.
The DNP phenomenon described above observed when scanning the excitation
laser across the |+〉 transitions is referred to as the “avoidance” regime: when the
excitation laser is brought nearly into resonance with the trion transitions, where the
resonance center is determined by the g-factors measured in co-tunneling, the electron
spin state splitting shifts to avoid a range of forbidden energies.
For the next case, the excitation laser is scanned across the |−〉 → |T+〉 transition,
and the optical pumping laser (when turned on) re-pumps the |+〉 → |T−〉 transition,
resulting in a predominantly initialized |−〉 ground state. The Raman scattering
energy deviates considerably from the expected diagonal response in the 2D map as
far away from line center as 0.09 cm−1 (2.7 GHz). In this case, the Raman energy
is blue shifted over a short excitation energy range (0.005 cm−1, 150 MHz) into a
state that tracks in a nearly linear fashion as the excitation laser is scanned across
the transition. The scattering intensity remains bright over a wide excitation range,
as large as 0.18 cm−1 (5.4 GHz) until abruptly shifting blue again, at which point
the Raman energy asymptotically approaches the non-anomalous response far away
from resonance. The OH field that reacts to the excitation laser is as large as 397 mT
(3.00% nuclear spin polarization). The relatively narrow Raman spectrum is noted:
here the widths of the scattering lines do not exceed the FP FWHM. Rather than
being pushed away from resonance as in the |+〉 case, the DNP response tracks the
excitation frequency tuning over a wide range of excitation energies.
In the final case, the excitation laser was scanned across the |−〉 → |T−〉 transi-
tion, while the re-pumping beam was held in resonance with the |+〉 → |T+〉 transi-
tion when necessary in the optical pumping bias range, thus switching the optically-
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excited heavy-hole from the previous case. The overall qualitative response is the
same as in the previous case, revealing no differences between the two heavy hole
cases for the |−〉 initialization case. In the |−〉 excitation cases, the hysteresis occurs
primarily at the edges far away from resonance in which the DNP response shifts
back towards the asymptotic Raman dependence at large detunings, while the for-
ward and backward scan directions show very little difference over the nearly-linear
tracking regions of the spectra (Figure 5.11, fourth panel).
Additionally, although the qualitative tracking behavior is the same in the co-
tunneling case, the quantitative response is quite different: the average ∆OH as mea-
sured from the maximum to the minimum observed OH field shift, is 2.5 times larger
for optical pumping than co-tunneling, and the dragging widths are 2.4 times larger
larger for optical pumping (Tables 5.1, 5.2). This difference between co-tunneling and
optical pumping is attributed to differences in QD occupation rates (referred to as the
filling factor by some researchers [142]) between co-tunneling and optical pumping.
In the co-tunneling regime, the electron spin actively tunnels between the QD and
the Fermi reservoir. During this process, the QD may be unoccupied by an electron,
and therefore the electron-mediated DNP processes are shut off. This is in compar-
ison to the optical pumping regime for which the QD electron remains trapped and
participating in DNP for considerably larger fraction of time [169].
It is important to note that for the |−〉 excitation case, the Raman scattering
occurs at a lower energy than the excitation energy: ERaman − Eexcite = −∆electron.
Thus, dependence of the OH field on the laser detuning in the tracking case has
a positive slope rather than a negative one (Figure 5.11). As the laser is scanned
from much lower frequencies than where the trion transition is expected, the OH
field shifts the trion resonance reactively towards the laser, maximizing the scattering
intensity, and moves with the laser detuning until the system is unable to maintain
this locking, at which point the anomalous response of the system due to the DNP
non-linear feedback mechanism becomes energetically unfavorable.
Least-squares fitting of the detection energy spectrum for a given laser excitation
energy allows for determination of the OH field shift with very high precision. The
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spectra are fit with a Lorentzian and the line center is extracted. The 95% confidence
interval for the line centers averaged with 8 fits for the case of re-pump/excitation
resonant with the |+〉 → |T+〉 and |−〉 → |T−〉 transitions, respectively, (Figure
5.12, bottom panel) is ±0.0009 cm−1. Recalling from Chapter 4 that the OH field











one arrives at a nuclear spin polarization sensitivity of 7.26× 10−4. For an InAs QD
with 5× 104 atoms, this equates to a nuclear spin sensitivity of ∼ 36 spins.
Another important figure of merit for the purposes of magnetometry and quan-
tum metrology is the magnetic field sensitivity, which is defined as the smallest DC
magnetic field detectable for an SNR of one if the noise is dominated by photon
shot-noise [211]. The following calculation borrows considerably from the calculation
performed in [211] for NV center magnetic field sensitivity. Although the calculation
done there applies to electron spin resonance spectra, it can easily be adopted to the
Raman scattering studies reported here.
The QD magnetometer in question is operated such that the etalon is held fixed
at the highest sensitivity range of the Raman scattering peak, ie. the largest slope
portion of the Raman lineshape. If the OH field (or external magnetic field) shifts by
an infinitesimal variation δB, the Raman scattering changes by (∂I/∂B) δB∆t where
I, ∆t are the scattering rate and integration time, respectively. Assuming that the
noise is photon shot-noise limited, the noise is equal to
√
I∆t. One arrives at the














where h,∆ν, C are Planck’s constant, the Raman scattering linewidth as measured
using the scanning Fabry-Perot, and the Raman scattering contrast, defined as C =
(Ion − Ioff ) / (Ion + Ioff ), where Ion/off is the scattering rate with the etalon held on
and off resonance.
The contrast for the data presented in Figure 5.9 is 98.2%, and the count rate for
the lowest energy Raman scattering peak (for example) is 5.5 kcps. Plugging in the
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numbers, one arrives at
η =






= 1.0 mT /
√
Hz
The magnetic field sensitivity can also be estimated in a cruder manner using
dimensional analysis considerations. Considering the Raman energy confidence in-
tervals calculated above, that energy uncertainty is converted to a magnetic field









= 1.5 mT /
√
Hz
which is in agreement with the earlier calculation.
Additionally, one can calculate the theoretical magnetic field sensitivity for this
particular QD under the assumption that all scattered photons are collected and mea-
sured (100% detection efficiency) and that the Raman scattering is measured using
a scanning Fabry-Perot with a FWHM smaller than the Raman linewidth. Assum-
ing that the QD nuclear spin ensemble has been narrowed, leading to an extended
electron spin coherence time of T2e = 1 µsec [85], the Raman linewidth is equal to
νRaman = 1/ (2pi1× 10−6s) = 160 kHz. If the QD is driven in the saturation regime,
the scattered photon counts approach 1/T1,optical = 1/ (400× 10−12) = 2.5 GHz, but
only half of the photons are scattered/emitted into the measured Raman pathway.
Thus, using Equation 5.5, one arrives at a theoretically achievable nuclear spin sen-
sitivity for the QD system of
η =









In summary, the 2D excitation-emission energy maps of the Raman scattering
directly reveal how the OH field reacts to a changing laser excitation detuning under
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both optical pumping and co-tunneling conditions. The technique eliminates any
ambiguities in the determination of the changes in the OH field that are present when
one attempts to extract the OH field by modeling the absorption laser excitation scans
[142,194]. To the author’s knowledge, this is the first report of a direct measurement
of the OH field under conditions of resonant optical excitation, as opposed to above
band-gap excitation measurements of PL [57]. Two qualitatively unique regimes are
observed: when the excitation laser is scanned the optical transitions involving the
|−〉 electron spin state, the OH field tracks with the excitation laser detuning over
a wide range of frequencies, while in the |+〉 excitation case the OH field “avoids” a
band of forbidden energies near the expected trion transition, shifts rapidly to higher
energy on the timescale of no longer than 25 ms under these experimental conditions,
and is pulled back to the non-anomalous response far away from resonance. A model
is developed in Chapter 6 based off of the quadrupole interaction used to fit the
Raman shifts (Figures 5.11 and 5.13) observed in this experiment.
The resonant Raman scattering exploits state-of-the-art high detection efficiency
single photon detecting nanowires to reduce the integration time down to timescales
relevant to nuclear spin polarization build-up, and increases the nuclear spin sensitiv-
ity down to the sub-hundred spin level. The utilization of a higher finesse Fabry-Perot
may allow for a measurement of the electron spin coherence directly using the same
technique demonstrated here, making the narrowing/broadening of the OH field dis-
tribution more obvious. Usage of a higher finesse Fabry-Perot combined with decon-
volution has the potential to increase the sensitivity to the single spin level, allowing
for the investigation of fundamental central spin and many-body theories. Further
studies of the OH field distributions under CPT locking may reveal mesoscopic nuclear
spin states that can be utilized for quantum memory applications.
5.4 Noise and dynamics of DNP
Throughout the discussion of the OH field shifts reported in this chapter, the dy-
namics associated with nuclear spin polarization and the fluctuations of the OH field
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have so far been neglected. In fact, it is these fluctuations in the mean OH field that
affect the electron spin coherence time most detrimentally, rather than the relatively
slow (∼10 ms) drift of the net nuclear spin polarization. In the absence of optical
excitation, the fluctuations arise due to dipole-dipole interactions between neighbor-
ing nuclear spins, electron-mediated nuclear spin interactions, and fundamentally the
quantum limits on the uncertainty of the measurement of orthogonal angular momen-
tum spin projections [85,89,148,175,200,212,213]. However, in the presence of optical
excitation, the coupled electron-trion-laser-nuclear system may exhibit entirely new
dynamics and noise features, such as nuclear spin fluctuation quieting and nuclear
spin ensemble narrowing [85,136,154], trapping of the nuclear spin ensemble in a sta-
ble, polarized state, or the driving of the system into instability leading to amplified
fluctuations [212, 213]. These stable and unstable points have been revealed in the
resonant Raman scattering experiments discussed above, and are discussed in detail
in this section.
The data acquisition time scales have been successfully reduced down to reported
nuclear spin ensemble polarization/depolarization times [136, 168]. Abrupt jumps in
Raman scattering energies are observed in these experiments as the excitation laser is
scanned that are indicative of rapid switching between nuclear spin ensemble states
with upper bounds on switching times around 25 ms (Figure 5.11 and 5.13). Fur-
thermore, the fluctuating nature of the underlying nuclear spin ensemble is evident
by examining adjacent fixed detection energy slices: if the response of the OH field
shifted smoothly with the excitation laser scan, one expects a smooth Raman spec-
trum due to the averaging along the detection energy axis limited by the FP FWHM.
Instead, for detection energy step sizes as small as 0.003 cm−1 (90 MHz), abrupt
shifts in the Raman line intensity are observed, indicating a large fluctuation in the
OH field resulting in a Raman shift larger than the FP FWHM (Figure 5.10).
First, without the need for the use of the Raman scattering technique, the lock-in
detected single-photon counting pump-probe maps presented in Section 5.2.3 reveal
both the dynamics and fluctuations associated with the OH field. Examining Figure
5.3, around pump wavenumbers 10574.32 cm−1, as the probe laser is scanned, the
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scattering reaches a maximum and then drops off precipitously to the noise floor of
the measurement. This signal drop, which is due to the OH field shift, occurs within
10 ms. It can be ascertained that the OH field causes a frequency shift of at least the
trion linewidth, calculated to be at least 80 mT (nearly 1% nuclear spin polarization)
within 10 ms. Thus, a large number of nuclear spins (approximately 500 in this
example) can be flipped by a very small shift (85 MHz) in laser excitation frequency,
likely due to a transition between different stability/instability points in the non-
linearly coupled electron-trion-nuclear-laser-nuclear system. The fluctuations in the
underlying OH field are apparent when adjacent probe laser scans are compared for
a single pump wavenumber step. As shown in the bottom panel of Figure 5.3, the
scattering peak has shifted significantly (∼0.1 cm−1), implying that the OH field has
fluctuated over the course of the measurement without changing the optical excitation
parameters considerably.
Similar dynamics and fluctuation phenomena are apparent in the Raman scat-
tering maps. These 2D maps may also be interpreted as OH field probability dis-
tributions: for a given laser excitation frequency, if the OH field is assumed to have
reached its steady-state mean value, the OH field distribution is described by a cut
along the emission energy axis (vertically in the maps of Figure 5.12). This OH field
distribution changes as the optical excitation frequency is changed. Strikingly, there
are examples in the 2D maps where the OH field probability distribution transitions
from relatively stable to a region of increased fluctuations.
For example, multiple OH field probability distributions are plotted in Figure
5.14 for the forward and backward scans with the probe/pump configuration exciting
|+〉 → |T+〉 and |−〉 → |T−〉, respectively. In the top panel, when the excitation
laser is detuned on the red or blue side of the central switching position of the Raman
spectrum (Figure 5.12, second panel), the probability distributions are single-peaked
(blue and purple curves of Figure 5.14). However, when the excitation laser is brought
into the avoidance region (red and yellow curves of Figure 5.14), the distributions
display multiple peaks, implying that the OH field distribution fluctuations have
increased, but the rate of these fluctuations relative to the experimental acquisition
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Figure 5.14: OH field distributions extracted from 2D excitation-emission maps.
Distributions are constructed by cutting the map along a fixed wavenumber. Dis-
tributions for a given excitation wavenumber (see legends) for Figure 5.12, (second
panel, forward scan for top figure; second panel, backward scan for bottom figure).
Probe/re-pump configuration for this case is |+〉 → |T+〉/|−〉 → |T−〉.
time is not large enough to lead to a general broadening of the distribution. This
increase in fluctuations around the avoidance region is also highly pronounced in the
backward scan (Figure 5.14, bottom). Additionally, the FWHM of these individual
peaks is sometimes smaller than the FP FWHM, implying that the OH field fluctuated
between probe laser scans, recalling that the 2D maps are constructed by slowly
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compiling fixed FP detection frequencies. It is noted that these unstable points with
increased OH field fluctuations are not typically observed in the blue Zeeman cases
under these experimental conditions, pointing towards a general difference in the
feedback properties of optical excitation of the |+〉 and |−〉 states.
The dynamics associated with this drop in signal are in order of magnitude agree-
ment with at least two previous measurements. One study measured the polarization
build-up time using CPT in the negatively-charged trion system as 7 ± 1 ms at 5 K
under the application of an in-plane magnetic field of 2.64 T [136]. Another study
measured the build-up time using pump/probe spectroscopy under the application of
an out-of-plane magnetic field of -220 mT, with a result that varied between 11.2 and
32.3 ms for excitation laser helicities of σ− and σ+, respectively [168].
For longer integration time experiments, there are two distinct possibilities for the
predicted OH field probability distributions. One possibility is that the fluctuations
in general will average out, leading to smooth probability distributions, implying
that the nuclear spin ensemble samples a range of values between [〈Iminx 〉 , 〈Imaxx 〉],
which is discrete due to the finite size of the nuclear spin ensemble in the QD; this
result may be expected in the absence of non-linear feedback [89]. Specifically, in the
“frozen fluctuation model,” (at zero magnetic field) the electron samples a random


























where the last term is the hyperfine constant associated with the coupling between
the electron and the j-th nucleus. Thus, in the absence of non-linear feedback, the
OH field distribution is expected to be Gaussian; the role of nuclear spin narrowing
via optical excitation could simply be to narrow this Gaussian distribution.
The second possibility is that this probability distribution is indeed multi-modal,
and that the individual peaks observed here will remain. This result has been pre-
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dicted theoretically in multiple studies. The first study [177] investigated the non-
collinear hole-mediated DNP process and showed that a bi-stable OH field prob-
ability distribution could result under strong optical excitation when the nuclear
Zeeman energy is negative. Additionally, this study showed that the nuclear spin
fluctuations are amplified at the edges of what is referred to in this thesis as the
“tracking” regime lineshapes, and the fluctuations are drastically reduced over the
tracking range. In another study, Onur et al [176] predicted that when the QD is
optically excited using CPT, holding both the pump and probe beam in the CPT
condition (|Epump−Eprobe| = ∆e) but red-detuned from the lambda system results in
a bi-modal OH field distribution as steady-state solutions for the non-linear system.
Performing this experiment again and varying the integration times for each probe
laser scan should reveal further information about the fluctuations of the OH field. A
more ideal solution is to use a higher finesse FP etalon that can scan at a much higher
rate, such a piezo-tunable FP, taking advantage of the high detection efficiency of the
single photon detecting nanowires to compare repeated fast FP scans for a fixed laser
excitation frequency. Additionally, sophisticated Ramsey fringe and spin echo studies
of the coupled electron-nuclear spin system [149] have extracted complex power spec-
tral densities of the nuclear spin noise, demonstrating that the OH field components
parallel to the electron spin quantization axis (in-plane magnetic field) are highly
non-Gaussian and are related strongly to the quadrupolar interaction.
5.5 Microscopic mechanisms leading to DNP in the electron-trion system
As has been described in the previous sections, the OH field operates as an internal
magnetic field that shifts the electron spin state splitting due to the portion of the
Fermi contact interaction Hamiltonian with spin components along the magnetic field
direction [143]. The components of the OH field which are perpendicular to the
external field rotate the electron spin quantization axis away from the external field,
rotating the optical selection rules of the trion system [145]. In fact, optical pumping
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of the electron ground state was first demonstrated in the Faraday geometry (magnetic
field along growth direction) by exploiting this rotation of selection rules due to
transverse OH fields; small transverse OH fields turn on previously forbidden cross
transitions, leading to spontaneous emission channels coupling the electron ground
states to one another via the optically excited trion [98, 169]. Although the relative
oscillator strength of the optical transition driven by the re-pumping/excitation lasers
may change due to the perpendicular components of the OH field, the experiment is
insensitive to resolving the optical polarization of the scattering. The polarization
analyzer system used to reject the co-polarized pump and probe excitation fields
has a fixed polarization axis for a given experiment that is chosen to maximize the
rejection of the beams (Chapter 3). Instead, the off-diagonal terms in the Fermi
contact interaction can be treated as electron-nuclear spin flip terms of the form
Hod ∝ (I+S− + I−S+), where I±,S± are the spin flip operators for the nuclear and
electron spins, respectively [143]. These terms open up the possibility of transfer
of angular momentum from the electron to the nuclear spin ensemble, and their
relative balance may be influenced by preferential optical excitation of one of the
trion transitions, as well as the coupling of the electron-trion system to the phonon
bath [193]. In fact, this term is implicated to be the main mechanism for nuclear spin
polarization in some QD systems, especially at magnetic fields smaller than the OH
field shift associated with the trion linewidth (∼ 80 mT) [92,145].
The relevance of the electron-nuclear Fermi contact interaction spin-flip terms is
investigated by tuning the electron spin polarization via the re-pumping/excitation
power ratio in the optical pumping regime. In principle, by changing the ratio of the
optical pumping rates between |±〉 states, the electron spin polarization is adjusted,
and therefore the rates of nuclear spin pumping are adjusted, resulting in a shift in
the OH field in response [143,214].
It can be shown [143] that an out-of-equilibrium electron spin polarization can lead
to a nuclear spin polarization through the electron-nuclear Fermi contact interaction





Ae,i(t)(Ii,+S− + Ii,−S+) (5.7)
where the hyperfine contact interaction term out front of the flip-flop terms is
a time-dependent term that takes on values between 0 and Ae,i when the QD is
unoccupied/occupied by the electron. This occupation is affected both by the co-
tunneling rates but also the optical excitation: in the electron-trion system, the trion
state is effectively unoccupied by the electron since the two electrons |T+〉 = |↑↓⇑〉,
for example, are in the spin-singlet form and do not interact with the nuclear spins.
It can be shown that the differential equation governing the time dependence of the
nuclear spin polarization is given by
d
dt
〈Iz〉 = − 1
T n1
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where Ae,i(t)Ae,i(t+ τ) is the correlation function of the time-dependent flip-flop
coupling, I0, S0 are the nuclear and electron equilibrium polarization, respectively, and
ωn, ωe are the nuclear and electron Zeeman splittings [143]. Thus, in the absence of
fast nuclear spin depolarization mechanisms as compared to the nuclear spin pumping
rate, the steady state nuclear spin polarization is proportional to the electron spin
polarization [195]. It was shown in Chapter 5 that the electron spin polarization
can be tuned with high fidelity by adjusting the pump-probe ratio; if the hyperfine
contact flip-flop term written above is relevant to the QD system under study, the
pump-probe ratio should provide an easily tunable experimental parameter to adjust
the nuclear spin polarization.
In the experiment, the re-pump is fixed on the |+〉 → |T+〉 transition and the
excitation on the |−〉 → |T−〉 transition, and the excitation:re-pump power ratio
is tuned between 1:2.5 to 22.5:2.5. Further, the intensity dependence of the Raman
scattering is measured as a function of this ratio and it is verified that this dependence
matches what is expected when the electron spin polarization tunes with the power
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Figure 5.15: Numerical and experimental results of Raman scattering pump and
probe power dependences. Top: Numerical results of the rate equations for the Raman
scattering intensity (blue) proportional to ρ22 and the electron spin polarization (red)
as a function of excitation power. Right: probe (excitation) power dependence at
selected pump powers. The Raman scattering intensity is measured at the |−〉 →
|T+〉 transition and the probe power (|−〉 → |T−〉) is scanned from 0-100 nW. Each
point is the average of ten one second photon count integrations, and the error bars
are standard deviations of each set of ten points.
ratio (in the absence of DNP). These results are supported by numerical density
matrix calculations using the rate equation approach [45]. A plot of the numerical
and experimental Raman scattering intensities is shown in Figure 5.15, proving that
the electron spin polarization can be tuned from positive to negative by tuning the
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pump-probe ratio.
The results of the power ratio dependence experiment are displayed in Figure
5.16. No discernible OH shift occurs as a function of the power ratio, and by ex-
tension the electron spin polarization. Additionally, no increase in the linewidth of
the Raman/Rayleigh scattering lines is measured, indicating no measurable change in
the nuclear spin fluctuations. In the absence of a more complex feedback mechanism
that would lock the OH field as the electron spin polarization is tuned, it is asserted
that this experiment rules out the electron-nuclear spin flip interaction as the pri-
mary mechanism for nuclear spin polarization observed in the 2D maps. This spin
flip channel is likely inhibited by the large energy mismatch between electron and
nuclear Zeeman energies, barring assisted electron-nuclear spin flip transitions result-
ing from interactions with the phonon bath, which are unlikely considering the 1LO
phonon energy is on the order of 37 meV [57], energy-mismatched from the average
electron splitting of 49 µeV. Additionally, the acoustic phonons are also unlikely to
take part in this process: a previous study measured the ratio of the acoustic phonon
side-band peak to the zero phonon line peak to be approximately 2 × 10−3 at 4.2
K [215], indicating that the acoustic phonons do not interact strongly with the QD at
low temperature. A more complex scheme may involve a change in the rates of spin
flip interactions as the excitation laser is detuned across the trion transitions; this
mechanism would not have been revealed by the fixed detuning re-pump/excitation
experiment described here. In fact, this experiment rules out any Hamiltonian term
that leads to a direct coupling between the electron spin polarization and the nuclear
spin polarization.
The next microscopic interaction under investigation, the heavy-hole light-hole
mixing term, is strongest for anisotropic QDs (Chapters 2 and 4). In such QDs,
the mixing of spatial wavefunctions of the optically excited holes in the valence band
turns on the dipole interaction due to the fact that the envelope wavefunction develops
significant projection along the growth axis [94, 150]. Even in the absence of HHLH
mixing, the hole-nuclear dipole interaction is still relevant, although considerably
weaker than the Fermi hyperfine contact interaction. These terms are discussed in
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Figure 5.16: Excitation/re-pump power ratio Raman scattering experiment. The
re-pump (excitation) is held on resonance with the |+〉 → |T+〉 (|−〉 → |T−〉) transi-
tion and the etalon detection energy is scanned across the four trion scattering lines
(Rayleigh and Raman). The excitation power is changed while the pump power is
held constant for a given spectrum, tuning the electron spin polarization across a
wide range. Left: The two mid-energy lines correspond to the Rayleigh scattering of
the excitation and re-pumping lasers. Poor polarization rejection of the two lasers
results in background subtraction artifacts at these lines, but does not affect the over-
all lineshape. Right: The electron spin state splitting is extracted from the emission
spectra (left figure) by lineshape fitting and measuring the Raman splitting, taking
the average of the re-pumping and excitation Raman splitting. The energy axes for
the figure on the right are chosen to match the axes of the emission-excitation energy
maps of Figures 5.11 and 5.13 for easy comparison.
detail in the DNP microscopic theory Chapter 4.
The HHLH mixing in the sample was measured by performing bias modulated
polarization sensitive reflectivity to measure the polarization selection rules (Figure
5.17). The linearly-polarized selection rules of the QD under investigation are rotated
away from the external magnetic field axis by no more than 2◦, which is within the
error of the measurement due to sample mounting uncertainty. By comparison, in a
previous study the HHLH mixing was measured to be 20◦, and therefore the DNP and
CPT nuclear spin narrowing phenomena observed there were reasonably attributed to
the hole-nuclear dipole interaction [85]. Thus, it is concluded that the HHLH-mixing
induced hole-nuclear dipole term is not relevant for the DNP-induced phenomena
observed here. This conclusion is supported further by the absence of any qualitative
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Figure 5.17: Polarization selection rules of the QD trion transitions measured by
polarization-sensitive lock-in reflectivity spectroscopy. Each curve is color-coded cor-
responding to its resonant electron-trion transition.
differences in the DNP response measured in the 2D maps when different heavy hole
states are probed for a given electron spin state. It is noted that the polarization-
dependent absorption curves displayed in Figure 5.17 do deviate from the expected
curve L(θ) = c(a2 + b2 − 2ab cos 2(θ + φ)), where θ, φ are the polarizer angle and
HHLH mixing angle, and the other parameters are fit parameters related to the HHLH
mixing terms [94]; the higher absorption portion of the curves is more rounded than
expected, and the lower portion of the curve is sharper. It is possible that DNP is
playing a role here; a number of studies have observed polarization-dependent DNP
non-linearities [106]. It is also possible that the optical electric field polarization does
not depend linearly on the half-wave plate angle. Nevertheless, the expected H and V
selection rules line up within 2◦ with the expected directions in the absence of HHLH
mixing.
One feasible mechanism for the generation of DNP in the QD system is the
electron-mediated quadrupole interaction, which plays a role in highly strained QDs
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fabricated using the Stranski-Krastanov growth technique [167]. As shown in Chap-
ter 4, nuclear spin charge distributions that possess non-spherical symmetry (nuclear
spin > 1/2), interact via their quadrupole moment with the non-zero electric field gra-
dients present in the strained crystal lattice of the self-assembled QD [143]. Mixing
terms between orthogonal nuclear spin projection operators are introduced, as well as
small energy shifts [167], which were treated using perturbation theory in Chapter 4,











Thus, nuclear spin polarization may be generated in the QD without flipping the elec-
tron spin, thereby opening up an energetically favorable polarizing channel compared
to the electron-nuclear Fermi contact hyperfine interaction. Additionally, the lack
of any dependence on the heavy-hole angular momentum projection of the qualita-
tive and quantitative features of the DNP phenomena observed in this particular QD
system point towards the role of an electron-mediated effect such as the quadrupole
interaction. However, the quadrupole interaction is not directly manifested via an op-
tically measurable quantity such as a selection rule polarization rotation in the HHLH
mixing case. Without resorting to optically-detected NMR techniques used to exam-
ine the atomistic quadrupolar structure of the system [216], the other microscopic
mechanisms discussed earlier are effectively ruled out as contributing significantly to
the DNP phenomena observed here. A model is developed in the next Chapter based
on the quadrupole Hamiltonian, proving that an electron-mediated DNP term may
reasonably explain the observed Raman shifts observed in these experiments using
physically appropriate model parameters.
5.6 Chapter summary
In summary, this chapter has presented observations of dynamic nuclear spin po-
larization in single QDs as measured using single-photon counting resonant excitation
CW pump-probe spectroscopy and Raman scattering. The single QD system under
study exhibits highly anomalous absorption/resonance fluorescence lineshapes, with
lineshapes that depend on which electron spin ground state is being optically probed.
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Two regimes are observed that are common to the co-tunneling and optical pumping
cases, and are found in both sample modulated reflectivity/scattering experiments
and are further investigated using a novel frequency-resolved Raman scattering tech-
nique: In one case the OH field tracks with the excitation frequency while in the other
case the OH field shifts to avoid a forbidden range as the excitation laser is brought
near the trion resonance. The dynamics of the observed DNP phenomena are found
to occur on timescales faster than 25 ms in the Raman scattering experiments, and
likely faster than 10 ms as inferred from the pump-probe scattering experiments.
An increase in OH field fluctuations is observed in the red Zeeman cases both in
co-tunneling and optical pumping. The electron-mediated quadrupole interaction is
implicated to be the main DNP-generating mechanism leading to non-linear coupling
between the electron-trion system and the nuclear spin ensemble.
CHAPTER 6
Modeling of DNP-induced Raman shifts
The two-dimensional excitation-detection energy maps, and their corresponding
line center fits, along with an extensive body of literature, both experimental and
theoretical work, discussed in Chapter 5 demonstrate that dynamic nuclear spin po-
larization (DNP) strongly perturbs the optically-coupled electron-trion system in a
highly non-linear manner with respect to experimental parameters including optical
excitation frequency, excitation power, laser frequency scan speed, laser polarization,
and external magnetic field strength [1, 57, 141, 158, 160]. These experiments reveal
directly the particular extent to which the laser detuning drives the electron spin
ground state splitting away from the expected value determined by the electron Zee-
man splitting in the external in-plane (Voigt geometry) magnetic field. Attempts at
explaining the non-linear phenomena observed in single QDs must include not only
the polarizing mechanism acting on the nuclei via the electron spin and the optical
excitation, but also the effect of the nuclear spin polarization’s back action on the
electron spin resonance (Overhauser field). A model based on the quadrupole in-
teraction discussed in Chapter 4 is developed below, and is shown to reproduce the
observed Raman shifts when physically reasonable parameters are used.
6.1 Introduction to DNP non-linear feedback
Although nuclear spin polarization effects in the solid state have been observed
starting with Lampel’s foundational work on 29Si in 1968, non-linear effects due to the
back-action of the nuclear spin polarization on the optically-generated spin carriers
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Figure 6.1: Schematic illustration of DNP non-linear feedback process in the QD
system. Light generates polarized spin carriers (excitons) via both resonant and non-
resonant excitation. The electron and hole polarize the nuclear spin ensemble, where
the specific polarizing mechanism depends on the sample structure. In turn, the
nuclear spin polarization acts back on the electron and hole spin splitting through
the OH field. Additionally, nuclear spin-flip processes occur leading to both internal
spin diffusion (spin-to-spin polarization transfer) and loss of polarization to the bulk
environment.
were discussed and investigated in much greater detail AlGaAs crystals in the late 70s
and early 80s [1, 217, 218]. These non-linear effects can be schematically represented
(Figure 6.1) and understood in the following manner.
First, an out-of-equilibrium nuclear spin polarization is generated in the sample
(bulk, quantum well, or QD) via a collection of optical orientation techniques, includ-
ing polarized optical excitation of degenerate semiconductor electronic transitions via
orthogonal selection rules, or the narrowband excitation of non-degenerate electronic
transitions split by an external magnetic field via the Zeeman interaction (Chapter
2). The transfer of angular momentum from optically-generated spin carriers to the
nuclei is fundamentally achieved by some form of the hyperfine interaction, although
it may require the presence of quadrupole strain fields (Chapter 4) or spin-orbit cou-
pling [219] to mix nuclear spin eigenstates. The amount of nuclear spin polarization
generated in the sample is strongly dependent on the optical excitation parameters.
It is noted that the process of the electron acting on the nuclei is sometimes referred
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to as a Knight field [192]; this is the effective magnetic field that the nucleus feels
due to the electron spin. One important feature of the Knight field in QDs is that
it is highly inhomogeneous due to the strong quantum confinement of the envelope
wavefunction of the electron. Thus, nuclei at the outer portions of the QD experience
a different Knight field than those at the inner portions [140].
Consequently, the nuclear spin polarization acts back on the electron spin reso-
nance via the Overhauser field, which arises from the hyperfine contact interaction.
In some cases, the OH field may not be strong enough (insignificant amount of nuclear
spin polarization generated due to fast nuclear spin relaxation, weak optical excita-
tion, or weak hyperfine coupling in the bulk) to shift the optical resonance condition
that is in turn driving the nuclear spin polarization. However, in the InAs QD system
operating at low temperature, the electron-nuclear hyperfine interaction strength is
large due to the strong confinement of spin carrier in the QD, and thus there exists
high electron probability density function at each lattice site as compared to the bulk.
Additionally, InAs QD optical resonances are narrow [108], and are easily shifted out
of resonance with the excitation laser by the OH field. Thus, the back-action may
act to decrease or increase the nuclear spin polarization rate. Non-linear phenomena
result, and the interplay of the different polarization and back-action mechanisms
depends very strongly on each mechanism’s relative strength, as well as nuclear spin
polarization decay that occurs due to thermalization and coupling to the bulk envi-
ronment.
Common features that are indicative of non-linear optical phenomena related to
DNP include
1. Hysteresis with respect to the scan direction of the laser [85, 142], external
magnetic magnetic scan direction [195], and optical polarization helicity [106].
2. Broadening and distortion of absorption/resonance fluorescence lineshapes [85,
142].
3. Laser scan time dependence: resonant excitation lineshapes become more dis-
torted as laser scan times increase [85,142].
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4. Stability/instability points: the coupled electron-nuclear system may display
instabilities with respect to the laser detuning or optical excitation power [177].
6.2 DNP non-linear feedback modeling
Multiple groups have attempted to model the interaction between the confined
electron-trion system in the QD, as well as exciton, and the constituent nuclear spins,
working to explain the reported “dragging” and “anti-dragging” lineshapes measured
in resonant absorption/fluorescence [85, 175, 177, 195, 220] as well as coherent popu-
lation trapping nuclear spin narrowing [176, 212, 221]. The model developed in this
thesis will be discussed in the context of previous modeling work.
The approach taken by Ho¨gele et al uses a stochastic numerical approach to
model the electron-trion system where the quadrupole interaction is assumed to be
the main DNP-generating mechanism [220]. The authors perform Schrieffer-Wolff
transformations (quasi-degenerate perturbation theory) on both the Hamiltonian,
which includes the optical coupling of the electron to the trion, and the Liouvillian
superoperator [222], which describes the spontaneous emission channels, arriving at
terms that result in nuclear spin polarization without the requisite electron spin flip
that is energy-forbidden at high fields (Chapter 4). This modeling effort success-
fully reproduces the dragging lineshapes observed in the experiments presented in
this thesis, but relies on multiple choices deemed arbitrary and without sufficient jus-
tification, including the addition of a spin-flip Raman scattering term that leads to
asymmetric forward and backward laser scan spectra, and a detuning dependence that
relies on the nuclear Zeeman energy En rather than the hyperfine coupling constant
Ae [220]. Nevertheless, the approach demonstrates using the Schrieffer-Wolff trans-
formation that a energy-conserving interaction leading to nuclear spin polarization
via the electron can possibly explain the non-linear DNP phenomena. Additionally,
that modeling approach relies on a change in the density of states of the final coupled
electron-nuclear system, a principle that will be used in the model developed for this
thesis.
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Another approach was taken by Xu et al [85], and elaborated on by Ladd et
al [184] to explain the dragging of the dark state dip in the coherent population
trapping configuration (shared excited state between the pump and probe lasers) in a
QD with a large amount of heavy-hole light-hole mixing (HHLH mixing). This model
relies on the HHLH mixing to allow for coupling of the optically excited trion, and
therefore the hole, to the nuclear spins, polarizing the nuclei without a simultaneous
hole or electron spin flip [150]. This mechanism depends on the optical excitation
of the trion/exciton state, and therefore can be turned off in the absence of laser
excitation [136], allowing for versatile control of the nuclear spin polarization. This
modeling effort also successfully reproduces the dragging of the dark state dip, and the
characteristic hysteresis and laser scan speed dependence observed in the experiments.
However, the authors’ usage of Fermi’s Golden Rule may not be valid, and will be
discussed in detail futher below. Additionally, Yang and Sham [177] have taken issue
with the inability of the theory to produce a preferential nuclear spin-flip direction
which would establish a steady state nuclear field, leading to their assertion that most
of the theoretical work performed by Xu et al [85] is invalid. Nevertheless, the model
developed in this thesis adapts a similar approach using the Fermi’s Golden Rule,
relying more rigorously on a change in the density of states before and after a nuclear
spin flip.
A model is developed below to explain and fit the anomalous Raman shifts that
are posited to be caused by DNP discussed in the previous sections of this chapter.
The Hamiltonian for the model is as follows












where Hopt, EQ,j, Ae,j, θj, En,j are the optical coupling Hamiltonian between the
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electron and trion, the quadrupole interaction energy, the hyperfine contact inter-
action strength, the principal axis deviation angle from the growth axis zˆ, and the
nuclear Zeeman interaction energy, respectively, where each term can be found dis-
cussed in more detail in Chapter 4. The nuclear Zeeman Hamiltonian has been left out
this expression due to its small contribution relative to the other Hamiltonian terms
(Table 6.1). The last term in the Hamiltonian is the electron-mediated quadrupole in-
teraction that allows for nuclear spin polarization without a spontaneous electron spin
flip, where the interaction strength constant AQ,j was derived using the Schrieffer-
Wolff transformation in Chapter 4. This term is used as the perturbation term that
drives transitions between coupled electron-nuclear spin states |e〉∏j |Ij〉, where the
transition rates are evaluated below using Fermi’s Golden Rule. Referencing the ex-
pression for this interaction strength, a few physical insights become clear. First, the
interaction strength depends on the quadrupole strain present in the QD: stronger
biaxial strain leads to a larger angle θj as well as a larger quadrupole interaction
strength EQ,j, while the overall interaction strength drops as the external magnetic
field increases due to the nuclear Zeeman energy dependence in the denominator. As
the magnetic field increases, nuclear spin flips eventually become energetically forbid-
den as they can not be compensated for thermally or by energy uncertainties due to
spontaneous emission.
The quadrupole term induces transitions between states |e〉∏j |Ij〉 → |e〉∏j |Ij ± 1〉;
this change in nuclear spin polarization in turn changes the OH field acting on the
electron spin, which leads to a non-linear feedback loop. The transition rates between
these states are determined using Fermi’s Golden Rule. Recall that the probability
of a transition between eigenstates |m〉 → |n〉 of H0 induced by the perturbation
Hamiltonian Wˆ (t) is given by









nm is the first-order time-dependent perturbation theory result for the
state amplitude of |n〉 and ωnm = (En − Em)/~ [155]. From this result, a transition
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DNP modeling constants
Hyperfine constant Ae 53 µeV
Quadrupole coupling Eq 41 neV
Average principal axis angle θ 35◦
Nuclear Zeeman energy En 75 neV
Nuclear spin decay rate Γd 35 Hz
Radiative relaxation rate 1.4 µeV
Number of nuclear spins N 5 ×104
Laser step time ∆t 50 ms
Table 6.1: Dynamic nuclear spin polarization modeling constants. These constants
are held fixed for all Raman shift fits, for both the co-tunneling and optical pumping
datasets with one and two excitation fields.
rate between an initial state and a continuum of final states described by a density










| 〈n|W |m〉 |2ρ(En)
(6.4)
where ρ(En) is the density of final states within a unit interval dEn, and the density
of states has units of inverse energy [155]. A key point to be made with respect to
the Golden Rule described here is that the transition rate P˜mn describes transitions
between eigenstates of H0. However, in the theoretical work performed by Xu et al
described above [85], the Golden Rule is used to calculate transition rates between
state vectors that describe the full wavefunction rather than eigenstates, ie. between
|ψi,f〉 = c+,(i,f) |+〉 + c−,(i,f) |−〉 + ct,(i,f) |t〉, where |+〉 , |−〉 , |t〉 are the eigenstates of
H0 describing the three-level lambda system of the electron and trion system. That
approach is not taken here, and the Golden Rule is used rigorously.
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The transition rates for flipping a nuclear spin up or down are then calculated.
Plugging in the perturbation Hamiltonian to the Golden Rule results in (setting ~ = 1,
which means that all rates have units of inverse energy)
R±,j = 2pi















A2Q,j(J ±mj)(J ∓mj + 1)ρ(Ef,±)
(6.5)
where J,mj are the angular momentum and angular momentum projection quan-
tum numbers associated with the j-th nucleus, and ρ(Ef,±) is the density of states
of the coupled system after a nuclear spin has flipped up or down. The crux of the
nuclear spin physics is found in two aspects of the result above, first in the coeffi-
cients out front of the density of states, and the density of states itself. The density
of states contains the inherent optical non-linearity of the system. More explicitly,
the final states of the system are |+/−〉 |Ij ± 1〉
∏
k 6=j |Ik〉; thus, the density of states
can depend on the exact nature of how the nuclear spin flip affects the electron spin
resonance. Neglecting thermal populations of the nuclear spin ensemble and assum-
ing that the nuclear Zeeman energies are considerably smaller than the energy shift
induced on the electron spin splitting by the OH field (Table 6.1), the density of final
states can be written in terms of the electron spin population under laser excitation
derived using the optical rate equations [45] with a new effective detuning determined
by the OH field shift due to the nuclear spin flip. The density of final states will be
defined using the rate equation result [45] for the two-level system, with the ground
state equal to the electron spin state |+/−〉 and the excited state equal to one of the













where δ = ωlaser − (ω0− ωe) is the laser detuning on the electron-trion transition,
and β = Ω0/γ2 is the Rabi frequency normalized by the radiative decay rate γ2. The
nuclear spin flip affects the density of states differently depending on whether the
optical transition corresponding to the |+〉 state (red Zeeman transition) or the |−〉
state (blue Zeeman transition) is being driven. Specifically, the optical detunings for
the red and blue Zeeman transitions are given by



















jmj is the net nuclear spin polarization, and the detuning takes
into account the initial state OH field as well as the change in the OH field due to
the single nuclear spin flip. Thus, it becomes clear that optical excitation of the blue
and red Zeeman transitions may potentially lead to very different non-linear DNP
behavior due to the difference in the sign of the new detuning term, as verified by the
differences between the experimental Raman shifts of the red and blue transitions.
One can derive a non-linear differential equation by summing up the flip up and
flip down rates over the entire nuclear spin ensemble (or summing up over the initial
states) and using the definition of the nuclear spin polarization in terms of the angular















(J2 −m2j + J −mj)A2Q,jρelec(mj → mj − 1)− γd 〈Ix〉
= αbA˜2Q(ρelec(mj → mj + 1)− ρelec(mj → mj − 1))





2 −m2j + J), b = pi2γ2 , and A˜Q is the quadrupole interaction term
avearged over the entire nuclear spin ensemble. Thus, there are three terms in the
non-linear differential equation derived above. The first term in the last equality of
Equation 6.8 is given by the difference in the density of states for a nuclear spin flip
up versus down. The second term is related to the overall density of states since it is a
sum of the spin flip up and down results, multiplied by the nuclear spin polarization.
Since the nuclear spin polarizations measured experimentally are typically less than
10%, especially in this experiment, the second term will be neglected in this model.
The third term is the nuclear spin polarization decay rate, whether related to simple
nuclear spin relaxation or diffusion out into the environment.
The first term in the non-linear differential equation can be described as the
primary feedback mechanism that introduces the non-linearity into the system. The
density of states is itself a function of the nuclear spin polarization 〈Ix〉 as carried
in the optical detuning. The feedback function is plotted in Figure 6.2, where the
nuclear spin polarization has been taken to zero.
As the laser is scanned from red to blue, the feedback strength becomes strongly
negative on the red side of the transition. This negative feedback term leads to a
decreasing OH field, as opposed to the blue side of the transition for which the OH field
is increasing in time until saturating at a constant value determined by the nuclear
spin decay rate and optical excitation strength, as will be shown in more detail later.
If the laser is held on resonance (δ = 0), in the presence of nuclear spin fluctuations
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Figure 6.2: Feedback function from first term of Equation 6.8 given by the difference
between the density of states for spin flip-up versus spin-down (red), imposed on
the trion population dependence (blue). The feedback function has anti-symmetric
dependence with respect to the detuning, resulting in locking of the resonance or
pushing of the resonance depending on whether the optical resonance is part of the
red or blue Zeeman transitions. Parameters are the same as given in Table 6.1, with
β = 0.1.
that are a distinct phenomenon from the DNP shifts observed here, the feedback
mechanism plotted here could act either as a restorative force, bringing the transition
back into resonance with the laser, or as a destabilizing force, depending on whether
the red or blue Zeeman transitions are being driven [85, 154, 176, 221]. If the laser is
in resonance with the blue Zeeman transition, a nuclear spin flip 〈Ix〉 → 〈Ix〉+1 leads
to a larger OH field, which shifts the transition to a higher energy. Thus, the laser is
now red-detuned, resulting in negative value of the feedback function, decreasing the
OH field back to its original state. However, the opposite is true for the red Zeeman
transitions: an increase in the OH field shifts the transition to a lower energy, resulting
in a positive feedback function result, driving the OH field further out of resonance
with the laser.
The non-linear differential equation can be used to effectively model the Raman
shifts reported in this thesis which have been measured by scanning a laser across the
electron-trion optical resonances. The results of these experiments depend strongly
on the laser excitation power and laser scan time. The physics of these scan time
dependences become more evident by examining the build-up times of the nuclear spin
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polarization by solving the non-linear equation in Equation 6.8. Figure 6.3 displays
the numerical solutions of the non-linear equation for the OH field as a function of
time, with the initial nuclear spin polarization set to zero, for a fixed laser detuning
of -0.1 µeV on the blue Zeeman transition, for varying excitation powers, with the
nuclear spin polarization decay rate equal to 35 Hz (1/(35 Hz) = 29 ms).
Figure 6.3: OH field build-up times and steady-state values. Left: The non-linear
differential equation for the nuclear spin polarization is solved numerically for varying
optical excitation strengths β(normalized by the radiative relaxation rate γ2), using
the parameters detailed in Table 6.1, for a laser detuning of -0.1 µeV, operating
on the blue Zeeman transition. The dark dashed line at 0.05 seconds indicates the
time at which the nuclear spin polarization is evaluated for the laser scan simulations
performed later in the section. Right: Steady-state OH field as a function of the
optical excitation strength.
Key features of the OH field build-up include:
1. The steady-state value of the OH field increases as the excitation strength in-
creases, peaking at approximately 0.2γ2, and decaying to zero as the optical
transition saturates.
2. The time required to evolve to the steady-state value for a given excitation
strength decreases with increasing excitation strength.
Thus, a weaker excitation field is less likely to perturb the nuclear spin ensemble,
leading to smaller Raman shifts and absorption lineshapes that deviate less from the
DNP-free predicted lineshape. On the opposite end of the spectrum, scanning the
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laser slowly and using an optical excitation strength leading to the maximal OH field
build-up (Figure 6.3, right) will maximally distort the absorption lineshape and lead
to considerable anomalous Raman shifts, as observed in the experiments reported
in this thesis. Additionally, the OH field build-up time is in order of magnitude
agreement with the nuclear spin polarization times of 7 ms and 12 ms measured by
Sun et al [136].
The Raman shifts reported here are fit using the model described above. The
procedure for numerical fitting is as follows: the initial OH field is set to zero. The
initial laser detuning is set equal to the experimental value at the red or blue edge
of the scan, depending on whether the laser scan frequency increased or decreased in
time, respectively. The new OH field is determined by evaluating the non-linear dif-
ferential equation (Equation 6.8) at the experimental laser step time (approximately
50 ms), not necessarily equal to the steady-state value as t→∞. The laser detuning
is stepped by ∆E and the OH field result from the previous value is used as the initial
condition for solving the differential equation at the new detuning. For the two exci-
tation field case (optical pumping), the electron population term is replaced with the
specific electron spin term (|+〉 or |−〉) that the probe laser is scanned over, and the
rate equations are solved for the pump/probe configuration in which the two fields
do not share an excited state and off-resonant driving is not included. The details of
pump/probe ratio effects on the DNP non-linearities are not discussed here, since the
overall qualitative results are the same when comparing the one and two excitation
field cases.
Highly distorted absorption lineshapes and Raman spectra that deviate consider-
ably from the expected DNP-free behavior can be understood as the electron-nuclear
system having approximately reached the steady-state within the laser frequency
step time. Thus, nuclear spin polarization build-up times can be determined within
an order of magnitude by a simple variation of the laser step time. Non-linearities
such as hysteresis and broadening only become evident at long wait times relative
to the build-up time, as seen in Figure 6.4 which displays the predicted absorption
lineshapes for both the red and blue Zeeman transitions, comparing short and long
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Figure 6.4: Absorption lineshapes comparing short and fast laser scan times. Solid
(dashed) lines correspond to a laser step time of 400 ms (10 µs). Forward (backward)
laser scans are denoted in blue (red). For the red Zeeman transitions (left), the
scanning laser pushes the resonance away in the direction of the laser scan. For the
blue Zeeman transitions (right), the tracking of the resonance with the laser in both
directions becomes evident at long waiting times.
waiting times. Thus, for very fast laser scan times compared to the nuclear spin polar-
ization build-up time, the optical resonance is effectively decoupled from the nuclear
spin ensemble due to the lack of nuclear spin polarization build-up. In the case of the
red Zeeman transitions, at long waiting times (400 ms), the absorption maximum is
pushed away from the resonance in the absence of DNP in the direction of the laser
scan by approximately 1 µeV before dropping off considerably. In the blue Zeeman
transition case, the OH field brings the transition into resonance with the scanning
laser, peaking the absorption over a wide range (4 µeV), exhibiting hysteresis at the
edges of the broadened absorption range.
The Raman spectra fits are displayed in Figure 6.5 for the co-tunneling, single
excitation field case with the resulting fit parameters in Table 6.2, along with the
optical pumping fits in Figure 6.6 and the resulting fit parameters in Table 6.3. In
the co-tunneling cases, the red Zeeman Raman spectra modeling matches the observed
hysteresis centered around where the bare optical resonance would be observed. A
key feature that is reproduced by the model is the “snapping” that occurs around
the hysteresis range: the OH field increases abruptly from its lowest to highest value
over a laser scanning range of ∼50 neV. The asymmetry of the Raman spectra are
181
also predicted with reasonably close fit parameters that match those measured during
the experiment including the excitation power. Likewise, the blue Zeeman transition
Raman spectra are reproduced, albeit by changing the feedback coefficient sign from
positive to negative. The slope of the nearly-linear Raman spectra dependence in
the tracking portion of the laser scan is reproduced very closely with the same fit
parameters as in the red Zeeman case with slight changes in the excitation power
that vary acceptably due to sample mis-alignment from day to day. Additionally, the
tracking widths of the blue Zeeman transitions is reproduced in excellent agreement
with the model.
However, the optical pumping fits, although reproducing the magnitude of OH
field shifts in both the red and blue cases, do not model the blue Zeeman transitions
as well. The OH fields measured experimentally exhibit only a small amount of hys-
teresis at the edges of the tracking range with large OH field shifts overall, compared
to the modeling results which exhibit considerably more hysteresis while generally
reproducing the overall OH field magnitude when both the forward and backward
scans are considered together. Additionally, the red Zeeman models do not fit as well
in the hysteretic range, again predicting hysteresis ranges (difference between forward
and backward scans) larger than observed in the experiment. Nevertheless, the gen-
eral qualitative features of the Raman spectrum are present in the optical pumping
calculations, and the overall OH field magnitudes are reproduced within reasonable
agreement.
It is very important to note that an arbitrary sign flip has been made between
modeling the blue and red Zeeman transition scans in order to reproduce the proper
qualitative response differences between the two cases, while keeping the magnitude
of the fitting constants relatively the same (See Tables6.2 and 6.3). As far as the
author is aware, this arbitrary sign flip has no known physical justification. Ideally
the sign flip would arise naturally out of the Hamiltonian, and considerable effort
was taken to accomplish this, with no success. The author also notes that this
arbitrary sign flip is also taken in the published literature without much justification
[177,194]. In one case, the sign of the hyperfine constant is flipped, and in the other
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case the sign of the nuclear Zeeman energy is flipped, and no justification is made
in either case. Thus, the problem of non-linear feedback due to DNP in the QD
system still needs theoretical clarification. Nevertheless, reasonable fit parameters
are utilized in this thesis, implying that the quadrupolar mechanism (and likely other
mechanisms including the HHLH-mixing mechanism depending on QD morphology)
may be consistent with explaining the phenomena observed here.
There are multiple reasons for the deviation of the optical pumping models from
the experimental results. First, the lineshape fits are performed manually by hand;
the interplay of the nuclear spin decay rate, pump and probe excitation powers, and
pump detuning in the non-linear differential equation lead to non-intuitive results for
the Raman spectra fit and thus would better be performed by a fitting algorithm.
However, there is not an analytical solution to the Raman spectra resulting from the
non-linear differential equation, and therefore the numerical laser scanning process
described above is not easily amenable to non-linear least-squares fitting.
Beyond the problems associated with fitting, there are two fundamental improve-
ments that can be made to the model. First, in the two excitation field case, the effect
of the pump on the DNP pumping rates as calculated for the probe using Fermi’s
Golden Rule has only been incorporated into the rate equation result for the electron
spin population. In fact, the pump may also contribute directly to DNP pumping
rates via optical excitation, and these terms should be incorporated into the non-linear
differential equation via application of Fermi’s Golden Rule. The incorporation of the
additional pump DNP rate may explain why it is necessary to increase the DNP feed-
back constant α from 40 in the co-tunneling case to 60 and 90 in the red and blue
Zeeman optical pumping cases, respectively. Additionally, the occupation (or filling)
factor is often times considered in the DNP modeling process [57, 142, 143, 212]: this
factor describes the percentage of experimental that the electron spends in the QD.
In the limit of rapid tunneling between the Fermi reservoir and the QD, this filling
factor function can contribute to electron Zeeman level broadening, significantly mod-
ifying the DNP response [169]. In this experiment, the electron is expected to spend
a larger fraction of time undisturbed in the QD in the optical pumping regime versus
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Figure 6.5: Modeling fits of the Raman spectra for the co-tunneling cases. Optical
excitation of: (first panel) |+〉 → |T−〉, (second panel) |+〉 → |T+〉, (third panel)
|−〉 → |T+〉, (fourth panel) |−〉 → |T−〉. The red dots are the measured Raman
spectra data and the blue solid lines are the non-linear fits. The detuning is mea-
sured from where the optical resonance is expected in the absence of DNP. Fitting
parameters are found in Table 6.2. Black arrows indicate direction of laser scan.
co-tunneling, possibly accounting for the increase in the feedback parameter α.
Second, no attempt at modeling the nuclear spin fluctuations and how they are
affected by optical pumping of the nuclear spin polarization has been made here. It




Configuration: (+;T-),F (+;T-),B (+;T+),F (+;T+),B
α 40 40 40 40
β1 = Ω1/γ2 0.28 0.28 0.21 0.22
k shift (cm−1) 10573.7125 10573.7111 10574.013 10574.014
∆OH shift (µeV) -0.4 -0.9 -0.2 -0.4
Blue Zeeman transitions
Configuration: (-,T+),F (-,T+),B (-,T-),F (-,T-),B
α -40 -40 -40 -40
β1 = Ω1/γ2 0.35 0.39 0.32 0.31
k shift (cm−1) 10574.423 10574.4215 10574.1099 10574.1041
∆OH shift (µeV) -0.7 0.1 0.2 0.25
Table 6.2: DNP modeling fit parameters for the co-tunneling single excitation field
cases, separated into red and blue Zeeman transitions.α, β1, k shift, and ∆OH shift are
the feedback strength, optical Rabi frequency (normalized by the radiative relaxation
rate), the bare optical resonance wavenumber (cm−1), and an offset used to shift the
Raman spectra, where the offset is much smaller than the overall Overhauser field
shift. The notation used to denote the optical excitation configuration is given by
(a; b), c, where a is the ground state |+/−〉, b is the optically excited state |T + /T−〉,
and c is the laser scan direction, which can have increasing(decreasing) frequency
(F)(B).
tuations can be tamed via coherent population trapping (CPT), but the effects of
resonant excitation outside of the CPT condition are not yet understood. Neverthe-
less, a significantly narrowed nuclear spin ensemble may drastically affect the extent
to which the Raman spectra are distorted, possibly explaining the deviation of the
simple model developed in this thesis from the experimental optical pumping results.
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Figure 6.6: Modeling fits of the Raman spectra for the optical pumping cases.
Pump-(probe) excitation of (first panel): |−〉 → |T+〉(|+〉 → |T−〉), (second panel):
|−〉 → |T−〉(|+〉 → |T+〉), (third panel): |+〉 → |T−〉(|−〉 → |T+〉), (fourth panel):
|+〉 → |T+〉(|−〉 → |T−〉). Raman spectra fits can be found in Table 6.3. Black
arrows indicate direction of laser scan.
One particular theoretical framework [175, 177] utilizes the quantum Liouville equa-
tion and applies an adiabatic transformation, similar to that of the Schrieffer-Wolff
method used by Issler et al, to derive a model that does predict the noise features of the




Configuration: (+;T-, -;T+),F (+;T-, -;T+),B (+;T+, -;T-),F (+;T+, -;T-),B
α 40 40 40 40
β1 = Ω1/γ2 0.208 0.21 0.175 0.15
β2 = Ω2/γ2 0.541 0.546 0.455 0.39
δ2 0 0 0 -1
k shift (cm−1) 10573.957 10573.957 10574.262 10574.275
∆OH shift (µeV) 0.435 0.25 -0.1 -0.3
Blue Zeeman transitions
Configuration: (-;T+, +;T-),F (-;T+, +;T-),B (-;T-, +;T+),F (-;T-, +;T+),B
α -90 -90 -60 -60
β1 = Ω1/γ2 0.333 0.333 0.243 0.243
β2 = Ω2/γ2 0.932 0.932 0.797 0.797
δ2 -1/3 -1/3 0 0
k shift (cm−1) 10574.663 10574.658 10574.356 10574.356
∆OH shift (µeV) -0.25 -1.5 0.21 0.21
Table 6.3: DNP modeling fit parameters for the optical pumping two-field excitation
cases, separated into red and blue Zeeman transitions.α, β1, β2, δ2, k shift, and ∆OH
shift are the feedback strength, optical Rabi frequencies for fields 1 and 2 (normalized
by the radiative relaxation rate), the detuning of field 2 from the bare resonance, the
bare optical resonance wavenumber (cm−1), and an offset used to shift the Raman
spectra, where the offset is much smaller than the overall Overhauser field shift. The
notation used to denote the optical excitation configuration is given by (a; b, c; d), e,
where a is the ground state |+/−〉 driven by the probe, b is the optically excited state
|T + /T−〉 coupled to the probe, c is the ground state |+/−〉 driven by the pump,
d is the optically excited state |T + /T−〉 coupled to the pump, and e is the probe
laser scan direction, which can have increasing(decreasing) frequency (F)(B).
for the electron, trion, and nuclei based off of considerations of time scales: nuclear
spin polarization and dephasing occur on much longer time scales than hole/electron
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fluctuations caused by optical excitation and spontaneous emission. The model ar-
rives at absorption lineshapes that are strikingly similar to those reported in this
thesis. Additionally, the theory predicts increased nuclear spin fluctuations at the
edges of the blue Zeeman transitions (verified in this thesis), but predicts a narrowed
ensemble in the red Zeeman cases, which are in contradiction to the experimental ev-
idence provided here. The theory arrives at these results by changing the sign of the
nuclear Zeeman energy (without physical justification) between the two cases (blue
and red Zeeman) and depends on virtual excitation of the hole state. It is possible
that the quantum Liouville method approached in that report may be adapted to
explain the Raman shifts and fluctuations observed in this QD system by application
to the quadrupole Hamiltonian.
6.3 Chapter summary
This chapter describes modeling efforts taken to reproduce the DNP-induced Ra-
man shifts reported in Chapter 5 using the quadrupole Hamiltonian. Previously
developed models are discussed, and aspects of two specific models are adapted to
explain the single QD data reported here. Reasonable parameters for quadrupolar
shifts, hyperfine constants, nuclear Zeeman splittings, and optical excitation strengths
result in acceptable fits for the Raman line center fits in the co-tunneling and optical
pumping cases, although an arbitrary sign flip of the feedback strength is required
when switching from the red to blue Zeeman transitions. Thus, it is argued that
the electron-nuclear coupling brought about by the quadrupole interaction present in
the strained QD system may viably explain the non-linear DNP phenomena observed
in this QD system, especially in the absence of strong HHLH-mixing and spin-orbit
coupling.
CHAPTER 7
Time-domain studies of dynamic nuclear spin polarization in single
quantum dots
7.1 Introduction
While the previous chapters of this thesis have detailed experiments involving the
continuous-wave (CW) excitation of the QD electron-trion system using pump-probe
spectroscopy, this chapter will cover time-domain studies, or pulsed excitation of the
QD system. The first section reviews previous literature on time-domain experiments,
with a focus on pulsed optical pumping for the purposes of electron spin initialization,
and ultrafast coherent control of the electron spin qubit. The theory behind detuned
two-photon Raman rotation pulses is introduced. Two-pulse sequences known as
Ramsey fringes which, in principle, allow for the determination of the electron spin
inhomogeneous broadening (T∗2) are introduced, along with the experimental setup
used in the following experiments. The expected form of the Ramsey fringe pulse de-
lay dependence in the presence of quasi-static environmental fluctuations is derived.
Power-dependent Rabi oscillations of the probe scattering as a function of the Raman
rotation pulse are demonstrated; in some cases, the probe scattering exhibits hystere-
sis with respect to the pulse power in the vicinity of the pi pulse range, indicating DNP
effects. Furthermore, Ramsey fringes are shown to be strongly distorted for external
in-plane magnetic fields ranging from 2 to 5 Tesla, with a qualitative distortion that
depends on which electron spin state is probed. The electron spin state splittings
extracted from the Ramsey fringes are broadened beyond the result expected in the
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presence of quasi-static OH field broadening with increasing broadening as a function
of external magnetic field, and the measured state splitting deviates from the splitting
measured at co-tunneling, implying the presence of baseline OH fields during pulsed
excitation. Two EOM-pulsed narrowband fields are used in the coherent population
trapping configuration to attempt to narrow the nuclear spin ensemble as measured
using the Ramsey fringe technique. A reduction in the FWHM of the electron spin
resonance analyzed using a Fourier transform of the Ramsey fringe signal for the 5
ms 70% duty cycle DNP pumping case is observed: the FWHM is reduced by (19.8
± 2.0)%, indicating a narrowing of the OH field via CPT of the electron spin. This
reduction in the OH field distribution is also correlated with a (561 ± 62) MHz blue
shift of the electron spin resonance from the CPT-OFF to CPT-ON case, bringing the
electron spin resonance frequency closer to the frequency measured at co-tunneling
where the nuclear spin polarization is expected to be negligible. Thus, the effect of
CPT pumping at timescales on the order of 5 ms is observed to be a narrowing of
the OH field distribution accompanied by a depolarization of the net nuclear spin
polarization.
An additional novel class of experiments is performed using EOM-pulsed pump-
probe excitation. These experiments demonstrate that even under very weak probe
excitation, where the electron spin population resides almost entirely in the |+〉 or |−〉
state during the experiment, the underlying OH field is unstable with respect to the
probe laser frequency after sufficiently long pump-probe delays. Pump-probe exper-
iments are performed for repetition periods ranging from 100 ns to 3 µs. A possible
implication of these experiments is that the time-averaged electron spin polarization
plays a significant role in DNP phenomena in the time-domain, as opposed to the
absolute pump-probe delay at timescales less than 3 µs.
7.2 Review of coherent control
Quantum information and quantum computation applications require exquisite
preparation and control of the quantum state of the qubit system and protection from
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the environment [223]. The electron spin qubit has been examined extensively as a
high performance qubit. Two major milestones have been achieved in the InAs/GaAs
QD electron qubit system: high fidelity initialization of the electron spin qubit into a
pure state via optical pumping [58, 98], and ultrafast control of the quantum super-
position state of the two electron spin states [59, 60,86,149,180–183,224–226].
Initialization of the electron spin qubit to a pure state of either |+〉 or |−〉 is
achieved via optical pumping of one of the electron-trion optical transitions, as de-
tailed in Chapter 3. When the QD diode structure is configured to bias the QD
into a region of charge stability in which the electron is confined to the QD for at
least 1 µs, a single optical field brought into resonance with one of the trion transi-
tions will rapidly optically pump the electron spin into the non-driven electron spin
state [58]. The initialization fidelity of this scheme depends on a number of param-
eters, including the magnetic field strength, spin-orbit coupling leading to mixing of
the ground states, the optical Rabi frequency, the spontaneous emission rate, and the
co-tunneling rate which leads to electron spin state thermalization [58]. Nevertheless,
in the in-plane magnetic field configuration, (98.9 ± 0.4)% spin state preparation
efficiency was achieved using CW excitation; in this thesis, at least 96.7% prepara-
tion efficiency is achieved under EOM pulsed excitation. High pumping efficiency
can be achieved within less than 5 nanoseconds using reasonable optical Rabi fre-
quencies and external magnetic fields. Additionally, preparation of the electron spin
qubit state may be achieved in the out-of-plane magnetic field configuration in which
the field is parallel to the growth direction of the QD by taking advantage of OH
field fluctuations which enable forbidden cross transitions leading to optical pumping
times on the order of microseconds [98]. Optical pumping of the electron spin qubit
is now routinely performed before coherent control techniques are utilized in order to
improve fringe contrast.
A coherent superposition of the electron spin states may be generated using pulsed
excitation. Berezovsky et al first reported [224] on a pi pulse rotation, or full pop-
ulation inversion, of a single electron spin qubit in a QD system measured using
time-resolved Kerr rotation. This report was followed by higher fidelity schemes that
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utilized ultrafast picosecond detuned two-photon Raman pulses (discussed in detail in
Section 7.3.1), demonstrating coherent control of the electron spin qubit as a function
of the detuned pulse rotation power [86]. This rotation pulse scheme was used to fo-
cus the electron spin precession frequencies of an ensemble of QD electron spins [181];
electron spin frequencies and the coupled nuclear spin ensemble were focused into
specific frequencies that became synchronized with the repetition rate of the pulsed
rotation laser. Interestingly, a spin echo [227] was observed in that experiment; at
a delay time 2t12 where t12 is the delay time between a pi/2 and pi pulse, a revived
echo is observed, at which time the inhomogeneities of the electron spin frequencies
for different QDs in the ensemble are eliminated due to the pi inversion pulse. The
coherent control pulse sequences described above are used as high resolution spectro-
scopic tools; in one study [60], fast spin rotations were used to determine the electron
and heavy-hole spin precession frequencies, as well as the trion spontaneous emission
rate. It is also possible to impart fast geometric phases on the electron spin qubit
via the resonant excitation of one of the electron-trion transitions using a quasi-CW
beam [60]. Summary of these early coherent control experiments shows that dephas-
ing times are on the order of 1-2 ns, and report on strong distortion of coherent
oscillations due to electron-nuclear interactions.
Having demonstrated ultrafast (2-3 ps) rotation pulses acting on the electron
spin qubit, more advanced pulsed schemes were developed to extract spectroscopic
information about the QD electron-trion system. The spin echo was first observed on
a single QD containing a confined electron [225], demonstrating a transverse decay
time T2 of 2.6 µs at high magnetic fields of 7 T, revealing that the electron spin qubit
may prove to be a useful candidate for a high-performance qubit. Inexplicably, the
particular QD electron system studied in that report did not demonstrate distortion
of the fringes due to DNP electron-nuclear spin interactions. Relatedly, coherent
control of the QD-confined hole spin qubit was demonstrated [180,226] at around the
same time, revealing a T2 time of around 1.1 µs, achieving longer dephasing times
more consistently than the electron spin qubit, which is typically dephased due to
DNP effects. However, it was later demonstrated that the hole spin qubit does indeed
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directly interact with the nuclear spin bath; DNP modulation of Ramsey fringe and
spin echo fringes was demonstrated [182], revealing that the OH field does act directly
on the hole spin, albeit with reduced interaction strength compared to the electron.
A very thorough study was performed on the electron spin qubit in which multiple
coherent control techniques were combined with sophisticated optical pumping to
reveal the intrinsic dephasing time T2 of the electron spin in the presence of DNP
effects [149]. In that report, an explicit attempt was made to ameliorate nuclear
spin polarization build-up by the utilization of an alternating electron spin pumping
technique; alternating experimental shots initialized the |+〉 and |−〉 states, leading
to no net electron spin polarization, and therefore no net nuclear spin polarization
build-up. DNP distortion of the Ramsey fringe, which typically leads to a total
obfuscation of the fringes within 700 ps, was completely eliminated by this technique,
revealing an T∗2 time due to inhomogeneous broadening of the single electron spin
equal to 1.93 ns. From this study, an OH field distribution width of 33 mT was
extracted. Furthermore, the study utilized this alternating optical pumping sequence
in combination with spin echo as a very sensitive spectroscopic probe of the underlying
quadrupole-strained nuclear bath, demonstrating dephasing of the electron spin qubit
due to both parallel and transverse OH field components.
Coherent control techniques in the QD system are approaching a level of ma-
turity paralleled by few other quantum systems. For instance, dynamical decou-
pling [228–230] was achieved [183] on the hole spin qubit, demonstrating that the
coherence time of the qubit could be extended to 4 ± 0.2 µs using a 9 pulse dynamical
decoupling pulse scheme. The dynamical decoupling pulse scheme consists of multiple
pi pulses, which can be shown using a window filter formalism [231] to eliminate higher
frequency correlated noise with an increasing number of rotation pulses. Spin echo,
being the most basic dynamical decoupling scheme, and higher-order dynamical de-
coupling pulse trains, suppress the effects of correlated (for example, non-Markovian)
noise [230]. This study revealed that the hole qubit is indeed still affected by the
nuclear spin environment, but that this noise is correlated; non-correlated noise due
to electrical fluctuations in the diode structure and host environment continue to de-
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phase the hole spin qubit with a large number of decoupling rotation pulses. There
is great hope for further improvement of the coherent control techniques reported
above through the usage of complex composite pulse sequences, promising that elec-
tron and hole spin qubits may be an integral part of future quantum computation
architectures.
7.3 Ramsey fringes
7.3.1 Two-photon detuned Raman pulse rotation theory
Quantum information science depends on the high fidelity control of the wavefunc-
tion of the qubit system; in the single qubit QD electron system, this requirement
amounts to precise control of the phase between the electron spin-up and spin-down
state, ie. |ψe〉 = 1√2(|+〉 + eiφ |−〉). The phase between the states may be controlled
in a number of ways, for example through spin precession in an external magnetic
field, geometric phase rotation under CW optical excitation, and two-photon detuned
Raman pulses [61]. This section discusses the theoretical considerations behind the
two-photon Raman pulse rotation of the electron spin, arriving at a theoretical result
for the Ramsey fringe waveform.
The goal of operating with ultrafast optical pulses is to control the electron spin
qubit coherently without the generation of the optically excited trion, which will lead
to imperfect pulse rotations due to spontaneous emission. As discussed in Chap-
ter 2, application of an external in-plane magnetic field leads to the mixing of the
electron spin states with angular momentum spin projection along the growth axis
(zˆ), resulting in the new diagonalized electron states |±〉 = (|z−〉 ± |z+〉)/√2, and
trion states |T±〉 = (|T−〉± |T+〉)/√2, and linearly-polarized selection rules. Under
broadband ultrafast (2 ps) optical excitation for which the pulse bandwidth is consid-
erably broader than the electron spin state splitting, the pulse is considered to drive
both the horizontally and vertically polarized transitions, resulting in the following
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(7.1)
where the rotating wave approximation has already been made, taking the optical
pulse field as equal to ~E = 1
2
[(Ex(t)xˆ+ Ey(t)yˆ) e
−iωt + c.c.], and the Rabi frequencies
are equal to χH = µEx/
√
2~, χV = iµEy/
√
2~, with µ = 〈T−| |µˆ| |x−〉 being the
reduced matrix element of the dipole moment (Chapter 2); the Hamiltonian basis
has the ordering {|−〉 , |+〉 , |T−〉 , |T+〉}. This Hamiltonian can be treated more
conveniently using the field interaction picture, since a field with only one central
frequency (although broadband, as incorporated into the envelope function Ex/y(t))
is operating on the system: the amplitude coefficients are first transformed with a
unitary matrix:
~a = Uˆ~c,
Uˆ = diag{1, 1, e−iωt, e−iωt}
(7.2)
Then, the amplitude vector ~a in the Schrodinger equation is replaced with the
transformed amplitudes, resulting in the new transformed Schrodinger equation in
























where the matrix on the right-hand side of the last line is the newly transformed
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(7.4)
where δ = ω0−ω, thereby eliminating the fast oscillations at the optical frequency.
The evolution of the electron-trion system under ultrafast pulsed excitation can now
be examined. The pulse width (2-3 ps) is a very small fraction of the spontaneous
decay time of the trion (∼500 ps), and therefore effects due to spontaneous emission
during the pulsed excitation will be neglected. The goal is to determine the electron
spin state amplitude coefficients c+, c− after the pulse interacts with the system. This
calculation proceeds via adiabatic elimination of the trion [61,87], assuming that the
excited state population is very small compared to other parameters in the calculation,
explained below.
First, the equations of motion for the excited states are written out explicitly
c˙T− = −iχHc− − iχV c+ − i(δ −∆h/2)cT−
c˙T+ = −iχV c− − iχHc+ − i(δ + ∆h/2)cT+
(7.5)
where explicit time dependences of the amplitudes have been dropped for neatness.






Resulting in the following equations of motion in which the derivatives of the
excited state amplitudes have been written only in terms of the ground state ampli-
tudes:
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˙˜cT− = −iei(δ−∆h/2)t(χHc− + χV c+)
˙˜cT+ = −iei(δ+∆h/2)t(χV c− + χHc+)
(7.7)
One can perform integration by parts to solve the equations of motion for the
excited state amplitudes, resulting in
c˜T− =
−1















(χV c− + χHc+)dt
(7.8)
At this point, the adiabatic approximation is made. First, it is assumed that the
pulse detuning is considerably larger than both the electron and hole splittings, or
that δ >> ∆h,∆e; physically this ensures that the detuning of the pulse relative to
the H and V transitions is approximately equal. Next the derivative of the pulse
envelope function and the ground state amplitudes are considered small compared to
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δ
)
<< (χV c− + χHc+)
(7.9)
Thus, the integral term in both excited state amplitudes is small compared to the
first term. The trion state amplitudes have now been expressed entirely in terms of
the electron spin state amplitudes. The result above can now be plugged into the
remaining equations of motion for the electron spin state amplitudes, and an effective
two-level Hamiltonian can be derived that no longer involves the trion states; thus,










































where the electric field has been written with arbitrary polarization: χH = χ cos θ,χV =
iχ sin θeiφ. There are a few important features to note about the resulting effective
Hamiltonian. The first Hamiltonian which only includes diagonal terms consists of
the electron spin splitting, as well as a light shift term. When the pulse is polar-
ized such that both H and V transitions are driven equally, the cos 2θ term goes to
zero, and both the |+〉 and |−〉 states are shifted in the same direction and the effect
is not measured on the electron spin after the pulse is completed. However, when
the pulse polarization is not set perfectly to drive both polarization equally, whether
due to experimental error or intrinsic HHLH mixing in the QD, a new energy level
splitting develops between the two electron spin states; this splitting may contribute
to an additional coherent phase imparted on to the electron spin wavefunction. In
the second matrix, only off-diagonal coupling terms are written. These terms are
maximized when θ = (2n+ 1)pi
2
, or that the electric field coupling to both the H and
V transitions is equal. However, when φ deviates from (2n+ 1)pi
2
, or the pulse is not
perfectly circular polarized, the term proportional to the hole splitting introduces an
additional rotation phase that may lead to imperfect pulse rotations. Nevertheless,
even in the presence of imperfect polarization, both the light shift term on the diag-
onal and the additional coupling term are proportional to the heavy-hole splitting,
which is considerably small than the pulse detuning δ.
More importantly, the term that is proportional to δ is the coherent rotation term
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which can be used to impart a phase between the two electron spin states, which is
hereby referred to as the two-photon detuned Raman rotation pulse. In the limit of
large pulse detuning compared to the hole splitting and perfect circular polarization,








Simply put, the adiabatic approximation leads to a coherent coupling between the
electron spin states, allowing for the optical imparting of a coherent superposition
state without exciting significant trion population. If the pulse is short compared
to the electron spin precession time, then it has been shown that [61, 87] the pulse






where α is equal to the integral of the effective Rabi frequency, or the pulse area.
When the pulse area is equal to pi/2, a pure initial electron state |ψe〉 = |−〉 prepared
by optical spin pumping is rotated to the state |ψaftere 〉 = 1√2 (|−〉+ i |+〉), an equal
superposition state of the two electron spin eigenstates. This pulse will be utilized to
generate the Ramsey fringe sequence which may be used to measure the electron spin
dephasing time T∗2. When the pulse area is equal to pi, the amplitude coefficients of the
eigenstates are switched, ie. c− |−〉+c+ |+〉 → i(c+ |−〉+c− |+〉). This pulse is utilized
for the more complicated spin echo sequence, which eliminates the contribution of
inhomogeneous broadening to the fringe decay, revealing the intrinsic transverse decay
time T2 [227].
The pi/2 pulses derived above may be utilized for the Ramsey fringe sequence,
which is a commonly used technique in the NMR community used to measure level
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splittings and decoherence times of two-level systems [23]. The novelty of the Ramsey
fringe technique in this system is that electron spin rotations may be generated opti-
cally on much faster timescales than achievable using microwave pulses that directly
manipulate the electron spin via time-dependent magnetic fields, which requires the
incorporation of complex microwave striplines or waveguides [?]. Another advantage
in the QD system is that the electron spin may be prepared with very high fidelity
of at least 95% [58]; pure state preparation leads to considerably higher SNR in the
Ramsey fringe signal as will be shown below, and is difficult to achieve in a typical
NMR experiment [23].
The Ramsey sequence proceeds as follows: first, the electron spin state is prepared
in a pure state (or as close as possible due to imperfections in optical pumping due
to off-resonant coupling and electron spin relaxation, see Chapter 3). For the sake
of the calculation, it is assumed that the electron spin state after preparation is in
a general superposition state |ψe〉 = c− |−〉 + c+ |+〉, which may have been prepared
using coherent population trapping (CPT) pumping. After preparation, a pi/2 rota-
tion pulse interacts with the electron; if the spin was prepared in a pure state, the
population is converted to a coherence. This coherence then precesses at the electron
spin frequency [61], which is determined both by the external magnetic field as well
as the OH field. After some time t12, another pi/2 pulse converts the coherence into
a population which may be measured using the scattered counts from the next probe
pulse. In NMR experiments and Ramsey fringe experiments performed on two-level
systems with an optically-excited state, this second pulse is not required: the pre-
cession may be measured directly using pick-up coils or by measuring fluorescence.
However, it is most convenient to measure the electron spin state using one of the
trion transitions here.
The electron spin wavefunction at the end of the sequence may be determined























(c− + ic+)eiθ/2 − (c− − ic+)e−iθ/2
i(c− + ic+)eiθ/2 + i(c− − ic+)e−iθ/2

(7.13)
where θ = ∆et12. The waiting time between the last rotation pulse and the
beginning of the next experimental shot does not affect a population measurement
of the |−〉 or |+〉 with the optical pumping/probe pulse, since the magnetic field
precession phase accumulates on each amplitude coefficient separately and does not
cause mixing. Measuring, for example, the |−〉 state, the probe scattering signal is
proportional to






















There are two limiting cases for the form of this signal: the pure state initialization
case and the mixed state. For the mixed state case, the full statistical density matrix
approach is not used; instead, it is assumed that at the beginning of the experiment
the electron wavefunction is in the state |ψe〉 = 1√2(|−〉+ eiφ |+〉), and that this phase
fluctuates randomly over every shot of the experiment. Thus, in the “mixed state”
case, the signal is equal to
| 〈−|ψmixede 〉 |2 = 2
[








where the last step is due to averaging over the random phase fluctuation. Thus,
no Ramsey fringe signal is observed when the electron spin state is not initialized.
Many NMR experiments rely on a small amount of spin population difference present
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at a given temperature given by the Boltzmann distribution.
In the case of pure state initialization to the |−〉 state, the signal is given by
| 〈−|ψpuree 〉 |2 = 2 sin2
θ
2
= 1− cos(∆et12) (7.16)
Thus, the Ramsey fringe, in the absence of any dephasing and spin relaxation,
oscillates at the electron spin frequency as a function of the pi/2-t12-pi/2 delay time,
allowing for direct measurement of the electron spin splitting using detuned two-
photon Raman pulses, and the SNR is enhanced considerably due to the high pure
state initialization fidelity in the QD electron system.
The Ramsey fringe technique is not only used to measure electron spin splittings,
but also to measure spin decoherence times [149]. The underlying decoherence mecha-
nisms of the QD electron spin system are, of course, a rich topic of study. One regime
of noise fluctuations are investigated here, the quasi-static fluctuation regime [89]. It
was shown in the seminal work of Merkulov, Efros and Rosen [89] that, assuming
the hyperfine interaction between the electron and nuclear spins cause fluctuations in
the electron spin splitting, the decoherence and relaxation are determined by three
processes: precession of the electron in the OH field of “frozen” fluctuations in the
nuclear spin polarization, the precession of the nuclear spins in the Knight field gen-
erated by the electron spin, and dipole-dipole coupling between neighboring nuclear
spins. The fastest of these mechanisms is the first one, the precession of the electron
in the fluctuations of the OH field fluctuations, and will be examined here.
When the electron interacts with the nuclear spin ensemble constituents of the
QD, the electron experiences a randomly fluctuating OH field, even in the absence
of a net nuclear spin polarization. Absent any optical orientation mechanisms, the
distribution of the magnitude and direction of the OH field are given by [89]
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where ν0, µB, ge, Aj are the unit cell volume, Bohr magneton, electron g-factor,
and hyperfine constant for the j-th nucleus, respectively. Thus, the OH field points
isotropically in all directions with a variance given by ∆2B, which depends on the
hyperfine coupling strength of the electron and nuclei. The OH field variation is typ-
ically measured to be between 15 and 45 mT, and varies due to QD size [63,85,149].
However, the distribution written above is simply a probability distribution of the OH
field averaged over infinite time; there are no considerations of timescales over which
the nuclear spin polarization fluctuates. This OH field fluctuation timescale is deter-
mined by the local dipole-dipole interactions between nuclear spins, with timescales
posited to be around 100 µs in the QD system [89]; nuclear spin coherence times
were recently measured using ODNMR experiments to be equal to 1.18 ms for 71Ga
and 4.27 ms for 75As in a strained InGaAS/GaAs QD [167]. Thus, it is asserted
here that, in the absence of other depolarizing/polarizing mechanisms such as optical
polarization, the electron spin experiences a frozen OH field that varies on timescales
between 100 µs and 5 ms.
This regime is referred to as the quasi-static fluctuation regime here; a large num-
ber of experimental shots (∼ 1 ms/13 ns ∼ 77,000) are acquired before the OH field
is expected to fluctuate. These slow fluctuations may in fact be observed directly
in QDs without the need for the use of time-averaged experiments; measured pho-
ton count rates have easily exceeded 10 MHz (100 ns period), allowing for direct
monitoring of the QD scattering counts which may be correlated with nuclear spin
fluctuations [91,148]. However, the Ramsey fringe technique described in this chapter
is averaged over timescales (2-5 seconds) longer than the expected OH field fluctuation
time.
To determine the expected Ramsey fringe signal in the presence of these quasi-
203
static OH field fluctuations, it is assumed that the OH field is fixed over the course
of most shots of an experiment. This is a reasonable assumption, considering the
repetition period of the experiment is 12.70 ns. Thus, one can average the Ramsey
fringe signal over the OH field distribution given by Equation 7.17, assuming that only
the OH field fluctuations along the external magnetic field contribute to the dephasing
of the electron spin coherence, and that the OH field does not cause a large enough
fluctuation in the electron spin splitting to move the electron-trion transition out of
resonance with the probe,
Ramsey =
∫
(1− cos(∆et))W (∆e)d∆e (7.18)
The constant term in the integral is ignored, and the electron spin splitting is





















Using the trig identity cos(α+ β) = cos(α) cos(β)− sin(α) sin(β), the cosine term
is split up and the sine term can be shown to go to zero, being an odd function

















































where T ∗2 = 2~/(µBge∆B). Thus, it has been shown that in the presence of
quasi-static fluctuations of the electron spin splitting due to OH field fluctuations
on timescales considerably longer than the experimental repetition period that the
Ramsey fringe signal oscillates at the central electron spin frequency and has a Gaus-
204
sian amplitude decay, resulting in a measured T ∗2 time that depends on the width
of the OH field fluctuation distribution. Therefore, the Ramsey fringe technique is
useful for measuring inhomogeneous broadening distributions when the fluctuations
are assumed to be slow compared to rotation pulse delay times. One study measured
Gaussian decay of the Ramsey fringes with a T ∗2 time of 1.93 ns, corresponding to an
OH field distribution width of 33 mT [149].
Furthermore, the technique can be extended to the spin echo [227], which elim-
inates the contribution of the “low-frequency” noise to the amplitude decay of the
fringes, where the noise is referred to as low-frequency since the correlation time of
the fluctuations is long compared to the electron spin manipulation time. The low
frequency noise is eliminated by the introduction of a pi pulse in the Ramsey fringe
sequence: the pulse sequence becomes pi/2-t-pi-t-pi/2. A spin echo appears at time
2t (or the pi/2 pulse, in this case) at which time the Bloch vectors (or magnetization
vector, in the case of Hahn’s spin echo) with varying precession frequencies caused
by the low-frequency fluctuations are averaged over a large number of experimental
shots, and come back into phase, eliminating the contribution of the low-frequency
noise [45, 231]. The intrinsic transverse decay time T2 of the electron spin qubit is
revealed by this experiment. Spin echo experiments performed in the QD electron sys-
tem demonstrated a QD electron spin T2 time equal to 2.6 µs [225]. However, these
experiments are difficult to perform due to the presence of DNP non-linear effects
that distort the Ramsey and spin echo fringes. No effort was made in the aforemen-
tioned study to discuss why the fringes observed in that experiment did not exhibit
DNP effects. Therefore the question of the electron spin decoherence time in the QD
system remained unsettled until explicit efforts were made to eliminate the average
electron spin polarization during the course of the experiment, thereby eliminating
DNP distortion; a T2 time of 2.7 µs was measured in those experiments [149].
7.3.2 Ramsey fringe experimental results
The Ramsey fringes described theoretically in the previous section may be ob-
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served experimentally in the QD electron-trion system using careful spectral and
polarization rejection and time-correlated single-photon counting. The experiment
is configured as follows (Figure 7.1). A Ti:Saph mode-locked laser (Coherent MIRA
900) is operated in picosecond mode, producing approximately 2 ps hyperbolic secant
pulses at a repetition rate of 78.75 MHz (period of 12.70 ns). The pulses are sent
to a Mach-Zehnder interferometer, which is not optically phase stabilized since the
Ramsey fringe experiment does not require it. One arm of the interferometer is fixed
while the other may be delayed over a pump-probe delay range of 2.4 ns using a New-
port delay stage, having doubled the delay range from factory specifications by the
introduction of a fixed retroreflector in front of the delay stage (Figure 7.1). For some
experiments (proposed spin echo), each arm can be coupled into an EOM amplitude
modulator (EOSpace) in order to produce more complex pulse sequences, or the arm
before the first beamsplitter may contain an AOM to create a pulse picker. One must
be careful about the maximum optical power allowed into the EOMs when coupling
picosecond pulses: acceptable average powers for 12.7 ns repetition period from the
MIRA is around 10 mW. The pulses are recombined on a 50/50 non-polarizing BS
and sent to the cryostat to be combined on a 50/50 non-polarizing BS with the EOM
optical pumping/readout pulses.
A reference photodiode signal from the MIRA is amplified and used as the syn-
chronization trigger for the RF pulse generator (Picosecond Pulse Labs 12010), which
is used to drive the RF input of the LiNbO3 EOM amplitude modulators. The RF
pulse generator is capable of operating with square pulse widths down to 125 ps;
the optical pumping pulse width in the Ramsey fringe experiment described here is
chosen to be approximately 6 ns to provide significant optical pumping. The EOM
contrast ratio between pulse on and off is prone to drift due to temperature fluc-
tuations and optically-generated charge fluctuations since the modulators are being
operated outside of their ideal wavelengths (closer to 1.5 µm). This contrast drift is
stabilized by picking off a small amount of light from the EOM output and sending
it to a PID controller (YYLabs) that locks the drift using the EOM DC bias pins.
Over the course of the experiment, the ON-OFF contrast ratio is typically around
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Figure 7.1: Schematic of experimental setup for observing Ramsey fringes in the
single QD electron system. Exact details are contained in the text.
200, although this ratio varies from device to device. After the rotation pulses and
optical pumping/readout pulses are combined, they are sent through a polarizer, half-
wave plate and quarter-wave plate in order to circularly polarize the pulses. They are
then transmitted through a 90R/10T BS to the cryostat, and focused down onto the
sample by a 0.68 NA aspherical lens.
The reflected pulses and QD scattering are collected through the same lens in
reflection, and reflected on the 90R/10T BS. The collected light is then transmitted
through a quarter wave plate, half wave plate, and fixed axis nanoparticle-based
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polarizer (Thorlabs LPNIR100-MP2). With the MIRA path blocked and the sample
bias turned off to eliminate any scattering from the QD, the axes of the analyzer
optics described in the previous sentence are adjusted to produce the maximum EOM
pulse extinction, as high as 106. However, because of the broadband nature of the
MIRA pulses, they are not rejected easily by polarization for a number of reasons,
including the wavelength birefrigence of the analyzer optics and the cryostat windows.
In order to successfully reject both the EOM optical pulse and the MIRA pulses, the
remaining light is coupled into a single-mode fiber for mode cleaning, and is out-
coupled to a spectral filtering stage. This stage consists first of broadband air-spaced
etalon, which has a 37 GHz FWHM and FSR of ∼10 nm, providing an additional
35 dB of rejection (3 × 10−4) of the MIRA pulses. The remaining light is filtered
through the pressure-tuned etalon (see Chapter 5) with the transmission resonance
held fixed with the probe resonance. The light is then fiber coupled into a single-
mode fiber and sent to the single photon detectors (Quantum Opus), processed and
time-tagged by time-correlated single-photon counting (TCSPC, HydraHarp 400),
which is also synced with the rotation laser using the photodiode sync signal. The
HydraHarp 400 is capable of achieving pulse arrival time resolution of 1 ps; typically
the TCSPC signal is smoothed over 50 ps, which is approximately equal to the pulse
jitter from the single-photon counting nanowire detectors. The signal is additionally
processed by background subtraction, which is performed by collecting scattering with
the sample bias on and off, and subtracting the scattering in the off case; because the
experimental integration times are sometimes required to be rather long (ranging from
500 ms to 10 s per point, depending on the repetition period of the pulse picker), the
background subtraction technique is highly susceptible to optical power drift, which
must be accounted for carefully using AOM-based noise eaters.
First, the electron-trion level system is verified and the electron and heavy-hole
splittings are determined using modulated reflectivity in the co-tunneling region (see
Chapter 3 for experimental details). In the absence of trion population excitation
via the pulsed excitation, the Ramsey fringe rotation pulse delay dependence should
oscillate at the measured electron spin frequency at a given external magnetic field.
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Figure 7.2: Electron and heavy-hole magnetic field splitting. Main figure:
electron/heavy-hole splittings are determined at co-tunneling for QD #2 used bias-
modulation reflectivity measurements in steps of 250 mT between 0 and 2 T. Inset:
Raw probe laser reflectivity scans for each magnetic field. Splittings are plotted in
units of wavenumbers (cm−1).
The fan diagram, which measures the trion splittings at increasing magnetic fields,
is reproduced in Figure 7.2 for QD #2, which is studied using the Ramsey fringe
technique later in this section. The resulting electron and heavy-hole splittings at co-
tunneling are equal to 6.27 GHz/T and 2.13 GHz/T, respectively. Recalling Chapter
5 that details the observations of DNP-shifted Raman scattering, the assumption is
taken that DNP is minimal at co-tunneling due to rapid electron spin depolarization;
the same assumption is made here for this particular QD (QD #2). In fact, less DNP
distortion is observed in the modulated reflectivity of this QD (see inset of Figure 7.2)
as compared to the QD studied using Raman scattering, implying effective nuclear
spin depolarization via co-tunneling.
Once the electron and heavy-hole splittings are determined in co-tunneling, a
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typical pulsed experiment is set up first by determining the required rotation pulse
(MIRA) power necessary to perform the Ramsey fringe experiment, when the pulse
area is equal to pi/2. This pulse power is determined by using a two pulse sequence,
one rotation pulse and one EOM probe pulse which is held in resonance with one of
the four trion transitions. The rotation pulse power is varied; for each pulse power,
a TCSPC time-series is acquired, and the probe pulse scattering is integrated over
the entire pulse (Figure 7.3). In order to minimize the amount of trion population
generated by the MIRA pulse to satisfy the adiabatic conditions described in Section
7.3.1, the pulses are typically red-detuned by at least 400 GHz relative to the trion
transitions. The EOM pulse is delayed by approximately 4 ns from the rotation pulse,
at which point a strong scattering signal is observed from the EOM probe at around
5 ns. The signal clearly exhibits strong Rabi oscillations when the Rabi frequency
of the EOM probe field is comparable to the spontaneous emission rate of the trion
system, leading to coherent oscillations between the driven electron spin state and the
trion state under excitation [108]. Additionally, the probe scattering signal decays at
the optical pumping rate [58] due to spontaneous emission from the trion down to the
non-driven electron spin state. For the purposes of the Ramsey fringe experiment,
the electron spin population is not typically pumped completely to the other electron
state. The optical pumping rate depends on the optical Rabi frequency of the EOM
probe as well as the pulse duration; pulse duty cycles beyond 40% are not typically
achievable with the EOM system used in this experiment due to the limitations of
the PID drift locking modules. However, this incomplete optical pumping does not
affect the measurement of the rotation pulse dependence except to reduce the overall
integrated signal count, since the experiment is averaged over many shots and the
steady-state integrated counts do not depend on the EOM probe power.
When the rotation pulse area is much smaller than pi, the probe scattering is
expected to be small, since any residual electron spin population residing in the driven
spin state is optically pumped within a few experimental shots. However, when the
pulse area is close to pi, the electron spin state population is inverted completely;
thus, upon the next shot of the experiment, the probe scattering signal is recovered,
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Figure 7.3: Time-correlated single-photon counting series for the rotation pulse
power dependence experiment. The scattering from the QD due to the interaction of
the QD electron-trion system with the MIRA rotation pulse and EOM probe pulse are
time-correlated with synchronization pulses from the MIRA. The resulting signal is
background subtracted by ejecting the electron from the QD using the biasing diode
structure. The black curve is the raw integrated signal and the red curve is smoothed
over 50 ps, or the timing jitter of the nanowire detectors. Clear Rabi oscillations and
optical spin pumping are observed when the EOM pulse is turned on from ∼5 to 9
ns.
and the spin state is optically pumped once again. In the rotation pulse power
dependence curve, the pi pulse therefore corresponds to maximum probe scattering
signal. The two plots in Figure 7.4 correspond to the rotation pulse power dependence
for two different QDs, demonstrating a power-dependent Rabi oscillation of the probe
scattering, which is indicative of coherent control of the electron spin wavefunction.
Clear oscillations in the scattering signal are observed; however, the expected 2pi pulse
does not lead to an apparent full rotation of the electron spin around the optical axis;
the contrast is reduced at higher powers. There are a number of possible explanations
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for this, including unintentional elliptical polarization of the rotation pulse which
would lead to χH 6= χV . Another fundamental reason is the presence of heavy-hole
light-hole mixing, which also leads to a rotation the polarization selection rules and
limits the achievable electron spin rotation fidelity [86]. The integrated probe counts
have not been calibrated for this experiment to determine the absolute electron spin
rotation [61], but could be established by the introduction of another EOM pumping
pulse in place of the MIRA rotation pulse which completely pumps the electron spin
population, leading to maximal achievable scattered probe counts.
Since the detuned Raman rotation pulses are acting on the electron spin state
rather than the trion state, the effective Rabi frequency for the electron-pulse inter-
action was shown to be given by (Section 7.3.1) χeff = χ
2/δ. Thus, higher optical
excitation powers are required as the pulse detuning becomes larger, and larger pulse
detunings are more ideal because less excited state population is generated. The pulse
detuning dependence was measured for QD #2, as displayed in Figure 7.5. Both the
pi and 2pi pulses are observed to shift to higher rotation pulse powers as the detuning
is increased. Additionally, the contrast between the scattered probe signal increases
as the detuning increases, as expected from the decreasing trion population genera-
tion. The form of the effective Rabi frequency described above implies that doubling
the pulse detuning requires twice the optical pulse power (∝ χ2); this dependence is
not observed in the experiment, implying a significant deviation away from either the
adiabatic conditions or considerable polarization/selection rule imperfections. Never-
theless, electron spin population inversion is observed at the maximal probe scattering
points; the pi/2 area required for the Ramsey fringe is taken to be half of the optical
power that corresponds to the maximum for a given pulse detuning.
The QD sample used in the experiments detailed in this chapter and the Raman
scattering chapter incorporated a distributed Bragg reflector (DBR) cavity, differ-
ing from other samples typically investigated in this research group. The power-
dependent probe scattering dependence discussed and displayed here provides an
order-of-magnitude measure for the electric field enhancement factor in the DBR
cavity compared to samples that do not incorporate a DBR cavity. One previous
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Figure 7.4: QD scattering dependence on the MIRA rotation pulse power. Both top
and bottom plots are the QD scattering counts integrated from 4 ns to 10 ns using
TCSPC (Figure 7.3) as a function of the MIRA rotation pulse power for two different
QDs, and for two different MIRA pulse detunings.
study [232] utilized detuned Raman pulses for the purposes of spin-photon entangle-
ment [124]. In that study, the pi pulse power was determined to be 225 µW with
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Figure 7.5: QD electron spin rotation dependence on MIRA detuning for QD #2.
Red, black and blue curves correspond to MIRA detunings relative to the average
electron-trion transition energy equal to -270, -428, and -569 GHz, respectively.
a pulse detuning of -240 GHz, compared to a typical pi pulse power in the DBR
sample under study here of 11 µW for a detuning of -510 GHz. If the electric field
present at the QD in the DBR sample is written as αEin,1 where α is the electric field








11× 240 = 8.9 (7.21)
where I, δ are the incident pulse powers and the pulse detunings. Thus, the DBR
cavity provides a considerable enhancement of the input optical power, which can
provide very important advantages when rotation pulse power is limited due to losses
incurred in the Mach-Zehnder interferometer and pulse picker EOMs.
However, the rotation pulse dependence may change dramatically depending on
the morphology of the QD; in another instance of performing the single rotation pulse
experiment, the power dependence deviates significantly from the expecting oscilla-
tory power dependence (Figure 7.6). This third QD is the same one as investigated
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in the Raman scattering chapter; therefore it is understood that DNP effects are
possibly at play. Two experiments are performed: first, a CW probe is used rather
than an EOM probe. In this instance, the scattered counts are measured by only
integrating the scattered photon counts using the same integration window as used
with the 4 ns EOM pulses. The probe scattering is observed to peak at approximately
the same power as the previous power dependences, but seems to level off at higher
powers before reaching the 2pi pulse. Upon switching to the EOM probe scheme, the
power is increased from low to high; when the pulse power reaches the peak of the
CW scattering dependence, the measurement noise increases considerably and the
signal jumps to maximum with a few uW. Upon scanning the power from high to
low, the probe scattering response is hysteretic: the signal drops at a lower power
(9 uW) in the decreasing power direction and jumps at a higher power (11 uW) in
the increasing power direction. This measurement was repeated multiple times in the
hysteretic region, hence multiple points measured in Figure 7.6, and the hysteresis is
repeatable.
A possible explanation for the hysteretic switching between low and high probe
scattering is DNP. Assuming that the optical pumping pulse (probe pulse) nearly
completely pumps the electron spin during a single pulse (driving, for instance the
|+〉 → |T+〉 transition), the electron spin remains in the |−〉 state for some time
τ−, at which point the rotation pulse acts. If the rotation pulse is equal to pi, the
electron spin polarization is inverted completely and the electron is now in the |+〉
state, remaining in that state until the next probe pulse for some time τ+. Thus,
the electron spin polarization averaged over the course of the experiment is equal to
(τ+ − τ−)/(τ+ + τ− + τpulse) (see Figure 7.7). In this experiment, the probe-rotation
pulse delay is fixed, and thus the average electron spin polarization over each shot is
affected by the rotation pulse power rather than the delay. The hysteretic region may
correspond to the point at which the electron spin polarization crosses from positive
to negative, or vice-versa. However, no attempts are made to rigorously model the
possible DNP mechanism responsible for this switching in this thesis; in fact, it was
shown in the DNP theory (Chapter 4) and Raman scattering (Chapter 5) chapters
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Figure 7.6: Demonstration of DNP-induced switching as a function of MIRA rota-
tion pulse power for QD#2. Black (red) curves indicate integrated QD probe scat-
tering counts for the CW (EOM probe) experiment. In the case of the EOM probe
experiment (red curve), multiple points are measured in the range of 7 to 12 µW.
that electron spin polarization-dependent terms are unlikely to be at play in the
electron-trion system at high magnetic fields. However, pulsed excitation may play
the role of changing the correlation functions due to electron-spin level broadening
that is not present in CW excitation [143], (Chapter 5).
The Ramsey fringe experiment is then performed in order to measure the inho-
mogeneous broadening of the electron spin splitting. The experiment is performed
using three pulses: one EOM probe pulse and two rotation pulses with scanning de-
lay time, and individual pulse areas set to pi/2. As explained in section 7.3.1 of this
chapter, the EOM pulse initializes the electron spin state to either the |+〉 or |−〉
state. Soon after initialization (within 3 ns), the first rotation pulse creates an equal
coherent superposition state |ψe〉 = |+〉 ± i |−〉 depending on the initialized state of
the electron. The phase between the two eigenstates oscillates as a function of waiting
time between the first and second rotation pulses at a frequency determined by the
electron spin splitting. The second pulse converts the phase to a population, which
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Figure 7.7: Schematic of single MIRA rotation pulse and EOM probe pulse exper-
iment with electron spin polarization time-dependence. Top axis: optical excitation
scheme. EOM probe pulse resonantly excites the |+〉 → |T+〉 transition with dura-
tion tp. During that pulse, the electron spin polarization is pumped from positive to
negative, assuming that the pulse duration is long compared to the optical pumping
time. The electron spin polarization (bottom curve) remains negative for a time t−
until the rotation pulse (assumed to have pulse area pi here) inverts the electron spin
polarization, which remains positive until the optical pumping pulse.
is probed during the next experimental shot by the optical pumping/probe pulse.
The first experiment was performed on QD #3 (rotation pulse dependence in
bottom plot of Figure 7.4) with an external in-plane magnetic field of 2 T. In one case,
the highest energy electron-trion transition |−〉 → |T−〉 is probed with the EOM (blue
curve, Figure 7.8), while in the other case the second lowest energy transition |+〉 →
|T−〉 is probed (red curve, Figure 7.8). In both cases, clearly oscillatory behavior
is observed as a function of rotation pulse delay, with an approximate oscillation
frequency of 11.2 GHz and 11.9 GHz in the red and blue Zeeman transition cases,
respectively. However, in the blue Zeeman case, the probe scattering counts drop off
completely after a few periods of oscillation around 400 ps, while in the red Zeeman
case the Ramsey fringe oscillations persist but become distorted into a sawtooth-
like wave at around the same delay time. This sawtooth form requires the addition
of higher harmonic frequencies present in the Fourier transform of the waveform as
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Figure 7.8: Ramsey fringe scans for two different EOM probe configurations. Red
(blue) curves correspond to the EOM probe driving the |+〉 → |T−〉 (|−〉 → |T−〉)
transitions, respectively.
the rotation pulse delay increases. Additionally, the overall signal strength of the red
Zeeman case is nearly twice as large. Surprisingly, in the blue Zeeman probe case, the
large amplitude of the Ramsey fringes persists for at least 1.3 nanoseconds, implying
either relatively long dephasing time of the electron spin qubit or weak quasi-static
broadening in this particular case.
The presence of an electron spin-dependent behavior in the Ramsey fringe scan is
likely indicative of DNP effects. Recalling back to the Raman DNP chapter (Chapter
5), the non-linearities associated with laser frequency scans depended qualitatively
on which electron spin state was optically probed. The same relationship is true for
the Ramsey fringe scan, however with an inverted non-linear response: in the case
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Figure 7.9: Ramsey fringe scans at magnetic fields ranging from 2 T to 5 T for QD
#2. The EOM probe is brought into resonance with the |+〉 → |T+〉 transition after
adjusting each magnetic field.
of the Ramsey fringe scan, the red Zeeman case seems to correspond to a relatively
stable OH field regime, only acquiring higher frequency harmonics at longer delay
times. This is in comparison to the highly unstable case of the blue Zeeman probe, in
which the OH field apparently shifts by a magnitude large enough to push the |−〉 →
|T−〉 transition completely out of resonance with the EOM probe. Since the EOM
probe laser frequency and the MIRA pulse detuning are fixed for this experiment, the
rotation pulse delay clearly has an effect on the nuclear spin polarization present in
the QD.
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Figure 7.10: Absolute value of Fourier transforms for the Ramsey fringe scans dis-
played in Figure 7.9. Early (dashed) scans correspond to Fourier transforming the
first 22% of a given scan, while full (solid lines) scans are the Fourier transforms of
the entire scan.
Another set of Ramsey fringe experiments was performed on QD#2 (magnetic
field splitting can be found in Figure 7.2) at external magnetic fields varying from 2
T to 5 T, using EOM probe excitation of the lowest energy red Zeeman transition
|+〉 → |T+〉 (Figure 7.9). Again, Ramsey fringes are observed as a function of rotation
pulse delay time, and the oscillation frequency is observed to increase as the magnetic
field increases. However, the distortion attributed to DNP is immediately evident in
each case of magnetic field. In each case, especially for lower magnetic fields, the
amplitude of the Ramsey fringe is relatively constant for times less than 300 ps, and
oscillates at what is apparently a single frequency. Once the rotation pulse delay time
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exceeds 300 ps, higher harmonic effects start to play a major role in the Ramsey fringe
waveform; the rising edge of each fringe is sharp at short times and falls off nearly
linearly as the delay time is increased. The higher harmonic frequency components
are more pronounced at higher magnetic fields (4 and 5 T). There is apparently a
complex dependence of the amplitude decay rate as a function of magnetic field: at 2
T, the amplitude does not begin to decay until around 750 ps, compared to the 3 and
4 T cases which first increase in amplitude around 400 ps and then drop off rapidly
by 800 ps.
This analysis can be made more concrete by the usage of a Fourier transform
(Figure 7.10). Two Fourier transforms are taken for each Ramsey fringe scan, one
for the first 22% of a given scan (dashed lines in Figure 7.10), and the second (solid
lines) for the entire scan. The Ramsey fringes are padded with zeros on the end of
the scan by a factor of 5 (5 times the length of the experimental data) to interpolate
the Fourier transforms. This padding only acts to interpolate without shifting the
Fourier transform peaks or broadening/narrowing peaks artificially. It is important
to note that the Fourier transform of the Ramsey fringes observed here provide a
distribution of electron spin state splittings over the course of the entire scan; at each
Ramsey fringe rotation pulse delay time, the electron spin state splitting samples a
distribution determined by the OH field distribution at that point. Thus, the Fourier
transforms in Figure 7.10 should not be interpreted as OH probability distributions
but simply as spectral decompositions of the Ramsey fringe waveform.
However, the transition from a regime of relative stability to one in which the
non-linearities become more apparent can be illustrated by the short-time and full-
time Fourier transforms. In Figure 7.10, the dashed lines indicate the short-time
transforms taken over the first 22% of the scan, approximately the portion of the
Ramsey fringe scan that is visually determined to lack strong DNP distortion effects.
The full Fourier transforms (FT) of the Ramsey fringe scans are plotted in solid
lines, and represent the entire spectral power density for the full Ramsey waveform.
Immediately apparent are the higher-order harmonics present in the FT spectrum.
Instead of a single frequency corresponding to the energy level splitting of a two-
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level system which is undistorted by non-linear effects such as DNP, higher-order
frequencies appear: in the 2 T scan, there are multiple repeatedly observed peaks
around 37 GHz and 50 GHz, and at 5 T there is a higher frequency peak observed at
around 38 GHz, along with a lower frequency peak observed around 19 GHz. In the
4 T FT, a weak and broad distribution is observed around 50 GHz, or approximately
twice the main peak frequency. The peak centers, for both early time and full time
FTs, along with the full-width half-maxima for each peak are extracted and recorded
in Table 7.1.
B field (T)
∆e (GHz) FWHM (GHz) ∆h(GHz)
early full early full full
2 6.25 5.93 1.9 1.72 (N/A)
3 6.39 6.01 3.2 5.42 1.84
4 6.33 5.88 3.25 3.44 1.95
5 6.16 5.9 4.21 2.58 1.95
Table 7.1: Electron and hole splittings, and FWHM for the early and full Fourier
transforms (Figure 7.10) of the Ramsey fringes plotted in Figure 7.9. The centers
are determined by taking the centroid of a given range of the FT in the vicinity of a
given peak.
It is noted that a lower frequency peak becomes apparent at fields greater than or
equal to 3 T; the frequency of this peak (Table 7.1, right column) corresponds to the
expected hole-splitting (Figure 7.2). Strict satisfaction of the adiabatic condition,
perfect linear selection rules and pulse polarization restricts the population of the
system to the electron spin states; however, the presence of the hole-splitting in
the FT of each Ramsey fringe scan implies a violation of these conditions. Because
the rotation pulses are detuned by a considerable amount (∼ -570 GHz) compared
to previous reports that did not demonstrate trion generation [232], the adiabatic
condition is likely still satisfied; thus it is believed that QD exhibits considerable
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HHLH mixing which will result in imperfect phase cancellation in the lambda system
leading to excited state population generation. More intuitively, trion coherence,
and hence hole coherence, is generated during the imperfect rotation pulse, and the
coherence oscillates at the hole splitting frequency. A surprising result is the large
weight of the hole frequency at 5 T, possibly contributing to the higher frequency
peaks at ∼19 and 38 GHz, which are conspicuously observed at approximately ∆e ±
∆h.
Another important observation is revealed by comparison of the early and full time
FT is that the electron spin splittings, which are determined to be the main reso-
nance frequency divided by the external magnetic field. The results of this comparison
are that the early time splittings differ considerably from the full time splitting, on
average by 350 MHz. By comparison, the expected electron spin state splitting de-
termined at co-tunneling is equal to 6.27 GHz. Thus, the electron spin state splitting
determined using the early FT is closer to the electron splitting in the absence of
DNP, assuming that co-tunneling rapidly depolarizes the nuclear spins in this par-
ticular QD, as indicated by the lack of DNP dragging in the modulated reflectivity
laser frequency scans (Figure 7.2 inset). By comparison, the full-time FT shifts to-
wards a smaller electron spin state splitting, implying that a large and negative OH
field approximately equal to -56 mT is generated in the QD as the rotation pulse
delay increases, reducing the overall electron splitting. The overall frequency shift
of the electron spin state splitting is as large as may be expected under the EOM
narrow-band probe scheme: 350 MHz is comparable to the typical QD linewidth of
approximately 500 MHz. The DNP cycle effectively turns off when the electron-trion
resonance is pushed out of resonance with the EOM probe, but may drift back into
resonance due to OH field diffusion at some later time (absolute experimental time,
not necessarily rotation pulse delay time), initiating the DNP cycle anew [184].
Furthermore, although no attempts have been made here to fit the FT resonances
due to lack of a phenomenological model for an electron spin splitting distribution,
the FWHM of each resonance has been determined. The width of the FT resonance
is related to the amplitude decay time of the frequency components centered at that
223
particular distribution, given by the T∗2 time as shown in the previous section. It
is observed here that the FWHM of the early-time Ramsey fringe FTs of the main
resonance increases with increasing magnetic field, and thus the T∗2 time decreases.
However, the full-time FTs are much more complicated, with a relatively narrow
distribution at 2 T that approximately matches the early time case, a maximum
FWHM appearing at 3 T, and dropping off at higher magnetic fields. However,
the simple analysis of the FWHM as a measure of the inhomogeneous dephasing is
over-simplified; for instance, at 5 T, the frequency composition of the Ramsey fringe
waveform becomes more distributed into harmonics of the electron and hole splittings,
which may be considered a dephasing of the electron spin state coherence. If, in fact,
the appearance of these peaks is coherent, ie. that it corresponds to a Hamiltonian
term which can be accounted for by the electron and hole Zeeman splittings and
rotation pulse (including hole spin generation), then it is possible that a more carefully
constructed rotation pulse sequence may eliminate this coupling. The utilization of a
spin echo experiment [225] would reveal if the broadening of the electron spin splitting
is due to quasi-static OH field fluctuations which lead to an averaging of the Ramsey
fringe signal over a large number of different experimental shots, or if a more complex
non-linear mechanism is at play due to DNP non-linearities [182].
One possible explanation for the onset of DNP non-linearities as a function of
rotation pulse delay time is related to the electron spin polarization averaged over
a large number of experimental acquisitions. The shortest timescales typically ac-
counted for related to the electron-nuclear coupling are given by the nuclear spin
precession time in the external magnetic field, which is around 120 ns/T, taking the
average of 115In and 75As gyromagnetic ratios (Chapter 4). Thus, all electron-nuclear
timescales are longer than the experimental parameters relevant to the Ramsey fringe
experiments demonstrated here, especially the rotation pulse delays which are shorter
than the repetition period of the experiment (12.70 ns). Therefore, explanations of
the DNP phenomena observed here must involve a rotation pulse delay-dependent
quantity that remains constant over multiple shots of the experiment such as the
average electron spin polarization. Building off of the discussion used to explain the
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Figure 7.11: Schematic illustration of electron spin polarization build-up during the
Ramsey fringe experiment. Top axis illustrates the optical pulse scheme, including
the EOM probe pulse indicated in blue, and the rotation pulses in red, separated by
the rotation pulse delay time t12. The bottom axis illustrates how the electron spin
polarization along the external magnetic field direction 〈Sx〉 changes over the course
of a single shot of the experiment. At time tp + tp1 + t12, the resulting electron spin
polarization depends on the waiting time t12.
switching effect displayed in Figure 7.6, the electron spin polarization generated dur-
ing the Ramsey fringe experiment is examined here (Figure 7.11). First, the EOM
pulse, which is driving the |+〉 → |T+〉 transition, pumps the electron spin to |−〉
within a few nanoseconds. There are two possible ways to treat this optical pumping
appoximately: if the pumping time is short compared to T, the experiment repetition
period, then the optical pumping contribution to the average electron spin polariza-
tion is negligible. Otherwise, if the pulse is both strong and long compared to the
pumping time, the electron spin polarization contribution is -tp/T. After some short
wait time tp1, the pi/2 pulse rotates the electron spin polarization; if the rotation
pulse is perfect, the electron spin state is in a coherent superposition of the two spin
states, leading to 〈Sx〉 = 0. Thus, over the rotation pulse delay time t12, the elec-
tron spin polarization is zero. After this wait time, the second pi/2 pulse rotates the
coherence into a population, which (as explained in Section 7.3.1) oscillates as the
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electron spin splitting with respect to t12, not in actual time; the electron spin po-
larization immediately after the pulse, absent any dephasing mechanisms, is equal to
ρ++− ρ−− = cos(∆et12). Thus, the electron spin polarization contribution for the t2p
period between the second rotation pulse and the next optical pumping pulse is equal
to cos(∆et12)t2p/T . All together, assuming that tp1 << T (or that the time between
the end of the initialization pulse and the first rotation pulse is short compared to
the repetition period), the averaged electron spin polarization over a single shot of
the experiment is equal to









This average electron spin polarization, which is asserted to be the effective value
that the nuclear spin ensemble interacts with, oscillates at the electron spin splitting
with respect to the pulse rotation delay time t12. The first term due to the EOM probe
pulse time contributes an overall offset to the electron spin polarization, which is a
major contribution when the pumping time is on the order of the repetition period;
if the pumping time exceeds T/2, there will be no zero-crossings in the electron spin
polarization. It is asserted here that DNP non-linearities may occur as a function of
the pulse delay time when the electron spin polarization crosses over from positive to
negative, or vice-versa. The electron spin polarization is plotted in Figure 7.12 for
both 1 ns and 5 ns EOM probe pulse lengths, and an electron spin precession period
of 10 ns. For both the short and longer EOM probe pulse lengths, zero crossings are
observed at the electron spin precession frequency; however, the overall achievable
electron spin polarization is offset for the longer probe length, and zero crossings no
longer occur after approximately 3 ns (blue curve in Figure 7.12). Additionally, the
overall swing between maximum and minimum electron spin polarization is larger for
the short pulse at early times and dies off as the rotation pulse delay time increases.
Thus, there are a few possibilities for how the rotation pulse delay time, and
therefore electron spin polarization, may determine the DNP non-linearities. If the
nuclear spin polarization responds to the electron spin polarization on a time scale
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Figure 7.12: Plot of the average electron spin polarization over the course of a single
shot of the Ramsey fringe experiment as a function of the rotation pulse delay time
t12 (Equation 7.22). The red (blue) curves correspond to EOM probe lengths of 1 (5)
ns, respectively, for an experimental repetition period of 12.7 ns. Note that the time
on the x-axis is the rotation pulse delay time, not the experimental time throughout
a single shot of the experiment.
short compared to a single Ramsey fringe delay time t12 acquisition, then the DNP
non-linearity may be driven in a single Ramsey fringe oscillation after one zero cross-
ing. However, if the DNP build-up times are comparable to the amount of time it
takes to acquire a single Ramsey fringe, the nuclear spin effectively sees the electron
spin polarization averaged over the fringe equal to −tp/T , which is closer to zero for
the short EOM pulse length (red curve in Figure 7.12), becoming more negative with
increasing EOM pulse length. The acquisition time for a single point in the Ramsey
fringe scans displayed in Figure 7.9 was equal to 2 seconds; for comparison, the DNP
build-up physics reported in Chapter 5 were asserted to occur on timescales less than
25 ms. Thus, assuming that this QD has similar DNP build-up timescales to the QD
studied in the Raman scattering chapter, it is more likely that the nuclear spin polar-
ization is reaching a steady-state value within the acquisition time of a single Ramsey
fringe delay time. This assumption may be flawed; systematic studies of multiple QDs
have demonstrated dot-to-dot variations of DNP build-up timescales ranging 3 orders
227
of magnitude [198]. Additionally, DNP non-linearities seem to change characteristic
at the maxima and minima of the Ramsey fringe signal; for instance, in the 3 T
Ramsey fringe scan reported in Figure 7.9, the rising edge of the fringe jumps sharply
within one or two delay points, whereas the signal falls off slowly on the falling edge
of the fringe. This possibly implies that the DNP feedback mechanism takes the form
of a derivative d〈Sx〉
dt12
.
Nevertheless, the problem of the DNP distortion of the Ramsey fringe signal with
respect to the rotation pulse delay remains unresolved in this thesis. The points
discussed above that may explain the DNP non-linearities depend on the presence
of an electron-nuclear coupling term that depends on the electron spin polariza-
tion. However, it was demonstrated in Chapter 4 that the electron-nuclear hyper-
fine contact flip-flop interaction which generates a nuclear spin polarization when an
out-of-equilibrium electron spin polarization is present, is energetically forbidden at
high magnetic fields. Thus, a more complicated term that likely depends on opti-
cal excitation of the trion may be required to explain the DNP phenomena reported
here [175,182,184,212].
7.4 Coherent population trapping combined with the Ramsey fringe tech-
nique
Numerous reports have indicated that the nuclear spin ensemble fluctuations can
be reduced by the utilization of coherent population trapping (CPT) [63, 85, 92, 136,
151, 154, 175, 176, 212, 221]. Referring back to Chapter 3, in a lambda system, or in
the four-level system neglecting one of the optically-decoupled trion states, two opti-
cal fields driving two transitions with a shared excited state may result in coherent
population trapping of the electron spin ground state when the two-photon resonance
condition is satisfied, that |ωpr − ωpu| = ∆e. When this condition is satisfied, the
resulting electron spin wavefunction is of the form |ψe〉 ∝ Ω1 |+〉 + Ω2 |−〉, where
Ω1 drives the |−〉 → |t〉 transition and Ω2 drives the |+〉 → |t〉 transition [45]. An
electromagnetically-induced transparency (EIT) dip is observed when this two-photon
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condition is satisfied as a function of pump/probe laser detuning, with a depth that
is related to the ground state coherence time [45]. It has been reported that the
coherent control technique can narrow the nuclear spin fluctuations. In some cases,
the laser detuning scans still result in dragged lineshapes [85, 136], but the EIT dips
are considerably deeper in the presence of two fields satisfying the CPT condition,
corresponding to an increase in the ground state coherence time attributed to fluc-
tuation quieting/ensemble narrowing. In other cases, especially in the InAs QDM
system, the addition of strong CPT beams eliminates any discernible dragging of the
lineshape, additionally resulting in extension of the two-electron spin coherence time
to at least 1 µs, with the measurement limited by experimental SNR [63].
This section reports on attempts to narrow the nuclear spin ensemble using AOM-
gated CPT fields and to measure this narrowing via the Ramsey fringe technique
described in the previous sections. The experimental apparatus (Figure 7.13) is a
modified form of the setup used in the Ramsey fringe experiments from the previous
section, with additional electronics complexity. Again, the MIRA photodiode is used
to clock the Picosecond Pulse Labs 12010 RF pulse generator, which is used to drive
the EOM probe pulse with 4 ns pulses; for this experiment, an MSquared Solstis
Ti:Saph CW laser is used as the probe. The clock signal is also used to synchronize
the HydraHarp TCSPC module. However, the Picosecond Pulse Labs generator is
triggered by the synchronization signal from a Fluke 6060A RF generator, only pro-
ducing EOM pulses when the Fluke generator trigger is on. The Fluke 6060A is used
to produce square amplitude-modulated RF pulses with pulse lengths ranging from
200 µs to 5 ms for this experiment, driving an acousto-optic modulator (IntraAction
AOM-402AF3), which has an optical rise time on the order of 200 ns. The Fluke
6060A is used in favor of the Keithley 3390 due to faster amplitude modulation,
which is limited to 20 kHz for the Keithley 3990. Two CW Ti:Saph lasers (MBRs
#1 and #2) are combined on a 50/50 beamsplitter and sent through the amplitude-
modulated AOM, and the first-order diffracted beam is collected on to a single mode
fiber. The trigger out signal from the Picosecond Pulse Labs RF pulse generator is
sent to an HP8082A RF pulse generator, which is used to modulate a time-gating
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Figure 7.13: Experimental apparatus for Ramsey fringes measured in the presence
of coherent population trapping of the electron spin. Details are found in the text.
EOM; the purpose of this device will be explained further below. The Ramsey fringe
two pulse sequence is generated the same way as in the same experiment using a
Mach-Zehnder interferometer.
The electronic and optical setup described in the previous paragraph results in
a pulse sequence illustrated in Figure 7.14. The MIRA pulses are never blocked
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during this sequence; the pulse sequence acts on the QD every 12.7 ns. However, the
AOM-gated CPT beams are modulated on and off at either 200 µs or 5 ms repetition
period, with a duty cycle of 70%. During the ON period of the CPT driving, the
EOM probe pulse is turned off. Then, the AOM-CPT beams are turned off, and
the EOM probe pulses are turned on. The QD scattering signal is separated from
any emission occurring during the AOM-CPT driving phase by the usage of a time-
gating EOM (EOSpace) placed in-line with the single-mode fiber which is routed
to the single photon detecting nanowires. The time-gate EOM is driven with a 7
ns pulse, additionally isolating the EOM probe scattering from the rotation pulses
leak-through. The time-gating EOM is required because the HydraHarp is synced
with the MIRA photodiode signal, in order to retain the high timing resolution of
the HydraHarp at 12.6 ns (1 ps); the HydraHarp is limited to 216 = 65536 bins,
thus leading to poor time resolution when the HydraHarp is synced with the 5 ms
amplitude-modulation of the CPT beams (76 µs bin size). Additionally, the time-gate
EOM helps to reduce the leak-through of the AOM-CPT beams. These two fields
are detuned from one another by the electron spin splitting, approximately 30 GHz,
which leads to poor polarization rejection of the two beams together. It is noted that
the time-gating EOM is highly susceptible to DC bias drift, leading to a slow drift in
the measured QD scattering as a function of experimental time. The EOM can not
be locked in the same manner as when used to amplitude modulate a CW beam; the
CW beam leak-thru is used as a relatively bright servo in the CW case to lock the
contrast. This problem could be solved by the introduction of a 1.55 µm laser coupled
in with the QD scattering into the EOM. This laser would then be de-coupled from
the QD scattering using a dichroic filter, and the locking PID system could be used
to servo the transmission of the infrared laser to zero; such a scheme would result in
possible leak-thru of the locking beam, as well as a loss of some signal due to insertion
loss into the dichroic filter, although significantly improving stability which is highly
necessary for Ramsey fringe contrast experiments.
The EOM probe is held in resonance with the |+〉 → |T−〉 transition and the two
CPT beams are held in resonance with |+〉 → |T−〉 and |−〉 → |T−〉 transitions, with
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Figure 7.14: Pulse diagram for the CPT Ramsey fringe experiment produced via
the experimental apparatus detailed in Figure 7.13. During the first phase of the
experiment, which is dN experimental shots long, where d,N are the duty cycle of
CPT pumping and total experimental shots of the pulsed laser, respectively, both
the Ramsey pulses and AOM-CPT driving are interacting with the QD electron-trion
system. The CPT driving field is always on during that period. During the second
phase of the experiment, which is (1 − d)N shots long, the AOM-CPT driving is
turned off, and the EOM probe pulses are turned on. The QD scattering is time-
gated (green) using another amplitude-modulating EOM during the probe scattering
period.
their relative detunings carefully chosen to equal the electron spin state splitting at
co-tunneling using a Bristol wavemeter and more precisely using a Coherent scanning
Fabry-Perot. This process of bringing the CPT beams into resonance could more
reasonably be achieved by beating the two fields together on a fast photodiode and
observing the beat frequency on a spectrum analyzer, eliminating the need to perturb
the QD system with two lasers by bringing them into resonance and possibly shifting
the resonances in the process. The spectrum analyzer technique would also allow
for non-zero red and blue detuning of both CPT beams together while retaining the
two-photon detuning equal to zero, which has been shown to lead to a considerable
difference in the nuclear spin narrowing effect [154,176,221].
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Figure 7.15: CPT Ramsey fringe results for short delay times out to 400 ps for CPT
periods of 200 µs (blue) and 5 ms (orange), with duty cycles of 65%. Top: Ramsey
fringe signal as a function of rotation pulse delay time in ps. Bottom: Absolute value
of the Fourier transforms of the Ramsey fringe signals from the top plot. FT is per-
formed using zero padding at five times the length of the original scan to interpolate
the data.
233
In the first two experiments, the rotation pulse delay between pi/2 pulses was
scanned over a shorter range of 400 ps with delay steps of 4 ps, and CPT pumping
periods of 200 µs and 5 ms were used, with 65% CPT-ON duty cycles; the scan results
and FTs of both scans are displayed in Figure 7.15, and all experiments are performed
at 5 T. No obvious differences are observed in the electron spin frequencies between the
two cases, with a resulting electron spin splitting equal to 6.16 GHz/T. Additionally,
fringes with sharp maxima and minima are observed, indicating that DNP phenomena
are still in effect; however, the DNP distortion may be judged visually to be less severe
than observed in the Ramsey fringes absent CPT pumping (Figure 7.9). There is also
no measurable difference in the electron spin distribution FWHM for the 200 µs and
5 ms cases. Higher frequency resonances which are repeatable for both cases near 60
GHz shift to lower frequencies in the 5 ms case compared to 200 µs, and sidebands of
the main electron spin frequency are observed in both cases; no attempts are made
here to explain the presence of these signals and their shifts between the two pumping
cases.
The Ramsey fringe scan is then extended out to 2 nanoseconds to study how the
CPT pumping affects the overall amplitude decay of the fringes, using 5 µs CPT
pumping with a duty cycle of 70% (Figure 7.16). The full signal without FT filtering
is displayed in the yellow curve of Figure 7.16; this signal is compared to both the
low-pass and high-pass signal, with a cutoff frequency of 8 GHz, chosen to be smaller
than the predicted hole resonance. If the optical transition remains in resonance with
the EOM probe field, but quasi-static fluctuations limit the T∗2 time to the length
of the delay scan, then the Ramsey fringe amplitude falls off to zero but the overall
optical signal reaches a value equal to half the initial amplitude. In these scans, there
is a large amount of spectral power at frequencies lower than 8 GHz, which can be
explained in two ways. First, the OH field may be shifting the optical resonance as a
function of the rotation pulse delay time such that the optical probe signal drops and
increases with an envelope period of around 1.5 ns. Second, it is possible that EOM
probe power may be varying as a function of experimental time. Nevertheless, the
high-pass signal above 8 GHz shows a Gaussian decay (dashed black curve) with a T∗2
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Figure 7.16: CPT Ramsey fringe results for 5 µs CPT pumping with a duty cycle of
70%. Top: Ramsey fringe signals, raw (yellow), low passed below 8 GHz (red), high
passed above 8 GHz (blue), with Gaussian amplitude decay envelope with T∗2 = 1.5
ns (dashed black). Bottom: Absolute value of Fourier transform of full Ramsey fringe
signal for the CPT pumping case in the top figure (blue) compared to the Ramsey
fringe signal in the absence of CPT pumping (orange).
time equal to 1.5 ns, which is comparable to numerous other reports which measured
the inhomogeneous broadening of the electron spin [86, 149, 154, 225]. DNP-induced
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non-linearities are observed at rotation pulse delays greater than 600 ps: the electron
spin frequency decreases as the delay time increases; this effect was also observed in
the Ramsey fringe signals absent CPT pumping.
The FTs of the 5 T Ramsey fringes with and without CPT pumping are displayed
for comparison in the bottom plot of Figure 7.16. The electron spin splitting and
FWHM extracted from the CPT-ON Ramsey fringe is equal to 6.067 GHz/T and
1.91 GHz, respectively, compared to the CPT-OFF results of 5.955 GHz/T and 2.38
GHz, respectively. First, the electron spin splitting measured for the CPT-ON case is
shifted less from co-tunneling splitting (6.29 GHz/T) than the CPT-OFF case. The
difference between the CPT-ON and CPT-OFF FWHMs corresponds to a (19.8 ±
2.0)% reduction in the width of the electron spin resonance. This is a significant result,
and indicates that CPT of the electron spin ground states results in a reduction of the
OH field distribution width, even without the need for careful experimental balancing
of the net electron spin polarization over multiple shots of the experiment [149].
Reductions in the OH field fluctuations is especially beneficial to the performance
of quantum operations, allowing for a greater number of electron spin qubit gate
operations. Additionally, the difference in electron spin frequency between the two
cases is attributed to the coherent initialization of zero electron spin polarization in
the CPT-ON case: the two CPT fields are equal in optical power, therefore when the
two-photon condition is satisfied, the electron spin state wavefunction is in an equal
coherent superposition |ψe〉 = |+〉+ |−〉. Thus, the electron spin remains unpolarized
during the entire period the CPT pumping is on, or 70% of the experiment in this
case. This implies that a DNP mechanism that depends on electron spin polarization
may be in effect, since a shift is observed towards the DNP-free case (co-tunneling).
Other features of note are the prominent presence of the hole splitting, which is
equal to 1.94 and 1.93 GHz/T in the CPT-ON and CPT-OFF cases, respectively,
the appearances of beat frequencies in both CPT-ON and CPT-OFF cases, and the
appearance of new frequencies observed around 12 and 17 GHz in the CPT-ON case.
As shown in the theory chapter of this thesis (Chapter 4), the strength of the hole-
nuclear coupling is around 10% of the electron-nuclear coupling resulting in the OH
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field; thus, the levels of nuclear spin polarization present in this experiment are un-
likely to be detected in the hole resonance. The peaks which were attributed to the
beating of the electron and hole spin precession are shifted in the CPT-ON case by
nearly the same amount as the electron spin splitting itself, corroborating that these
peaks do indeed correspond to a beat signal. The appearance of new peaks at 12 and
17 GHz is unknown at this time, but their prominence should be noted.
An approximately Gaussian decay of the high-pass signal is observed, although
higher frequency modes are present in the signal. The dashed black lines in Figure 7.16
indicate the Gaussian amplitude with a T∗2 time of 1.5 ns; this decoherence time can
be related back to the OH field fluctuations (Section 7.3.1): ∆OH = 2~/(µBgeT ∗2 ) =
36 mT, a result that is comparable to other OH field fluctuation measurements in the
QD electron system [85,149].
One experimental feature worth noting in this experiment is that the Ramsey
fringe pi/2 pulses are present during the CPT pumping portion of the pulse scheme;
these pulses can not be turned off without the introduction of a pulse picker in the
Mach-Zehnder interferometer. Such a device was designed and constructed during
the work leading up to this thesis. However, it was determined that insertion and
coupling losses at the AOMs used for pulse picking were too high, and therefore the
power required for the pi/2 pulse could not be achieved. Furthermore, the effect of
the pulsing is not yet understood; the effect is likely minimal since the pulses are
only 2 ps long and the resulting electron spin wavefunction prepared by CPT does
not depend on the initial state of the system before pumping.
By comparison, an experimental method was developed [154] to largely eliminate
the time-averaged electron spin polarization present in the QD over the course of
the CPT-Ramsey fringe experiment. This elimination is achieved by the usage of
electron spin population inversion pulses; the electron spin pumping time, and the
delay time between the first rotation pulse and the end of the optical pumping is
minimized. Upon the next shot of the rotation pulses, rather than optically probing
the blue Zeeman transition, the red Zeeman transition is probed. Thus, upon time-
averaging over two shots of the experiment (with a repetition period much shorter
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than the nuclear spin precession frequency), the electron spin polarization is zero.
The authors report Ramsey fringes that are free of rotation pulse delay-dependent
DNP effects, and are successful in measuring the nuclear spin narrowing effect via the
Ramsey fringe technique. It is shown that the T ∗2 time of the QD electron system can
be extended from 3.2 ns to 39 ns after 840 µs of blue-detuned CPT pumping. That
report is further evidence the time-averaged electron spin polarization does indeed
drive DNP non-linear effects in the QD electron system, in both CW and time-domain
studies.
The Ramsey fringe experiments described in this section, which measure the pre-
cession of an optically-prepared electron spin coherence, indicate that DNP effects
play a strong role in the time-domain excitation of the QD electron-trion system,
resulting in strong non-linear distortions of the Ramsey fringe waveform with respect
to the rotation pulse delay time. The qualitative nature of the DNP non-linearities
depends on which electron spin state is probed, a feature common to both CW and
time-domain experiments. These DNP-induced non-linearities are measured at mag-
netic fields ranging from 2 to 5 Tesla; Fourier transforms of early and full time Ramsey
fringe waveforms reveal that the magnitude of the OH field likely increases with in-
creasing rotation pulse delay time. It may be possible to explain these effects through
the influence of a time-averaged electron spin polarization for a given rotation pulse
delay time. Surprisingly, attempts at narrowing the nuclear spin ensemble via CPT
pumping lead not only to a shift in the electron spin frequency towards the unpo-
larized case, but also a significant reduction in the electron spin resonance FWHM,
and correspondingly the OH field distribution width, of (19.8 ± 2.0)%. Future ex-
periments should push this CPT technique further by utilizing longer CPT pumping
times out at least hundreds of milliseconds, as well as the incorporation of more com-
plex electron spin initialization schemes. Measurement of the underlying OH field
fluctuations may be improved by incorporating a pulse scheme which results in a
time-averaged electron spin polarization of nearly zero; the OH field fluctuations may
then be more easily measured via the widths of the electron spin splitting peaks in
the Fourier transform of the Ramsey fringes.
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7.5 EOM pump-probe experiments
In the previous section it was demonstrated that ultrafast rotations of the electron
spin state can result in DNP distortion of the Ramsey fringes that are typically used
to measure the electron spin state splitting and inhomogeneous broadening. However,
the exact origin of the DNP distortion has not yet been revealed. The experiments
demonstrated in this section, which involve the optical pumping of the electron spin
state over longer timescales, reveal that DNP distortion effects are present in the
absence of the ultrafast rotation pulses as a function of optical pump-probe delay
times. The onset of the distortion is a function of the pump-probe delay time over
a wide range of experimental repetition periods. Thus, it is asserted again that the
DNP distortion may arise from an average electron spin polarization effect that in
turns polarizes the nuclear spin ensemble.
In these experiments, no ultrafast rotation pulses are utilized. The QD under
investigation is the same QD that is studied in the Raman scattering chapter (Chapter
5). The experiment consists of two EOM amplitude-modulated optical fields, a pump
and probe. The pump length is set to between 45 ns and 61 ns, and the probe
length is set to 4 ns, and the probe peak power is set to at least 1/3 less than the
pump. The QD electron spin is first driven with the pump field on the higher energy
red Zeeman transition |+〉 → |T+〉, pumping the electron spin state into the nearly
pure state |−〉. The pumping fidelity may be estimated by 1 minus the ratio of
the minimum signal to the maximum signal measured during the pumping pulse.
For instance, one example of a pump-probe time-correlated single photon counting
(TCSPC) time trace is displayed in Figure 7.17. For the pumping pulse, the pumping
fidelity is determined to be equal to 1-(1.85/55.6) = 96.7%. The second pulse probes
the |−〉 → |T−〉 transition more weakly (Eprobe = 0.75 Epump) and for a shorter
amount of time (4 ns compared to 45-61 ns) than the pumping pulse. The RF pulses
used to drive the EOM amplitude modulators (EOSpace) are generated using two
HP8082A RF generators, one of which determines the overall experimental repetition
period and pump duration, syncing the second RF generator that drives that probe
EOM, and the delay between the pump and probe may be set from 0 to Tperiod with
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Figure 7.17: Time-correlated single-photon counting histogram of the EOM pump-
probe experiment for 100 ns repetition period and approximately 9 ns pump-probe
delay time. The histogram plotted in the figure is produced by time-tagging the
detected photons with respect to the synchronization signal from the HP8082A pulse
generator. The first pulse (the pump) drives the |+〉 → |T+〉 transition for 35 ns,
while the probe is only incident on the QD for 4 ns on the |−〉 → |T−〉 transition.
The QD scattering is isolated from the excitation fields by background subtraction
between the QD bias ON and OFF (black histogram).
sub-nanosecond resolution. For a fixed pump-probe delay, the probe laser is scanned,
and the pump and probe scattering response are separated in post-processing.
The goal of these experiments was to investigate the role that the pump-probe
delay time has on the OH field shift under resonant excitation rather than ultrafast
rotation pulses. Schematically, the electron spin state is prepared in the |−〉 state
and remains fixed until the probe pulse interacts with the system. During the waiting
period, it is possible that the polarized electron spin may interact with the nuclear
spin ensemble. The relatively weak probe should detect relative changes in the nuclear
spin ensemble via the OH field shift on the electron spin state splitting. Collecting
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both the pump and probe scattering and separating them in post-processing allows
for corroboration of these shifts; a change in the electron spin splitting shifts both
the pump and probe transitions.
In the first set of experiments, the experimental repetition period is set to 100 ns.
The timescale of the nuclear spin precession in a 2 T external magnetic field is equal to
approximately 60 ns; as far as the current author is aware, this is the fastest relevant
timescale related directly to nuclear spin physics in the QD system. The experimental
results are displayed in Figure 7.18, with the probe(pump) scattering plotted in the
top(bottom) plot. The probe laser is scanned across both the |+〉 → |T+〉 and
|−〉 → |T−〉 transitions; a small amount of scattering is observed when the laser
scans over the pump transition around 10574.42 cm−1, which may be due to a higher
rate of co-tunneling than expected. More importantly, as the probe is brought into
resonance with the |−〉 → |T−〉 transition, the scattering brightens in both the pump
and probe channels. For the first three delay times of 2.72, 5.3, and 21.75 ns, both
the pump and probe scattering are observed to be relatively symmetric about their
centers, with no indication of DNP-induced dragging. However, the FWHM of each
peak (marked in the plot below each probe laser scan) is considerably larger than
measured under CW excitation at zero magnetic field: the FWHMs are on average
0.0383 cm−1 (1.15 GHz), compared to a typical QD absorption/fluorescence linewidth
of 450 MHz. This broadening may not be attributed to the time-domain excitation
technique on its own: the shortest pulse width used in this experiment is 4 ns (250
MHz bandwidth), thereby not contributing significant broadening to the measured
scattering lineshape.
Thus, it is evident that OH field fluctuations are already playing a role in this
experiment for pump-probe delays ranging from 2.72 ns to 21.75 ns. The FWHM
of the first three early scans can be used to determine the OH field fluctuation dis-
tribution width. The Gaussian OH field distribution (Equation 7.17) will be used
as the broadening distribution for the Lorentzian optical response of the probe laser
frequency scanned across the |−〉 → |T−〉 transition. The convolution of a Gaussian
distribution with the Lorentzian is known as a Voigt profile [45], and is commonly
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Figure 7.18: Probe and pump scattering for the 100 ns repetition period EOM
pump-probe experiment. Top panel: probe scattering separated in post-processing of
the TCSPC (Figure 7.17) by integrating the counts during the probe pulse only as
a function of the probe excitation wavenumber. The probe laser is scanned and the
scattering is collected for pump-probe delay times between 2.72 and 44.6 ns (legend),
with FWHM for each scattering lineshape marked next to each curve. Bottom panel:
pump scattering, same experiment. Pump scattering is isolated using the same post-
processing technique except that only counts during the pump pulse are integrated.
observed in Doppler-broadened spectroscopy of thermal atomic vapors. The resulting
expression is of the form
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Figure 7.19: Probe scattering in the presence of quasi-static broadening (Gaussian)
of a Lorentzian transition for different OH field distribution widths (Equation 7.23).















where δ0 = ω − (ω0 + 12∆exte ). To extract an approximate OH field distribution
width, a range of Voigt profiles are plotted in Figure 7.19 for OH field widths ranging
from 1 mT (nearly absent of fluctuations), and 40-110 mT, for a Lorentzian with
FWHM of 450 MHz. An OH field width of 90 mT matches the average FWHM of
the 2.72 ns, 5.3 ns, and 21.75 ns delay time scans in Figure 7.18 most closely; no
attempts are made at fitting the probe scans due to an increasing baseline at the blue
edge of the laser scan, most likely due to either off-resonant coupling to the next blue
Zeeman transition, or an increase in background scattering. The extracted OH field
width is significantly larger than the measured width of 36 mT using the Ramsey
fringe technique in Section 7.3, and outside of the typically measured range of 20-40
mT [57], indicating amplified fluctuations.
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More strikingly, beyond pump-probe delays of 21.75 ns, the linewidth of the scat-
tering lineshape nearly doubles to 0.0651 cm−1 (1.95 GHz) in the 34.65 ns delay case
and 0.0621 cm−1 (1.86 GHz) in the 44.6 ns case. In these cases, the scattering line-
shape is observed to be dragged with the scanning probe laser, remaining relatively
flat in the probe case. No gradual broadening is observed as the pump-probe de-
lay increases; rather, this abrupt change is observed between 21.75 ns and 34.65 ns
pump-probe delay time. The DNP-induced non-linearities discussed thoroughly in
Chapter 5 seem to turn on abruptly at this time delay, and are not observed at ear-
lier times. Additionally, the same dragging behavior typically observed on the blue
Zeeman transitions in absorption and resonance fluorescence is observed here in these
pump-probe dependent laser frequency scanning experiments.
Although no quantitative model is developed in this thesis to explain this abrupt
turn-on which is likely indicative of DNP-induced effects, the timescales for which
the DNP distortion effects take effect match known nuclear spin precession frequen-
cies. More specifically, the nuclear spin precession frequencies at 2 T are equal to
53 ns and 63 ns for 115In and 75As, respectively. The delay times referenced in the
legends of Figure 7.18 refer to the time between the end of the pump pulse and the
beginning of the probe pulse. However, a more physically relevant parameter may
be the time at which the optically pumped electron spin polarization crosses over
from positive to negative due to the pump pulse. Assuming that the electron spin
state at the beginning of the pump pulse is in a pure state |+〉, a signal drop of 50%
corresponds approximately to the electron spin polarization zero-crossing. This time
is determined to be approximately 8.4 ns into the pulse. At this point, the electron
spin polarization becomes increasingly negative until the pulse is turned off and re-
mains constant (neglecting spin relaxation) until the probe pulse interacts with the
system. DNP-induced effects are observed to turn on some time between 21.75 and
34.65 ns, or an average time of 28.2 ns after the pump pulse ends. Thus, under these
conditions, the amount of time the electron spin polarization is negative is equal to
(45 - 8.4)+28.2 ns = 64.8 ns, within 2.8% of the 75As spin precession period. This
correlation between the DNP turn-on pump-probe delay and the nuclear spin pre-
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Figure 7.20: Vector diagram of the oscillating total magnetic field due to precession
of the nuclear spins in the external magnetic field. The total magnetic field vector
(black arrow) is the vector sum of the external magnetic field (blue) along xˆ, the
OH field component along xˆ(purple), and the OH field component along zˆ (red).
However, the OH field is itself due to the average nuclear spin polarization, which is
shown in the text to precess around the external magnetic field which has a non-zero
cross-product.
cession period may be purely coincidental; however, it is physically feasible that the
nuclear spin precession period may play a role in the DNP problem, as shown below.
The external magnetic field is pointed in the sample plane; the direction is defined
as xˆ (Figure 7.20). Even in the absence of any nuclear spin polarization mechanisms,
an isotropic OH field exists pointing in all directions, with a probability distribution
given by Equation 7.17. This OH field is due to a net nuclear spin polarization
〈Ix,y,z〉 which fluctuates with an autocorrelation time on the order of at least 100
µs, although likely slower. Consider the nuclear spin polarization that has non-zero
angular momentum projections along xˆ and zˆ, as predicted by the aforementioned
probability distribution. For a given “frozen” fluctuation, or a single sample of the
distribution, the total OH field consists of ~BOH = B
x
OH xˆ + B
z
OH zˆ. It is known [84]
that, classically, the equation of motion of a magnetic moment ~µ in a static magnetic




= γ(~µ× ~B) (7.24)
where γ is the gyromagnetic ratio of the nuclear magnetic moment ~µ . Thus,
the x-component of the OH field does not precess, but the z-component precesses
around the external magnetic field along the xˆ direction. Thus, the total magnetic
field which is the vector sum of the external field and the two OH field components,
precesses around the external magnetic field direction at a rate determined by the
gyromagnetic ratio. For a given “frozen fluctuation,” this time-dependent magnetic
field may manifest itself on the measurement of the electron spin polarization in
numerous ways. A total magnetic field that deviates from the xˆ direction will cause
a rotation of the polarization selection rules of the electron-trion system away from
horizontal and vertical polarizations. This may lead to a reduction of the effective
oscillator strength of a given transition being driven by the pump or probe. This
time-dependent field must then be taken into account when developing a theory to
explain the DNP-induced non-linearities as discussed in Chapters 4, 5, and 6. If
this time-dependent field oscillates at the nuclear spin Zeeman frequency, the DNP
non-linearities may become apparent when the pump-probe delay is in the vicinity of
certain phase synchronization conditions with the nuclear spin precession, as observed
in QD ensemble studies [197]. Even if the effect of this synchronization is relatively
small over the course of a single shot of the experiment, a large number of shots
are performed during a single experimental acquisition point for a given pump-probe
delay time and probe laser detuning, possibly leading to a “nuclear mode-locking”
type effect, as observed elsewhere [233].
The same experiment is then performed with a repetition period of 3 µs, with the
same pump and probe pulse lengths and peak powers as in the previous experiment
(Figure 7.21). Although the SNR is considerably lower due to the lower number of
average integrated counts (factor of (100 ns/3 µs) = 3.3%), a similar phenomenon
occurs in which strong DNP distortion of the scattering lineshape does not start to
occur until beyond a certain pump-probe delay time. In the 3 µs case, the broadening
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Figure 7.21: Probe and pump scattering for the 3 µs repetition period EOM pump-
probe experiment. Top panel: Probe pulse scattering. Bottom panel: Pump pulse
scattering. Delay times range from 72 to 2120 ns.
occurs gradually from 72 ns to 1085 ns, but jumps from 0.0486 cm−1 (1.46 GHz) to
0.0696 cm−1 (2.09 GHz) at 2120 ns delay. It is difficult to understand how the phase
synchronization conditions used to explain the previous data set at 100 ns repetition
period may come into play for this data set. In particular, the first pump-probe delay
time is already on the order of the nuclear spin precession period at 2 T, but no DNP
distortion is observed until 2120 ns pump-probe delay time. This longer timescale
experiment implies that the average electron spin polarization acquired over a number
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of experiment shots may be playing a large role in determining the response of the
nuclear spin polarization in the presence of pulsed optical excitation. One common
feature to both the 100 ns and 3 µs cases is that the switching effect due to DNP non-
linearities turns on for negative electron spin polarization duty cycles greater than
50%: in the 100 ns, the electron spin polarization is negative for at least 65% of the
time, and in the 3 µs that percentage of time is 54%. However, this calculation is in
danger of over-simplification: the probe pulse does not necessarily drive the electron
spin polarization back to positive due to it relative weak peak power and short pulse
length compared to the required optical pumping time. A more detailed investigation
would automate the pump-probe delay, scanning this delay time on timescales shorter
than the nuclear spin precession frequency.
In the previous two experiments, although the probe peak power is smaller than
the pump peak power, and considerably shorter than the pump pulse length, the
probe may not be considered “perturbative.” Evidence for the strong interaction of
the probe with the QD electron-trion system is that the probe scattering (Figure
7.17) in the 100 ns repetition period case is high, and drops off by nearly 60% before
the probe pulse is completed, indicating that the electron spin polarization may even
have been pumped back to positive, reversing the effect of the pump. Thus, the
pump-probe delay may then be predicted to have a strong effect on the response of
the nuclear spin ensemble to the electron spin polarization, since the average electron
spin polarization may be tuned from negative to positive by adjusting the delay. If
instead one wishes to observe the system perturbatively as a function of waiting time
after the pump pulse, the probe pulse peak power and delay must be reduced further.
An experiment was performed for which the repetition period was set to 993
ns, and the probe power was reduced considerably compared to the previous two
experiments (Figure 7.22). The pump pulse length is set to 30 ns and the probe
length to 1.8 ns, while the average pump power was set to at least four times the
probe power. Setting the average probe power much lower than this causes the EOM
DC offset locking modules to become unstable due to extremely small average powers
off of which to servo the EOM contrast, making a true perturbatively small probe
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Figure 7.22: Probe and pump scattering for the 993 ns repetition period EOM
pump-probe experiment with weak probe peak power. The EOM probe peak power
is at least four times smaller than the pump power, and the probe pulse length is
only 1.8 ns.
experiment difficult.
In stark contrast to the results of the previous two experiments for which the
probe/pump peak power ratio was larger, the 993 ns repetition period experiment
shows that DNP distortion of the probe scattering may occur at early pump-probe
delay times, with the distortion becoming continuously more severe as the pump-
probe delay is increased. For the shortest pump-probe delay, the probe scattering
lineshape is symmetric (neglecting the baseline background scattering); as the delay
is increased, the scattering becomes increasingly distorted towards the red side of the
transition, implying a decrease in the OH field, bringing the transition into resonance
with the laser. In fact, increasing the pump-probe delay all the way out to 922 ns,
leaving only 39 ns remaining between the probe cut-off and the start of the next
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experimental shot pump pulse, results in a very sharp scattering lineshape, with
minimal distortion towards the blue end of the lineshape.
One of the implications of this experiment is that even in the limit of a perturba-
tively small probe, with probe peak power at least four times smaller than the pump
and probe pulse length shorter than the typically required optical pumping length
(at least 2 ns in this QD), DNP distortion effects are still demonstrated as a function
of pump-probe delay. Thus, some change in the coupling between the electron/trion
system and the nuclear spin ensemble must be tunable via the pump-probe delay.
The first suspected mechanism is the one implicated for the previous experiments, or
the coupling of the average electron spin polarization to the nuclear spin ensemble.
In this scheme, a prepared electron spin polarization may precess in the orthogonal
components of the OH field, which itself is oscillating due to the precession of the nu-
clear spin components 〈Iz〉 in the external magnetic field ~Bx. This precessing electron
spin polarization likely interacts with the nuclear spin polarization via the non-linear
mechanisms outlined in Chapter 4; however, no attempt is made at outlining a the-
ory to explain this non-linearity in this chapter. Nevertheless, it is made clear in
these experiments that the probe does indeed affect the nuclear spin polarization as
a function of pump-probe delay and laser excitation frequency, revealing that the
DNP non-linearities resulting in the lineshape distortion are very sensitive to even
perturbatively small probe excitation.
The experiments outlined in this section using EOM pump-probe excitation may
be improved in a number of ways. First, DNP non-linear experiments are highly
sensitive to initial starting conditions in cases where the system may not be allowed
to reach a full steady-state. In the CW Raman scattering experiments detailed in
Chapter 5 in which the laser frequency step time was inferred to be longer than
the nuclear spin polarization time, the coupled electron-nuclear system was assumed
to have reached its steady-state, which did not depend on the initial conditions of
the nuclear spin polarization. However, the ideal time-domain experiment would
initialize the full electron-nuclear system with the same initial conditions each shot
of the experiment. It is possible to achieve this by using the co-tunneling regime to
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attempt to bring the nuclear spin ensemble back into thermal equilibrium. This would
require fast bias modulation of the sample [162]; current bias modulation bandwidths
are limited by the high capacitance of the sample, limiting modulation bandwidths to
the low kHz range. If this method were achieved, nuclear spin polarization would only
develop over the course of a single shot of the experiment, and the electron spin and
nuclear spin polarization would not have to be assumed to be averaged over a large
number of experimental shots. A similar experiment was performed [168] using AOM
modulators with a relatively weak external magnetic field (-220 mT along the growth
direction) and non-resonant PL excitation/readout of the nuclear spin polarization.
However, nuclear spin polarization effects are well understood to depend dramatically
on whether the QD is excited resonantly versus non-resonantly.
7.6 Chapter summary
In this chapter, the non-linear interactions between the QD electron-trion sys-
tem and the nuclear spin ensemble were investigated using ultrafast time-domain
techniques and EOM-based pump-probe spectroscopy. A brief review of the current
state of the art of coherent control of the electron spin qubit and trion system was
presented. The theory of detuned two-photon Raman rotation pulses acting on the
electron spin qubit was presented. The expected form of the Ramsey fringe rotation
pulse delay time dependence was derived in the presence of quasi-static OH field fluc-
tuations. Ramsey fringe experiments performed on the electron spin qubit showed
that the fringes are strongly distorted by DNP effects, and that the qualitative nature
of the DNP distortion depends on which electron spin state is initialized by the EOM
optical pumping/probe pulse. The DNP distortion effect was shown to be in effect
for magnetic fields ranging from 2 to 5 T in the plane of the sample. Attempts at nar-
rowing the nuclear spin ensemble using coherent population trapping were successful
for pumping periods of 5 ms with a duty cycle of 70%, resulting in a (19.8 ± 2.0)%
narrowing of the electron spin resonance; this narrowing was correlated with a depo-
larization of the nuclear spin ensemble, pushing the electron spin central frequency
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closer to the result measured in co-tunneling. The time-dependence of the OH field
and related DNP distortion was further investigated through EOM pump-probe ex-
periments, in which a 40-60 ns narrowband pump initialized the electron spin state,
while a short (1-4 ns) probe laser was frequency scanned across the electron-trion
transition. Even at short pump-probe delay times, broadening is observed, which is
attributed to amplified nuclear spin fluctuations on the order of 90 mT. For the 100 ns
and 3 µs repetition period experiments, an abrupt shift occurs at later pump-probe
delay times in which the trion transition is likely dragged due to DNP non-linear
effects. This dragging is shown to be continuous with respect to the pump-probe
delay time when the probe/pump power ratio is reduced considerably at a repetition
period of 993 ns. Although no rigorous or predictive model is developed in this thesis
to explain the DNP phenomena, a non-linear mechanism that involves the precession
of transverse OH field components due to the external magnetic field combined with
one that depends on the average electron spin polarization accumulated over multi-
ple experimental shots may explain the distortion behavior observed in the Ramsey
fringe and EOM pump-probe experiments.
CHAPTER 8
Future directions and summary
8.1 Future directions
There are a number of future directions that should be investigated in order to
understand the non-linearly coupled QD-electron-hole-nuclear system with greater
certainty. The original discovery in this thesis of anomalous Overhauser field shifts
as measured using resonant Raman scattering was an accident; the author was at-
tempting to determine the trion transition resonant energies using the pressure-tuned
etalon designed to optimize the transmitted photons scattered/emitted by the QD
while rejecting the laser. While it is true that the etalon used for this thesis does in
fact work ideally as an excitation laser filter, having a FWHM matched to the ap-
proximate linewidth of the trion absorption line, the etalon is not ideal for scanning
etalon spectroscopy. The author proposes a different system which would allow for
precise determination of the electron spin frequency and OH field distribution width:
a two-etalon cascaded system which include the pressure-tuned etalon utilized in this
thesis with an additional piezo-scanned etalon. The first etalon is used to resolve the
Raman scattering from a single pathway from the Rayleigh/Raman and spontaneous
emission from other pathways. The additional etalon, being piezo-scanned, would
allow for rapid scanning across the QD transition. However, this etalon should have a
much smaller FWHM, comparable to the inverse of the electron spin dephasing time
(MHz level). This fast-scanning system would allow the spectroscopist to measure
the coherence time of the electron spin directly by measuring the width of the Raman
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Figure 8.1: Energy level diagram for measuring narrowing of Raman scattering
linewidth under coherent population trapping.
scattering, which was shown in Appendix A to be given by the ground state dephasing
time. Additionally, the resolution of the Raman scattering experiment presented in
this thesis was limited by the FP FWHM, and has already reached the approximately
50 spin level. A factor of 50 increase should bring the resolution of the experiment
within single nuclear spin sensitivity, allowing for the optical spectroscopy of single
nuclear spins in a self-assembled QD system, a feat that has never been achieved.
The author notes that the development of a piezo-scanned etalon with these features
is easily achievable; one caveat is that the etalon resonance will likely need to be
stabilized with a narrow bandwidth laser which does not interact with the QD but is
used to provide a servo lock. A similar system has already been developed elsewhere
to resolve the “sub-natural linewidth” (smaller than the trion absorption linewidth)
of the Rayleigh scattering in the trion system, utilizing a 29 MHz FWHM scanning
etalon [123].
One particularly insightful experiment that would benefit from the utilization of
this cascaded piezo-scanning system would involve coherent population trapping of
the electron spin (Figure 8.1). It was already shown in the time-domain spectroscopy
chapter (Chapter 7) that CPT can lead to narrowing of the OH field distribution
as measured by the Fourier transform of the Ramsey fringes. The equivalent CW
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experiment would involve three optical fields: two fields with two-photon detuning
equal to zero, and one field exciting the transition involving the remaining uncoupled
excited state. The probe field is required because in the presence of just the two CPT
fields, the Raman scattering from one field overlaps with the Rayleigh scattering
of the other field, and vice versa, which complicates the spectrosopic measurement.
However, the introduction of a weak probe field results in Raman scattering at a
frequency distinct from the other scattering pathways. One should study the effect of
the CPT duration on the linewidth of the Raman scattering, as well as the electron
spin frequency. In the CPT configuration, the hole (excited state) population is
minimized, and the electron spin polarization can be chosen to be zero by carefully
setting the two CPT fields equal to each other. Although there are a few existing
time-domain studies of CPT, none of them have examined the electron spin coherence
via the Raman scattering linewidth [136, 149]. Theoretical considerations predict
that the CPT may lead to either narrowing or amplification or the nuclear spin
fluctuations depending on the single-photon detuning from the optical transitions
(keeping the two-photon detuning equal to zero); this could easily be examined using
this technique.
The Raman scattered photons provide a very useful resource for quantum in-
formation, especially related to linear photon quantum computation. As described
throughout the thesis, the linewidth of the distribution of Raman photons is very nar-
row, limited only by the ground state decoherence and the laser linewidth. In fact,
the QD has been referred to as a converter of the weak coherent state generated by a
CW laser to true single photons [123]. After spectral filtering of the Raman scattering
from the Rayleigh scattering and spontaneous emission, the coherence properties of
the Raman photons should be studied using standard quantum optical techniques
including g(2) measurements of the second-order coherence, Michelson interferometry
of the first-order coherence, and Hong-Ou-Mandel interference in order to measure
the indistinguishability of the photons [47]. If the QD brightness is enhanced either
by the DBR cavities with higher finesse or the inclusion of solid immersion lenses
(SILs), the scattered photon budget should allow for CPT narrowing of the electron
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spin qubit for a large duty cycle of the repetition rate of the experiment, resulting
in higher indistinguishability. These scattered photons could be utilized for cluster
state computation [234] or as single photon inputs to linear photonic systems. Fur-
thermore, they could also be injected into electro-optic phase modulators and used
as a frequency-qubit for frequency-domain quantum key distribution [47].
Equivalent measurements of the electron spin coherence can also be made in the
time-domain. Recent experiments have reported on the effect of coherent population
trapping on the Ramsey fringes of QD electrons using a sophisticated optical pumping
technique which drives the average electron spin polarization to zero [154]. However,
CPT has not yet been utilized to understand the intrinsic decoherence time T2, which
is revealed by the spin echo technique. Thus, it is proposed that future experiments
first narrow the nuclear spin ensemble for at least milliseconds and then perform the
spin echo technique to see if the T2 time is affected at all.
Another important aspect of understanding the nuclear spin ensemble physics and
its coupling to the electron-trion system in the single QD is for the sake of implement-
ing quantum memory. Atomic vapors have been utilized for quantum memories, in
which the vapor interacts strongly with an incoming photon or weak coherent source
pulse; the quantum information from the photon is transferred on to the vapor via
light-matter interactions, typically resulting in a matter wavefunction which looks
like the coherent superposition of a single excitation distributed over all atoms in
the vapor (similar to a Dicke state). In the QD electron-trion-nuclear system, it was
shown in this thesis that there is a multistability in which when the laser is scanned
across one of the red Zeeman transitions, that the Overhauser field (underlying nu-
clear spin polarization) changes by approximately 160 mT (or 550 spin flips). A
proposed quantum memory may operate in the vicinity of the transition wavenumber
between these two states, which differ by a large measurable number of nuclear spin
flips. Single photon emission and scattering (say from a flying qubit scattered by a
distant QD) may result in a superposition state of the nuclear spin ensemble, which
is likely preserved for the nuclear spin depolarization time on the order of hundreds
of microseconds out to a few milliseconds. Furthermore, the underlying physics of
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the transition between low and high Overhauser field states is not yet understood;
it is possible that the system settles into one of the ground states of a spin glass,
which may lead to Dicke-like states in which the spin flips are distributed in a coher-
ent superposition state throughout the nuclear spin ensemble in the QD. InAs QD
systems may prove superior to other quantum memory systems in that the nuclear
spin ensemble (memory) is easily accessible by the strong light-matter interactions of
the QD.
8.2 Thesis summary
This thesis reveals experimentally new understandings of the interactions between
the electron and hole confined to a self-assembled InAs quantum dot and its con-
stituent nuclear spins. Chapter 2 introduced the structure of the QD sample, in-
cluding the electric field biasing structure used to deterministically charge the QD
with a single electron, and the selection rules which underlie optical excitation of the
electron-trion transitions under the application of an external magnetic field. Chapter
3 introduces continuous wave spectroscopy techniques including photoluminescence,
sample bias-modulated lock-in different reflectivity, and direct scattering measure-
ments including resonance fluorescence and Raman scattering. One novel result de-
scribed in that chapter is a strong correlation between the small permanent dipole of
the trion and the polarizability of the electrons and holes in the quantum-confined
Stark regime, which was revealed by the utilization of a broadband high-resolution
scanning TiSaph laser to build up high statistical confidence. Chapter 4 gives an
exposition of the microscopic origins of the interactions between the electron/hole
and the QD nuclear spins, which is easily observable due to the strong quantum
confinement of optically-excited carriers in the QD. These mechanisms included the
electron-nuclear hyperfine contact interaction, the quadrupole interaction, the dipole-
dipole hole-nuclear interaction, and the nuclear spin diffusion terms (dipole-dipole and
electron-mediated). It was shown there that the quadrupolar interaction could lead to
energetically-favorable nuclear spin polarization in the presence of a confined electron.
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Chapter 5 presents the main experimental results of this thesis, studying the ef-
fects of a resonant excitation laser scanning across the electron-trion transitions under
the application of a strong external in-plane magnetic field. Large Overhauser field
shifts were measured in both the co-tunneling and optical pumping regime, with a
qualitative non-linear feedback that depended on which Zeeman branch was being
probed with a scanning laser. The absence of heavy-hole light-hole mixing strongly
implicates the electron-mediated quadrupolar interaction as driving the nuclear spin
polarization in the particular QD under study; this result could change significantly
depending on changes in the QD morphology throughout the sample and between
different samples. Chapter 6 introduces a phenomenological model used to under-
stand and fit the Raman scattering dependences reported in Chapter 5 by utilizing
the quadrupolar Hamiltonian. However, the qualitative differences between the two
Zeeman branches (red and blue) are only recovered when an arbitrary sign flip is
made in the feedback term; this arbitrary sign flip is common to many other the-
oretical studies. Chapter 7 details time-domain studies of the electron spin in the
presence of DNP non-linearities. Time-domain studies included power-dependent
Ramsey fringes using two-photon detuned Raman pulses to rotate the electron spin
phase, and Ramsey fringes on the electron spin qubit, revealing DNP-induced non-
linearities as a function of rotation pulse delay time. Nuclear spin narrowing was
demonstrated by introducing coherent population trapping of the electron spin states
for 5 ms with 70% cycle, resulting in a (19.8 ± 2.0)% reduction in the FWHM of the
electron spin resonance in the Fourier transform of the Ramsey fringe signal. Addi-
tionally, a novel class of EOM-pulsed pump-probe experiments explored the electron
and nuclear spin dynamics for experimental repetition periods ranging from 100 ns to
3 µs, demonstrating DNP-induced non-linearities and amplified OH field fluctuations
under certain regimes. This thesis presents a more comprehensive understanding of
dynamic nuclear spin polarization and its effects on the QD electron-trion system,
which will hopefully empower future researchers to continue to improve the system
and utilize the observed non-linearities.
APPENDIX A
Derivation of Rayleigh and Raman scattering in the lambda system
In this appendix the scattering spectrum for the lambda system in the presence
of a single classical field and the quantum vacuum field is derived. Rather than
taking a quantum regression theorem approach, the perturbation theory approach
is adopted [45]. The intent is to model the scattering spectrum for the four-level
electron-trion system studied throughout this thesis when the pump and probe fields
do not share an excited state, ie. that they drive different Zeeman-split trion states
3. Additionally, the pump is strong compared to the probe, but both fields are
considered to be weak compared to the spontaneous emission rate of the transitions.
The energy level diagram is illustrated in Figure A.1. The dashed black line indicates
the sub-system of the electron-trion system in which the probe (blue arrow) drives the
|−〉 → |Tx−〉 transition weakly, leading to repopulation of the |+〉 state. However,
a much stronger pump field drives the |+〉 → |Tx+〉 transition; therefore, in the
perturbation theory limit, all of the population is considered to be pumped into the
|−〉 state, ie. ρ(0)1;0,1;0 = 1, where the basis states are defined in the next paragraph.
The wavefunction basis states for the coupled atom-quantum field system only
include states that are connected at most by two field interactions. Thus, the basis
states are [|1; 0〉 , |e; 0〉 , |1; a〉 , |2; b〉], where aˆ and bˆ are the photon modes correspond-
ing to the |1〉 → |e〉 and |2〉 → |e〉 transitions, respectively, which have different
polarizations. The |2; 0〉 state is not included in this calculation, since the probe field
is weak and in the perturbation theory limit the system is considered to be initialized
entirely to the |1; 0〉 state.
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Figure A.1: Lambda sub-system of the four-level electron-trion system in the Voigt
geometry. Dashed black line indicates the subset lambda system considered here
theoretically.




























where the first term is the fixed energies for the lambda system, the second and
third terms are the field Hamiltonians for the quantum fields (photon modes), the
fourth term is the classical field interaction term that drives population back and forth
between states |1〉 and |e〉, and the fifth and sixth terms are the quantum atom-field






A more convenient picture is arrived at by utilizing a unitary transformation of
the wavefunctions in order to get rid of the fast exponential oscillations at the laser
frequency ω and ω0. If the state amplitudes are transformed via ~a(t) = Uˆ(t)~c(t), then
the newly transformed Hamiltonian for the ~c amplitudes is equal to
Htrans = Uˆ




Then, the following unitary transformation is utilized:
Uˆ = diag{ei∆et/2, e−iω0t, ei∆et/2e−iωat, e−i∆et/2e−iωbt} (A.3)
arriving at a final transformed Hamiltonian given in matrix form by
H = ~

|1; 0〉 |e; 0〉 |1; a〉 |2; b〉










where δ1 = (ω0+
∆
2
)−ω, δa1 = (ω0+ ∆2 )−ωa, δb2 = (ω0−∆2 )−ωb. The density matrix
formalism is then utilized, which allows for easy incorporation of phenomenological
population decay and dephasing rates into the system [45]. The equations of motion
for the density matrix elements are given by d
dt
ρˆ = − i~ [Hˆ, ρˆ] + relaxation terms. Two
relaxation terms are accounted for in this derivation, corresponding to spontaneous
emission decay from the excited state at a rate Γr and electron spin pure dephasing
at a rate Γe. The system investigated in this appendix is not considered closed; the
population is not conserved to the basis states considered here, and thus population is
lost over time due to the relaxation terms written below. However, this does not affect
the overall quantitative results for the scattering terms, since the work is performed
in the perturbation theory limit of a weak probe field compared to the pump which
always re-initializes the system to the |1〉 state after a scattering event that causes a
transition to the |2〉 state.
The Lindblad super-operator formalism may be used here to derive the relaxation
terms for open quantum systems in the presence of non-unitary action. The new












where {x, y} = xy + yx and Lj are the Lindblad operators associated with the














where the only non-zero elements occur in the |1; 0〉 and |e; 0〉 subspace. The
resulting Lindblad relaxation terms are equal to
L =

Γrρ1;0,1;0 −12(Γe + Γr)ρ1;0,e;0 −12Γeρ1;0,1;a −12Γeρ1;0,2,b
−1
2
(Γe + Γr)ρe;0,1;0 −Γrρe;0,e;0 −12Γrρe;0,1;a −12Γrρe;0,2;b
−1
2
Γeρ1;a,1;0 −12Γrρ1;a,e;0 0 0
−1
2
Γeρ2;b,1;0 −12Γrρ2;b,e;0 0 0

(A.7)
Thus, population decay is observed due to spontaneous emission, dephasing of
the optically-driven coherences occurs proportional to the spontaneous decay rate
divided by two, and coherences involving the ground states decay due to the pure
dephasing term proportional to Γe, where no T
e
1-type terms (longitudinal relaxation
of the electron) have been included.
The scattering spectrum may now be determined using perturbation theory meth-
ods. First, the density matrix equations of motion are calculated for the entire sys-
tem without further approximations being made. Reproducing all sixteen equations
is cumbersome and will not be done here. However, two perturbation theory chains
(corresponding to double-sided Feynman diagrams) may be written down as follows.





[ρ1;a,1;a + ρ2;b,2;b] (A.8)
Starting from the 0th order assumption in perturbation theory that the density
matrix is prepared via optical pumping to ρ
(0)
1;0,1,0 = 1, the two lowest order chains can
be written down as
1. ρ1;0,1;0
χ−→ ρ1;0,e;0 g1−→ ρ1;0,1;a χ−→ ρe;0,1;a g1−→ ρ˙1;a,1;a + c.c.
2. ρ1;0,1;0
χ−→ ρ1;0,e;0 g2−→ ρ1;0,2;b χ−→ ρe;0,2;b g2−→ ρ˙2;b,2;b + c.c.
(A.9)
These chains are calculated below, starting with the first chain. Combining the
unitary evolution from the Hamiltonian and the Lindblad terms, the equation of


















where the only terms kept in the last line are the 0th order initial population and
the coherence between |1; 0〉 and |e; 0〉 generated by the classical field χ. Integrating














(Γe + Γr)− iδ1
]e−iδ1t (A.11)
where the transient term proportional to e−1/2(Γe+Γr)t is thrown away since the
scattering is typically measured in a CW experiment. This same formal integration
process is carried out for the remaining terms in the perturbation chain, plugging in
the result from the previous calculations into each consecutive step. The equations
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ρ1;a,1;a ≈ −ig1e−iδa1 tρe;0,1;a + c.c.
(A.12)
The result of following the perturbation chain by solving each equation starting




















which is the product of three Lorentzians. The first Lorentzian has the FWHM
1
2
(Γe + Γr) and is maximized when δ1 = 0, or that the laser is brought into resonance
with |1〉 → |e〉 transition; this Lorentzian determines the overall scattering strength
into the two resulting modes. The next two Lorentzians give the two quantum field
scattering modes. The first mode has a width 1
2
Γe centered at the laser frequency;
this is the Rayleigh scattering term. The second mode has the spontaneous emission
width and is always found at the natural frequency of the |1〉 → |e〉 transition. The
overall result is interesting because it proves that the Rayleigh scattering line has a
width associated with the ground state dephasing/relaxation and not the linewidth
associated with spontaneous emission, a result that is often times claimed in the
literature without support.
The second perturbation chain is calculated using the same procedure. The first















ρ2;b,2;b ≈ −ig2e−iδb2tρe;0,2;b + c.c.
(A.14)
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(Γe + Γr)− iδ1
] [−1
2







Again, the result is the product of three Lorentzians, with the first Lorentzian
centered at the transition being driven by the classical field, giving the overall scat-
tering intensity into the other two modes. However, the second Lorentzian has a
width given by the ground state dephasing and is centered at ωb = ω − ∆e, which
is exactly the Raman scattering mode; this scattering mode always comes out at the
laser frequency minus the ground state splitting, in the “Stokes” case. Switching the
roles of the pump and probe will result in Raman scattering at a frequency given by
ω+∆e, or the “anti-Stokes” mode. Additionally, there is a spontaneous emission term
in the third Lorentzian which has the spontaneous emission width and is centered at
the natural frequency of the |2〉 → |e〉 transition.
Thus, in the weak-field limits in which perturbation theory on the probe and pump
fields is valid, the Raman scattering may be utilized as a high-resolution spectrosopic
tool to examine the ground state splitting (electron spin state, in this case). First and
foremost, if the ground state splitting is larger than the spontaneous emission width,
then the Raman peak is spectrally separated from the spontaneous emission, unlike
the Rayleigh scattering when the laser is near-resonant. Additionally, in the QD sys-
tem, the ground state dephasing is very slow compared to the spontaneous emission
width; thus the Raman channel is enhanced considerably compared to the sponta-
neous emission channel and is orders of magnitudes narrower than the spontaneous
emission linewidth, allowing for precise determinations of ground state splittings via
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