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MULTI-VARIABLE SIGMA-FUNCTIONS: OLD AND NEW RESULTS
V.M.BUCHSTABER, V.Z. ENOLSKI, AND D.V.LEYKIN
To Professor Emma Previato on the occasion of her 65th birthday
Abstract. We consider multi-variable sigma function of a genus g hyperelliptic curve as
a function of two group of variables - jacobian variables and parameters of the curve. In
the theta-functional representation of sigma-function, the second group arises as periods
of first and second kind differentials of the curve. We develop representation of periods
in terms of theta-constants. For the first kind periods, generalizations of Rosenhain type
formulae are obtained, whilst for the second kind periods theta-constant expressions are
presented which are explicitly related to the fixed co-homology basis.
We describe a method of constructing differentiation operators for hyperelliptic analogues
of ζ- and ℘-functions on the parameters of the hyperelliptic curve. To demonstrate this
method, we gave the detailed construction of these operators in the cases of genus 1 and
2.
1. Introduction
Our note belongs to an area in which Emma Previato took active part in the development.
Since the time of first publication of the present authors [14] she has inspired them, and
given them a lot of suggestions and advices.
The area under consideration is the construction of Abelian functions in terms of multi-
variable σ-functions. Similarly to the Weierstrass elliptic function, the multi-variable sigma
keeps the same main property - it remains form-invariant at the action of the symplectic
group. Abelian functions appear as logarithmic derivatives like the ζ, ℘-functions of the
Weierstrass theory and similarly to the standard theta-functional approach which lead to
the Krichever formula for KP solutions, [52]. But a fundamental difference between sigma
and theta-functional theories is the following. They are both constructed by the curve and
given as series in Jacobian variables, but in the first case the expansion is purely algebraic
with respect to the model of the curve since its coefficients are polynomials in parameters of
the defining curve equation, whilst in the second case coefficients are transcendental, being
built in terms of Riemann matrix periods which are complete Abelian integrals.
In many publications, in particular see [60, 35, 17, 56, 32, 1, 11, 54, 57, 58] and references
therein, it was demonstrated that multi-variable ℘-functions represent a language which is
very suitable to speak about completely integrable systems of KP type. In particular, very
recently, using the fact that sigma is an entire function in the parameters of the curve (in
contrast with theta-function), families of degenerate solutions for solitonic equations were
obtained [8, 9]. In recent papers [24] and [25], an algebraic construction of a wide class of
polynomial Hamiltonian integrable systems was given, and those of them whose solutions
are given by hyperelliptic ℘-functions were indicated.
Revival of interest in multi-variable σ-functions is in many respects guided by H.Baker’s
exposition of the theory of Abelian functions, which go back to K.Weierstrass and F.Klein
and is well documented and developed in his remarkable monographs [4, 5]. The heart of
his exposition is the representation of fundamental bi-differential of the hyperelliptic curve
in algebraic form, in contrast with the representation as a double differential of Riemann
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theta-function developed by Fay in the monograph, [42]. Recent investigations have demon-
strated that Baker’s approach can be extended beyond hyperelliptic curves to wider classes
of algebraic curves.
The multi-variable σ-function of algebraic curve C is known to be represented in terms of
θ-function of the curve as a function of two groups of variables - the Jacobian of the curve,
Jac(C ) and the Riemann matrix τ . In the vast amount of recent publications, properties of
the σ-function as a function of the first group of variables were discussed, whilst modular
part of variables and relevant objects like θ-constant representations of complete Abelian
integrals are considered separately. In this paper we deals with σ as a function over both
group of variables.
Due to the pure modular part of the σ-variables, we consider problem of expression
of complete integrals of first and second kind in terms of theta-constants. A revival of
interest in this classically known material accords to many recent publications reconsidering
such problems such as the Schottky problem [41], the Thomae [37, 36, 38] and Weber [59]
formulae, and the theory of invariants and its applications [53, 31].
The paper is organized as follows. In the Section 2 we consider the hyperelliptic genus g
curve and the complete co-homology basis of 2g meromorphic differentials, with g of them
chosen as holomorphic ones. We discuss expressions for periods of these differentials in terms
of θ-constants with half integer characteristics. Theta-constants representations of periods
of holomorphic integrals is known from the Rosenhain memoir [61], where the case of genus
two was elaborated. We discus this case and generalize the Rosenhain expressions to higher
genera hyperelliptic curves. Theta constant representations of second kind periods is known
after F.Klein [50], who presented closed formula in terms of derivated even theta-constants
for the non-hyperelliptic genus three curve. We re-derive this formula for higher genera
hyperelliptic curves.
Section 3 is devoted to a classically known problem, which was resolved in the case of
elliptic curves by Frobenius and Stickelberger [45]. The general method of the solution of
this problem for a wide class, the so-called (n, s) - curves, has been developed in [22] and
represents extensions of the Weierstrass’s method for the derivation of system of differential
equations defining the sigma-function. All stages of derivation are given in details and the
main result is that the sigma-function is completely defined as the solution of a system of
heat conductivity equations in a nonholonomic frame. We also consider there another widely
known problem - the description of the dependence of the solutions on initial data. This
problem is formulated as a description of the dependence of the integrals of motion, which
levels are given as half of the curve parameters, from the remaining half of the parameters.
The differential formulae obtained permit us to present effective solutions of this problem
for Abelian functions of the hyperelliptic curve. It is noteworthy that because integrals of
motion can be expressed in terms of second kind periods in this place, the results of Section
2 are required. The results obtained in Section 3 are exemplified in details by curves of
genera one and two. All consideration is based on explicit uniformization of the space of
universal bundles of the hyperelliptic Jacobian.
2. Modular representation of periods of hyperelliptic co-homologies
Modular invariance of the Weierstrass elliptic σ-function, σ = σ(u; g2, g3) follows from its
defining in in [66] in terms of recursive series in terms of variables (u, g2, g3). Alternatively σ-
function can be represented in terms of Jacobi θ-function and its modular invariance follows
from transformation properties of θ-functions. The last representation involves complete
elliptic integrals of first and second kind and their representations in terms of θ-constants
MULTI-VARIABLE SIGMA-FUNCTIONS: OLD AND NEW RESULTS 3
are classically known. In this section we are studying generalizations of these representations
to hyperelliptic curves of higher genera realized in the form
y2 = P2g+1(x) = (x− e1) · · · (x− e2g+1)(2.1)
Here P2g+1(x) - monic polynomial of degree 2g + 1, ei ∈ C - branch points and the curve
supposed to be non-degenerate, i.e. ei 6= ej .
2.1. Problems and methods. Representations of complete elliptic integrals of first and
second kind in terms of Jacobi θ-constants are classically known. In particular, if elliptic
curve is given in Legendre form1
(2.2) y2 = (1− x2)(1 − k2x2)
where k is Jacobian modulus, then complete elliptic integrals of the first kind K = K(k) is
represented as
K =
∫ 1
0
dx√
(1− x2)(1− k2x2) =
π
2
ϑ23(0; τ),(2.3)
and ϑ3 = ϑ3(0|τ) and τ = ıK′K , K ′ = K(k′), k2 + k′2 = 1.
Further, for elliptic curve realized as Weierstrass cubic
(2.4) y2 = 4x3 − g2x− g3 = 4(x− e1)(x − e2)(x− e3)
recall standard notations for periods of first and second kind elliptic integrals
2ω =
∮
a
dx
y
, 2η = −
∮
a
xdx
y
2ω′ =
∮
b
dx
y
, 2η′ = −
∮
b
xdx
y
τ =
ω′
ω
(2.5)
and Legendre relation for them
(2.6) ωη′ − ηω′ = − ıπ
2
Then the following Weierstrass relation is valid
η = − 1
12ω
(
ϑ′′2(0)
ϑ2(0)
+
ϑ′′3(0)
ϑ3(0)
+
ϑ′′4(0)
ϑ4(0)
)
(2.7)
In this section we are discussing generalization of these relations to higher genera hyperel-
liptic curves realized as in (2.1).
2.2. Definitions and main theorems. In this subsection we reproduce H.Baker [6] no-
tations. Let C be genus g non-degenerate hyperelliptic curve realised as double cover of
Riemann sphere,
y2 = 4
2g+1∏
j=1
(x− ej) ≡ 4x2g+1 +
∑
i=0
λix
i, ei 6= ej, λi ∈ C(2.8)
1Here and below we punctually follows notations of elliptic functions theory fixed in [7]
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Let (a; b) = (a1, . . . , ag; b1, . . . , bg) be canonic homology basis. Introduce co-homology basis
(Baker co-homology basis)
du(x, y) = (du1(x, y), . . . , dug(x, y))
T , dr(x, y) = (dr1(x, y), . . . , drg(x, y))
T
dui(x, y) =
xi−1
y
dx, drj(x, y) =
2g+1−j∑
k=j
(k + 1− j)x
k
4y
dx, i, j = 1, . . . , g
(2.9)
satisfying to the generalized Legendre relation,
M
TJM = − ıπ
2
J, M =
(
ω ω′
η η′
)
, J =
(
0g 1g
−1g 0g
)
(2.10)
where g × g period matrices ω, ω′, η, η′ are defined as
2ω =
(∮
aj
dui
)
, 2ω′ =
(∮
bj
dui
)
, 2η = −
(∮
aj
dri
)
, 2η′ = −
(∮
bj
dri
)
(2.11)
We also denote dv = (dv1, . . . , dvg)
T = (2ω)−1du vector of normalized holomorphic differ-
entials.
Define Riemann matrix τ = ω−1ω′ belonging to Siegel half-space Sg = {τT = τ, Imτ >
0}. Define Jacobi variety of the curve Jac(C ) = Cg/1g ⊕ τ . Canonic Riemann θ-function is
defined on Jac(C )×Sg by Fourier series
(2.12) θ(z; τ) =
∑
⋉∈Zn
eıpin
T τn+2ıpizTn
We will also use θ-functions with half-integer characteristics [ε] =
[
ε′T
ε′′
]
, ε′i, ε
′′
j = 0 or 1
defined as
(2.13) θ[ε](z; τ) =
∑
⋉∈Zn
eıpi(n+ε
′/2)T τ(n+ε′/2)+2ıpi(z+ε′′/2)T (n+ε′/2)
Characteristic is even or odd whenever ε′
T
ε′′ = 0 (mod 2) or 1 (mod 2) and θ[ε](z; τ) as
function of z inherits parity of the characteristic.
Derivatives of θ-functions by arguments zi will be denoted as
θi[ε](z; τ) =
∂
∂zi
θ[ε](z; τ), θi,j [ε](z; τ) =
∂2
∂zi∂zj
θ[ε](z; τ), etc.
Fundamental bi-differential Ω(P,Q) is uniquely definite on the product (P,Q) ∈ C × C
by following conditions:
i Ω is symmetric, Ω(P,Q) = Ω(Q,P )
ii Ω is normalized by the condition∮
ai
Ω(P,Q) = 0, i = 1, . . . , g(2.14)
iii Let P = (x, y) and Q = (z, w) have local coordinates ξ1 = ξ(P ), ξ2 = ξ(Q) in the
vicinity of point R, ξ(R) = 0, then Ω(P,Q) expands to power series as
(2.15) Ω(P,Q) =
dξ1dξ2
(ξ1 − ξ2)2 + homorphic 2-form
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Fundamental bi-differential can be expressed in terms of θ-function [42]
(2.16) Ω(P,Q) = dxdzθ
(∫ P
Q
dv + e
)
, P = (x, y), Q = (z, w)
where dv is normalized holomorphic differential and e any non-singular point of the θ-divisor
(θ), i.e. θ(e) = 0, but not all θ-derivatives, ∂ziθ(z)|z=e, i = 1, . . . , g vanish.
In the case of hyperelliptic curve Ω(P,Q) can be alternatively constructed as
(2.17) Ω(P,Q) =
1
2
∂
∂z
y + w
y(x− z)dxdz + dr(P )
T du(Q) + 2duT (P )κdu(Q)
where first two terms are given as rational functions of coordinates P,Q and necessarily
symmetric matrix κT = κ, κ = η(2ω)−1 is introduced to satisfy the normalization condition
ii. In shorter form (2.18) cab be rewritten as
(2.18) Ω(P,Q) =
2yw + F (x, z)
4(x− z)2yw dxdz + 2du
T (P )κdu(Q)
where F (x, z) is so-called Kleinian 2-polar, given as
(2.19) F (x, z) =
g∑
k=0
xkzk (2λ2k + λ2k+1(x + z))
Recently algebraic representation for Ω(P,Q) similar to (2.18) found in [62], [40] for wide
class on algebraic curves, included (n, s)-curves [16].
Main relation lying in the base of the theory is Riemann formula represented third kind
Abelian integral as θ-quotient written in terms of described above realization of the funda-
mental differential Ω(P,Q).
Theorem 2.1. (Riemann) Let P ′ = (x′, y′) and P ′′ = (x′′, y′′) are two arbitrary distinct
points on C and let D ′ = {P ′1 + . . . + P ′g} and D ′′ = {P ′′1 + . . . + P ′′g } are two non-special
divisors of degree g. Then the following relation is valid∫ P ′
P ′′
g∑
j=1
∫ P ′′j
P ′
j
{
2yyi + F (x, xi)
4(x− xi)2
dx
y
dxi
yi
+ 2du(x, y)κdu(xi, yi)
}
= ln
(
θ(A (P ′)−A (D ′) +K∞)
θ(A (P ′)−A (D ′′) +K∞)
)
− ln
(
θ(A (P ′′)−A (D ′) +K∞)
θ(A (P ′′)−A (D ′′) +K∞)
)(2.20)
where A (P ) =
∫ P
∞
dv Abel map with base point ∞, K∞ - vector of Riemann constants with
bases point ∞ which is a half-period.
Introduce multi-variable fundamental σ-function,
(2.21) σ(u) = Cθ[K∞]((2ω)
−1u)eu
T
κu,
where [K∞] is characteristic of the vector of Riemann constants, u =
∫ P1
∞
du+ . . .+
∫ Pg
∞
du
with non-special divisor P1+ . . .+Pg. The constant C is chosen so that expansion σ(u) near
u ∼ 0 starts with a Schur-Weierstrass polynomial [16]. The whole expression is proved to be
invariant under the action of symplectic group Sp(2g,Z). Klein-Weierstrass multi-variable
℘-functions are introduced as logarithmic derivatives,
℘i,j(u) = − ∂
2
∂ui∂uj
, ℘i,j,k(u) = − ∂
3
∂ui∂uj∂uk
, etc. i, j, k = 1, . . . g(2.22)
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Corollary 2.2. For r 6= s ∈ {1, . . . , g} the following formula is valid
(2.23)
g∑
i,j=1
℘i,j
(
g∑
k=1
∫ (xk,yk)
∞
du
)
xi−1s x
j−1
r =
F (xs, xr)− 2ysyr
4(xs − xr)2
Corollary 2.3. Jacobi problem of inversion of the Abel map D → A (D) with D = (x1, y1)+
. . .+ (xg, yg) is resolved as
xg − ℘g,g(u)xg−1 − . . .− ℘g,1(u) = 0
yk = ℘g,g,g(u)x
g−1
k + . . .+ ℘g,g,1(u), k = 1, . . . , g
(2.24)
2.3. ℘-values at non-singular even half-periods. In this section we present generaliza-
tion of Weierstrass formulae
(2.25) ℘(ω) = e1, ℘(ω + ω
′) = e2, ℘(ω
′) = e3
to the case of genus g hyperelliptic curve (2.8). To do that introduce partitions
{1, . . . , 2g + 1} = I0 ∪J0, I0 ∩J0 = ∅
I0 = {i1, . . . , ig}, J0 = {j1, . . . , jg+1}(2.26)
Then any non-singular even half-period ΩI is given as
ΩI0 =
∫ (ei1 ,0)
∞
du+ . . .+
∫ (eig ,0)
∞
du, I0 = {i1, . . . , ig} ⊂ {1, . . . , 2g + 1}(2.27)
Denote elementary symmetric functions sn(I0), Sn(J0) of order n built on branch points
{eik}, ik ∈ I0, {ejk}, jk ∈ J0 correspondingly. In particular,
s1(I0) = ei1 + . . .+ eig , S1(J0) = ej1 + . . .+ ejg+1
s2(I0) = ei1ei2 + . . .+ eig−1eig , S2(J0) = ej1ej2 + . . .+ ejgeig+1
...
...
sg(I0) = ei1 · · · eig Sg+1(J0) = ej1 · · · ejg+1
(2.28)
Because of symmetry, ℘p,q(ΩI0) = ℘q,p(ΩI0) enough to find these quantities for p ≤ q ∈
{1, . . . , g}. The following is valid
Proposition 2.4. (Conjectural Proposition ) Let even non-singular half-period ΩI0 asso-
ciate to a partition I0 ∪ J0 = {1, . . . , 2g + 1}. Then for all k, j ≥ k, k, j = 1 . . . , g the
following formula is valid
℘k,j(ΩI0)
= (−1)k+j
k∑
n=1
n (sg−k+n(I0)Sg−j−n+1(J0) + sg−j−n(I0)Sg+n−k+1(J0)) ,
(2.29)
Proof. Klein formula written for even non-singular half period ΩI0 leads to linear system
of equations with respect to Kleinian two-index symbols ℘i,j(ΩI0)
g∑
i=1
g∑
j=1
℘i,j(ΩI0)e
i−1
ir
ej−1is =
F (eir , eis)
4(eir − eis)2
ir, is ∈ I0(2.30)
To solve these equation we note that
(2.31) ℘k,g(ΩI0) = (−1)k+1sk(I0), k = 1, . . . , g
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Also note that F (eir , eis) is divisible by (eir − eis)2 and
(2.32)
F (eir , eis)
4(eir − eis)2
= eg−1ir e
g−1
is
S1 + e
g−2
ir
eg−2is S2 + . . .+S2g−1
where Gk are order k elementary symmetric functions of elements ei i ∈ {1, . . . , 2g + 1} −
{ir, is}
Let us analyse equations (2.30) for small genera, g ≤ 5. One can see that plugging to the
equation (2.32) to (2.30) we get non-homogeneous linear equations solvable by Kramer rule
and the solutions can be presented in the form (2.29).
Now suppose that (2.29) is valid for higher g > 5 were computer power is insufficient to
check that by means of computer algebra. But that’s possible to check (2.29) for arbitrary
big genera numerically giving to branch points ei, i = 1, . . . , i = 2g + 1 certain numeric
values. Many checking confirmed (2.29) . 
2.4. Modular representation of κ matrix. Quantities ℘i,j(ΩI0) are expressed in terms
of even θ-constants as follows
℘i,j(ΩI0) = −2κi,j −
1
θ[εI0 ](0)
∂2Ui,Ujθ[εI0 ](0), ∀I0, i, j = 1, . . . , g.(2.33)
Here [εI0 ] is characteristic of the vector [ΩI0 +K∞], where K∞ is vector of Riemann
constants with base point ∞ and ∂U is directional derivative along vector U i, that is ith
column vector of inverse matrix of a-periods, A −1 = (U1, . . . , Ug). The same formula is valid
for all possible partitions I0∪J0, there are Ng of that, that is number of non-singular even
characteristics,
(2.34) Ng =
(
2g + 1
g
)
Therefore one can write
κi,j =
1
8Ng
Λi,j − 1
2Ng
∑
All even non-singular [ε]
∂2Ui,Ujθ[εI0 ](0)
θ[εI0 ](0)
(2.35)
where
Λi,j = −4
∑
All partitions I0
℘i,j(ΩI0)(2.36)
Denote by Λg symmetric matrix
(2.37) Λg = (Λi,j)i,j=1,...,g
Proposition 2.5. Entries Λk,j at k ≤ j to the symmetric matrix Λ are given by the formula
Λk,j = λk+j
(
2g + 1
g
)
(
2g + 1
2g + 1− k − j
) k∑
n=1
n
[(
g
g − k + n
)(
g + 1
g − j − n+ 1
)
+
(
g
g − j − n
)(
g + 1
g − k + n+ 1
)](2.38)
Proof. Execute summation in (2.29) and find that each Λk,j proportional to λk+j with
integer coefficient. 
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Matrix Λg exhibits interesting properties of sum of anti-diagonal elements implemented
at derivations in [33],∑
i,j, i+j=k
Λg;i,j = λk
Ng
4g + 2
[
1
2
k(2g + 2− k) + 1
4
(2g + 1)((−1)k − 1)
]
(2.39)
Lower genera examples of matrix Λ were given in [32], [33], but method implemented
there unable to get expressions for Λ at big genera.
Example 2.6. At g = 6 we get matrix
Λ6 =

792λ2 330λ3 120λ4 36λ5 8λ6 λ7
330λ3 1080λ4 492λ5 184λ6 51λ7 8λ8
120λ4 492λ5 1200λ6 542λ7 184λ8 36λ9
36λ5 184λ6 542λ7 1200λ8 492λ9 120λ10
8λ6 51λ7 184λ8 492λ9 1080λ10 330λ11
λ7 8λ8 36λ9 120λ10 330λ11 792λ12
(2.40)
Collecting all these together we get the following
Proposition 2.7. κ-matrix defining multi-variate σ-function admits the following modular
form representation
κ =
1
8Ng
Λg − 1
2Ng
(2ω)−1
T
.
 ∑
Ng even [ε]
1
θ[ε]
 θ1,1[ε] · · · θ1,g[ε]... · · · ...
θ1,g[ε] · · · θg,g[ε]

 .(2ω)−1(2.41)
where 2ω is matrix of a-periods of holomorhphic differentials and θi,j [ε] = ∂
2
zi,zjθ[ε](z)z=0.
Note that modular form representation of period matrices η, η′ follows from the above
formula,
(2.42) η = 2κω, η′ = 2κω′ − ıπ(2ω)T−1
Example 2.8. At g = 2 for the curve y2 = 4x5+λ4x
4+ . . .+λ0 the following representation
of κ-matrix is valid
κ =
1
80
(
4λ2 λ3
λ3 4λ4
)
− 1
20
∑
10 even [ε]
1
θ[ε]
(
∂2
U2
1
θ[ε] ∂2U1,U2θ[ε]
∂2U1,U2θ[ε] ∂
2
U2
2
θ[ε]
)
(2.43)
with κ = η(2ω)−1, A −1 = (2ω)−1 = (U1, U2) and directional derivatives ∂Ui , i = 1, 2.
Representation of κ matrix of genus 2 and 3 hyperelliptic curves in terms of directional
derivatives of non-singular odd constant was found in [30]
2.5. Co-homologies of Baker and Klein. Calculations of κ-matrix for the hyperelliptic
curve (2.8) were done in co-homology basis introduced by H.Baker (2.9). When holomorphic
differentials, du(x, y) are chosen meromorphic differentials, dr(x, y) can be find from the
symmetry condition I. One can check that symmetry condition also fulfilled if meromorphic
differentials will be changed as
(2.44) dr(x, y)→ dr(x, y) +Mdu(x, y),
MULTI-VARIABLE SIGMA-FUNCTIONS: OLD AND NEW RESULTS 9
where M is arbitrary constant symmetric matrix MT =M . One can then choose
(2.45) M = − 1
8Ng
Λg
Then κ will change to
κ = −1
2
1
Ng
∑
Ng even [εI0 ]
1
θ[εI0 ](0)
(
∂Ui∂Ujθ[εI0 ](0)
)
i,j=1,...,g
.(2.46)
Following [33] introduce co-homology basis of Klein
du(x, y), dr(x, y) − 1
8Ng
Λgdu(x, y)(2.47)
with constant matrix, Λg = Λg(λ) given by (2.37,2.38). Therefore we proved
Proposition 2.9. κ-matrix is represented in the modular form (2.46) in the co-homology
basis (2.47).
Formula (2.46) first appears in F.Klein ([49], [50]), it was recently revisited in a more
general context by Korotkin and Shramchenko ([51]) who extended representation for κ to
non-hyperelliptic curves. Correspondence of this representation to the co-homology basis to
the best knowledge of the authors was not earlier discussed.
Rewrite formula (2.46) in equivalent form,
ωT η = − 1
4Ng
∑
Ng even [ε]
1
θ[ε]
 θ1,1[ε] · · · θ1,g[ε]... · · · ...
θ1,g[ε] · · · θg,g[ε]
(2.48)
where ω, η are half-periods of holomorphic and meromorphic differentials in Kleinian basis.
Example 2.10. For the Weierstrass cubic y2 = 4x3−g2x−g3 (2.48) represents Weierstrass
relation (2.7).
Example 2.11. At g = 2 (2.48) can be written in the form
ωT η = − ıπ
10
(
∂τ1,1 ∂τ1,2
∂τ1,2 ∂τ2,2
)
ln χ5(2.49)
where χ5 is relative invariant of weight 5,
χ5 =
∏
10 even [ε]
θ[ε](2.50)
Example 2.12. Worth to mention how equations of KdV flows looks in both bases. For
example at g = 2 and curve y2 = 4x5 + λ4x
4 + . . .+ λ0 in Baker basis we got [15]
℘2222 = 6℘
2
2,2 + 4℘1,2 + λ4℘2,2 +
1
2
λ3
℘1222 = 6℘2,2℘1,2 − 2℘1,1 + λ4℘1,2
(2.51)
In Kleinian basis the same equations change only in linear in ℘i,j-terms
℘2222 = 6℘
2
2,2 + 4℘1,2 − 47λ4℘2,2 + 92λ24 −
7
2
λ3
℘1222 = 6℘2,2℘1,2 − 2℘1,1 − 23λ4℘1,2 − 6λ3℘2,2 + 23λ3λ4 + 8λ2
(2.52)
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2.6. Rosenhain modular form representaion of first kind periods. Rosenhain [61]
was the first who introduced θ-functions with characteristics at g = 2. There are 10 even
and 6 odd characteristics in that case. Let us denote each from these characteristics as
εj =
[
ε′j
T
ε′′j
T
]
, j = 1, . . . 10
where ε′j and ε
′′
j are column 2-vectors with entries equal to 0 or 1.
Rosenhain fixed the hyperelliptic genus two curve in the form
y2 = x(x− 1)(x− a1)(x− a2)(x − a3)
and presented without proof expression
A −1 =
1
2π2Q2
( −Pθ2[δ2] Qθ2[δ1]
Pθ1[δ2] −Qθ1[δ1]
)
(2.53)
with
P = θ[α1]θ[α2]θ[α3], Q = θ[β1]θ[β2]θ[β3]
and 6 even characteristics [α1,2,3], [β1,2,3] and two odd [δ1,2] which looks chaotic. One of first
proofs can be found in H.Weber [65]; these formulae are implemented in Bolza dissertation
[12] and [13]. Our derivation of these formulae are based on the Second Thomae relation
[64], see [39] and [34]. To proceed we give the following definitions.
Definition 2.1. A triplet of characteristics [ε1], [ε2, ], [ε3] is called azygetic if
exp ıπ

3∑
j=1
ε′j
T
ε′′j +
3∑
i=1
ε′i
T
3∑
i=1
ε′′i
 = −1
Definition 2.2. A sequence of 2g + 2 characteristics [ε1], . . . , [ε2g+2] is called a special
fundamental system if the first g characteristics are odd, the remaining are even and any
triple of characteristics in it is azygetic.
Theorem 2.13. (Conjectural Riemann-Jacobi derivative formula) Let g odd [ε1], . . . , [εg]
and g+ 2 even [εg+1], . . . , [ε2g+2] characteristics create a special fundamental system. Then
the following equality is valid
(2.54) Det
∂(θ[ε1](v), . . . , θ[εg](v))
∂(v1, . . . , vg)
∣∣∣∣
v=0
= ±
∏
k=1...g+2
θ[εg+k](0)
Proof. (2.54) proved up to g = 5 [44], [46], [43] 
Example 2.14. Jacobi derivative formula for elliptic curve
ϑ′1(0) = πϑ2(0)ϑ3(0)ϑ4(0)
Example 2.15. Rosenhain derivative formula for genus two curve is given without proof
in the memoir [61], namely, let [δ1] and [δ2] are any two odd characteristics from all 6 odd,
then
θ1[δ1]θ2[δ2]− θ2[δ1]θ1[δ2] = π2θ[γ1]θ[γ2]θ[γ3]θ[γ4](2.55)
where 4 even characteristics [γ1], . . . , [γ4] are given as [γi] = [δ1] + [δ2] + [δi], 3 ≤ i ≤ 6.
There are 15 Rosenhain derivative formulae.
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✲
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✲
Figure 1. Homology basis on the Riemann surface of the curve C with
real branching points e1 < e2 < . . . < e6 (upper sheet). The cuts are drawn
from e2i−1 to e2i, i = 1, 2, 3. The b–cycles are completed on the lower sheet
(dotted lines).
The following geometric interpretation of the special fundamental system can be given in
the case of hyperelliptic curve. Consider genus two curve,
C : y2 = (x− e1) · · · (x− e6)
Denote associated homology basis as (a1, a2; b1, b2). Denote characteristics of Abelian images
of branch points with base point e6 as Ak, k = 1, . . . , 6. These are half-periods given by
their characteristics, [Ak] with
Ak =
∫ (ek,0)
(e6,0)
u =
1
2
τε′k +
1
2
ε′′k, k = 1, . . . , 6(2.56)
For the homology basis drawn on the Figure we have
[A1] =
1
2
[
1 0
0 0
]
, [A2] =
1
2
[
1 0
1 0
]
, [A3] =
1
2
[
0 1
1 0
]
,
[A4] =
1
2
[
0 1
1 1
]
, [A5] =
1
2
[
0 0
1 1
]
, [A6] =
1
2
[
0 0
0 0
]
Ak =
∫ ek
∞
u =
1
2
τ.εk +
1
2
ε′k, [Ak] =
[
εTk
ε′
T
k
]
One can see that the set of characteristics [εk] = [Ak] of Abelian images of branch point
contains two odd [ε2] and [ε4] and remaining four characteristics are even. One can check
that the whole set of these 6 = 2g + 2 characteristics is azygetic and therefore the set
constitutes special fundamental system. Hence one can write Rosenhain derivative formula
(2.57) θ1[ε2]θ2[ε4]− θ2[ε2]θ1[ε4] = ±π2θ[ε1]θ[ε3]θ[ε5]θ[ε6]
In this way we gave geometric interpretation of Rosenhain derivative formula and associated
set of characteristics in the case when one from even characteristic is zero. The same
structure is observed for higher genera hyperelliptic curves even for g > 5.
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Proposition 2.16. The characteristics entering to the Rosenhain formula are described as
follows. Take any of 15 Rosenhain derivative formula, say,
θ1[p]θ2[q]− θ2[p]θ1[q] = π2θ[γ1]θ[γ2]θ[γ3]θ[γ4]
Then 10 even characteristics can be grouped as
[γ1], . . . , [γ4]︸ ︷︷ ︸
4
, [α1], [α2], [α3]︸ ︷︷ ︸
[α1]+[α2]+[α3]=[p]
, [β1], [β2], [β3]︸ ︷︷ ︸
[β1]+[β2]+[β3]=[q]
,
Then matrix of a-periods
A =
2Q
PR
(
Qθ1[q] Qθ2[q]
Pθ1[p] Pθ2[p]
)
with
P =
3∏
j=1
θ[αj ], Q =
3∏
j=1
θ[βj ], R =
4∏
j=1
θ[γj ](2.58)
Note, that the 15 curves are given as
Cp,q : y
2 = x(x− 1)(x− a1)(x− a2)(x − a3)(2.59)
where branch points are computed by Bolza formulae [13],
e[δj ] = − ∂U1θ[δj ]
∂U2θ[δj ]
, j = 1, . . . , 6(2.60)
where ∂Ui directional derivative along vector Ui, i = 1, 2, A
−1 = (U1, U2) and
e[p] = 0, e[q] =∞,
All 15 curves Cp,q are Mo¨bius equivalent.
2.7. Generalization of the Rosenhain formula to higher genera hyperelliptic curve.
Generalization of the Rosenhain formula to higher genera hyperelliptic curve was found in
[39] and developed further in [34].
y2 = φ(x)ψ(x)
φ(x) =
g∏
k=1
(x− e2k), ψ(x) =
g+1∏
k=1
(x − e2k−1)
(2.61)
Denote R =
∏g+2
k=1 θ[γk] monomial in left had side of Riemann-Jacobi formula (2.54)
Proposition 2.17. Let genus g hyperelliptic curve is given in (2.61). Then winding vectors
(U1, . . . , Ug) = A −1 are given by the formula
Um =
ǫ
2πgR
Cofactor
(
∂(θ[ε1](v), . . . , θ[εg](v))
∂(v1, . . . , vg)
∣∣∣∣
v=0
) s
2
m−1
4
√
χ1
...
s2gm−1 4
√
χg
(2.62)
Here sik -order k symmetric function of elements {e2, . . . e2g}/{e2i} and
χi =
ψ(e2i)
φ′(e2i)
, i = 1, . . . , g
sik, χi are expressible in θ-constants via Thomae formulae [64].
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2.8. Applications of the above results. Typical answer of multi-gap integration includes
θ-function θ(Ux + V t +W ; τ) where winding vectors U, V expressed in terms of complete
holomorphic integrals and constantW defined by initial data. Rosenhain formulae and their
generalization, express U, V in terms of θ-constants and parameters the equation defining
C . In this way the problem of effectivization of finite gap solutions [28] can be solved in
that way at least for hyperelliptic curves.
Other application of the Rosenhain formula (2.53) presented in [10] where two-gap Lame´
and Treibich-Verdier potentials were obtained by the reduction to elliptic functions of general
Its-Matveev representation [47] of finite-gap potential to the Schro¨dinger equation in terms
of multi-variable θ-functions.
Another application relevant to a computer algebra problem. In the case when, say
in Maple, periods of holomorphic differentials are computed them periods of second kind
differentials can be obtained by Rosenhain formula (2.53) and its generalization.
3. Sigma-functions and the problem of differentiatiion of Abelian
functions.
3.1. Problems and methods. Consider the curve
(3.1) Vλ =
{
(x, y) ∈ C2 : y2 = C (x;λ) = x2g+1 +
2g+1∑
k=2
λ2kx
2g−k+1
}
where g > 1 and λ = (λ4, . . . , λ4g+2) ∈ C2g are the parameters. Set D = {λ ∈ C2g :
C (x;λ) has multiple roots} and B = C2g \ D . For any λ ∈ B we obtain the affine part of
a smooth projective hyperelliptic curve V λ of genus g and the Jacobian variety Jac(V λ) =
Cg/Γg, where Γg ⊂ Cg is a lattice of rank 2g generated by the periods of the holomorphic
differential on cycles of the curve Vλ.
In the general case, an Abelian function is a meromorphic function on a complex Abelian
torus T g = Cg/Γ, where Γ ⊂ Cg is a lattice of rank 2g. In other words, a meromorphic
function f on Cg is Abelian iff f(u) = f(u + ω) for all u = (u1, . . . , ug) ∈ Cg and ω ∈ Γ.
Abelian functions on T g form a field F = Fg such that:
(1) let f ∈ F , then ∂uif ∈ F , i = 1, . . . , g;
(2) let f1, . . . , fg+1 be any nonconstant functions from F , then there exists a polynomial
P such that P (f1, . . . , fg+1)(u) = 0 for all u ∈ T g;
(3) let f ∈ F be a nonconstant function, then any h ∈ F can be expressed rationally in
terms of (f, ∂u1f, . . . , ∂ugf);
(4) there exists an entire function ϑ : Cg → C such that ∂ui,uj logϑ ∈ F , i, j = 1, . . . , g.
For example, any elliptic function f ∈ F1 is a rational function in the Weierstrass func-
tions ℘(u; g2, g3) and ∂u℘(u; g2, g3), where g2 and g3 are parameters of elliptic curve
V = {(x, y) ∈ C2 | y2 = 4x3 − g2x− g3}.
It is easy to see that the function ∂∂g2℘(u; g2, g3) will no longer be elliptic. This is due to the
fact that the period lattice Γ is a function of the parameters g2 and g3. In [45] Frobenius
and Stickelberger described all the differential operators L in the variables u, g2 and g3,
such that Lf ∈ F1 for any function f ∈ F1 (see below Section 7.3).
In [21, 22] the classical problem of differentiation of Abelian functions over parameters
for families of (n, s)-curves was solved. In the case of hyperelliptic curves this problem was
solved more explicitly.
All genus 2 curves are hyperelliptic. We denote by π : Ug → Bg the universal bundle of
Jacobian varieties Jac(V λ) of hyperelliptic curves. Let us consider the mapping ϕ : Bg ×
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Cg → Ug, which defines the projection λ × Cg → Cg/Γg(λ) for any λ ∈ Bg. Let us fix
the coordinates (λ;u) in Bg × Cg ⊂ C2g × Cg where u = (u1, . . . , u2g−1). Thus, using the
mapping ϕ, we fixed in Ug the structure of the space of the bundle whose fibers Jλ are
principally polarized Abelian varieties.
We denote by F = Fg the field of functions on Ug such that for any f ∈ F the function
ϕ∗(f) is meromorphic, and its restriction to the fiber Jλ is an Abelian function for any point
λ ∈ Bg.
Below, we will identify the field F with its image in the field of meromorphic functions
on B × Cg.
The following Problem I:
Describe the Lie algebra of differentiations of the field of meromorphic functions on Bg×
Cg, generated by the operators L, such that Lf ∈ F for any function f ∈ F
was solved in [21, 22].
From the differential geometric point of view, Problem I is closely related to Problem
II:
Describe the connection of the bundle π : Ug → Bg.
The solution of Problem II leads to an important class of solutions of well-known equations
of mathematical physics. In the case g = 1, the solution is called the Frobenius-Stikelberger
connection (see [29]) and leads to solutions of Chazy equation.
The space Ug is a rational variety, more precisely, there is a birational isomorphism
ϕ : C3g → Ug. This fact was discovered by B. A. Dubrovin and S. P. Novikov in [27]. In
[27], a fiber of the universal bundle is considered as a level surface of the integrals of motion
of gth stationary flow of KdV system, that is, it is defined in C3g by a system of 2g algebraic
equations. The degree of the system grows with the growth of genus. In [14], [15] the
coordinates in C3g were introduced such that a fiber is defined by 2g equations of degree
not greater than 3.
The Dubrovin-Novikov coordinates and the coordinates from [14], [15] are the same for
the universal space of genus 1 curves. But already in the case of genus 2, these coordinates
differ (see [22]).
The integrals of motion of KdV systems are exactly the coefficients λ2g+4, . . . , λ4g+2
of hyperelliptic curve Vλ, in which the coefficients λ4, . . . , λ2g+2 are free parameters (see
(3.1)). Choosing a point z ∈ C3g such that the point ϕ(z) ∈ Bg is defined, one can calculate
the values of the coefficients (λ4, . . . , λ4g+2) = π(z) ∈ Bg substituting this point in these
integrals. Thus, the solution of the Problem I of differentiation of hyperelliptic functions led
to the solution of another well-known Problem III:
Describe the dependence of the solutions of g-th stationary flow of KdV system on the
variation of the coefficients λ4, . . . , λ4g+2 of hyperelliptic curve, that is, from variation of
values of the integrals of motion and parameters.
In [48] it was obtained results on Problem III, which use the fact that for a hierarchy
KdV the action of polynomial vector fields on the spectral plane is given by the shift of
the branch points of the hyperelliptic curve along this fields (see [63]). The deformations
of the potential corresponding to this action are exactly the action of the nonisospectral
symmetries of the hierarchy KdV.
Let us describe a different approach to Problem III, developed in our works. In [18] it was
introduced the concept of a polynomial Lie algebra over a ring of polynomials A. For brevity,
we shall call them Lie A-algebras. In [21, 22] it was considered the ring of polynomials P
in the field F . This ring is generated by all logarithmic derivatives of order k > 2 from
the hyperelliptic sigma function σ(u;λ). It was constructed the Lie P-algebra L = Lg
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with generators L2k−1, k = 1, . . . , g and L2l, l = 0, . . . , 2g − 1. The fields L2k−1 define
isospectral symmetries, and the fields L2l define nonisospectral symmetries of the hierarchy
KdV. The Lie algebra L is isomorphic to the Lie algebra of differentiation of the ring P
and, consequently, allows to solve the Problem I (see property (3) of Abelian functions).
The generators L2k−1, k = 1, . . . , g, coincide with the operators ∂u2k−1 , and, consequently,
commute. Thus, in the Lie P-algebra L it is defined the Lie P-subalgebra L ∗ generated
by the operators L2k−1, k = 1, . . . , g. The generators L2l, l = 0, . . . , 2g − 1, are such that
the Lie P-algebra L ∗ is an ideal in the Lie P-algebra L .
The construction of L2k, k = 0, . . . , 2g − 1, is based on the following fundamental fact
(see [19]):
The entire function ψ(u;λ), satisfying the system of heat equations in a nonholonomic
frame
ℓ2iψ = H2iψ, i = 0, . . . , 2g − 1,
under certain initial conditions (see [19]) coincides with the hyperelliptic sigma-function
σ(u;λ). Here ℓ2i are polinomial linear first-order differential operators in the variables
λ = (λ4, . . . , λ4g+2) and H2i are linear second-order differential operators in the variables
u = (u1, . . . , u2g−1). The methods for constructing these operators are described in [19].
The following fact was used essentially in constructing the operators ℓ2i:
The Lie C[λ]-algebra Lλ with generators ℓ2i, i = 0, . . . , 2g−1 is isomorphic to an infinite-
dimensional Lie algebra V ectB of vector fields on C
2g, that are tangent to the discriminant
variety ∆. We recall that the Lie algebra V ectB is essentially used in singularity theory and
its applications (see [2]).
In the Lie P-algebra L we can choose the generators L2k, k = 0, . . . , 2g − 1 such that
for any polynomial P (λ) ∈ C[λ] and any k the formula L2kπ∗P (λ) = π∗(ℓ2kP (λ)) holds,
where π∗ is the ring homomorphism induced by the projection π : Ug → Bg.
Section 3 describes the development of an approach to solving the Problem I. This ap-
proach uses:
(a) the graded set of multiplicative generators of the polynomial ring P = Pg;
(b) the description of all algebraic relations between these generators;
(c) the description of the birational isomorphism J : Ug → C3g in terms of graded
polynomial rings;
(d) the description of the polynomial projection π : C3g → C2g, where C2g is a space in
coordinates λ = (λ4, . . . , λ4g+2), such that for any λ ∈ B the space J−1π−1(λ) is
the Jacobian variety Jac(Vλ);
(e) the construction of linear differential operators of first order
Ĥ2k =
q∑
i=1
h2(k−i)+1(λ;u)∂u2i−1 , q = min(k, g),
such that L2k = ℓ2k − Ĥ2k, k = 0, . . . , 2g − 1.
Here:
- h2(k−i)+1(λ;u) are meromorphic functions on Bg × Cg;
- h2(k−i)+1(λ;u) are homogeneous functions of degree 2(k− i) + 1 in λ = (λ4, . . . , λ4g+2),
degλ2k = 2k, and u = (u1, . . . , u2g−1), deg u2k−1 = 1− 2k;
- ∂u2l−1h2(k−i)+1 are homogeneous polynomials of degree 2(k + l − i) in the ring Pg.
This approach was proposed in [23] and found the application in [26]. A detailed con-
struction of the Lie algebra L2 is given in [23], and the Lie algebra L3 in [26].
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General methods and results (see Section 3.2) will be demonstrated in cases g = 1 (see
Section 3.3) and g = 2 (see Section 3.4).
3.2. Hyperelliptic functions of genus g > 1. For brevity, Abelian functions on the Ja-
cobian varieties of (3.1) will be called hyperelliptic functions of genus g. In the theory and ap-
plications of these functions, that are based on the sigma-function σ(u;λ) (see [4, 14, 15, 17]),
the grading plays an important role. Below, the variables u = (u1, u3, . . . , u2g−1), param-
eters λ = (λ4, . . . , λ4g+2) and functions are indexed in a way that clearly indicates their
grading. Note that our new notations for the variables differ from the ones in [14, 15, 17] as
follows
ui ←→ u2(g−i)+1, i = 1, . . . , g.
Let
ω = ((2k1 − 1) · j1, . . . , (2ks − 1) · js)
where 1 6 s 6 g, jq > 0, q = 1, . . . , s and j1 + . . .+ js > 2. We draw attention to the fact
that the symbol “·” in the two-component expression (2kq − 1) · jq is not a multiplication
symbol. Set
(3.2) ℘ω(u;λ) = −∂j1u2k1−1 · · · ∂
js
u2ks−1
lnσ(u;λ).
Thus
deg℘ω = (2k1 − 1)j1 + · · ·+ (2ks − 1)js.
Note that our ω differ from the ones in [23, 26].
Say that a multi-index ω is given in normal form if 1 6 k1 < . . . < ks. According to
formula (3.2), we can always bring the multi-index ω to a normal form using the identifica-
tions:
((2kp − 1) · jp, (2kq − 1) · jq) = ((2kq − 1) · jq, (2kp − 1) · jp) ,
((2kp − 1) · jp, (2kq − 1) · jq) = (2kp − 1) · (jp + jq), if kp = kq.
In [17] (see also [14, 15]) it was proved that for 1 6 i 6 k 6 g all algebraic relations
between hyperelliptic functions of genus g follow from the relations, which in our graded
notations have the form
(3.3) ℘1·3,(2i−1)·1 = 6
(
℘1·2℘1·1,(2i−1)·1 + ℘1·1,(2i+1)·1
)− 2 (℘3·1,(2i−1)·1 − λ2i+2δi,1) .
Here and below, δi,k is the Kronecker symbol, deg δi,k = 0.
(3.4) ℘1·2,(2i−1)·1℘1·2,(2k−1)·1 = 4
(
℘1·2℘1·1,(2i−1)·1℘1·1,(2k−1)·1 + ℘1·1,(2k−1)·1℘1·1,(2i+1)·1 +
+℘1·1,(2i−1)·1℘1·1,(2k+1)·1 + ℘(2k+1)·1,(2i+1)·1
)− 2 (℘1·1,(2i−1)·1℘3·1,(2k−1)·1 +
+℘1·1,(2k−1)·1℘3·1,(2i−1)·1 + ℘(2k−1)·1,(2i+3)·1 + ℘(2i−1)·1,(2k+3)·1
)
+
+ 2
(
λ2i+2℘1·1,(2k−1)·1δi,1 + λ2k+2℘1·1,(2i−1)·1δk,1
)
+ 2λ2(i+j+1)(2δi,k + δk,i−1 + δi,k−1).
Corollary 3.1. For all g > 1, we have the formulas:
1. Setting i = 1 in (3.3), we obtain
(3.5) ℘1·4 = 6℘
2
1·2 + 4℘1·1,3·1 + 2λ4.
2. Setting i = 2 in (3.3), we obtain
(3.6) ℘1·3,3·1 = 6(℘1·2℘1·1,3·1 + ℘1·1,5·1)− 2℘3·2.
3. Setting i = k = 1 in (3.4), we obtain
(3.7) ℘21·3 = 4
[
℘31·2 + (℘1·1,3·1 + λ4)℘1·2 + (℘3·2 − ℘1·1,5·1 + λ6)
]
.
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Theorem 3.2. 1. For any ω = ((2k1 − 1) · j1, . . . , (2ks − 1) · js) the hyperelliptic function
℘ω(u;λ) is a polynomial from 3g functions ℘1·j,(2k−1)·1, 1 6 j 6 3, 1 6 k 6 g.
Note that if k = 1, we have ℘1·j,1·1 = ℘1·(j+1).
2. Set W℘ = {℘1·j,(2k−1)·1, 1 6 j 6 3, 1 6 k 6 g}. The projection of the universal bundle
πg : Ug → Bg ⊂ C2g is given by the polynomials λ2k(W℘), k = 2, . . . , 2g + 1 of degree at
most 3 from the functions ℘1·j,(2k−1)·1.
The proof method of Theorem 3.2 will be demonstrated on the following examples:
Example 3.3. 1. Differentiating the relation (3.5) with respect to u1, we obtain
(3.8) ℘1·5 = 12℘1·2℘1·3 + 4℘1·2,3·1.
2. According to formula (3.5), we obtain
(3.9) 2λ4 = ℘1·4 − 6℘21·2 − 4℘1·1,3·1.
3. According to formula (3.6), we obtain
(3.10) 2℘3·2 = 6(℘1·2℘1·1,3·1 + ℘1·1,5·1)− ℘1·3,3·1.
4. Substituting expressions for λ4 (see (3.9)) and ℘3·2 (see (3.10)) into formula (3.7), we
obtain an expression for the polynomial λ6.
The derivation of formulas (3.8) - (3.10) and the method of obtaining the polynomial λ6
demonstrate the method of proving Theorem 3.2. Below, this method will be set out in
detail in cases g = 1 (see Section 3.3) and g = 2 (see Section 3.4).
Corollary 3.4. The operator L of differentiation with respect to u = (u1, . . . , u2g−1) and
λ = (λ1, . . . , λ4g+2) is a derivation of the ring P if and only if L℘1·1,(2k−1)·1 ∈ P for
k = 1, . . . , g.
Proof. According to part 1 of Theorem 3.2, it suffices to prove that L℘1·j,(2k−1)·1 ∈ P
for j = 2 and 3, k = 1, . . . , g. We have L℘1·j,(2k−1)·1 = LL1℘1·(j−1),(2k−1)·1 = (L1L +
[L,L1])℘1·(j−1),(2k−1)·1. Using now that [L,L1] ∈ L ∗ and the assumption of Theorem 3.2,
we complete the proof by induction. 
Set A = C[X ], where X = {xi,2j−1, 1 6 i 6 3, 1 6 j 6 g}, deg xi,2j−1 = i+ 2j − 1.
Corollary 3.5. 1. The birational isomorphism J : Ug → C3g is given by the polynomial
isomorphism
J∗ : A −→ P : J∗X =W℘.
2. There is a polynomial map
p : C3g −→ C2g, p(X) = λ,
such that
p∗λ2k = λ2k(X), k = 2, . . . , 2g + 1,
where λ2k(X) are the polynomials from Theorem 3.2, item 2, obtained by substituting
W℘ 7−→ X.
The isomorphism J∗ defines the Lie A -algebra L = Lg with 3g generators L2k−1, k =
1, . . . , g and L2l, l = 0, . . . , 2g − 1. In terms of the coordinates xi,2j−1, we obtain the
following description of the g-th stationary flow of KdV system.
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Theorem 3.6. 1. The commuting operators L2k−1, k = 1, . . . , g, define on C
3g a polynomial
dynamical system
(3.11) L2k−1X = G2k−1(X), k = 1, . . . , g,
where G2k−1(X) = {G2k−1,i,2j−1(X)} and G2k−1,i,2j−1(X) is a polynomial that uniquely
defines the expression for the function ℘1·i,(2j−1)·1,(2k−1)·1 in the form of a polynomial from
the functions ℘1·i,(2q−1)·1.
2. System (3.11) has 2g polynomial integrals λ2k = λ2k(X), k = 2, . . . , 2g + 1.
3.3. Elliptic functions. Consider the curve
Vλ = {(x, y) ∈ C2 : y2 = x3 + λ4x+ λ6}.
The discriminant of the family of curves Vλ is
∆ = {λ = (λ4, λ6) ∈ C2 : 4λ34 + 27λ26 = 0}.
We have the universal bundle π : U1 → B1 = C2 \∆ and the mapping
ϕ : B1 × C→ U1 : λ× C→ C/Γ1(λ).
Consider the field F = F1 of functions on U1 such that the function ϕ∗(f) is meromorphic,
and its restriction to the fiber C/Γ1(λ) is an elliptic function for any point λ ∈ B1. Using
the Weierstrass sigma function σ(u;λ) for ∂ = ∂∂u , we obtain
ζ(u) = ∂ lnσ(u;λ) and ℘(u;λ) = −∂ζ(u;λ).
The ring of polynomials P = P1 in F is generated by the elliptic functions ℘1·i, i > 2.
Set ℘1·i = ℘i. We have ℘2 = ℘ and ℘i+1 = ∂℘i = ℘
′
i. All the algebraic relations between
the functions ℘i follow from the relations
℘4 = 6℘
2
2 + 2λ4 (see (3.3)),(3.12)
℘23 = 4[℘
3
2 + λ4℘2 + λ6] (see (3.4)).(3.13)
Thus, we obtain a classical result:
Theorem 3.7. 1. There is the isomorphism P ≃ C[℘, ℘′, ℘′′].
2. The projection π : U1 → C2 is given by the polynomials
1
2
℘′′ − 3℘2 = λ4,(3.14) (
℘′
2
)2
+ 2℘3 − 1
2
℘′′℘ = λ6.(3.15)
Consider the linear space C3 with the graded coordinates x2, x3, x4, deg xk = k. Set
A1 = C[x2, x3, x4].
Corollary 3.8. The birational isomorphism J : U1 → C3 is given by the ring isomorphism
J∗ : A1 → P1 : J∗(x2, x3, x4) = (℘, ℘′, ℘′′).
Proof. The ring P1 is generated by elliptic functions ℘i, i > 2, where ℘i+1 = ℘′i. It follows
from formula (3.14) that ℘5 = 12℘2℘3. Hence, each function ℘i is a polynomial in ℘2, ℘3
and ℘4 for all i > 5. 
MULTI-VARIABLE SIGMA-FUNCTIONS: OLD AND NEW RESULTS 19
Corollary 3.9. 1. The operator L1 = ∂ defines on C
3 a polynomial dynamical system
(3.16) x′2 = x3, x
′
3 = x4, x
′
4 = 12x2x3.
2. The system (3.16) has 2 polynomial integrals
λ4 =
1
2
x4 − 3x22 and λ6 =
1
4
x23 + 2x
3
2 −
1
2
x4x2.
Let us consider the standard Weierstrass model of an elliptic curve
Vg = {(x, y) ∈ C2 : y2 = 4x3 − g2x− g3}.
The discriminant of this curve has the form ∆(g2, g3) = g
3
2 − 27g23. We have Vλ = Vg where
g2 = −4λ4 and g3 = −4λ6.
The elliptic sigma function σ(u;λ) satisfies the system of equations
(3.17) ℓ2i σ = H2i σ, i = 0, 1,
where
ℓ0 = 4λ4∂λ4 + 6λ6∂λ6 ; H0 = u∂ − 1;
ℓ2 = 6λ6∂λ4 −
4
3
λ24∂λ6 ; H2 =
1
2
∂2 +
1
6
λ4u
2.
The operators ℓ0, ℓ2 and H0, H2, characterizing the sigma function σ(u; g2, g3) of the
curve Vg, were constructed in the work of Weierstrass [67]. The operators Li ∈ Der(F1), i =
0, 1 and 2, were first found by Frobenius and Stickelberger (see [45]). Below, following work
[22], we present the construction of the operators L0 and L2 on the basis of equations (3.17).
Let us construct the linear differential operators Ĥ2i, i = 0, 1, of first order, such that
L2i = ℓ2i − Ĥ2i, i = 0, 1, are the differentiations of the ring P1 = C[℘, ℘′, ℘′′].
1. The formula for L0.
We have ℓ0σ = (u∂ − 1)σ. Therefore, ℓ0 lnσ = uζ(u) − 1. Applying the operators ∂, ∂2
and using the fact that operators ∂, ℓ0 commute, we obtain:
ℓ0ζ = ζ − u℘, ℓ0℘ = 2℘+ u∂℘.
Setting Ĥ0 = u∂, we obtain L0 = ℓ0 − u∂. Consequently
L0ζ = ζ, L0℘ = 2℘.
2. The formula for L2.
We have ℓ2σ =
1
2∂
2σ − 16λ4u2σ. Therefore ℓ2 lnσ = 12 ∂
2σ
σ − 16λ4u2. We have ∂
2σ
σ =
−℘2 + ζ2. Thus
(3.18) ℓ2 lnσ = −1
2
℘2 +
1
2
ζ2 − 1
6
λ4u
2.
Applying the operators ∂ and ∂2 to (3.18), we obtain
ℓ2ζ = −1
2
℘3 + ζ∂ζ − 1
3
λ4u, −ℓ2℘2 = −1
2
℘4 + ℘
2
2 − ζ∂℘2 −
1
3
λ4.
Setting Ĥ2 = ζ∂, we obtain L2 = ℓ2 − ζ∂. Consequently,
L2ζ = −1
2
℘3 − 1
3
λ4u, L2℘2 =
1
2
℘4 − ℘22 +
1
3
λ4 =
2
3
℘4 − 2℘22.
Thus, we get the following result:
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Theorem 3.10. The Lie P1-algebra L1 is generated by operators L0, L1 and L2 such that
(3.19) [L0, Lk] = kLk, k = 1, 2, [L1, L2] = ℘2L1,
(3.20) L0℘2 = 2℘2; L1℘2 = ℘3; L2℘2 =
2
3
℘4 − 2℘22.
Proof. Formulas (3.19)–(3.20) completely determine the actions of the operators Lk, k =
0, 1, 2, on the ring P1 by the following inductive formula:
(3.21) Lk℘i+1 = [Lk, L1]℘i + L1Lk℘i.

Example 3.11. Substituting k = 2 and i = 2 in (3.21), we obtain
L2℘3 = [L2, L1]℘2 + L1L2℘2 = −5℘2℘3 + 4
3
℘5.
3.4. Hyperelliptic functions of genus g = 2. For each curve with affine part of the form
Vλ =
{
(x, y) ∈ C2 | y2 = x5 + λ4x3 + λ6x2 + λ8x+ λ10
}
,
one can construct a sigma-function σ(u;λ) (see [14]). This function is an entire function in
u = (u1, u3) ∈ C2 with parameters λ = (λ4, λ6, λ8, λ10) ∈ C4. It has a series expansion in
u over the polynomial ring Q[λ4, λ6, λ8, λ10] in the vicinity of 0. The initial segment of the
expansion has the form
(3.22) σ(u;λ) = u3 − 1
3
u31 +
1
6
λ6u
3
3 −
1
12
λ4u
4
1u3 −
1
6
λ6u
3
1u
2
3−
− 1
6
λ8u
2
1u
3
3 −
1
3
λ10u1u
4
3 +
(
1
60
λ4λ8 +
1
120
λ26
)
u53 + (u
7).
Here (uk) denotes the ideal generated by monomials ui1u
j
3, i+ j = k.
The sigma-function is an odd function in u, i.e. σ(−u;λ) = −σ(u;λ).
Set
∇λ =
(
∂
∂λ4
,
∂
∂λ6
,
∂
∂λ8
,
∂
∂λ10
)
and ∂u1 =
∂
∂u1
, ∂u3 =
∂
∂u3
.
We need the following properties of the two-dimensional sigma-function
(see [15, 20] for details) :
1. The following system of equations holds:
(3.23) ℓiσ = Hiσ, i = 0, 2, 4, 6,
where (ℓ0 ℓ2 ℓ4 ℓ6)
⊤ = T ∇λ ,
T =

4λ4 6λ6 8λ8 10λ10
6λ6 8λ8 − 125 λ24 10λ10 − 85λ4λ6 − 45λ4λ8
8λ8 10λ10 − 85λ4λ6 4λ4λ8 − 125 λ26 6λ4λ10 − 65λ6λ8
10λ10 − 45λ4λ8 6λ4λ10 − 65λ6λ8 4λ6λ10 − 85λ28

and
H0 = u1∂u1 + 3u3∂u3 − 3,
H2 =
1
2
∂2u1 −
4
5
λ4u3∂u1 + u1∂u3 −
3
10
λ4u
2
1 +
1
10
(15λ8 − 4λ24)u23,
H4 = ∂u1∂u3 −
6
5
λ6u3∂u1 + λ4u3∂u3 −
1
5
λ6u
2
1 + λ8u1u3 +
1
10
(30λ10 − 6λ6λ4)u23 − λ4,
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H6 =
1
2
∂2u3 −
3
5
λ8u3∂u1 −
1
10
λ8u
2
1 + 2λ10u1u3 −
3
10
λ8λ4u
2
3 −
1
2
λ6.
2. The equation ℓ0 σ = H0σ implies that σ is a homogeneous function of degree −3 in
u1, u3, λj .
3. The discriminant of the hyperelliptic curve Vλ of genus 2 is equal to ∆ =
16
5 detT . It
is a homogeneous polynomial in λ of degree 40. Set B = {λ ∈ C4 : ∆(λ) 6= 0}; then the
curve Vλ is smooth for λ ∈ B.
We have
ℓ0∆ = 40∆, ℓ2∆ = 0, ℓ4∆ = 12λ4∆, ℓ6∆ = 4λ6∆.
Thus, the fields ℓ0, ℓ2, ℓ4 and ℓ6 are tangent to the variety {λ ∈ C4 : ∆(λ) = 0}.
The present study is based on the following results.
Theorem 3.12 (uniqueness conditions for the two-dimensional sigma-function).
The entire function σ(u;λ) is uniquely determined by the system of equations (3.23) and
initial condition σ(u; 0) = u3 − 13u31.
We have the universal bundle π : U2 → B2 = C4 \D and the mapping
ϕ : B2 × C2 → U2 : λ× C2 → C2/Γ2(λ).
Consider the field F = F2 of functions on U2 such that the function ϕ
∗(f) is meromorphic,
and its restriction to the fiber C2/Γ2(λ) is an hyperelliptic function for any point λ ∈ B2.
All the algebraic relations between the hyperelliptic functions of genus 2 follow from the
relations, which in our notations have the form:
℘1·4 = 6℘
2
1·2 + 4℘1·1,3·1 + 2λ4,(3.24)
℘1·3,3·1 = 6℘1·2℘1·1,3·1 − 2℘3·2,(3.25)
(see (3.3) for i = 1 and i = 2) and
℘21·3 = 4
[
℘31·2 + (℘1·1,3·1 + λ4)℘1·2 + ℘3·2 + λ6
]
,(3.26)
℘1·3℘1·2,3·1 = 4℘
2
1·2℘1·1,3·1 + 2℘
2
1·1,3·1 − 2℘21·2℘3·2 + 2λ4℘1·1,3·1 + 2λ8,(3.27)
℘21·2,3·1 = 4(℘1·2℘
2
1·1,3·1 − ℘1·1,3·1℘3·2 + λ10)(3.28)
(see (3.4) for (i, k) = (1, 1), (1, 2) and (2, 2)).
Consider the linear space C6 with the graded coordinatesX = (x2, x3, x4), Y = (y4, y5, y6),
deg xk = k, deg yk = k. Set A2 = C[X,Y ].
Theorem 3.13. 1. The birational isomorphism J2 : U2 → C6 is given by the isomorphism
of polynomial rings
J∗2 : A2 −→ P2 : J∗2X = (℘1·2, ℘1·3, ℘1·4), J∗2Y = (℘1·1,3·1, ℘1·2,3·1, ℘1·3,3·1).
2. The projection π2 : C
6 → C4 is given by the polynomials
λ4 = −3x22 +
1
2
x4 − 2y4,(3.29)
λ6 = 2x
3
2 +
1
4
x23 −
1
2
x2x4 − 2x2y4 + 1
2
y6,(3.30)
λ8 = (4x
2
2 + y4)y4 −
1
2
(x4y4 − x3y5 + x2y6),(3.31)
λ10 = 2x2y
2
4 +
1
4
y25 −
1
2
y4y6.(3.32)
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Proof. Using the isomorphism J∗2 , we rewrite the relations (3.24) - (3.28) in the form
x4 = 6x
2
2 + 4y4 + 2λ4,(3.33)
y6 = 6x2y4 − 2℘3·2,(3.34)
x23 = 4
[
x32 + (y4 + λ4)x2 + ℘3·2 + λ6
]
,(3.35)
x3y5 = 2
[
2x22y4 + y
2
4 − x22℘3·2 + λ4y4 + λ8
]
,(3.36)
y25 = 4
[
x2y
2
4 − y4℘3·2 + λ10
]
.(3.37)
Directly from relations (3.33) - (3.37), we obtain the formula for the polynomial mapping
π2, that is, the proof of assertion 2 of the theorem.
Set xi+1 = ℘1·(i+1), yi+3 = ℘1·i,3·1, i > 1. Applying the operator ∂u1 to formula (3.33),
we obtain
(3.38) x5 = 12x2x3 + 4y5 = x5(X,Y ).
Substituting the expression for λ4 from (3.33) and the expression for ℘3·2 from (3.34) into
the formula (3.35) and then applying the operator ∂u1 , we obtain
(3.39) y7 = 4x3y4 + x2(x5 + 4y5 − 12x2x3) = y7(X,Y ).
By induction from formulas (3.38) and (3.39), we obtain the polynomial formulas
(3.40) xi+1 = xi+1(X,Y ), yi+3 = yi+3(X,Y ).
From formula (3.34) we obtain
(3.41) ℘3·2 = 3x2y4 − 1
2
y6 = z6(X,Y ), ℘3·(i+2) = ∂
i
u3z6(X,Y ) = z3i+6.
The following formulas complete the proof of assertion 1 of the theorem
∂u3xi+1 = ∂u1℘1·i,3·1 = ∂u1yi+3(X,Y ),(3.42)
∂u3yi+3 = ∂u3℘1·i,3·1 = ℘1·i,3·2 = ∂
i
u1z6(X,Y ).(3.43)

In the course of the proof of Theorem 3.13, we obtained a detailed proof of Theorem 3.2
in the case g = 2.
Set L1 = ∂u1 and L3 = ∂u3 . We introduce the operators Li ∈ Der(F2), i = 0, 2, 4, 6,
based on the operators ℓi −Hi.
Theorem 3.14. The generators of the F2-module Der(F2) are given by the formulas
L2k−1 = ∂u2k−1 , k = 1, 2, L2k = ℓ2k − Ĥ2k, k = 0, 1, 2, 3,
where
Ĥ0 = u1∂u1 + 3u3∂u3 , Ĥ2 =
(
ζ1 − 4
5
λ4u3
)
∂u1 + u1∂u3 ,
Ĥ4 =
(
ζ3 − 6
5
λ6u3
)
∂u1 + (ζ1 + λ4u3)∂u3 , Ĥ6 = −
3
5
λ8u3∂u1 + ζ3∂u3 .
Proof. We will use the methods of [22] to obtain the explicit form of operators Li and to
describe their action on the ring P2. Note here that this theorem corrects misprints made
in [22, 23].
We have L1 = ∂u1 ∈ Der(F2) and L3 = ∂u3 ∈ Der(F2).
Below we use the fact that [∂uk , ℓq] = 0 for k = 1, 3 and q = 0, 2, 4, 6.
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1). Derivation of the formula for L0.
Using (3.23), we have ℓ0σ = H0σ = (u1∂u1 + 3u3∂u3 − 3)σ. Therefore
(3.44) ℓ0 lnσ = u1∂u1 lnσ + 3u3∂u3 lnσ − 3.
Applying the operators ∂u1 and ∂u3 to (3.44), we obtain
ℓ0ζ1 = ζ1 − u1℘1·2 − 3u3℘1·1,3·1,(3.45)
ℓ0ζ3 = 3ζ3 − u1℘1·1,3·1 − 3u3℘3·2.(3.46)
We apply the operator ∂u1 to (3.45) to obtain
−ℓ0℘1·2 = −2℘1·2 − u1℘1·3 − 3u3℘1·2,3·1.
Therefore
(ℓ0 − u1∂u1 − 3u3∂u3)℘1·2 = 2℘1·2.
Applying the operator ∂u1 to (3.46), we obtain
−ℓ0℘1·1,3·1 = −℘1·1,3·1 − u1℘1·2,3·1 − 3℘1·1,3·1 − 3u3℘1·1,3·2.
Therefore,
(ℓ0 − u1∂u1 − 3u3∂u3)℘1·1,3·1 = 4℘1·1,3·1.
Thus, we have proved that
L0 = ℓ0 − u1∂u1 − 3u3∂u3 ∈ Der(F2).
2). Derivation of the formula for L2.
Using (3.23), we have
ℓ2σ = H2σ =
(
1
2
∂2u1 −
4
5
λ4u3∂u1 + u1∂u3 + w2
)
σ
where
w2 = w2(u1, u3) = − 3
10
λ4u
2
1 +
1
10
(15λ8 − 4λ24)u23.
Therefore
ℓ2 lnσ =
1
2
∂2u1σ
σ
− 4
5
λ4u3∂u1 lnσ + u1∂u3 lnσ + w2.
It holds that
∂2u1σ
σ
= −℘1·2,0 + ζ21 .
We get
(3.47) ℓ2 lnσ = −1
2
℘1·2 +
1
2
ζ21 −
4
5
λ4u3ζ1 + u1ζ3 + w2.
Applying the operators ∂u1 and ∂u3 to (3.47), we obtain
ℓ2ζ1 = −1
2
℘1·3 − ζ1℘1·2 + 4
5
λ4u3℘1·2 + ζ3 − u1℘1·1,3·1 + ∂u1w2,
ℓ2ζ3 = −1
2
℘1·2,3·1 − ζ1℘1·1,3·1 − 4
5
λ4ζ1 +
4
5
λ4u3℘1·1,3·1 − u1℘3·2 + ∂u3w2.
Applying the operator ∂u1 again, we obtain
−ℓ2℘1·2 = −1
2
℘1·4 + ℘
2
1·2 − ζ1℘1·3 +
4
5
λ4u3℘1·3 − 2℘1·1,3·1 − u1℘1·2,3·1 + ∂2u1w2,
− ℓ2℘1·1,3·1 = −1
2
℘1·3,3·1 + ℘1·2℘1·1,3·1 − ζ1℘1·2,3·1 + 4
5
λ4℘1·2 +
4
5
λ4u3℘1·2,3·1−
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− ℘3·2 − u1℘1·1,3·2 + ∂u1∂u3w2.
Thus, we have proved that
L2 =
(
ℓ2 − ζ1∂u1 − u1∂u3 +
4
5
λ4u3∂u1
)
∈ Der(F2).
We have ∂2u1w2 = − 35λ4 and ∂u1∂u3w2 = 0.
3). Derivation of the formula for L4.
Using (3.23), we have
ℓ4σ = H4σ =
(
∂u1∂u3 −
6
5
λ6u3∂u1 + λ4u3∂u3 + w4
)
σ
where
w4 = −1
5
λ6u
2
1 + λ8u1u3 +
1
10
(30λ10 − 6λ6λ4)u23 − λ4.
Therefore,
ℓ4 lnσ =
∂u1∂u3σ
σ
− 6
5
λ6u3∂u1 lnσ + λ4u3∂u3 lnσ + w4.
It holds that
∂u1∂u3σ
σ
= −℘1·1,3·1 + ζ1ζ3.
We obtain
(3.48) ℓ4 lnσ = −℘1·1,3·1 + ζ1ζ3 − 6
5
λ6u3ζ1 + λ4u3ζ3 + w4.
Applying the operators ∂u1 and ∂u3 to (3.48), we obtain
ℓ4ζ1 = −℘1·2,3·1 − ℘1·2ζ3 − ζ1℘1·1,3·1 + 6
5
λ6u3℘1·2 − λ4u3℘1·1,3·1 + ∂u1w4,
ℓ4ζ3 = −℘1·1,3·2 − ℘1·1,3·1ζ3 − ζ1℘3·2 − 6
5
λ6ζ1 +
6
5
λ6u3℘1·1,3·1 + λ4ζ3 − λ4u3℘3·2 + ∂u3w4.
Applying the operator ∂u1 again, we obtain
− ℓ4℘1·2 = −℘1·3,3·1 − ℘1·3ζ3 + ℘1·2℘1·1,3·1 + ℘1·2℘1·1,3·1 − ζ1℘1·2,3·1 + 6
5
λ6u3℘1·3−
− λ4u3℘1·2,3·1 + ∂2u1w4,
− ℓ4℘1·1,3·1 = −℘1·2,3·2 − ℘1·2,3·1ζ3 + ℘21·1,3·1 + ℘1·2℘3·2 − ζ1℘1·1,3·2 +
6
5
λ6℘1·2+
+
6
5
λ6u3℘1·2,3·1 − λ4℘1·1,3·1 − λ4u3℘1·1,3·2 + ∂u1∂u3w4.
Therefore, we have proved that
L4 =
(
ℓ4 − ζ3∂u1 − ζ1∂u3 +
6
5
λ6u3∂u1 − λ4u3∂u3
)
∈ Der(F2).
We have ∂2u1w4 = − 25 λ6 and ∂u1∂u3w4 = λ8.
4). Derivation of the formula for L6.
Using (3.23), we have
ℓ6σ = H6σ =
(
1
2
∂2u3 −
3
5
λ8u3∂u1 + w6
)
σ
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where
w6 = − 1
10
λ8u
2
1 + 2λ10u1u3 −
3
10
λ8λ4u
2
3 −
1
2
λ6.
Therefore,
ℓ6 lnσ =
1
2
∂2u3σ
σ
− 3
5
λ8u3∂u1 lnσ + w6.
We obtain
(3.49) ℓ6 lnσ = −1
2
℘3·2 +
1
2
ζ23 −
3
5
λ8u3ζ1 + w6.
Applying the operators ∂u1 and ∂u3 to (3.49), we obtain
ℓ6ζ1 = −1
2
℘1·1,3·2 − ζ3℘1·1,3·1 + 3
5
λ8u3℘1·2 + ∂u1w6,
ℓ6ζ3 = −1
2
℘3·3 − ζ3℘3·2 − 3
5
λ8ζ1 +
3
5
λ8u3℘1·1,3·1 + ∂u3w6.
Applying the operator ∂u1 again, we obtain
−ℓ6℘1·2 = −1
2
℘1·2,3·2 + ℘
2
1·1,3·1 − ζ3℘1·2,3·1 +
3
5
λ8u3℘1·3 + ∂
2
u1w6,
−ℓ6℘1·1,3·1 = −1
2
℘1·1,3·3 + ℘1·1,3·1℘3·2 − ζ3℘1·1,3·2 + 3
5
λ8℘1·2 +
3
5
λ8u3℘1·2,3·1 + ∂u1∂u3w6.
Therefore, we have proved that
L6 =
(
ℓ6 − ζ3∂u3 +
3
5
λ8u3∂u1
)
∈ Der(F2).
We have ∂2u1w6 = − 15 λ8 and ∂u1∂u3w6 = 2λ10. This completes the proof. 
The description of commutation relations in the differential algebra of Abelian functions
of genus 2 was given in [22, 23], see also [17]. We obtain this result directly from Theorem
3.14 and correct some misprints made in [22, 23]. To simplify the calculations, we use the
following results:
Lemma 3.15. The following commutation relations hold for ℓk:
[∂u1 , ℓk] = 0, k = 0, 2, 4, 6, [∂u3 , ℓk] = 0, k = 0, 2, 4, 6,
[ℓ0, ℓk] = kℓk, k = 2, 4, 6, [ℓ2, ℓ4] =
8
5
λ6ℓ0 − 8
5
λ4ℓ2 + 2ℓ6,
[ℓ2, ℓ6] =
4
5
λ8ℓ0 − 4
5
λ4ℓ4, [ℓ4, ℓ6] = −2λ10ℓ0 + 6
5
λ8ℓ2 − 6
5
λ6ℓ4 + 2λ4ℓ6.
Proof. This relations follow directly from (3.23). 
Lemma 3.16. The operators Li, i = 0, 1, 2, 3, 4, 6, act on −ζ1 and −ζ3 according to the
formulas
L0(−ζ1) = −ζ1, L0(−ζ3) = −3ζ3,
L1(−ζ1) = ℘1·2, L1(−ζ3) = ℘1·1,3·1,
L2(−ζ1) = 1
2
℘1·3 − ζ3 + 3
5
λ4u1, L2(−ζ3) = 1
2
℘1·2,3·1 +
4
5
λ4ζ1 +
(
4
5
λ24 − 3λ8
)
u3,
L3(−ζ1) = ℘1·1,3·1, L3(−ζ3) = ℘3·2,
L4(−ζ1) = ℘1·2,3·1 + 2
5
λ6u1 − λ8u3, L4(−ζ3) = ℘1·1,3·2 + 6
5
λ6ζ1 − λ4ζ3 − λ8u1+
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+ 6
(
1
5
λ4λ6 − λ10
)
u3,
L6(−ζ1) = 1
2
℘1·1,3·2 +
1
5
λ8u1 − 2λ10u3, L6(−ζ3) = 1
2
℘3·3 +
3
5
λ8ζ1 − 2λ10u1 + 3
5
λ4λ8u3.
Proof. For the operators L1, L3 this result follows from definitions. For the operators
L0, L2, L4 and L6 this result follows from the proof of Theorem 3.14. 
The following theorem completes the description of the action of generators of the Lie
P2-algebra L2 on the ring of polynomials P2.
Theorem 3.17. The operators Li, i = 0, 1, 2, 3, 4, 6 act on ℘1·2 and ℘1·1,3·1 according to
the formulas
L0℘1·2 = 2℘1·2, L0℘1·1,3·1 = 4℘1·1,3·1,
L1℘1·2 = ℘1·3, L1℘1·1,3·1 = ℘1·2,3·1,
L2℘1·2 =
1
2
℘1·4 − ℘21·2 + 2℘1·1,3·1 +
3
5
λ4,
L2℘1·1,3·1 =
1
2
℘1·3,3·1 − ℘1·2℘1·1,3·1 − 4
5
λ4℘1·2 + ℘3·2,
L4℘1·2 = ℘1·3,3·1 − 2℘1·2℘1·1,3·1 + 2
5
λ6,
L4℘1·1,3·1 = ℘1·2,3·2 − ℘21·1,3·1 − ℘1·2℘3·2 −
6
5
λ6℘1·2 + λ4℘1·1,3·1 − λ8,
L6℘1·2 =
1
2
℘1·2,3·2 − ℘21·1,3·1 +
1
5
λ8,
L6℘1·1,3·1 =
1
2
℘1·1,3·3 − ℘1·1,3·1℘3·2 − 3
5
λ8℘1·2 − 2λ10.
Note, that in these formulas the parameters λ2k, k = 4, . . . , 10, are considered as poly-
nomials λ2k(W℘) (see 3.29 - 3.32).
Proof. See the derivation of the formulas for the operators L2k, k = 0, 2, 3, 4, in the proof
of Theorem 3.14. 
The following result is based on the formulas of Theorem 3.14.
Theorem 3.18. The commutation relations in the Lie F2-algebra Der(F2) of derivations of
the field F2 have the form
[L0, Lk] = kLk, k = 1, 2, 3, 4, 6; [L1, L2] = ℘1·2L1 − L3;
[L1, L3] = 0; [L1, L4] = ℘1·1,3·1L1 + ℘1·2L3;
[L1, L6] = ℘1·1,3·1L3; [L3, L2] =
(
℘1·1,3·1 +
4
5
λ4
)
L1;
[L3, L4] =
(
℘3·2 +
6
5
λ6
)
L1 + (℘1·1,3·1 − λ4)L3; [L3, L6] = 3
5
λ8L1 + ℘3·2L3;
[L2, L4] =
8
5
λ6L0 − 1
2
℘1·2,3·1L1 − 8
5
λ4L2 +
1
2
℘1·3L3 + 2L6;
[L2, L6] =
4
5
λ8L0 − 1
2
℘1·1,3·2L1 +
1
2
℘1·2,3·1L3 − 4
5
λ4L4;
[L4, L6] = −2λ10L0 − 1
2
℘3·3L1 +
6
5
λ8L2 +
1
2
℘1·1,3·2L3 − 6
5
λ6L4 + 2λ4L6.
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Proof. Due to linearity, the relation [L0, Lk] = kLk, k = 1, 2, 3, 4, 6, can be checked inde-
pendently for every summand in the expression for Lk.
The expressions for [Lm, Ln], where m or n is equal to 1 or 3, can be obtained by simple
calculations using Theorem 3.14.
It remains to prove the commutation relations among L2, L4 and L6. We express [Lm, Ln],
where m < n and m,n = 2, 4, 6, in the form
[Lm, Ln] = am,n,0L0 + am,n,−1L1 + am,n,−2L2 + am,n,−3L3 + am,n,−4L4 + am,n,−6L6.
We have deg ai,j,−k = i + j − k. Applying both sides of this equation to λk and using the
explicit expressions for Lk, we get
[ℓm, ℓn]λk = (am,n,0ℓ0 + am,n,−2ℓ2 + am,n,−4ℓ4 + am,n,−6ℓ6)λk.
This formula and Lemma 3.15 yield the values of the coefficients am,n,−k, k = 0, 2, 4, 6:
[L2, L4] =
8
5
λ6L0 + a2,4,−1L1 − 8
5
λ4L2 + a2,4,−3L3 + 2L6;(3.50)
[L2, L6] =
4
5
λ8L0 + a2,6,−1L1 + a2,6,−3L3 − 4
5
λ4L4;(3.51)
[L4, L6] = −2λ10L0 + a4,6,−1L1 + 6
5
λ8L2 + a4,6,−3L3 − 6
5
λ6L4 + 2λ4L6.(3.52)
In subsequent calculations we compare the actions of the left- and right-hand sides of the
expressions (3.50)–(3.52) on the coordinates u1 and u3. To this end we use the expressions
(3.23), Theorem 3.14 and Lemma 3.16.
We present the calculation of the coefficient a2,4,−1. The left-hand side of (3.50) gives
[L2, L4]u1 = L2(−ζ3 + 6
5
λ6u3)− L4(−ζ1 + 4
5
λ4u3) =
= L2(−ζ3) + 6
5
ℓ2(λ6)u3 − 6
5
λ6u1 − L4(−ζ1)− 4
5
ℓ4(λ4)u3 − 4
5
λ4(−ζ1 − λ4u3) =
= −1
2
℘1·2,3·1 +
8
5
λ4ζ1 − 8
5
λ6u1 +
2
5
(
3λ8 − 16
5
λ24
)
u3.
The right-hand side of (3.50) gives
[L2, L4]u1 = a2,4,−1 +
8
5
λ4ζ1 − 8
5
λ6u1 +
2
5
(
3λ8 − 16
5
λ24
)
u3.
By equating them, we obtain a2,4,−1 = − 12℘1·2,3·1.
The coefficients a2,4,−3, a2,6,−1, a2,6,−3, a4,6,−1 and a4,6,−3 are calculated in a similar
way. 
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