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a b s t r a c t
The generation of computational grids is an important component contributing to the
efficiency of numerical schemes of atmosphere/ocean dynamics. In this study the problem
of construction of the most uniform grids based on conformal mappings of spherical
domains is considered. Stereographic, cylindrical and conic grids for computational
rectangles are developed and their uniformity is compared. Numerical experiments with
two schemes approximating shallow water equations are performed in order to assess the
practical efficiency of the constructed grids and to compare the numerical results with
analytical evaluations.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
The problem of flattening the Earth’s surface (approximately a sphere) with different optimality properties is one of
the central problems of mathematical cartography (e.g. [6,16]). It can be shown that one of the frequently used optimality
conditions, the minimum possible distortion, can be an important characteristic for the evaluation of the efficiency of
the computational grids employed in numerical solution of the atmosphere/ocean dynamics equations. The generation
of the computational grids is an important step for the definition of the scheme properties. In this paper we are mainly
concerned with structured grids for finite-difference schemes, which are used in themajority of models of geophysical fluid
dynamics [7,8,14].
For large-scale atmosphere/ocean processes the formulation of the governing equations in spherical geometry is
imperative, which causes problems for the numerical solution with the required accuracy over all the considered spherical
domain. In fact, computational grids based on spherical coordinates are highly non-uniform, especially in polar regions.
On the other hand, general homeomorphic mappings of a sphere, which can provide quite uniform physical resolution, are
not usually applied because of the complex form of the governing equations in such general coordinates. Therefore, the
most frequent choice is conformal mapping from a sphere onto a plane, because these transformations maintain a simpler
form of the governing equations and assure local isotropy and smoothness of the variation of physical mesh size on the
computational grid.
In atmospheric and ocean dynamics, the most used conformal mappings are stereographic, conic and cylindrical, also
called the classical projections. The first two projections are usually applied to the regions of high and middle latitudes
and the last mapping is commonly used for tropical regions. Different examples of their application can be found in the
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Fig. 1. Relation between physical and computational mesh sizes.
regional and meso-scale atmospheric models used in operational practice and research (e.g., [1,2,9,11,12,19,21]). All these
mappings can be tangent or secant depending on the type of intersection between the sphere and the respective projection
surface (plane, cone or cylinder). If conformal mappings are based on geographical (polar) latitude–longitude coordinates
then they are called polar projections; otherwise, they are called rotated or oblique projections [6,16]. The rotated spherical
coordinates can be obtained from the polar ones by moving the pole to the chosen point, and the rotated projections are
derived from rotated spherical coordinates in the same way as polar mappings are derived from geographical spherical
coordinates.
In this study we consider the problem of generation of the most uniform conformal (mainly, classical) mappings for
chosen spherical domains. Our aim is to verify through numerical experiments up to what extent the theoretical results
presented in [3–5] for domains of a specific geometry are applicable in the practical case of the rectangular computational
domains. The paper is structured as follows. In Section 2we introduce some essential concepts, substantiate the importance
of generation of themost uniform grids for certain numerical problems and give a general problem formulation. In Section 3
we briefly recall relevant analytical results regarding conformal mappings from a sphere onto a plane with minimum
distortion. The construction of conformal mappings for computational rectangles and description of their properties are
given in Section 4, followed by numerical experiments on different computational grids in Section 5.
2. Problem formulation
In this section we show that under certain assumptions the solution of the minimum distortion problem formulated in
mathematical cartography can contribute to developing efficient numerical schemes for geophysicalmodeling, in particular,
for atmosphere/ocean dynamics. We focus our considerations on conformal mappings, especially on frequently used
stereographic, cylindrical and conicmappings, which offer a rather broad choice for flattening the sphere and keep a simpler
form of the governing fluid dynamics equations.
First, let us introduce some important concepts related to the measure of the distortion caused by a conformal mapping
f defined on a spherical domain Ω . One of the most used characteristics of the local properties of conformal mappings is
the scale function (mapping factor)m, defined as the ratio between the elementary arc lengths along a planar curve and the
respective spherical curve. To quantify the measure of the distortion over the entire domain Ω , we will use the following
quantity:
δ (Ω) =
sup
Ω
m
inf
Ω
m
, (1)
which is called the distortion coefficient. Another version of the same measure is ln δ, and a generalization of this concept
can be used to measure the distortion of homeomorphic mappings (see [6,10,15,16]).
Now let us consider the situation when the quality of solution is equally important over all the chosen domain (or its
greater part) and see how variability of the grid mesh size can affect the properties of the numerical model under this
assumption.
Let us imagine the ideal (for this situation) computational grid with mesh size h0, which is physically uniform on Ω ,
and a computational grid with mesh size h, which is uniform in Cartesian coordinates (x, y) of the planar projection of
Ω . Fig. 1 illustrates the following general discussion with no reference to a specific type of projection. It can be seen that
the real (or physical) resolution is the best in the points of the computational grid where the mapping factor m reaches
the maximum values mmax and it is the worst in the points with the minimum values mmin. If we assume that the overall
accuracy of a numerical scheme is defined by regions with the greatest physical mesh sizes, then it is necessary to choose
a computational mesh size h ≈ h0 · mmin to ensure that the approximation is equivalent to the real physical mesh size h0.
This is the consequence of the accuracy requirement.
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Besides, different numerical schemes approximating the atmosphere/ocean dynamics equations have the maximum
allowable time step expressed in the form
τmax ≈ hmmax · s ≈
mmin
mmax
· h0
s
= 1
δ
· h0
s
, (2)
where s is the velocity of gravity waves in the case of explicit schemes (for example, the leap-frog scheme), or themaximum
of wind speed for semi-implicit Eulerian schemes (for example, Robert’s scheme), or the maximum variation of wind in the
case of semi-implicit semi-Lagrangian schemes [8,13,18]. This constraint on the time step is the consequence of the stability
requirement related to the Courant–Friedrichs–Lewy condition for Eulerian schemes and Pudykiewicz–Staniforth–Benoit
condition for semi-Lagrangian schemes. Note that for large-scale atmospheric/oceanic dynamics the time step required by
(2) is usually smaller than allowed due to requirements on accuracy of time differencing. Therefore, the number of time
steps for one forecast on physically non-uniform grid increases δ times (with δ defined in (1)) as compared to the ideal
physically uniform resolution with map factorm ≡ 1. Consequently, the same scheme on the computationally uniform grid
takes δ times more computations than on the physically uniform grid where distortion δ = 1.
There are also other problems of non-uniform resolution related to physical parameterizations. For example, the choice
of the parameterization scheme could be problematic because of different definitions of subgrid scales in the regions with
different physical mesh sizes.
Thus, if the form of the governing equations is equivalent in different coordinates, then the problem of optimization
of the coordinate system for a numerical scheme of geophysical fluid dynamics consists of finding such a mapping of the
spherical domainΩ that minimizes the value of the distortion coefficient δ (Ω). The next step is to show that this is the case
for conformal mappings.
Since we consider only the surface mappings, the form of the atmosphere/ocean dynamics equations can be illustrated
by the shallow water equations. The primitive form of these equations in the geographical longitude–colatitude spherical
coordinates λ and θ can be written as follows [20,21]:
du
dt
−
(
f + u
a
cot θ
)
v = − 1
a sin θ
∂Φ
∂λ
,
dv
dt
+
(
f + u
a
cot θ
)
u = −1
a
∂Φ
∂θ
, (3)
dΦ
dt
= −Φ 1
a sin θ
(
∂u
∂λ
+ ∂ (v sin θ)
∂θ
)
. (4)
Here,
d
dt
= ∂
∂t
+ 1
a sin θ
∂
∂λ
+ 1
a
∂
∂θ
is the total derivative, u, v are the physical components of the velocity vector, Φ = gz is the geopotential, z is the height,
g is the gravitational acceleration, f = 2ω cos θ is the Coriolis parameter, ω is the modulus of angular velocity of Earth’s
rotation, and a is the Earth’s radius.
Using the Cartesian coordinates x, y of an arbitrary conformal projection, Eqs. (3) and (4) can be rewritten in the form
[20,21]
dU
dt
−
[
f +
(
−V ∂m
∂x
+ U ∂m
∂y
)]
V = −m∂Φ
∂x
,
dV
dt
+
[
f +
(
−V ∂m
∂x
+ U ∂m
∂y
)]
U = −m∂Φ
∂y
, (5)
dΦ
dt
= −Φm2
[
∂ (U/m)
∂x
+ ∂ (V/m)
∂y
]
. (6)
Here the total derivative is
d
dt
= ∂
∂t
+mU ∂
∂x
+mV ∂
∂y
,
where U and V are the physical components of velocity with respect to axes x and y. One can see that the shallow water
equations keep a simple form under conformal transformation. Note that the form of these equations is slightly more
complex in orthogonal coordinates and much more complex in non-orthogonal ones [20,21].
The shallow water equations also have a similar form in rotated spherical coordinates and Cartesian coordinates of
arbitrary oblique conformal mapping. Indeed, geometrically the rotated spherical coordinates differ from the geographical
ones only by the choice of the Poles and the firstmeridian. The algebraic formulae relating these coordinates have the form [6,
16] {
cos λ′ sin θ ′ = cos θ0 sin θ cos (λ− λ0)− sin θ0 cos θ
sin λ′ sin θ ′ = sin θ sin (λ− λ0) ,
where λ′ and θ ′ are the rotated spherical coordinates, and P0 = (λ0, θ0) is the new ‘‘North Pole’’ in the rotated coordinates.
It is simple to show that Eqs. (3) and (4) keep the same form in the rotated coordinates except for the definition of the
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Fig. 2. Spherical disk with centerpoint P¯ = (λ¯, θ¯) and spherical radius aγ .
velocity components and the Coriolis parameter. Since oblique conformal mapping is the polar one for the rotated spherical
coordinates, the shallow water equations in the Cartesian coordinates of any oblique conformal projection have the form
(5) and (6) with the respective definition of the velocity components and Coriolis parameter.
3. Some theoretical results on the minimization problem
For subsequent reference, let us recall some results of mathematical cartography and conformal mappings related to
the generation of the most uniform projections. The minimum distortion problem for conformal mapping f of a simply
connected spherical domainΩ with smooth boundary ∂Ω on a planar domain D = f (Ω) such that
f : P → f (P) , ∀P = (a, λ, θ) ∈ Ω, f (P) = (x, y) ∈ D
can be formulated as the problem of solving the following system of PDEs for unknown functions x (λ, θ), y (λ, θ) [5,6]:(
∂x
∂λ
)2
+ sin2 θ ·
(
∂x
∂θ
)2
= a2 sin2 θ ·m2 inΩ, (7)
∂x
∂λ
= − sin θ · ∂y
∂θ
,
∂y
∂λ
= sin θ · ∂x
∂θ
inΩ, (8)
m = const on ∂Ω. (9)
Here, the first equation represents the condition of the prescribed local scaling determined by the specified scale function
m, the next two equations are the Cauchy–Riemann conditions expressed in spherical-Cartesian coordinates, and the last
boundary condition is the condition of minimum distortion [6,10,15].
Note that Eqs. (7) and (8) lead to the following Poisson equation for the scale functionm:
∆θ,λ lnm ≡ 1a2 sin θ
∂
∂θ
(
sin θ · ∂(lnm)
∂θ
)
+ 1
a2 sin2 θ
∂2(lnm)
∂λ2
= 1
a2
inΩ. (10)
The last equation together with the boundary condition (9) forms a separate boundary value problem.
There are a few results regarding the solution of theminimization problem (7)–(9). The result of existence anduniqueness
of the solution was formulated and proved by Chebyshev and Grave: ifΩ is a simply connected domain bounded by a twice
differentiable curve, then there exists one, and, up to a similarity transformation of the plane, only one conformal mapping
which minimizes the distortion coefficient δ (see [10,15]).
The explicit form for the minimum distortion mapping was given in [3,5] for the spherical disk Ωγ ,P¯ consisting of the
points P = (a, λ, θ) such that dS
(
P¯, P
)
6 aγ , where dS
(
P¯, ·) is the spherical distance to the centerpoint P¯ = (a, λ¯, θ¯)
and aγ (γ ∈ (0, pi)) is the spherical radius (see Fig. 2). For such a domain the most uniform conformal mapping is the
stereographic projection tangent to the sphere at the centerpoint P¯ [3,5]. Its distortion coefficient is
δstr
(
Ωγ ,P¯
) = 2
1+ cos γ . (11)
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Fig. 3. Distortion coefficients for a spherical disk plotted as functions of the spherical radius aγ . The solid line is for the stereographic mapping, the dashed
one is for the cylindrical mapping, and the dotted one is for the conic mapping.
For the same domain, theminimization problemwas also solved separately for important classes of conformal cylindrical
and conicmappings [3,4]. It was shown that the ‘‘best’’ cylindricalmapping is obtainedwhen its tangent point coincideswith
the centerpoint P¯ and the respective distortion coefficient has the form
δcyl
(
Ωγ ,P¯
) = 1
cos γ
. (12)
Finally, the ‘‘best’’ conic mapping is obtained when its tangent point P0 = (a, λ0, θ0) is defined by the formulae
λ0 = λ¯, cos θ0 = ln sin
(
θ¯ + γ )− ln sin (θ¯ − γ )
ln tan
(
θ¯ + γ ) /2− ln tan (θ¯ − γ ) /2 , (13)
(this means that for P¯ in the Northern Hemisphere the tangent point is slightly moved toward the North Pole from the
centerpoint, and vice versa for the Southern Hemisphere), and the respective distortion coefficient is
δcon
(
Ωγ ,P¯
) = sin θ0
sin
(
θ¯ − γ )
(
tan
(
θ¯ − γ ) /2
tan θ0/2
)cos θ0
. (14)
The above theoretical evaluations for distortion coefficients of stereographic, cylindrical and conic mappings are
illustrated in Fig. 3.
It was also shown analytically in [3,4] that for spherical domains with equal physical extension with respect to latitude
and longitude the following double inequality holds:
δstr < δcyl < δcon.
This means that among all classical conformal mappings, the most uniform projection is the stereographic one tangent
to the sphere at the centerpoint of the chosen domain.
As far as we know, there is no explicit solution for other kinds of spherical regions. Despite the information about
uniformity properties of the mappings one can get from the above analytical results, the characteristics of the same
mappings for domains of other geometry may be rather different. Yet the theoretical considerations leading to (2) should
be confirmed for actual numerical schemes. In the next section we consider the uniformity of stereographic, cylindrical
and conic mappings for some domains with a rectangular image on a plane, which is an important case of frequently used
computational domains.
4. Computational rectangles — mapping characteristics
Let us consider the situation when the physical domain of interest is a spherical diskΩγ ,P¯ , that is, the physical processes
should be well approximated by a numerical scheme within a certain distance from a chosen centerpoint, which is quite a
practical problem. In this casewe have to consider concurrently two problems of generation of the respective computational
rectangle (R) in a plane: first, the spherical domainΩ corresponding to this rectangle should cover the spherical diskΩγ ,P¯
and be of the minimum true spherical area; and second, the mapping found should be the most possible uniform one.
To solve this two-fold problem separately for each class of stereographic, cylindrical and conic mappings, we can find the
image of the spherical diskΩγ ,P¯ under the ‘‘best’’ projection in each class and then construct the rectangle of the minimum
area covering this image. The results of such constructions are shown in Figs. 4–6 for two different values of the spherical
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Fig. 4. Computational square for stereographic mapping: (a) aγ = 3000 km, (b) aγ = 5000 km.
Fig. 5. Computational rectangle for cylindrical mapping: (a) aγ = 3000 km, (b) aγ = 5000 km.
Table 1
Characteristics of computational rectangles for aγ = 3000 km
Mapping δ Area (mln km2) xmax (km) ymax (km) θ ′max/θ ′min (degree)
Stereographic 1.1152 37.375 3051 3051 37.5/0.0
Cylindrical 1.1223 37.411 3000 3119 90.0/63.0
Conic 1.1627 37.593 3022 3121 75.8/18.0
radius aγ (aγ = 3000 km and 5000 km). For reference, the boundary of the planar disk of radius aγ centered at the
centerpoint of the projection is drawn along with cylindrical and conic mappings.
The distortion coefficients of mappings and the areas of the domains are given in Tables 1 and 2. Together with the
distortion coefficient and covered area, the half-sides of the rectangles (xmax, ymax) and the maximum colatitudes in the
rotated coordinates (θ ′max/θ ′min) are also shown. (Note that the rotated coordinates associated with stereographic mappings
have the North Pole at the centerpoint P¯ , the rotated coordinates for cylindrical mappings have the equator/Greenwich
meridian point at P¯ , and the geographical coordinates are associated with conic mappings.) As one can see, stereographic
mapping still offers the ‘‘best’’ solution among three classes both for minimum distortion and area.
Evidently, none of the three mappings is the most uniform in the class of all conformal mappings, because the mapping
factors of stereographic, cylindrical and conic mappings are not constant along the boundary of the rectangles, which is
the necessary condition for minimum distortion mapping. To assess the level of uniformity of the above three projections,
it is important to find the most uniform conformal mapping. Due to the symmetry of the problem for such mapping, the
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Fig. 6. Computational rectangle for conic mapping: (a) aγ = 3000 km, (b) aγ = 5000 km.
Table 2
Characteristics of computational rectangles for aγ = 5000 km
Mapping δ Area (mln km2) xmax (km) ymax (km) θ ′max/θ ′min (degree)
Stereographic 1.3430 111.25 5274 5274 60.7/0.0
Cylindrical 1.4141 112.22 5000 5611 90.0/45.0
Conic 1.9216 133.99 5695 5882 96.5/0.1
Fig. 7. Distortion coefficients for computational rectangles covering a spherical disk plotted as functions of the spherical radius aγ . The solid line is for
the stereographic mapping, the dashed one is for the cylindrical mapping, the dotted one is for the conic mapping, and the solid line with marks is for the
most uniform conformal mapping.
computational rectangle R should be a square S tangent to the planar disk. Since we do not know the form of the domainΩ
corresponding to square S under theminimum distortionmapping, the search for the mapping function through solution of
the boundary value problem (9) and (10) cannot be performed. Instead, we can transform this problem to another one with
independent variables (x, y):
m2∆x,y lnm ≡ m2
(
∂2(lnm)
∂x2
+ ∂
2(lnm)
∂y2
)
= 1
a2
in S, (15)
m = const on ∂S. (16)
The last problem can be solved by the successive over-relaxation method, starting from a constant boundary value as an
initial guess. The solution obtained is shown in Fig. 7 as a function of the square half-side togetherwith other threemappings.
The differences in uniformity start to be visible for square half-sides of 3000 km and greater. Comparing these evaluations
with those in Fig. 3, one notes that the stereographic and cylindrical mappings are much closer and the conic mappings are
much worse for rectangular domains than for circular ones.
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Table 3
Leap-frog scheme, aγ = 3000 km
Mapping rms1 (m) rms2 (m) τ (s) CPU (%)
Stereographic 0.3 4.2 96.0 1
Cylindrical 0.3 4.2 95.5 1.01
Conic 0.3 4.2 91.9 1.06
Table 4
Robert’s scheme, aγ = 3000 km
Mapping rms1 (m) rms2 (m) τ (s) CPU (%)
Stereographic 0.2 4.1 474.7 1
Cylindrical 0.2 4.1 469.6 1.01
Conic 0.2 4.2 454.7 1.06
Table 5
Leap-frog scheme, aγ = 5000 km
Mapping rms1 (m) rms2 (m) τ (s) CPU (%)
Stereographic 0.3 4.0 79.3 1
Cylindrical 0.3 4.1 75.3 1.06
Conic 0.4 4.1 55.0 1.71
5. Computational rectangles — numerical experiments
In this section we perform numerical experiments on computational grids generated on the projections of the previous
section. To confirm the theoretical considerations of Section 2 and evaluate the actual scheme efficiency with respect
to the computational grid used, two typical schemes of numerical solution to the shallow water equations (Eqs. (5) and
(6)) were applied: leap-frog (explicit scheme) and Robert’s (semi-implicit scheme). Both schemes are of frequent use in
atmosphere/ocean modeling having three time levels and second order of accuracy [8,13]. Below we recall the design of a
single time step for the leap-frog scheme:
dtu+ udxu+ vdyu− f v = −dxΦ, dtv + udxv + vdyv + fu = −dyΦ,
dtΦ + udxΦ + vdyΦ = −Φ
(
dxu+ dyv
)
,
and for Robert’s scheme:
dtu+ udxu+ vdyu− f v = −st (dxΦ) , dtv + udxv + vdyv + fu = −st
(
dyΦ
)
,
dtΦ + udxΦ + vdyΦ + (Φ − Φ0)
(
dxu+ dyv
) = −Φ0st (dxu+ dyv) .
Here Φ0 is a characteristic value of the geopotential height over the chosen domain, all terms are calculated at the current
grid point Pij =
(
xi, yj
) = (ih, jh) and current time tn = nτ , and the difference operators dt , dx, dy, st are centralized
regarding this point and instant; that is, for any grid function ϕ,
dtϕ =
ϕn+1ij − ϕn−1ij
2τ
, dxϕ =
ϕni+1j − ϕni−1j
2h
, dyϕ =
ϕnij+1 − ϕnij−1
2h
, stϕ =
ϕn+1ij + ϕn−1ij
2
.
We use themesh size h0 = 50 km on each computational grid, whichmeans that the required physical spatial resolution
is of 50 km (maximum allowed physical mesh size within the domain of interest Ωγ ,P¯ ), which is attained at the tangent
points of each mapping: in the case of stereographic mapping it is the centerpoint P¯ representing the North Pole of the
rotated spherical coordinates, for cylindrical mapping it is a curve passing through P¯ and representing the equator line in
rotated spherical coordinates, and for the conic projection it is the points of tangent colatitude (13) moved toward the Pole
from P¯ . Note that in other points of the chosen domain the resolution is slightly finer than 50 km. According to the mapping
properties presented in Table 1, the spherical disk Ωγ ,P¯ of radius 3000 km was covered by a computational square of size
6100×6100 km2 on the stereographic projection, and computational rectangles of size 6000×6250 km2 on the cylindrical
projection and 6050× 6250 km2 on the conic projection.
24-h integrationswere carried out using different time steps for each scheme. The initial data andboundary conditions for
numerical integration were chosen from datasets of geopotential height and wind components for 500 hPa pressure surface
of the objective analyses of NCEP (USA). We picked up such data, which are reproduced well by benchmark schemes, which
are the same two schemes with 25 kmmesh size. To assess the accuracy of the numerical results we use root-mean-square
(rms) differences between testing and benchmark solutions (rms1 in Tables 3–6) and also between forecasting and analysis
fields (rms2 in Tables 3–6).
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Table 6
Robert’s scheme, aγ = 5000 km
Mapping rms1 (m) rms2 (m) τ (s) CPU (%)
Stereographic 0.2 3.8 389.2 1
Cylindrical 0.2 3.8 369.2 1.06
Conic 0.3 4.0 268.3 1.72
The results of 24-h integrations for a spherical disk of radius aγ = 3000 km are shown in Tables 3 and 4. The maximum
time step for each scheme was found using numerical experiments and it is very close to theoretical evaluation based on
the linear stability criterion (2). For the two schemes above the stability conditions can be specified as follows [8,13]:
τmax, lf = 1
δ
· h0√
2 ·
(√
Φ¯
√
1+ f¯ 2h20/2Φ¯ + d¯
)
and
τmax,R = 1
δ
· h0√
2d¯+ f¯ h0
,
where Φ¯ , d¯ and f¯ are the maximum values over computational domains for the geopotential height, modulus of wind speed
and Coriolis parameter, respectively. For a 500 hPa pressure surface the values of these parameters are√
Φ¯ ≈ 250 m/s, d¯ ≈ 60 m/s and f¯ ≈ 1.3× 10−4 s−1
(with neglectable deviations for slightly different configurations of the computational domains). Therefore, the theoretical
time steps corresponding to the linear stability conditions are
τmax,lf ≈ 1
δ
· 110 s, τmax,R ≈ 1
δ
· 550 s. (17)
The results in Tables 3 and4 show, in particular, that the practical time step allowed for stable integration of the numerical
schemes is very close to evaluations (17) (see the fourth column in Tables 3 and 4). It can also be seen that the forecasts
are sufficiently accurate (see the second and third columns) and that the computational efficiency on stereographic and
cylindrical grids is virtually the same and slightly better than on the conic grid (see the last column with computer time
given in fractions of the integration time required on the stereographic grid).
The results of similar experiments for a spherical disk of radius aγ = 5000 kmgiven in Tables 5 and 6 show that for larger
domains the differences between computational grids based on different conformal mappings can be rather visible. While
the differences between stereographic and cylindrical grids are still relatively small, the conic mappings are considerably
worse.
The numerical results obtained confirm the general theoretical conclusions about the advantage of stereographic
mappings over cylindrical and conic ones. They also show that the practical difference between stereographic and cylindrical
grids is much less than was expected from analytical evaluations. On the contrary, the conic mappings on rectangular
computational domains have much worse characteristics than for a spherical disk.
It is worth noting that until recently it was a commonmisunderstanding amongmodelers of the atmospheric community
to consider that within the classical projections conic ones are more suitable (in terms of more uniform resolution) to be
used for numerical models in midlatitude regions and cylindrical ones in tropical regions (see, for example, [9,16,17,21]).
Our research shows that these intuitively ‘‘natural’’ but not proved beliefs are not correct.
In concluding, we would like to emphasize that the results obtained can be used for the construction of more uniform
structured grids for a broad range of numericalmodels for the atmosphere and oceans. The application is straightforward for
anymodel already designed in conformal coordinates: the only change to bemade consists of redefinition of the initial data,
boundary conditions and model parameters at the points of the most uniform stereographic grid. All these modifications
should bemade only once, before the start of themain run of the scheme. Besides, the design of the stereographic projection
and computer programming seem to be the simplest among all the considered mappings. All computations during the
scheme run remain the same, but the time step is increased due to greater uniformity of the ‘‘best’’ stereographic mapping.
Depending on the area size, this advantage can be quite significant.
Naturally, the further development of this research would be solution of the minimum distortion problem in the class of
all conformal mappings for an arbitrary spherical domain, in particular for those with a rectangular planar image. At present
this is a very hard problem.
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