The United Kingdom currently reports nitrous oxide emissions from agriculture using the IPCC default Tier 1 methodology. However Tier 1 estimates have a large degree of uncertainty as they do not account for spatial variations in emissions. Therefore biogeochemical models such as DailyDayCent (DDC) are increasingly being used to provide a spatially disaggregated assessment of annual emissions. Prior to use, an assessment of the ability of the model to predict annual emissions should be undertaken, coupled with an analysis of how model inputs influence model outputs, and whether the modelled estimates are more robust that those derived from the Tier 1 methodology. The aims of the study were (a) to evaluate if the DailyDayCent model can accurately estimate annual N 2 O emissions across nine different experimental sites, (b) to examine its sensitivity to different soil and climate inputs across a number of experimental sites and (c) to examine the influence of uncertainty in the measured inputs on modelled N 2 O emissions. DailyDayCent performed well across the range of cropland and grassland sites, particularly for fertilized fields indicating that it is robust for UK conditions. The sensitivity of the model varied across the sites and also between fertilizer/manure treatments. Overall our results showed that there was a stronger correlation between the sensitivity of N 2 O emissions to changes in soil pH and clay content than the remaining input parameters used in this study. The lower the initial site values for soil pH and clay content, the more sensitive DDC was to changes from their initial value. When we compared modelled estimates with Tier 1 estimates for each site, we found that DailyDayCent provided a more accurate representation of the rate of annual emissions.
Introduction
Despite its relatively low atmospheric concentration, nitrous oxide (N 2 O) is an extremely important greenhouse gas (GHG) with a global warming potential of nearly 300 times that of CO 2 . Concentrations of N 2 O in the atmosphere have increased to 324 ppb, which is approximately 20% higher than pre-industrial level (Stocker et al 2013) . Natural and managed soils are one of the principal sources of N 2 O, and increasing pressure for food production has led to enhanced N inputs via fertilizer application. This, in turn, has led to an increase in N 2 O emissions (Jones et al 2007 , Reay et al 2012 . Recent estimates suggest that, despite a small decrease, total N 2 O emissions in the United Kingdom (UK) in 2010 were approximately 112 Kt N 2 O-N, with emissions from agricultural soils accounting for 77.5% of the total emissions (National Atmospheric Emissions Inventory, 2013) . The UK is a signatory of the United Nations Convention on Climate Change (UNFFCC) and is obliged to reporting anthropogenic sources of GHG's in a national inventory. Current reporting methods are based on updated methodologies developed by the Intergovernmental Panel on Climate Change (IPCC). For N 2 O emissions from soils, Tier 1 default reporting assumes that between 0.3 and 3% of any synthetic N applied to the soil is re-released as N 2 O-N (IPCC 2006). However, this methodology tends to produce a relatively large uncertainty of total emissions as it does not a) account for spatial variations in emissions, or b) allow for the inclusion of mitigation options other than those affecting total N application (Abdalla et al 2010 , Saggar et al 2007 . Process-based models such as DailyDayCent (DDC) have been considered for simulating GHG emissions across a range of different ecosystems and climate zones. Use of these models aim to improve inventory reporting to Tier 2 or 3 levels, which could potentially reduce the uncertainty in total emissions, and adequately reflect N 2 O emission reduction through nitrogen management.
Prior to their use, an assessment of the suitability of the model to simulate the GHG of interest is required, by comparing modelled emissions with measured values. This should preferably include a wide range of experimental sites reflecting the range of climate, soil and management types represented within a country. However, uncertainty in measured inputs used to drive biogeochemical models can lead to uncertainty in modelled outputs, due to the sensitivity of the model to changes in inputs. Therefore, an understanding of how input uncertainty can propagate through the model, and the interactions between inputs is essential (Ogle et al 2003 , Hastings et al 2010 , Del Grosso et al 2010 , Fitton et al 2014 . The aims of the study were (a) to evaluate if the DailyDayCent model can accurately estimate annual N 2 O emissions across nine different experimental sites (cropland and grassland with a range of climate, soil and different rates and types of nitrogen (N) fertilizer or manure application), (b) to examine its sensitivity to different soil and climate inputs across a number of experimental sites and (c) to examine the influence of uncertainty in the measured inputs on modelled N 2 O emissions.
Materials and methods

Experimental sites
Emissions of N 2 O (treatment replicate number (n) = 3) were measured at six cropland experimental sites; Boxworth, Terrington, Betley, Middleton, and two Gleadthorpe sites: Grange Field and Lamb Field using the static chamber method (Chadwick et al 2014) . The sites selected represent N 2 O emissions from a range of different soil, climate, fertilizer types and rates were used across the cropland sites. Table 1 outlines the key soil and climate characteristics, crop type, fertilizer type and dates and rates of N application. More specific details on the experimental design for each site are outlined in Smith et al (2011) and Dampney et al (2006) The Boxworth and Terrington experimental sites were sub-divided into four plots with four treatment types; a control and plots with ammonium nitrate (AN), urea ammonium nitrate (UAN) and urea applied. The Betley and Middleton experimental sites were split into a control and manure application plots, and both the Grange and Lamb Field experimental sites were sub-divided into six plots, where there was an increasing target AN fertilizer application rate (table 1(a)). Emissions of N 2 O were also measured from three grazed grassland sites: Crichton, Rowden and Debath. As with the cropland sites, each grassland site was sub-divided into a control and different fertilizer treatments, details of which are outlined in table 1(b).
DailyDayCent model overview and validation
DailyDayCent (DDC) is a daily time-step version of the Century model which simulates the fluxes of C and N between the atmosphere, soil and vegetation (Parton et al 1998) . The key sub-models in DDC include soil organic matter pools (SOM), microbial pool, the water budget, leaching and soil temperature sub-model, as well as a N sub-model. DDC also includes plant growth with dynamic C allocation among the above-and below-ground biomass pools. Soil carbon is distributed in a microbial pool and three SOM pools that have three distinct decomposition rates, where C and N fluxes are simulated through the plant litter and organic pools (Parton et al 1998) . In addition, N 2 O fluxes are controlled by soil NH 4 + and NO 3 − concentrations, water content, temperature, gas diffusivity and labile C availability (Parton et al 1998) . DDC uses a daily time-step, which is controlled by a scheduling file where fertilization, harvest and tillage events are scheduled for the dates when they occurred during the experimental period and also, if required, over the preceding years.
Due to the differences in climate, soil and historic land management, modelled estimates of N 2 O for each site differed from each other, especially in response to the timing and type of management. However, for each site DDC was calibrated by initially establishing soil carbon (C) equilibrium. This was then followed by a period of appropriate crop or grassland management with nitrogen (N) input, such as fertilizer application, to ensure that soil mineral N was not a limiting factor during the pre-experimental period. This was then followed by site-specific management for the time period prior to and including the experimental measurements, where site specific information was available. Other than site- specific management and site inputs, only crop parameters such as genetic growth potential (PRDX) were adjusted at each site to reflect observed above ground productivity, and these were then left unchanged between the experimental plots (Fitton et al 2014) . The model was applied across all sites with no further calibration, so that any differences in model outputs were driven only by site inputs. Modelled daily and annual N 2 O emissions were then compared to the corresponding measured values, and these were termed the baseline N 2 O emissions. This was repeated for crop yields, where measured values were available.
Sensitivity and uncertainty analysis of key input variables
The key input parameters (table 2) and their uncertainty range, and the methods of performing the sensitivity and uncertainty analysis used here are adapted from those described in Fitton et al (2014) . For each soil and climate input, we assumed a normal distribution in the uncertainty range and the percentage or absolute range for each input was the same for each experimental site. By using the site value as the median point we then simulated a ten step-wise change in each site input. Where for each step, only a single soil input was varied while the remaining inputs were held at the original site value. With regards to the climate inputs, DDC uses daily climate information; therefore, the uncertainty values of 1°C or 1 mm refers to uncertainty in daily values and only values over the experimental period were changed. Using Monte-Carlo simulations, we then tested the potential influence of uncertainties in the soil and climate inputs on modelled N 2 O emissions. To do this, we assumed each input and its range of values had an equal weight and that each was independent of other variables. We then sub-sampled 10,000 unique combinations of all inputs over their uncertainty ranges and simulated daily and annual N 2 O emissions (Fitton et al 2014) .
Statistical analysis
At each experimental site and plot, we tested model performance by calculating; the root mean square error (RMSE) compared to the measured 95% confidence interval, relative error (E) compared to the measured 95% confidence interval (E 95% ) and mean difference, M (assessed by the t 2.5% statistic) between the modelled, the mean measured and replicate N 2 O fluxes, as described in detail in Smith et al (1997) and Smith and Smith (2007) . Following this, we calculated the variance in the modelled daily N 2 O fluxes in the ten datasets generated as part of the sensitivity analysis. We then applied the best fit regression equation, using Minitab TM , to the baseline N 2 O fluxes derived using the original site inputs. This allowed an assessment of how uncertainty in each input propagates through the model, or more specifically, if the uncertainty propagation is linear or nonlinear (data not shown; Hastings et al 2010 , Fitton et al 2014 .
The importance of uncertainty in each input parameter on the range of output simulated values, as arising from the Monte-Carlo simulations was calculated by determining the contribution index (%) according the formula (Vose 2000) :
Where c i is the contribution index (%) in factor i, σ g is the standard deviation in the total uncertainty (across the Monte-Carlo simulations), σ i is the standard deviation of the range of values simulated as part of the sensitivity analysis of each input, i, where i is the specific input of interest at the time, and i max is the total number of model input factors considered. The higher the percentage value, the more important is the input. The contribution index was calculated for each study site and their experimental treatment plots.
Tier 1 calculations
Tier 1 annual N 2 O emissions from each experimental plot were calculated as the product of the annual amount of nitrogen (N) in crop residues and the total amount of N applied to the soil multiplied by the default emission factor. The N content of crop residues were calculated using default values detailed in the IPCC guidelines (IPCC 2006) and the fraction of residue removed annually for animal feed, bedding and construction for the UK (82%) was the same assumed by Smith et al (2000) . This was then added to the quantity of N fertilizer or organic additions, and the total N was multiplied by the default emission factor (0.01 kg N 2 O-N ha −1 yr −1 ), and the uncertainty range between 0.003 and 0.03 kg N 2 O-N ha −1 yr −1 (IPCC 2006).
Results
Site simulations
(a) Cropland sites:
Results of the statistical analysis used to test the model performance in simulating daily N 2 O fluxes are summarised in table 3(a). While each test was performed separately for each site and plot, for ease of presentation values here represent the average for each experimental site. In plots with no, or a low rate of, N applied the correlation between daily modelled and measured N 2 O fluxes was relatively poor. For Table 2 . Soil and climate variables and the range each is to be varied from the site value which acts as the mid-point. example, in the Terrington and Boxworth control plots, the coefficient of determination of the linear regression was R 2 = −0.01 and R 2 = 0.14, respectively. The exception to this was the Betley experimental site, where modelled estimates correlated well with measured values. As N application rates increased, the correlation coefficient improved. In addition, across all plots and sites, when replicate measured values were considered there was no statistically significant total error (RMSE) or bias (M with t-test) when compared to measured estimates (table 3(a)).
Parameter to be varied
The average rate of annual N 2 O emissions across all cropland sites was 2 kg N 2 O-N ha −1 yr −1 (standard deviation: , showing that any error is not systematic. In sites such as Boxworth and Terrington which had a higher pH, average annual temperature and clay content relative to the other sites, DDC tended to underestimate average annual emissions. In the other sites, which are characterised by lower clay contents, DDC tended to overestimate average annual N 2 O emissions. Yield estimates were also collated for each of the experimental sites. As with N 2 O fluxes, yield values were also variable due to the variation in the amount and type of N applied. The highest yield of either winter wheat or winter barley was measured at the Boxworth AN experimental plot (9.86 Mg ha −1 ) and the lowest yield was measured in the Terrington control plot (4.68 Mg ha −1 ). DDC was able to provide a reasonable estimate of annual yields (figure 1(b)), with R 2 values between modelled and measured values lower than for N 2 O estimates. Overall DDC tended to underestimate low yields, but provided better simulation of higher yields.
(b) Grassland sites:
As with the cropland sites, the correlation between measured and modelled N 2 O fluxes was poor in the control plots (table 3(b)). For some sites (e.g. Debathe), even when N-fertilizer was applied, there was still a poor correlation between measured and modelled N 2 O fluxes. This was primarily due to periods of estimated uptake of N 2 O from the atmosphere, a process not included yet in any process-based model. DDC therefore simulated a very low rate of N 2 O emissions over the same period. Despite these discrepancies, there was no statistically significant total error (RMSE) or bias (M with t-test) when compared to measured estimates.
The average annual emissions across all the grassland experimental plots were of a similar magnitude to croplands at 2.9 kg N 2 O-N ha −1 yr −1 . The highest measured annual emissions was 8.2 kg N 2 O-N ha −1 yr −1 recorded in the Rowden AN experimental plot. The lowest annual values indicated there was an uptake of −0.14 kg N 2 O-N ha −1 yr −1 at the Debathe control plot. The standard deviation in the range of values was also higher than across all the cropland sites at 2.89 kg N 2 O-N ha −1 yr −1 . With the exception of the Rowden control and AN experimental plots, DDC tended to overestimate N 2 O emissions. However, when we directly compared all modelled and measured annual N 2 O emissions across all plots (figure 1(c)) the correlation coefficient (R 2 ) was 0.84. Yield estimates were not available for the grassland sites.
Sensitivity analysis
(i) Variation in model sensitivity by site (a) Cropland sites Table 4 (a) outlines the range of modelled estimates for the six UK cropland sites, simulated during the Monte-Carlo simulations. For ease of presentation here the upper and lower ranges here represent the average of simulated values that were higher or lower than baseline annual emissions. For all cropland sites, changes in site inputs tended to cause an increase in annual emissions when compared to baseline estimates. For example, at the Boxworth experimental site, 79% of the unique combinations generated as part of the Monte-Carlo simulations led to an increase in annual emissions. When averaged across all sites an average of all uncertainty around modelled N 2 O emissions was approximately 25%, with this value varying significantly between sites, fertilizer treatment and crop type in the range of 6-48%. For example each plot at the Terrington experimental site had the lowest range of annual emissions, simulated as part of the Monte-Carlo simulations, with baseline emissions changing by between 7 and 12%. Changes to modelled annual emissions at Gleadthorpe-Lamb Field experimental site were the highest, with annual emissions varying by between 30 and 48% across the Monte-Carlo simulations.
As expected, the contribution index of the different site inputs to uncertainty in annual emissions varied among the experimental sites and with the type of fertilizer applied. As with the statistical analysis, values presented here represent the average for each cropland site (figures 2(a)-(f)). For modelled estimates of N 2 O fluxes at the Boxworth control plot, bulk density accounted for 89% of the range of N 2 O emissions simulated across the Monte-Carlo simulations. Precipitation was the least important factor accounting for only 2%. Where fertilizer was applied, the percentage contribution of bulk density decreased. Despite a still significantly smaller contribution, precipitation became the second most important factor, accounting for between 11 and 15% of the range of annual N 2 O emissions ( figure 2(a) ). In all plots at the Terrington experimental site, precipitation and bulk density were the most important contributors to changes in annual emissions ( figure 2(b) ). However, where no Nfertilizer was applied, precipitation was found to be the most important factor followed by bulk density, with the reverse being true for estimates where fertilizer was applied. In addition, as the type of fertilizer changed from AN to UAS then Urea the percentage contribution of precipitation and bulk density decreased.
When averaged across all plots at the Betley experimental site, precipitation, bulk density, soil pH and clay content accounted for an almost equal portion of modelled values ( figure 2(c) ). Temperature was the least important factor in modelled estimates regardless of manure application; however, the order of importance of the remaining inputs varied between both plots. Where manure was applied, the order of importance of the different inputs was: soil pH (25%), precipitation (24%), bulk density (24%) and clay content (23%). In the control plot, precipitation accounted for 44% followed by bulk density (24%) and soil pH (15%). Unlike other sites, at the Middleton experimental site there was no difference in the order of importance of the soil and climate inputs between modelled values at the control site and where manure was applied ( figure 2(d) ). Precipitation was found to be the most important factor, accounting for 44% of the range of modelled estimates followed by temperature (35%) and bulk density (18%). Both clay and soil Indicates a target application rate of x kg of ammonium nitrate applied per hectare per year.
pH accounted for only approximately 2.5% of total uncertainty in both plots. At the Gleadthorpe-Grange Field experimental site, pH is the single most important factor in our modelled estimates from the Monte-Carlo simulations (figure 2(e)). However, as the rate of N application increases, its percentage contribution decreases from 70 to 62%. The contribution of the remaining inputs differs depending on whether or not N is applied, but as indicated in figure 2(e), their contribution is relatively small. Soil pH is also the most important factor at the Lamb Field site (figure 2(f)), but unlike Grange Field, as the N application rate increased, the percentage contribution of soil pH remained relatively constant. In addition, after soil pH, the climate inputs provided a higher contribution to total uncertainty, whereas at the Grange Field experimental site the soil inputs were the three most important inputs driving the changes in modelled estimates.
(b) Grassland sites Table 4 (b) outlines the range of modelled estimates at the three UK grassland sites simulated during the Monte-Carlo simulations. The upper and lower ranges represent the average of values that are higher or lower than baseline annual When averaged across all plots at Crichton, precipitation, temperature and bulk density are the three most important inputs, with these accounting for 83% of the range of values simulated as part of the Monte-Carlo simulations ( figure 3(a) ). The order of the importance of these changed between the control and different N fertilizer plots i.e. the percentage contribution these three inputs always accounts for between 82 and 98% of the range of modelled emissions. Changes in bulk density, clay content and precipitation accounted for most of the range of annual N 2 O emissions simulated at the Rowden experimental site ( figure 3(b) ). Where N-fertilizer was applied, precipitation and clay content tended to be the most important factors, accounting for between 56 and 63% of the variation in annual emissions between them. However, where no N was applied, bulk density and temperature were the most important factors. Changes in soil pH accounted for 42% of the change in emissions at the Debathe experimental site (figure 3(c)) followed by temperature, bulk density and precipitation. Unlike the other grassland sites, the order of the importance did not significantly change with N application, nor did the percentage contribution of these inputs to total uncertainty.
(ii) Variation in the sensitivity by fertilizer type (a) Cropland sites The contribution of the different inputs to uncertainty in annual emissions, across the experimental plots with the same type of fertilizer applied is outlined in figure 4 . In the control plots there is an almost equal split in the importance of the different inputs: soil pH, bulk density and precipitation which contribute 30, 28 and 27% ( figure 4(a) ). In the experimental plots with UAN and Urea applied, bulk density was the most important factor accounting for 40 and 64% of the variation in the Monte-Carlo simulations (figures 4(c), (d)). This was driven by the sensitivity of DDC to changes in bulk density at the Boxworth experimental site. Soil pH is the most important factor for plots with AN applied, which accounts for 64% of the range of annual emissions ( figure 3(b) ). This importance is primarily due to the sensitivity of DDC to soil pH at the Grange and Lamb Field experimental sites. With regards to manure application, the precipitation and temperature were the most important factors in terms of total uncertainty. Overall, both climate inputs accounted for 35 and 19% of the total uncertainty; however, bulk density also contributed 18% of the uncertainty in modelled estimates (figure 4(e)).
(b) Grassland sites The contribution of the different site inputs to uncertainty in modelled estimates are outlined in figure 5 . Across all the control plots ( figure 5(a) ), bulk density was the most important factor accounting for ∼40% of the variation in annual emissions simulated across the Monte-Carlo simulations. Soil pH was the least important factor accounting for only 8% of emissions, and the percentage contribution of the remaining inputs was roughly equal, at approximately 18%. Across the AN and UAS experimental plots, precipitation was the most important factor accounting for 33 and 40% of annual emissions. The order of importance of the remaining inputs differed, as in the AN plot, bulk density and temperature were the second and third most important factors, whereas across the UAS plots this order was reversed (figures 4.15(b), (c)). In the experimental plots with Urea application, soil pH was deemed to be the most important factor accounting for 29% of the range in annual estimates. Precipitation (23%), bulk density (22%) and temperature (18%) were the next most important factors, where their percentage contribution to total uncertainty was of the same magnitude ( figure 5(d) ). factors tended to underestimate annual emissions by an average of 32%, with the large differences occurring in estimated annual emissions in plots with no N applied. The regression coefficient (R 2 ) between measured and Tier 1 values was 0.65 ( figure 6(a) ). The exception to this was at the Boxworth sites (except for the control plot), the Terrington AN plot, both Middleton plots, the Grange Field 210 and 350 kg N ha −1 plots. Here annual emissions, as calculated using Tier 1 methodology, tended to be double the corresponding measured values. When we assumed that 0.3% of N applied is emitted, (lower uncertainty range), Tier 1 methodology underestimated annual emissions in all sites by an average of 70%. Where we assumed a 3% rate of emission (higher uncertainty range), Tier 1 methodology overestimated annual emissions by an average of 43%.
In the grassland sites, there was a 50:50 split between under or over-estimation of annual emissions using the Tier 1 method. This was because, at the Debathe experimental site and the control plot at each site, Tier 1 estimations were consistently higher. Whereas in the Rowden plot, Tier 1 estimations were consistently lower and at Crichton there was a 50:50 split ( figure 6(b) ). When we assumed 0.3% of N applied is emitted (lower uncertainty range), the Tier 1 methodology underestimated annual emissions by an average of 63%. The exception to this was the DeBathe control and Urea plots, where annual emissions were still overestimated. Where we assumed 3% of N applied is emitted (higher uncertainty range), the Tier 1 method consistently overestimated the corresponding measured annual values. The exception to this was the control plots at the Crichton and Rowden experimental sites.
Discussion (a) Site simulation
This study aimed to test if the biogeochemical model DDC could accurately replicate N 2 O fluxes across six cropland and three grassland experimental sites, with a range of soil, climate and management types. When all experimental plots, including (where available) comparisons with the yield estimates were considered, we can conclude that DDC provides a reasonable estimate of annual N 2 O emissions within the UK. For some experimental plots, there was no statistically significant correlation in the pattern of emissions between modelled and measured values (expected at low emission rates). When other statistical tests and the variation in the measurements were considered, modelled emissions tended to show good agreement with measured values. However, there are a number of limitations in both the model processes and data availability that can cause differences in the magnitude and pattern of N 2 O emissions. These limitations can lead to a difference in the modelled N 2 O response to management events such as fertilizer application, or even precipitation events, and also feed into the sensitivity of the DDC model to changes in site inputs.
(i) Limited site input information As stated in section 2.2, model validation requires both site level inputs and measured data against which modelled estimates can be compared. Although not detailed here, a full calibration of DailyDayCent, like all biogeochemical models, requires an extensive experimental dataset (Gottschalk et al 2007 , Hastings et al 2010 , Bell et al 2012 . However, across the different experimental sites data availability varied. These included a lack of long term climate information and initial soil C stock values as inputs, or missing yield values from experimental plots for comparing against modelled values. This has been well documented in other studies that have undertaken crop modelling, especially on a larger spatial scale such as region or country level (Palosuo et al 2011 , Rötter et al 2012 . However measurement based experiments, especially those undertaken to inform national inventories, are increasingly considering model requirements as part of their experimental design.
(ii) Rainfall when temperatures fall below zero degrees: As part of the input files used to run DDC, daily inputs of temperature and precipitation are used. In the DDC model, once the average daily temperature falls below zero degrees at the same time as a precipitation event, the model assumes that precipitation will fall as snow. Any increase in the average air temperature to above zero degrees is coupled with snow melt, and this can lead to a large 'pulse' in N 2 O from the soil. (iii) Direction of N 2 O flux between soil and atmosphere: DDC assumes that at all times the concentration of N 2 O is higher in soils than the atmosphere, so that there can never be a net uptake of N 2 O from the atmosphere. Uptake of N 2 O has frequently been reported in experimental studies (Butterbach-Bahl et al 2002 , Syakila et al 2010 , but the processes responsible for N 2 O uptake remain poorly understood (Butterbach-Bahl et al 2013) . At the Debathe experimental site, annual measured N 2 O emissions indicated there was a slight uptake of N 2 O of −0.01 and −0.14 kg N 2 O-N, in the control and Urea plots, respectively. This was driven by a period during the experimental study when measured values consistently showed an uptake of N 2 O. While modelled N 2 O emissions over this period were low, there was always a net release of N 2 O; therefore, over a 365 day period, there was up to a 180% difference between modelled and measured annual emissions.
(b) Sensitivity of the DDC model to uncertainty in measured values
The soil and climate inputs used to test the sensitivity of DailyDayCent were selected based on the site specific information available at all experimental sites. By using the same percentage or arbitrary change in each soil input in the sensitivity analysis we aimed to (a) reflect potential variation at a UK site level rather than on a larger spatial scale and (b) investigate the sensitivity of the model both between and within the experimental sites, and determine the underlying causes of model sensitivity.
(i) Sensitivity of DDC to changes in soil parameters: For some sites, changes in site level inputs led to a change in the initial soil C, where soil C increased or decreased from values simulated using site level inputs. The effect of this change differed between the sites. In some instances, this led to a change in both the pattern and magnitude of N 2 O emissions from baseline estimates. For other sites, only the magnitude of daily emissions changed. For example, at the Boxworth experimental site, DDC was most sensitive to changes in soil bulk density. Here increasing bulk density led to a small increase in the initial system C during the spin up phase. This in turn led to the change in both the yield and N 2 O emissions but both the pattern of emissions and daily crop growth remained unchanged. However only when bulk density was changed by 0.2 g cm −3 (i.e. maximum allowable) there was a slight change in pattern in both the pattern of emissions and crop growth. At the Betley experimental site, DDC was more sensitive to any change in soil pH. This is not unexpected as the baseline value of soil pH was relatively low. This meant that, unlike at Boxworth, the larger the change in soil pH, the more effect this had on modelled estimates. This could be seen via changes in estimated soil C and crop growth during the experimental year which in turn led to changes in water movement within the profile. Therefore the sensitivity of DDC to soil pH affected both the pattern and magnitude of emissions from the manure experimental plot.
(ii) Sensitivity of DDC to changes in daily temperature and precipitation patterns:
Changes in temperature and precipitation alter N 2 O processes in a different manner to soil parameters, as both climate parameters were only changed over the experimental period. Plant production potential evapotranspiration rate (PET) and soil decomposition rates are controlled by moisture and temperature. In addition, if the data is unavailable, soil temperature is also estimated from daily temperature and soil moisture (Sansoulet et al 2014) . Depending on the baseline climatic conditions, e.g. precipitation patterns in the experimental year, the effect on N 2 O emissions varied between the sites. For example rainfall patterns at the Middleton experimental site meant that when rainfall occurred, it was relatively heavy and was over a few days. Reducing rainfall in the period up to and including this period meant that the soil was less saturated than baseline estimates. This caused an increase in N 2 O emissions during these periods, as decreasing daily precipitation values from the baseline level soil moisture levels became more optimal for nitrification/denitrification. As a consequence peak emissions were higher than baseline estimates, especially at lower temperatures and after management events such as cultivation. Conversely, increasing daily precipitation values meant that, while emissions were lower after the management events, N 2 O fluxes were higher in the earlier part of the year, which under normal conditions was drier. Therefore increasing daily precipitation, but not to a point where soil saturation occurs also led to an increase in daily emissions.
(iii) Interaction of changes to total C and incorrectly simulated snow fall:
The Grange and Lamb experimental sites were both based within the Gleadthorpe experimental area, and the same climate inputs were used for both sites. For each plot, in both experimental sites, N 2 O exhibited the largest sensitivity to changes in soil pH. When soil pH was decreased from the site value, DDC simulated a higher soil C level during the spin-up phase. This was a similar response to changes in bulk density in Boxworth outlined above. However, the relatively large differences in N 2 O emissions was due to a fall of the average air temperature below 0°C towards the end of the experimental period, which was coupled with rainfall events. As discussed earlier, DDC assumed that the precipitation fell as snow (which it did not), which was then coupled by snow melt as temperatures increased, leading to a spike in simulated N 2 O emissions. Freeze-thaw cycles have been shown to be important in contributing to episodes of N 2 O emissions (Röver et al 1998 , Teepe et al, Kurganova & de Gerenyu 2010 and various mechanisms have been used by models to represent the processes responsible (de Bruijn et al 2009). However in the UK, freezing is usually short lived and often results solely in the freezing of surface soil layers. For this reason the impact of freeze thaw cycles on N 2 O emissions are likely to have been less important in the sites included in this study than assumed in the model. Over the experimental period, climate data used by DDC show a repeated pattern of decreasing then increasing temperature coupled with precipitation. When coupled with a higher rate of N 2 O emissions due to higher soil C annual N 2 O emissions, this can increase estimates in annual emissions (Fitton et al 2014) .
(iv) Sensitivity of DDC to interactions of increasing fertilizer application rate and fertilizer type:
With the exception of the Gleadthorpe experimental sites, a range of different fertilizer types were used and within each site, there was a difference in the sensitivity of DDC to changes in the site level inputs. For example in the Terrington UAN experimental plot, changes in soil pH coupled with the application of UAN led to higher N 2 O emissions relative to baseline emissions. However, for the AN and urea plots, which were fertilized on the same day, the same pattern was not repeated and N 2 O fluxes remained unchanged. This was also observed at the Crichton experimental plot where, the pattern of both modelled and measured N 2 O fluxes in the AN and urea plots differed in the experimental year. As a consequence, changes to precipitation had a different effect on annual fluxes. In the AN plot, peak N 2 O fluxes tended to occur early in the experimental year, and changes in precipitation caused a small increase in N 2 O fluxes, especially in the earlier, drier part of the year. Conversely peak N 2 O fluxes in the Urea plot tended to occur later in the experimental year and changes in precipitation led to a slight decrease in N 2 O fluxes. A similar pattern was observed with changes in soil pH at the Crichton experimental plot.
The sensitivity of N 2 O to changes in N application rates was not expressly tested in this study because differences in N application rate across the sites were accompanied by variations in fertilizer type. By applying the model across all experimental plots, modelled estimates of annual N 2 O emissions showed a simple linear increase in the rate of annual N 2 O emissions for each fertilizer type. For example in both the Gleadthorpe experimental sites where each plot was managed with an increasing N target application rate, modelled emissions showed a perfect correlation (R 2 = 1) with the amount of N applied. This has also been well described in other studies (Gottschalk et al 2007 , Hastings et al 2010 , so in this study we focused on the sensitivity of the model to environmental drivers.
(c) Comparison between measured, modelled and Tier 1 emission calculations
Prior to the development of Tier 2/3 methodologies it is important to understand if they can provide a more accurate and robust representation of annual emissions when compared with Tier 1 methods. Despite the limitations described above, across both cropland and grassland plots, emissions estimated by DDC (figures 1(a), (b)) tended to provide a better estimate of annual emission than Tier 1 values (figures 6(a), (b)) when compared with the corresponding measured values. This is primarily because Tier 1 calculations assume that the rate of N fertilizer applied is only driver of N emissions directly from the soil. Therefore, when coupled with the N exported from the system in crop residue, annual emissions as estimated by Tier 1 methods in the control plots were lower than measured values. This, however, ignores natural processes in the soil such as microbial activity and the role other management events such as cultivation and harvesting have on emissions. These can be seen in measurements from the control plot at each site, which tended to show N 2 O emissions despite the absence of N application. In addition, the Tier 1 methodology assumes that a consistent fraction of the synthetic N fertilizer or organic amendments is always emitted despite a difference in the chemical composition of the fertilizer type. However, both measured and modelled estimates in this study and other experimental work (Dobbie and Smith 2003 , Velthof et al 1997 Jones et al 2007 showed that despite the same quantity of N applied, different fertilizer types led to different annual emissions (table 4), although the effect of different N types was far greater in the grassland site than arable sites.
Concluding remarks
While data limitation and model processes can lead to uncertainty in our outputs in terms of overall performance, DDC performed well across a range of cropland and grassland sites, particularly for fertilized fields (as almost all are in the UK), indicating that it is robust for UK conditions.
The methodology employed also aimed to demonstrate the sensitivity of N 2 O emissions to uncertainty in available soil and climate inputs. Testing the sensitivity of the model to soil and climate inputs is extremely important especially if DDC is to be used to produce national scale N 2 O emissions, or even to test the suitability of different mitigation scenarios. The methodology here allowed us to capture a significant part of the sensitivity of annual N 2 O emissions, and also the importance of soil and climate inputs in driving estimates of annual emissions. This is essential as sometimes on a national scale specific soil descriptors can be omitted from national databases. Section 5 detailed some specific examples in the processes within the DDC model process that can be sensitive to changes in inputs. Some trends are apparent; as the soil pH level decreases across the sites, DDC became increasingly sensitive to changes in pH as an input. This was also true for clay content were the lower the site clay content the more sensitive DDC to changes in its value, but less so for bulk density. The higher the initial site value of soil pH or clay content the more sensitive DDC is to changes in bulk density.
Overall the results show that modelling N 2 O emissions on a field scale can be challenging and that modelled estimates are dependent on complex interaction of different soil and climate inputs. Since not all sites show the same pattern, we show that DDC responses to combinations of drivers are complex and nonlinear. Our results also suggest that to apply the model across larger areas such as the UK an accurate soil, climate and management database is required in order to pick up the spatial and temporal variation in N 2 O emissions which can more difficult to predict than for carbon dioxide emissions. If these challenges can be overcome estimates of N2O emissions from biogeochemical models such as DDC can provide a robust and accurate representation of annual N 2 O emissions when compared to Tier 1 estimates which do not account for these variations.
