Abstract-This paper describes a method for the computer reconstruction of surfaces from a sequence of electron micrographs, and a data structuring approach to the problem of representing and analyzing objects of physiological importance. The reconstruction technique involves the following stages: 1) object outlines are traced from each section, 2) the computer chain encodes these outlines, 3) the chain codes are reduced to the minimum number of boundary points which satisfactorily define the boundary, 4) polygons are mapped onto the boundary points between sections to approximate the surface, and 4) color coded, shaded surface views are computed of any subset of objects viewed and illuminated from arbitrary locations.
I. INTRODUCTION
One of the most spectacular and important developments in computer applications has been the emergence of algorithms for creating realistic shaded surface images of three-dimensional scenes represented in computer memory [ 1 , [ 2] , [ 31. The shapes, surface properties, including light transmission and reflection properties, can be realistically rendered. Once such a "scene" has been created, algorithms exist for producing a particular image of the scene as viewed from any point and as illuminated from an arbitrary location. Particular objects in motion within the scene can also be handled.
There have, however, been two important missing elements in the effective application of this powerful capability to science and education. One of these has been the difficulty of getting the necessary three-dimensional information into the machine in appropriate form. The There are two central problems in attempts to analyze cell structures from EM sections. Problem one is to reconstruct the surface of a cell or set of cells from a sequence of electron micrograph cross sections. This involves 1) identifying the membrane of a cell (in this case a neuron of the vertebrate retina) in each cross section, 2) digitizing the coordinates of this membrane or section boundary, and 3) mapping polygons between boundaries in adjacent sections to form the cell membrane surface approximation. Problem two is to structure this cell surface data base in a manner which facilitates three-dimensional visualization and quantitative interrogation. This involves 1) setting up a semantic net (or other appropriate data structure) to represent objects and relations on objects, 2) representing in this net such information as synaptic surface areas, spatial relationships between surfaces, surface properties possibly including functional properties, 3) generating threedimensional color coded shaded surface images of objects or sets of objects for visualization purposes, and 4) developing semantic net manipulation procedures for inserting and extracting structural information.
Digitization of EM Data
The reconstruction procedure developed starts with a sequence of section images from the electron microscope. By means of the light projection system and computer transcription tablet shown in Fig. 2 , each transparency can be enlarged and a trained observer can trace those discrete features of each two-dimensional image which are to form the threedimensional data. In this case the outer boundaries of all interacting dendrites would be traced and those surface elements where interactions are seen to be present can be identified separately. These data are quickly transcribed into digital form by the magnetic "pen" shown in Fig. 2 which produces digital data that can be redisplayed from the computer as illustrated in Fig. 3 Once such a reference drawing has been finished to the satisfaction of the histologist it is rapidly transferred to the computer with the Tektronix tracing pen shown in Fig. 2 .
In order to align successive sections properly additional fiducial marks may be copied onto this reference drawing but not necessarily transmitted to the computer. The alignment of the next section is then made by adjusting either the tablet or transparency position so that its projected image is correctly aligned with the first drawing and the process is repeated. It has been found that this procedure can be carried out quite rapidly and provides the most accurate data base in the computer.
Construction of Shaded Surfaces
Next, the computer chain encodes each boundary (bi ,) at each section level (Si) and reduces these chain codes to "keychains". Keychains include only important or key boundary points. On those segments of the boundary where the curvature is small, few boundary points are saved in the keychain whereas for higher curvature segments more points are saved. This reduces the number of polygons required for mapping between bi,j and b1+,1j.
Once the keychains for each boundary bij at each level i are obtained, polygons are mapped between corresponding boundaries of adjacent levels. For this an optimal surface mapping algorithm is used which was described by Fuchs [4] . This algorithm maps triangular patches onto boundary points in such a way as to achieve a minimal surface area mapping.
The set of polygons mapped betweenb11 and bi,, k is referred to as a surface segment (SSi k) where i specifies the ith section, j specifies the boundary number in the ith section and k specifies the boundary number in i + 1 section. An object is composed of one or more surface segments and has a color attached. Fig. 4 shows shaded surface views of several objects reconstructed from EM sections.
III. APPLICATIONS What good is such a surface approximation of ultrastructural objects? At present two applications are being considered: 1) enhanced visualizations, and 2) quantitative interrogation of a structural data base.
The difficulty of visualizing EM structure from section images alone makes reconstruction and visualization aids essential tools in many ultrastructural studies. The ability to generate stereo shaded surface views and to separate the objects for individual viewing facilitates the interpretation of electron micrographs, especially in the vertebrate retina application where the torturous spatial interrelations of the neurons encumber interpretation.
Much of the value from three-dimensional reconstruction techniques in computational morphology derives from its quantitative or objective character. Parameters such as surface area, cross-sectional area, and synaptic area can be extracted from the structural data base as well as relations between objects such as the surface area of object A which lies within x microns of object B.
A fundamental deficiency in previous computational morphology efforts is the inflexibility of the data structures for representing objects. It is proposed to use a semantic net structure to represent objects and relations on objects. Semantic nets have been used to advantage in computational linguistics for representing the meaning of natural language sentences [5] . They have been used in artificial intelligence and cognitive science efforts to represent knowledge about a restricted domain of interest [6] . In the case of ultrastructural analysis a semantic net representation will facilitate 1) the addition of details to a description of an object, and 2) the representation of quantitative relations between parts of objects, both structural and functional relationships. The details of this net structure for object representation will be outlined in a forthcoming paper. The extension of this application of graphics and data structuring techniques will hopefully lead to computerized electron microscopes which provide reconstruction and analysis tools as accessories to the microscope. INTRODUCTI ON The use of spectral analysis has become fundamental to many physiological problems which involve deriving the input-output relationships. For example, in the characterization of the arterial system, a parameter that is of mutual interest to many researchers is the frequency-dependent arterial input impedance (1) .
In deriving a transfer function characteristic such as the arterial impedance, the approach to the problem of experimental measurement consists of varying the system input signal, say for example, flow, to some known excitation and then measure the response of the system in terms of pressure. The measured input and output time histories are subsequently Fourier transformed and the transfer function of the system is determined by division of the Fourier transforms. Recent advances in data analysis techniques enable these operations to be performed conveniently over a digital computer.
The traditional methods for exciting the system input have in the past, involved steady state testing which entails the observation of the response of the system to a known frequency sinusoidal excitation. These steady state methods however tend to be much too tedious and time-consuming, and the use of random excitation has proved to be a more potential tool in the study of input-output relationships (2) .
In practice, it is well known that ideal random excitations are unobtainable. White noise generators usually produce band-limited noise, the spectrum of which may be idealized as indicated in Figure 1 . If The use of swept sine wave was first considered by Reed and Hall (3) in generating a function having a flat spectrum between two given frequency limits. It has been shown that a linear frequency swept sine wave gives such a desired spectrum. A linear swept sine wave is one in which the variation of frequency with time is linear. This is given by where co, and Co2 are respectively the initial and final frequencies of the sweep and T is the duration.
SPECTRAL CHARACTERISTICS OF SWEPT SINE WAVE In order to examine the spectral characteristics of the linear swept sine wave, we need to evaluate the Fourier transform of equation (2) 
