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Abstract
Maritime vessel position coordinates are important information for maritime
situational planning and organization. A better estimate of future locations of the
maritime vessels, from their current locations, can help maritime authorities to make
planned decisions, which can be helpful to avoid traffic congestion and longer waiting
times. This thesis develops a method for estimating future locations of the vessels
using their current and previous locations and other data.
The motivating scenario for this work is that of determining the future locations of
the vessels based on their current location and previous locations for accurate modelling
of underwater acoustic noise. As ambient noise levels can be reliably calculated based
on ship traffic, the location of ships have a significant impact on noise level estimates.
Methods to predict future locations of the vessels can be classified into two types,
one which tries to model the physical behaviour of the ship, and methods which are
data driven. The problem with the first approach is that there is a large number of
parameters such as ocean current, weather, wind speed, vessel speed, and direction to
develop an accurate physical model of the ship. Incorporating all the parameters in
the physical model becomes intractable. The advantage of a data driven approach is
that all the parameters, which may decide the physical behaviour of the vessel, are
incorporated through the data.
We have developed two methods leveraging historical Automatic Identification
System (AIS) data to come up with a model to predict the future location of the
vessels. The first method uses a simple mathematical construct called the Markov
model for the prediction task, which computes the transition probability matrix for
the given Region of Interest (ROI), then the computed transition probability matrix is
used to make predictions. The second method uses a neural network-based technique
called Long-Short Term Memory (LSTM), which incorporates side information along
i

with location data to model the behaviour of the vessel.
We evaluated the performance of both the methods in multiple regions near the
US coasts. We show empirically that the Markov model-based method, for a smaller
region (22, 500 km2 ), is able to predict the location of the vessel with an average
error of 11.7 km at an interval of 4 hours. We show empirically that the LSTM-based
method, which is more general and applicable for the bigger region as well, is able to
predict the location of the vessels with an average error of 12.18 km at an interval of
4 hours. The ability of LSTM-based method to incorporate other information makes
it well suited for the task of vessel trajectory prediction.
Considering future work, we propose a combination of two methods, as well as
other data sources like weather and complex neural network models that may be worth
further investigation. This thesis’s contributions are detailed investigation and analysis
of the Markov model approach and LSTM-based approach on different regions near
the US coastal area. We provide a detailed analysis of the effect of adding different
features to LSTM-based model. Additionally, we contribute a method for trajectory
prediction for multiple timestamps in the future, which is simple and has not been
tried in the current state of the art to the best of our knowledge.
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Chapter 1
Introduction

1.1

Motivation

The ability to predict future locations of ocean vessels is of paramount importance
to maritime situational awareness and maritime situational planning. Ambient noise
forecasting is a critical element of sonar performance prediction. As maritime vessels
and ships also constitute ocean noise, ship traffic plays an important role in estimating
noise level estimates along with the weather and other biological activities. We focus
on the prediction of ship traffic as a motivating problem. Our goal is to predict the
future location of maritime vessels, which is useful to predict the traffic in the ocean.
The Automatic Identification System (AIS) is an untapped resource that provides
real-time ship locations. In this thesis, we use historical AIS data to model the vessel’s
behavior in a given Region of Interest (ROI), which can be used with real-time AIS
data stream to predict the vessel’s future location.
Methods to predict future locations of the vessel can be classified into two types.
The first type tries to model the vessel’s physical behavior and works on an assumption
that the next location of the vessel would be dependent upon its current location,
i.e., it uses current location and speed of the vessel to predict the next locations [2].
The goal of these methods is to develop a mathematical formula that takes current
location, speed, and heading information to predict the vessel’s future locations. The
problem with these methods is that due to a lot of variability in the open seas, these
1

methods are not good for long-term prediction, i.e., prediction for more than 10
minutes [2]. The second type of methods are data driven methods [3, 4, 1]. Since the
compulsion of the AIS-based system, every modern vessel is equipped with one. An
AIS-based system, which transmits the vessel’s location at a regular interval of time.
The advantage of these systems is the accumulation of massive amounts of data, which
is available to make some sense of the position coordinates of the vessels. The second
strategy uses these historical AIS data to develop a method used to make predictions.
The methods described in this thesis also take advantage of this historical AIS data
and current data to make predictions in future timestamps.
1.2

Current State of The Art

Methods to predict the next state from the current state of the system assume that
the next state of the vessel is dependent upon the current state of the system. The
method presented in [2] uses an extended Kalman filter-based approach that uses
adaptive filtering algorithms to predict the next location of the vessel, which estimates
values of velocity and acceleration, which are used to make prediction for the next
location. Though this method is effective for short term prediction, i.e., prediction
of 5 or 10 minutes, it fails for long term prediction, i.e., prediction for more than 30
minutes.
Data driven approaches are of two types. The first type consists of methods, where
traffic route patterns are extracted for a given ROI. The vessel’s future location is
computed by traversing on one of the traffic routes on which the vessel is traveling,
using the vessel’s current velocity and direction. Methods to extract traffic route
patterns are given in [5] [6] [7]. The method called Traffic Route Extraction and
Anomaly Detection (TREAD) is proposed in [5], which uses a density-based clustering
algorithm called DBSCAN [8] to extract the traffic route pattern. The method
2

described in [6] uses Ornstein-Uhlenbeck processes and DBSCAN-based [8] algorithms
to generate graph representation of maritime traffic. The method proposed in [3] uses
traffic routes for a given ROI extracted by the methods shown in [5]. The current
trajectory is given to a clustering algorithm called K-Nearest Neighbors (KNN) [9]
to classify the trajectory to one of the extracted traffic routes. Constant velocitybased model or particle filter-based model is used to predict the future location of
the vessel along the selected traffic route. The method proposed in [4] models the
vessel’s motion dynamics using Ornstein-Uhlenbeck processes. Ornstein-Uhlenbeck
processes is a stochastic process, which is used to model the Brownian motion [10].
Proposed method in [4] uses route information extracted by [5] and historical AIS
data to come up with the optimal parameter of Ornstein-Uhlenbeck processes. Each
traffic route extracted corresponds to typical motion behaviour, which serves as an
input to Ornstein-Uhlenbeck tracking model to predict the vessel’s future location.
The method described in [4] performs good on straight traffic routes but fails on
complex traffic areas. Constant velocity-based method described in [3] does not
perform well when predicting for more than 1 hour, while the particle filter-based
model is computationally expensive and difficult to implement.
In [11], authors have given an algorithm called Single Point Neighbour Search
Method, which uses all the points in the AIS dataset, which are in close proximity to
the current location of the vessel. Number of these points, which are near to current
location, are bounded by distance parameter r (haversine distance) [12] and maximum
deviation of course and speed. Priori course and speed for the future location is taken
as the mean of course and speed of these close neighboring points. This priori course
and speed are used to compute posterior course and speed. These posterior course
and speed along with step length ∆l are used to propagate the vessel to compute the
future location of the vessel. The method proposed in [13] first extracts waterway
3

patterns using a lattice-based DBSCAN algorithm. After the extraction of waterway
patterns, Kernel Density Estimation (KDE) [14] based model is made for a particular
trajectory, which keeps track of the amount of distance traveled within intervals of the
last half an hour. Based on that, KDE distribution is computed, whose mean value
is used to traverse the distance along the waterway pattern to compute the future
location of the vessel. Both methods [11] [14] are limited by their ability to predict
for more than 60 minutes.
The second type of data driven approaches are based on machine learning and
neural networks. The method proposed in [15] first finds factors that correlate with
future locations and uses modelling technique called Support Vector Machines (SVM)
[16] to predict the future location of the vessels. Exploiting the time-series nature
of the data [1] uses position coordinates of the previous 90 minutes at an interval of
1 minute as a feature for LSTM-based network to predict the future location. The
method proposed in [17] trains an embedding layer, which is made up of VRNN [18],
and takes the discretized value of the current position coordinates, Speed Over Ground
(SOG), and Course Over Ground (COG) as features to learn the embedding layer,
which is later used to predict the next locations of the vessel. The method proposed
in [19] takes the trajectory data of one trajectory and trains the LSTM-based network
for a single trajectory to make a prediction. The method described in [1], due to its
problem setup can’t be used to do back-to-back prediction. The method described
in [17] fails to talk about use of the embedding layer for the task of prediction. The
method proposed in [19] is limited for a single trajectory and needs a separate neural
network for each trajectory.

4

1.3
1.3.1

Contributions
Markov Model

The Markov-based model described in Chapter 3 uses historical AIS data to compute
the conditional probability of next location given current location or current and
previous location for a given ROI. We provide a simple approach to compute transition
probabilities for a given ROI, which can be used with the vessel’s initial location vector
to compute the vessel’s future location by simple matrix multiplication involving
a sparse matrix. We have defined an error metric to assess the prediction model’s
performance for various regions near the Los Angeles coastal area.
1.3.2

Neural Network-Based Model

We propose an LSTM-based neural network model, which is similar to [1], which
incorporates the position of the vessel and other side information such as type,
destination and regional Speed Over Ground (SOG) and Course Over Ground (COG)
to predict future locations of the vessel. We demonstrate the effects of various features
on the performance of the model. We define the error metric to assess the model’s
ability to predict the vessel’s future location multiple timestamps in the future. Unlike
[1], our proposed model can be used to do back-to-back predictions. Apart from that,
the proposed model also takes into account features like destination and month of
trajectory, which helps to improve the performance of the model.

5

Chapter 2
Data Pre-processing

2.1

AIS Dataset

The dataset used in this work is available publicly at [20]. The dataset has AIS
messages for the entire US coastal area from year 2009 to 2018. The files are available
on a yearly basis. For each individual year, the files are grouped according to zone
and month. The dataset has files for 18 different zones, giving a total of 18 × 12 = 216
files for an individual year. Every file out of these 216 files has the format of
AIS_YYYY_MM_ZoneNN.zip for better organization, where YYYY corresponds to
the year, MM corresponds to month, and NN corresponds to zone number. Individual
files are made up of AIS messages from vessels of all types filtered based on year,
month, and zone.
2.2

AIS Message

An Automatic Identification System (AIS) is a system that sends out messages related
to ship voyage on every few time stamps. The time difference between two messages
can be between a few seconds to tens of minutes to hours. These messages carry a
wealth of information related to the vessels’/ships’ status, which maritime authorities
and neighbouring vessels/ships use to avoid traffic congestion and collision. AIS
messages from multiple sources are collected and transformed into human-readable
form to make an individual file of AIS dataset. The data is stored in files with a
6

Figure 2.1: Raw data header, each row corresponds to a 1 AIS message.

.csv extension, which makes data available in tabular format, i.e., on extracting the
AIS_YYYY_MM_ZoneNN.zip file, we get AIS_YYYY_MM_ZoneNN.csv file. An
example of the raw data is shown in Fig. 2.1.
The Pandas package of python [21] has been used in this work to read and preprocess the data. Each row of the CSV file corresponds to one AIS message. One
message carries information of the one vessel at one particular time. The data have
the following 16 columns:
1. MMSI - Corresponds to the identity of the vessel, unique for a vessel
2. BaseDateTime - Timestamp of the message
3. LAT - Latitude coordinate of the vessel at the current timestamp
4. LON - Longitude coordinate of the vessel at the current timestamp
5. SOG - Speed Over Ground of the vessel at the current timestamp
6. COG - Course Over Ground of the vessel at the current timestamp
7. Heading - Heading of the vessel at the current timestamp
8. VessleName - Corresponds to the identity of the vessel
9. IMO - Corresponds to the identity of the vessel
10. CallSign - Corresponds to the identity of the vessel
11. VesselType - Type of the vessel
7

12. Status - Current Status of the vessel
13. Length - Length of the vessel
14. Width - Width of the vessel
15. Draft - Size of Draft of the vessel
16. Cargo - Capacity of the vessel if its of type Cargo
Each AIS message contains two types of information.
1. Static - Does not change over the vessel’s trajectory
2. Dynamic - Changes over the vessel’s trajectory
MMSI, VessleName, IMO, CallSign, Length, Width, Draft, Cargo, and VesselType
are static type of data, which remains same for a particular trajectory. Where as LAT,
LON, SOG, COG, Heading, and Status are dynamic types of data, which change over
time for a particular trajectory.
2.3

Data Pre-Processing

For the task of vessel trajectory prediction, raw data needs to be processed before
applying any modelling techniques. This section deals with steps of pre-processing
the data so that modelling can be done in an efficient and organized way.

8

Figure 2.2: ROI near the US coastal area limited by two points, highlighted by red boundary.

1. Segregate data for desired region.
The first step of pre-processing is to segregate the data, which is limited to the
Region of Interest (ROI). Each ROI is assumed to be a rectangular region and
is characterized by two points. Two geographic coordinates, i.e., bottom left
point and top right point of the rectangular region, are used to characterize the
region. Doing so helps reduce the memory burden on the system and make the
problem more tractable. This step crops the data which is limited to ROI as
shown by RED borders in Fig. 2.2.
2. Dropping unnecessary columns.
Static information such as VesselName, IMO, CallSign can not be attributed
to vessel’s general behaviour. Apart from that, there are large numbers of
missing entries in Width, Draft, Cargo, and Status column of the data. So this
step drops all these unnecessary columns to reduce memory usage for the next
pre-processing steps.
3. Sorting the reduced data with respect to time.
As timestamps of the AIS message in a file may not be sorted in increasing order
9

of time. This step sorts the messages with respect to time.
4. Generate a list of vessels.
MMSI is used to identify individual vessels as it is unique in nature. This step
generates a list of all the vessels, i.e., MMSI entries, which has at least one
message in the reduced data.
5. Segregate data of an individual vessel.
After generating a list of the vessel, this step segregates data for the individual
vessel. Corresponding to every vessel, one CSV file gets generated, which has
data only for one specific vessel.
6. Generate vessel type file.
This step assigns type information to every vessel in the list generated in step
4. This work focuses on two types of vessels: Tanker and Cargo. This step
generates one list for Tanker vessels, and one list for Cargo vessels.
7. Generating vessel trajectory files.
This step generates separate trajectories from the files generated in step 5.
Corresponding to one MMSI, there may be more than one instance of travel in
given ROI over the period of years. This step breaks the file corresponding to
one MMSI into multiple trajectory files. The decision to break the trajectory is
dependent upon the time difference between consecutive AIS messages. If the
time difference of consecutive AIS messages is more than 30 minutes, then those
messages become part of two different trajectories.
8. Augment trajectory data.

10

This step augments the trajectory data of one continuous trajectory into multiple
trajectories sampled at an interval of 30 minutes. For example, consider a
trajectory of 2 hours, From 12 : 00 : 00 to 14 : 00 : 00, with AIS messages at
an interval of 1-2 minutes. This step generates 15 trajectories from this one
trajectory. The first trajectory would have messages with timestamp 12 : 00 : 00,
12 : 30 : 00, 13 : 00 : 00, 13 : 30 : 00, 14 : 00 : 00. The second trajectory would
have messages with a timestamp, which differs by 2 minutes, i.e., 12 : 02 : 00,
12 : 32 : 00, 13 : 02 : 00, 13 : 32 : 00. Likewise there would be a total 15
trajectories. The last trajectory would have messages with a timestamp, which
differs by 28 minutes, i.e., 12 : 28 : 00, 12 : 58 : 00, 13 : 28 : 00, 13 : 58 : 00.
9. Compute median SOG and COG for rectangular grid.
For a rectangular region, this step computes the median value of SOG and COG
for all cells in that region. Cell is defined as one small region of a grid-like
structure, which gets generated by dividing ROI with horizontal and vertical
lines. This step computes the matrix of the median SOG and median COG for
specific types of vessel.
After pre-processing, we get a set of trajectories for a given ROI. Along with
trajectories, we also get two matrices, which store median values of SOG and COG,
respectively. These pre-processed data can be directly used to compute the transition
probability matrix, specified in Chapter 3. Similarly, this data can directly be used to
make a dataset in the form x (input features) and y (output), which can be used to
train the neural network-based model specified in Chapter 4.
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Chapter 3
Markov Model

3.1

Introduction

The Markov chain model is a useful tool to model sequential data. The key idea
behind the Markov model is that the next data and current data in the sequence can
be considered as one of the states of the Markov model. To model the ship location
prediction problem using a Markov chain, we consider each location a state. Predicting
the next data in a sequence is equivalent to determining probabilistic next states
from the system’s current state. A Markov process is a random process that satisfies
M arkov property, which is defined as follows. Consider a system with states x0 , x1 ,
x2 , x3 , . . . , xn−1 , i.e., a total of n states. The system can go from state xi to xj , where
i, j = 0, 1, . . . , n − 1. The M arkov property states that the next state of the system
depends only upon the current state and not on the previous states. Formally,

P (xj |xi , xi−1 , xi−2 , ....) = P (xj |xi ).
The dynamics of the system can be characterized by a matrix called state transition
matrix P ∈ Rn×n . where the element Pij equals the probability of transitioning from
state i to state j. Values of state transition probabilities can be estimated from
historical data. In this work, we have used historical AIS data to compute the values
of the transition probability matrix. With the initial state and state transition matrix,
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P1|1
P0|0

1

P0|1

0
P1|0

P2|1

P1|2

2

P2|2

P0|2
P2|0

Figure 3.1: A simple example of Markov process with three states.

we can obtain a probabilistic estimate of the next state of the system.
Fig. 3.1 is an example of a Markov process with three states 0, 1, and 2. The
process can be described by a state transition matrix


P0|0 P1|0 P2|0 



P =
P0|1 P1|1 P2|1  ,


P0|2 P1|2 P2|2
where the element Pij = Pj|i represents the probability of going from state i to state j.
3.2

Problem Formulation

The problem of vessel trajectory prediction can be formulated as a Markov process as
follows. Consider the given Region of Interest (ROI). The region of interest can be
assumed to be a rectangular region and is characterized by two points. Divide the
ROI with lines of constant latitude horizontally (parallel to the equator) and divide
ROI with lines of constant longitude (perpendicular to the equator) to get a grid like
representation of the ROI as in Fig. 3.2. With such a grid, vessel locations can be
parameterized according to which cell they lie in. We assign a state to each cell of a
grid in a sequential fashion. Starting from the first row at the top, we assign states in
13

LonM ax, LatM ax (Top Right)

LonM in, LatM in (Bottom Left)
Figure 3.2: Grid representation of ROI.

LonM ax, LatM ax (Top Right)
x0

x1

x2

x3

x4

x5

x6

x7

x8

x9

x10

x11

x12

x13

x14

x15

LonM in, LatM in (Bottom Left)
Figure 3.3: Grid representation of ROI with names assigned to each cell.

increasing order while going from left to right. After assigning the states to the right
most cell, we go to the next row at the bottom and continue assigning states from left
to right. After reaching to the bottom right cell, we get states assigned to every cell
of the grid as in Fig. 3.3.
Based on the vessel’s position in any of the cells, it can be considered that the vessel
is in the state corresponding to that cell. Here, the state space for this Markov process
consists of states x0 , x1 , x2 , ..., xn−1 . Suppose coordinates of the vessel correspond
to cell x5 in Fig. 3.3, then we say that the Markov process corresponding to vessel
trajectory is in state x5 . Now the prediction problem is equivalent to finding the next
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Xn

Figure 3.4: Intuition for first-order Markov process.

state of this Markov process.
3.2.1

First-Order Markov Process

While computing the next state, if we consider only the current state, then the Markov
process is called a first-order Markov process, which can be described by the following
equation.

P (X n+1 |X n , X n−1 , X n−2 , ....., X 0 ) = P (X n+1 |X n ),
where X n denotes the state of the vessel at time n.
3.2.2

First-Order State Transition Matrix

Consider Fig. 3.4, current state X n of vessel corresponds to the vessel’s current
position coordinates. Now the vessel can go from its current state X n to any of the
possible states x0 , x1 , x2 , x3 , ..., xn−1 which can be called next state of the vessel, i.e.,
X n+1 . From historical AIS data of the vessels, we can compute the probability of the
vessel going from one cell to another. If we put all those probabilities in matrix form,
what we get is called a first-order state transition matrix.
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Px1 |x0
Px2 |x0
 Px0 |x0

 Px |x
Px1 |x1
Px2 |x1
 0 1


Px1 |x2
Px2 |x2
 Px0 |x2


P = .
.
.


 .
.
.


P
 x0 |xn−2 Px1 |xn−2 Px2 |xn−2

Px0 |xn−1 Px1 |xn−1 Px2 |xn−1

. . .
. . .
. . .
. . .
. . .
. . .
. . .



Pxn−1 |x0 

Pxn−1 |x1 



Pxn−1 |x2 



.



.


Pxn−1 |xn−2 


Pxn−1 |xn−1

A first-order state transition matrix is denoted by P ∈ Rn×n , where individual
element Pij represents the probability of going from state i to state j. The State
vector corresponding to position of the vessel at time t is represented by π t . State
vector is a vector in Rn , which has a probability value corresponding to each state of
the system. π 0 is known as the initial state of the system. and is encoded as a one hot
vector corresponding to the (known) current location of the vessel. For example, the
vessel in cell x5 of Fig. 3.3, π 0 can be given by e5 . where ei denotes the ith standard
basis vector.
The probabilistic position after one timestamp can be computed using a state
transition matrix and initial state vector as follows

π1 = P T π0.

This can be generalized to n time stamps as follows

π n = P T π n−1 .

The state with the maximum value of probability in the state vector π (1) after one
timestamp is considered as predicted state after one timestamp. The center point
16

xi

Figure 3.5: Next state of the vessel can be towards left or right if probability estimates for both
are equal, which limits first-order Markov processes to incorporate direction of the vessel.

corresponding to this state’s cell is considered the predicted location after timestamp.
Suppose after one timestamp state x3 comes out to be most probable, then the center
point of cell x3 becomes the predicted location after one timestamp.
3.2.3

Limitation of First-Order Process

The problem with the first-order Markov model is that it cannot keep track of direction,
which can be seen in Fig. 3.5. Another disadvantage is that the first-order Markov
model cannot incorporate a sense of velocity in the transition probability matrix. To
overcome these limitations, memory needs to be added to the system. To include
memory into the system, higher order Markov models can be used.
3.2.4

Second-Order Markov Process

A second-order Markov process differs from first order in a way that it helps to
incorporate memory into the system. For a second-order process, the next state of the
process is not only dependent upon the current state, but it also depends upon the
previous state from which the system has come to the current state. Mathematically,
this can be represented as follows

P (X n+1 |X n , X n−1 , X n−2 , ....., X 0 ) = P (X n+1 |X n , X n−1 ).
The dynamics of the system can be characterized by the current state, previous state,
and the matrix called second-order state transition matrix.
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P1|0,2

P1|0,3

P3|0,2

P3|0,3

1

3

1
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Figure 3.6: State diagram of second-order Markov model.

3.2.5

Second-Order State Transition Matrix

The state diagram of the second-order Markov model with four states can be represented
by Fig. 3.6. The transition from the previous state to the current state is indicated
by a red arrow. The next state of the system is dependent upon current state 0, as
well as the state from which it has come to the current state, i.e., 2 and 3.
The dynamics of the system can be characterized by a second-order state transition
2 ×n

matrix P ∈ Rn

, For Fig. 3.6, state transition matrix can be given as
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P0|0,0

P0|1,0



P0|2,0


P0|3,0


P0|0,1



P0|1,1


P0|2,1


P0|3,1

P =
P
 0|0,2


P0|1,2


P0|2,2


P
 0|3,2


P0|0,3


P0|1,3


P
 0|2,3

P0|3,3



P1|0,0 P2|0,0 P3|0,0 

P1|1,0 P2|1,0 P3|1,0 



P1|2,0 P2|1,0 P3|2,0 


P1|3,0 P2|3,0 P3|3,0 


P1|0,1 P2|0,1 P3|0,1 



P1|1,1 P2|1,1 P3|1,1 


P1|2,1 P2|2,1 P3|2,1 


P1|3,1 P2|3,1 P3|3,1 

,
P1|0,2 P2|0,2 P3|0,2 



P1|1,2 P2|1,2 P3|1,2 


P1|2,2 P2|2,2 P3|2,2 


P1|3,2 P2|3,2 P3|3,2 



P1|0,3 P2|0,3 P3|0,3 


P1|1,3 P2|1,3 P3|1,3 


P1|2,3 P2|2,3 P3|2,3 


P1|3,3 P2|3,3 P3|3,3

where Pk|j,i is defined as probability of going to state k, if current state is j and
previous state is i. For a system with states x0 , x1 , x2 , x3 , . . . , xn−1 , the transition
probability matrix P can be generalized. Using matrix P and initial position vector,
we can compute the future location of the vessels. Probabilistic future position, i.e.,
next state of the Markov model π t+1 ∈ Rn , can be computed from the current position
i.e. π (t) and previous position π (t−1) .

π t+1 = P T π (t,(t−1)) ,
2

where π (t,(t−1)) ∈ Rn is generated from π t and π t−1 , which is an ordered pair of the
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two position vectors. π (0) and π (1) correspond to the initial two locations of the vessel.
3.3

Experimental Setup for Second-Order Markov Model

After pre-processing the data with the method described in Section 2.3 for a given
ROI, we used the trajectory data to compute the second-order transition probability
matrix P . The computation of the transition probability matrix happens offline. After
the transition probability matrix is computed, we used it directly to make a prediction
in a given ROI. We computed the transition probability matrix for several regions of
similar sizes near the US coastal area to verify the generability of the method.
3.3.1

Error Metric

As this method gives the prediction in terms of probability, we have defined an
error metric to assess the performance of the model. T op − K error for a particular
trajectory is defined as the minimum value of haversine distance [12] between actual
position coordinates of the vessel and top K predictions. Corresponding to the next
state vector π t+1 , states with maximum probability value are sorted in descending
order. The Center point of these states are used as predicted locations. Based on the
value of K, first K distances are computed between the actual location and predicted
locations. The minimum value of these distances is used as an error for one particular
trajectory. Doing these on every trajectory in the testing dataset and taking mean
gives us T op − K error for that particular timestamp. Note that the T op − 1 error
corresponds to the case, where the predicted location is always the most probable.
3.3.2

Transition Probability Computation and Prediction Results

Computation of transition probability can be visualized by Fig. 3.7 3.8. The preprocessed data consisted of trajectories, which carries the vessel’s location at an
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xj
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Figure 3.7: Visualization for computation of second-order transition matrix described in Section
3.3.2.

xj

xi

xj

xi

xj

xi

xj

xi

xj

xi

xj

xi

Figure 3.8: Visualization of a tuples described in Section 3.3.2.

interval of 30 minutes. We computed the transition probability matrix for a region
characterized by
1. LON _M IN = −120.50,
2. LON _M AX = −119.00,
3. LAT _M IN = 33.90,
4. LAT _M AX = 34.44.
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After dividing the region with a grid size of 0.1 ∗ 0.1 degrees, the total states for
this ROI came out to be 8100. Now every trajectory is considered a sequence of
states. Denote sequence of these trajectory states by x0 , x1 , . . . , xn−1 . Now break the
continuous sequence in tuples of three states

[x0 , x1 , x2 ]
[x1 , x2 , x3 ]
[., ., .]
[xn−3 , xn−2 , xn−1 ]
One instance of which in a general form, can be written as [xi , xj , xk ], which represents
a vessel going from xi to xj to xk . Now xi can take values from 0 to 8099, similarly
xj and xk can take values from 0 to 8099.
A row of transition probability matrix corresponds to every possible combination of
(xi , xj ) ordered pairs encountered in the training data. We start with the empty list, for
every combination of (xi , xj ) encountered, we append the dictionary in the list. For the
set of tuples shown in Fig. 3.8, there will be one dictionary in the list. Now for one such
combination of (xi , xj ), keys in the dictionary corresponds to state values of possible
values of xk . For Fig. 3.8, dictionary corresponding to (xi , xj ) would be identified by an
ordered pair of (6, 5). Now on the first encounter of a specific value of xk , that specific
value of xk is appended to keys of the dictionary with value 1. On every subsequent
encounter of xk , the value is incremented by 1. For an ordered pair of (6, 5), starting
from top left of Fig. 3.8, first xk = 8 is encountered, giving Dict(6,5) = {8 : 1}. After
processing the next tuple (xk = 4), we get Dict(6,5) = {8 : 1, 4 : 1}. After processing
the next tuple, we get Dict(6,5) = {8 : 1, 4 : 1, 9 : 1}. Similarly after processing the all
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six tuples, we get Dict(6,5) = {8 : 1, 4 : 2, 9 : 2, 0 : 1}. Repeating this process for every
trajectory gives us a list of dictionaries, which represents pairs of the previous state
and the current state. Now all the keys for a dictionary representing (xi , xj ) gives the
information about possible next states. By adding values corresponding to every key
of a dictionary representing (xi , xj ), gives us all transitions for the combination of
(xi , xj ). Lets call this sum as T otalT ransition. Dividing every value corresponding to
every key of a dictionary representing (xi , xj ) with T otalT ransition, gives us values of
transition probabilities. This list is converted into a sparse representation of transition
probability matrix. Once computed, this matrix is used to make predictions.
The previous location of each vessel is transformed into a one hot-encoded vector,
i.e., π (t−T ) ∈ Rn is a state vector corresponding to the previous location (T minutes
back); similarly, the current location of the vessel is transformed into one hot encoded
vector, i.e., π (t) ∈ Rn is a state vector corresponding to the current location. Combining
π (t−T ) and π (t) and multiplying it with transition probability matrix gives probabilistic
state vector, which can be used to compute future location

π (t+T ) = P T (π (t,(t−T )) ),
2

where the value of T is 30 minutes. π (t,(t−T )) ∈ Rn is an ordered pair of π (t−T ) and π (t) .
Similarly π (t+T ) and π (t) can be used to compute π (t+2T ) , which can be generalized to
multiple timestamps in the future.
For a given region, we computed the transition probability matrix with the above
specified method, and computed T op − K error on the testing dataset. The region had
53, 234 trajectories for computation of transition probability, and 14, 201 trajectories
were used for the testing purpose. T op − K error can be seen in Fig. 3.9. T op − 1
error after 4 hour is 11.7 km. On increasing the value of K, error reduces significantly;
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Figure 3.9: Average error on testing dataset for Markov model of region 1. 53, 234 trajectories were
used to compute the transition probability. 14, 201 trajectories (testing data) were used to compute
the error. T op − 1 error after 4 hours is 11.7 km.
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(b) Average error on testing dataset

Figure 3.10: Performance of Markov model on region 2. 52, 249 trajectories were used to compute
the transition probability. 13, 063 trajectories (testing data) were used to compute the error. T op − 1
error after 4 hours is 17.7 km. Because of diverging lanes, the average error is higher for this region.

for the same region, T op − 3 and T op − 5 errors are 8.2 km and 7.0 km respectively.
Similarly, error plots for regions of similar sizes can be given by Fig. 3.10 and Fig.
3.11.
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(b) Average error on testing dataset.

Figure 3.11: Performance of Markov model on region 3. 46, 558 trajectories were used to compute
the transition probability. 11, 640 trajectories (testing data) were used to compute the error. T op − 1
error after 4 hours is 10.2 km.

3.4

Limitation of Markov Model

While the Markov model is able to compute probabilistic locations for the future, it is
a computationally-expensive method. The model uses a large sized sparse matrix, the
dimension of which limits the size of the region. Another limitation is that we need
to save the transition probability matrix corresponding to each type, for a vessel of
different types. Because of the large size of the matrix, for three timestamps, the third
order Markov model is not feasible due to memory limitation. Apart from that, the
model does not have the flexibility to incorporate other features, which may improve
the model’s performance.
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Chapter 4
Traffic Prediction Using Neural Network

4.1

Introduction

Neural network is a modelling technique that leverages data to learn the relationship
between input data and output data. Given an input data vectors x and an output
data y, neural network helps to identify the function hypothesis h for which the loss
is minimum. The hypothesis h is mapping from input data x to predicted data ŷ such
that ŷ ≈ h(x).
A hypothesis h is obtained by minimizing a loss function loss(y, ŷ). For regression
problems (where output values are real valued), a common loss is the mean square
error loss. For the number of input sample m, the loss can be given as follows
m

1 X
loss(y, ŷ) =
(ŷi − yi )2 .
m i=1
Neural networks are made up of small compute units called neurons [22], which are
basic building blocks of large neural networks. A single neuron is parametrized by its
weight vector w and bias term b. Based on the nature of the problem, the output of a
neuron is passed through activation function a to get the final output. Basic neuron
block can be described mathematically as follows

z(x) = wT x + b,
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h(x) = a(z(x)),
where w ∈ Rn is a weight vector, x ∈ Rn is a vector, which represents one input sample
with n features, and b ∈ R is a bias term. The output of a neuron is generated by first
taking an inner product of a weight vector w with an input vector x and adding a bias
term to it. This output is given to the activation function to generate the final output
h. For regression problems, activation function a is commonly taken as linear function

a(x) = x.
For classification problems, activation function a is typically taken as either sigmoid

a(x) = σ(x) =

1
,
1 + e−x

the tanh function
a(x) = tanh(x) =

ex − e−x
,
ex + e−x

or the ReLu
a(x) = ReLu(x) = max(0, x).
Weight vector w and bias term b for a neuron can be learned by back propagation
algorithm [22]. The problem with a single neuron is that their use is limited to data
having a linear nature. To model a complex hypothesis, more than one neuron is
combined to form Feed Forward Neural Network (FFNN), as shown in Fig. 4.1.
A Feed Forward Neural Network is also called a Fully Connected Network (FCN).
It has three components: an input layer, one or more hidden layers and an output
layer. The depth of the neural network is defined as the number of hidden layers in
FCN. Each layer is characterized by weight matrices W , and bias vector b. For the
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HiddenLayer
Input
x0

Output
y

x1

Figure 4.1: A simple example of Feed Forward Neural Network.

neural network shown in Fig. 4.1, there will be two weight matrix W (0) ∈ R2×3 and
W (1) ∈ R3×1 , and there will be two bias vectors b(0) ∈ R3 and b(1) ∈ R1 .
Output is generated using a method called forward propagation [22]. Forward
propagation is implemented as follows. Let activation function at the hidden layer be
aHiddenLayer (x) = a(0) and activation function at the output layer be aOutput (x) = a(1) .
Let the input vector be x,
 
x0 
x= 
x1
x(0) = xT
z (0) = (x(0) )W (0) + (b(0) )T
x(1) = a(0) (z (0) )
z (1) = (x(1) )W (1) + (b(1) )T
y = x(2) = a(1) (z (1) )
This method can be generalized to n number of hidden layers. The success of neural
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Figure 4.2: Basic unit of RNN.

network is in its ability to learn parameters of weight matrices, given enough amount of
training data. Neural networks are trained using an algorithm called backpropagation
[22]. The backpropagation algorithm adjusts the values of weight matrices to minimize
the loss between output and predicted value. Backpropagation uses optimizers like
Gradient Descent (GD) [22], Stochastic Gradient Descent (SGD) [22] or Adam [23] to
minimize the loss function.
4.2

Recurrent Neural Network

Recurrent Neural Network (RNN) is a special type of neural network which leverages
sequential structure of data. While generating the output, RNN not only considers
current input but also takes into account the previous output. The ability of RNN
to incorporate previous output along with current input makes them suitable for the
sequence prediction task.
Basic block of RNN can be described by the diagram shown in Fig. 4.2. Output
of RNN can be computed as follows

29

xstacked



ht−1 
=
,
xt

ht = a((xstacked )T W ),
where a is an activation function, ht−1 ∈ Rn is an output at a previous timestamp, n
are the number of units of RNN. xt ∈ Rd is an input at a current timestamp with d
features, W ∈ R(n+d)×1 is a weight matrix, which characterizes RNN. The first input
at a current timestamp xt and the output at a previous timestamp ht−1 are stacked
vertically to get xstacked . After that xstacked is multiplied with W , output of which is
given to activation function a(x) to get the output at a current timestamp ht . W is
made up of two parts Whh and Wxh . The effect of previous outputs are incorporated by
Whh ∈ Rn , and the effect of current input to the output is incorporated by Wxh ∈ Rd .
Consideration of the previous output ht−1 , along with the current input xt , gives
RNN an ability to model the sequential structure of the data. While generating the
output using multiple timestamps, the same weight matrix W is used, because of
which RNN suffers from the problem of vanishing gradient or exploding gradient while
training, which makes RNN difficult to train.
4.3

Long-Short Term Neural Network

Long-Short Term Neural Network (LSTM) is a special type of RNN with additional
gates to solve the problem of vanishing gradient and exploding gradient, which makes
them suitable for the sequence prediction task.
The basic block of LSTM can be described by the diagram shown in Fig. 4.3. Four
additional gates are included with the basic block of RNN so that learning sequential
structure becomes easier. The memory or state of the basic block is characterised by ct .
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Figure 4.3: Basic unit of LSTM.

(Hochreiter et al. 1997)
How much information should be incorporated from the current input to the current
state is controlled by input gate i. How much information should be incorporated
from the previous memory or previous state to the current state is controlled by forget
gate f . How to update the current state is controlled by g. How much information
should be used from the current state ct , the previous output ht−1 , and the current
input xt to the output is controlled by the output gate o. Output of LSTM can be
computed as follows
i = σ(Wi ht−1 + Ui xt + bi ),
o = σ(Wo ht−1 + Uo xt + bo ),
f = σ(Wf ht−1 + Uf xt + bf ),
g = tanh(Wg ht−1 + Ug xt + bg ),
where Wi , Wo , Wf , Wg ∈ Rn×n , bias terms bi , bo , bf , bg ∈ Rn , and Ui , Uo , Uf ,
Ug ∈ Rn×d , n is number of units of LSTM, and d is number of features in input xt .

ht = o

tanh(ct ),
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ct = f
where

ct−1 + i

g,

represents element wise multiplication. First i, o, f , and g are computed

using current input xt ∈ Rd and previous output ht−1 ∈ Rn . Output ht ∈ Rn is
computed by element wise multiplication of o and tanh(ct ). Similarly the cell state is
updated using f , g and i with ct−1 .
Additional gates in LSTM give it flexibility to learn long term dependency in
the sequential data. LSTM solves the problem of vanishing gradient and exploding
gradient at the expense of complex architecture, which increases the training time for
the LSTM-based neural network.
4.4

Ship Traffic Prediction with Neural Networks

The problem of vessel trajectory prediction can be formulated as a time series forecasting problem because data is assumed to be sequential in nature. The task is to predict
future locations of the vessel based on its current and previous locations. Future
location coordinates of the vessel can be assumed to be generated from a random
distribution, whose parameters are dependent upon current and previous locations.
Suppose location of vessel at time t is given as xt , where




Longitudet 
xt = 
.
Latitudet
Based on this convention, the next location of the vessel can be denoted by xt+1 .
Similarly previous locations can be denoted by xt−1 , xt−2 , xt−3 , xt−4 , . . . and so on.
The problem is equivalent to computing the value of xt+1 given xt , xt−1 , xt−2 , . . . and
so on. To predict xt+1 from historical data, we wish to learn a hypothesis h such that
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xt+1 ≈ h(xt , xt−1 , . . . , xt−k ),
where k is the number of previous timestamps. Due to the sequential nature of the
data, the hypothesis h in this case is best modelled by LSTM. Finding hypothesis h,
which approximates the relation between xt+1 and (xt , xt−1 , . . . , xt−k ), is equivalent to
the learning parameters of the LSTM-based network. The architecture used in this
work is given by Fig. 4.4. Our model architecture is inspired by [1]. The number of
units on each layer is selected based on the model architecture described in [1]. There
are two ways to incorporate inputs. Either they can be incorporated as time series
inputs, or they can be incorporated as fusion inputs. Based on these, there are two
parts of the network, the LSTM part (right side), and the Fusion part (left part).
The LSTM part of the neural network is made up of the first LSTM layer, which has
50 units of LSTM as in Fig. 4.3. The first layer of LSTM is followed by the second
layer of LSTM, which also has 50 units. The output of the second layer of LSTM
is given to the Fully Connected Layer 1 with 150 neurons. The activation function
used for the Fully Connected Layer 1 is ReLu, and the output of the Fully Connected
Layer 1 is given to Fully Connected Layer 2, which is passed through the activation
function to get the final output. The Fusion part of the neural network is made up of
Fully Connected Layer 3, which has 150 neurons, the output of which is concatenated
with Fully Connected Layer 2. LSTM layers 1 and 2 are used to learn the sequential
structure in the data. Fully Connected Layers 1 and 2 are used to map the output
generated by the LSTM layers to actual coordinates of Latitude and Longitude.
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Figure 4.4: Architecture of proposed model. Number of units in each layer are selected according
to [1].

4.5

Experimental Setup

After pre-processing the data using the steps described in Section 2.3, the learning
problem is formulated as follows. Feature space or input vector is made up of the
vessel’s current and previous location and the output vector is made up of the next
location or future location of the vessel. We trained our LSTM based model with
different input feature spaces to develop the final approach. An Adam optimizer
with a learning rate of 0.001 was used to train the model. For development, training,
and prediction, the Keras [24] library was used. The models were trained for 1, 000
iterations, with a batch size of 4, 096 samples.
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4.5.1

Error Metric

To compare different architecture/models’ performance, we have defined the error
metric, which considers the haversine distance between the predicted location and
actual location. This error metric is useful for assesing the performance of different
combinations of architecture/model and input features. All the combinations would
give Latitude and Longitude coordinates corresponding to future time stamps for the
prediction task. The time difference between consecutive timestamps is 30 minutes.
The prediction error for one trajectory is defined as the haversine distance between
actual position coordinates and predicted position coordinates. For one trajectory,
We have computed predictions for 8 timestamps, i.e., predictions from 30 minutes to
4 hours in the future. Corresponding to every 30 minute prediction, there is an error
which is equal to the haversine distance between the actual and predicted location
coordinates

r
et+nT
i

−1

= 2Rsin ( sin2 (

Lat2 − Lat1
Lon2 − Lon1
) + cos(Lat2 )cos(Lat1 )sin2 (
)),
2
2

where
n = {1, 2, 3, 4, 5, 6, 7, 8},
T = 30 min.
Generalizing this idea to all the trajectories in the testing dataset, and taking the
average of all those errors, is the error metric, which has been used here to evaluate
the performance of different approaches
m

et+nT
total

1 X t+nT
=
e
,
m i=1 i
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Figure 4.5: Numbered representation of ROI with numbers assigned to each cell.

where m is equal to the number of trajectories in the testing data.
4.5.2

Predicting Classes/Cell Number Corresponding to Future Location

Following the approach used in the second-order Markov model, feature space or an
input vector was made up of cell numbers corresponding to two locations, the current
location and the previous location, i.e., the location half an hour earlier. The output
vector was made up of the cell number corresponding to the next location of the vessel,
i.e. the location of the vessel after half an hour.
The region was divided into the grid as in Fig. 3.2, then according to the vessel’s
position in any of the cells, the number of that cell was taken as a feature. These
input values were then transformed into one hot encoded vector representation. The
width of the one hot encoding was equal to the total number of cells. For Fig. 4.5, one
hot encoding would have a length of 16. Using this encoding, we require a length-16
vector corresponding to the previous location and a length-16 vector corresponding
to the next location, yielding a length-32 feature vector. Similarly, the output vector
also would be of length-16, which would assign probability values to all 16 elements,
with the maximum value of probability assigned to a number, where the next location
would be most probable. The center point of that cell would be used as a predicted
36

50

Distance in KM

Error

40
30
20
10
30

60

90

120

150

180

Time in Minutes

210

240

Figure 4.6: Error plot for cell prediction. The model was not able to learn the underlying distribution
giving a large value of errors.

value.
We pre-processed the data for the region characterized by
1. LON _M IN = −120.50,
2. LON _M AX = −119.00,
3. LAT _M IN = 33.90,
4. LAT _M AX = 34.44.
with a grid size of 0.01 × 0.01. For this region, we had a total of 8, 100 cells. So
the input vector was of size 16, 200, and the output vector was of size 8, 100. We
used this data to train the LSTM part of the neural network described in figure 4.4.
Because of the classification nature of the problem, tanh activation was used after
Fully Connected Layer 2. The loss used for training purposes was cross entropy loss.
There were 53, 234 trajectories for training and 14, 201 for testing. After training the
model for 1, 000 iterations, the error plot can be described by figure 4.6.
The problem with this approach was that the model could not learn the underlying
distribution because of the large number of classes to predict from. Another problem
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was that this model could not take into account geographic closeness of the misclassified
cell and the actual cell. This model was penalizing all the errors in a similar way.
4.5.3

Predicting Continuous Value of Longitude and Latitude

To overcome the problem of a large number of output classes to predict, instead of
transforming the inputs and outputs to classes as described in the previous section,
we used continuous values of inputs as feature space, i.e, xt−1 and xt along with other
features such as length, destination, and type of the vessel. The next location, i.e.,
xt+1 , was used as an output label. Instead of classification, the problem was formulated
as a regression problem. The following subsections describe the implementation and
performance of different combinations of input features and neural network architecture.
The region used for these different implementations was the same as in the previous
section. Similarly training and testing data were also the same.

Using Position Coordinates of Two Timestamps
In this approach, we used the LSTM part of the neural network, as described in Fig.
4.4. Because of the continuous value of the output, linear activation was used at the
output layer. Feature space, or input to the neural network, was made up of position
coordinates at the current time, and position coordinates at the time half an hour
before. Current position xt and previous position xt−T have been used to predict xt+T .
We refer to this implementation as V anilla implementation. Error on testing data is
shown in Fig. 4.7

Using Position Coordinates of Two Timestamps and Type of Vessel
In this approach, we used the type of vessel as a feature along with the locations of
two timestamps. The idea behind using type as a feature was based on the assumption
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Figure 4.7: Error plot for V anilla LSTM. Error after 4 hours is 7.9 km.

that vessels of one type would behave in a similar way. We have used data for two
kinds of vessels.
1. Cargo
2. Tanker
The type feature was encoded as a vector of length two, based on the vessel type of the
trajectory data. For the tanker vessels, it was encoded as [1, 0], and for cargo, it was
encoded as [0, 1]. There were two ways to incorporate this feature: along the LSTM
part of the neural network shown in Fig. 4.4, or along the fusion part of the neural
network shown in Fig.4.4. We trained both variations of the network. After observing
the error plot in Fig. 4.8, we came to the conclusion that adding type as a feature
improves the performance of the model. Error after 4 hours drops by 16.37% on the
addition of type as a feature along the LSTM part. On the other hand, performance
of network becomes worse on the addition of type as a feature along the Fusion part.
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Figure 4.8: Comparison error plot on addition of type as a feature. Addition of type as a time
series input improves the performance of the model. Error after 4 hours is 6.6 km.

Using Position Coordinates of Two Timestamps and Type of Vessel and
Length of Vessel
In this approach, along with the type of vessel, we tried to incorporate the physical
dimensions of the vessel. The assumption behind considering the physical dimensions
was that physical dimensions like the length of the vessel would be helpful for incorporating the dynamics of the vessel. We trained the neural network shown in Fig. 4.4
for both combinations, i.e. length as Fusion input or length as LSTM input. After
training the neural networks, the networks’ performance on the testing set can be
summarized by Fig. 4.9. After analyzing the plots, we came to the conclusion that
the addition of length as a feature does not help to improve performance, whether
length gets added as Fusion input or LSTM input.

Using Position Coordinates of Two Timestamps and Type of Vessel and
Destination of Vessel
In this approach, along with previous position coordinates and type of vessel, we
incorporated the destination of the trajectory as a feature. Destination as a feature
was not available in the dataset. To add destination as a feature, we developed a
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Figure 4.9: Comparison error plot on addition of length as a feature. Addition of length does not
help to improve the performance.

Figure 4.10: Destination assignment using clustering.

scheme similar to [5]. For all the trajectories, the last point of the trajectory was taken;
after that, all these points were given to a clustering algorithm called KMeans [9],
which assigned a cluster to every destination point. Based on the cluster assignment,
the cluster center’s coordinates were taken as destination features for that trajectory.
For the region, the clustering algorithm’s output gave two destinations, which are
highlighted in Fig. 4.10.
After assigning a destination to each trajectory, the feature vector was made
up of the position coordinates of the previous two timestamps, type of the vessel,
and Latitude and Longitude coordinates of the destination. We trained the neural network shown in Fig. 4.4 for both combinations, i.e., DestinationLatitude and
DestinationLongitude as Fusion inputs or DestinationLatitude and DestinationLongitude
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Figure 4.11: Comparison error plot on addition of destination as a feature. Performance of model
improves on addition of destination as a time series input. Average error after 4 hours drops to 5.4
km.

as LSTM inputs. After training the neural networks, the performance on the testing
set can be summarized by Fig. 4.11.
The addition of destination as a feature improved the performance of the model if
the destination was incorporated as an LSTM input. The performance of the model
did not change much on the addition of the destination as a Fusion input.

Using Position Coordinates of Three Timestamps
In this approach, instead of using the position coordinates of two timestamps, we
incorporated three timestamp’s position coordinates, i.e, the feature space consists of
the position coordinate of current time xt , position coordinates at time t − T xt−T , and
position coordinates at time t−2T xt−2T . After training the neural network represented
shown in Fig. 4.4, We computed the error, which is shown in Fig. 4.12. On comparison
of the error with the model, which had feature space consisting of the position of
two timestamps, we concluded that feature space consisting of three timestamps has
helped to improve the performance of the model at the cost of longer training time.
We also tried position coordinates of four timestamps, but the performance gain was
not significant at the cost of longer training time.

42

2 Timestamps
3 Timestamps

Distance in KM

6
5
4
3
2
1
30

60

90

120

150

180

Time in Minutes

210

240

Figure 4.12: Comparison error plot of two and three timestamps. Position coordinate of one more
timestamp helps to improve the performace of the model.

Performance On Other Regions of Similar Size
After trying different combinations of input features, we trained the model using data
from different regions of similar sizes and evaluated their performances on testing data
corresponding to those regions to verify the generability of the method on different
regions. Performance of the model on different regions of similar sizes can be given by
Fig. 4.13 and Fig. 4.14
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Figure 4.13: Error plots for Region 2. The model’s performance with type and destination as a
feature is better compared to the V anilla implementation. The model with position coordinates of
three timestamps performs better than the position coordinates of two timestamps.
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Figure 4.14: Error plots for Region 3. The model’s performance with type and destination as a
feature is better compared to the V anilla implementation. Effect of destination is prominent because
of diverging lanes. The model with position coordinates of three timestamps performs better than
the position coordinates of two timestamps.
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4.5.4

Combining All These for A Bigger Region With More Data

One advantage of the neural network-based method is that it is scalable for the bigger
region as well, unlike the Markov model. We extended the region of interest to the
following coordinates,
1. LON _M IN = −122.00,
2. LON _M AX = −119.50,
3. LAT _M IN = 34.00,
4. LAT _M AX = 36.00.
which is a much bigger region than the previously considered regions. The smaller
region had an approximate area of 22, 500 km2 , compared to the bigger region that had
an approximate area of 101, 124 km2 . Along with the bigger region, we also took the
data from the years 2015 to 2017. After pre-processing the data described by Section
2.1, the number of training trajectories came out to be 189, 923, and the number of
testing trajectories came out to be 47, 482. Based on the assumption that there can
be some seasonal patterns, along with the location coordinates of three timestamps,
the type of the vessel, and the destination of the vessel, we also incorporated the
month of trajectory as a feature. The hypothesis, which we were trying to learn can
be described by

xt+T = h(xt , xt−T , xt−2T , T ype, Destination, M onth)
As the region got bigger, the clustering based destination scheme was not effective,
so we took the last coordinates of the trajectory as the destination. We trained the
LSTM part of the neural network shown in Fig. 4.4 and trained the model. The
performance of the model on testing trajectory is shown in the Fig. 4.15
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Figure 4.15: Error on bigger region. Averge error for 30 minute prediction is 1.1 km. Average error
after 4 hours is 11.2 km.

Taking regional SOG and COG into consideration
After carefully analyzing trajectories that gave a higher error, we found out that trajectories with irregular values of Speed Over Ground (SOG) and Course Over Ground
(COG) were responsible for higher error. Motivation for incorporating SOG and COG
is that there can be few regions where vessels may move faster than average or slower
than average. SOG corresponds to the speed of the vessel and COG corresponds to the
direction of the vessel. Adding this information may help the model to learn the underlying distribution in a better way. To incorporate SOG and COG, we used historical
data to compute the median value of SOG and COG for each cell of the grid. These grid
dependent SOG and COG values were used as additional features to help the model incorporate region specific side information. In this case, our features utilized are xt , xt−T ,
xt−2T , T ype, Destination, M onth, M edianSOGxt , M edianCOGxt , M edianSOGxt−T ,
M edianCOGxt−T , M edianSOGxt−2T , M edianCOGxt−2T . M edianSOGxt and M edianCOGxt
were values of median SOG and COG for a cell corresponding to xt . We trained the
model and computed its performance on a testing dataset, which is given by Fig. 4.16.
After that, we trained the model for the much bigger region, one on the west coast
and one near the Gulf of Mexico, the performance of the model on both the regions
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Figure 4.16: Error comparison on addition of regional SOG and COG. Addition of SOG and COG
as a feature improves the peroformance of the model. The average after 4 hours drops to 8.2 km.
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Figure 4.17: Error plot for bigger region near west coast. Orange color specifies more frequent
routes, while light green color specifies less frequent routes. Average error after 4 hours is 12.18 km.
A total of 362, 597 trajectories were used for the training, and 90, 650 trajectories were used for the
testing.

can be given by Fig. 4.17 and Fig. 4.18.
4.6

Comparison with Markov Model

For the region used in Section 4.5.2, we have used the same trajectory data to compute
the transition probability matrix to train the LSTM-based model for direct comparison.
The comparison between Markov model and LSTM-based model is shown in Fig. 4.19.
Fig. 4.19 shows comparison of T op − 1 error generated by second-order Markov model
and LSTM-based model, which uses the position of two timestamps and type of the
vessel as a feature. From the figure, we can conclude that LSTM-based model performs
better than second-order Markov model due to its ability to learn complex distribution
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Figure 4.18: Error plot for bigger region near Gulf. Orange color specifies more frequent routes,
while light green color specifies less frequent routes. Average error after 4 hours is 10.91 km. A
total of 1, 436, 023 trajectories were used for the training, and 359, 006 trajectories were used for the
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Figure 4.19: Error comparison of Markov model and LSTM based model. The T op − 1 error for
the Markov model increases faster compared to LSTM based model for the long term prediction.

from the data.
4.7

Quantitative Results

The average error for the prediction of 30 minutes for a region specified in Section
4.5.4 near the west coast is 820 m, which is comparable to the error given in [1], i.e.,
670 m. Similarly, error at an interval of 90 minutes is 2.6 km, which is comparable to
2.8 km given in [1] for 100 minute prediction. For the prediction of 4 hours, the same
region has an error of 8.2 km. The average error for the prediction of 30 minutes for
a bigger region (407, 044 km2 ) near the west coast is 930 m. For the prediction of 4
hours, the same region has an error of 12.18 km. Error values for the west coast can
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be summarized by the following table.
Table 4.1: Error for bigger region near west coast

Time in minutes Mean error in km
30

0.93

60

2.08

90

3.42

120

4.9

150

6.5

180

8.3

210

10.2

240

12.18

Similarly, the average error for the bigger region near the Gulf of Mexico after an
interval of 30 minutes is 1.1 km. The following table summarizes error values for the
region near the Gulf of Mexico.
Table 4.2: Error for bigger region near Gulf of Mexico

Time in minutes Mean error in km
30

1.06

60

2.08

90

3.26

120

4.6

150

6.2

180

7.8

210

9.3

240

10.91
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Chapter 5
Conclusion & Future Work

This thesis has presented two methods to solve the problem of vessel trajectory
prediction. We have presented a second-order Markov model, which can be used
for regions of smaller sizes (22, 500 km2 )to predict the vessel’s location. We have
implemented an LSTM-based neural network model, which is not limited by the size of
the region and also takes into consideration other parameters to improve the accuracy
of the prediction.
5.1

Markov Model

The second-order Markov model can be used to predict the vessel’s location probabilistically for a small region. We have presented a method, which can be used to
compute the transition probability matrix for the second-order Markov model. Once
the computation of the transition probability matrix is done, it can be used with the
vessel’s current and previous locations to make the prediction. We showed the results
of this method on different regions near the coasts of the United States, to verify its
generability. The average error after 4 hours of prediction is 11.7 km.
5.2

Neural Network-Based Model

We have implemented an LSTM-based neural network model to predict the location of
the vessels. We tried different combinations of the feature space to come up with the
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final implementation of the model. After comparing the performance of second-order
Markov model and LSTM-based neural network model on a data of the same region,
we found that LSTM-based method outperforms the second-order Markov model.
The average error on same region as Markov model is 5.4 km for LSTM-based neural
network. For the region of size 407, 044 km2 near the west coast, the average error
after 4 hours of prediction is 12.18 km.
In this thesis, we have developed a model specific to two types of vessels. Applicability of the model to ships of other types should be investigated. Apart from
that, complex network architecture and a combination of both methods need to be
investigated to improve the performance of the model. Surprisingly, the addition of
inputs along the Fusion layer has not helped to improve the performance, which can
be investigated further. We have provided a prediction error of up to 4 hours. The
performance of a model for prediction of more than 4 hours can be proposed as a
future work.
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