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WEIGHTED INEQUALITIES FOR SINGULAR INTEGRAL OPERATORS ON
THE HALF-LINE
RALPH CHILL AND SEBASTIAN KRÓL
ABSTRACT. We prove weighted estimates for singular integral operators which oper-
ate on function spaces on a half-line. The class of admissible weights includes Muck-
enhoupt weights and weights satisfying Sawyer’s one-sided conditions. The kernels
of the operators satisfy relaxed Dini conditions. We apply the weighted estimates to
extrapolation of maximal Lp regularity of first order, second order and fractional or-
der Cauchy problems into weighted rearrangement invariant Banach function spaces.
In particular, we provide extensions, as well as a unification of recent results due to
Auscher and Axelsson, and Chill and Fiorenza.
1. MOTIVATION AND DESCRIPTION OF THE MAIN RESULT
Weighted Lp-estimates for singular integral operators play an important role in har-
monic analysis and in its applications to elliptic and parabolic partial differential equa-
tions, as well as abstract evolution equations on Banach spaces, where singular inte-
gral operators with operator valued kernels naturally arise via representation formu-
las for solutions. These applications are in turn important for the theory of nonlinear
equations where one is often interested in obtaining wellposedness and regularity re-
sults for data in various function spaces.
A prominent part of the literature is devoted to weighted inequalities for the Hardy-
Littlewood maximal function and singular integral operators on Rn. Motivated in
particular by applications to Lp-maximal regularity, or actually Lpw-maximal regular-
ity and Ew-maximal regularity (E being a rearrangement invariant Banach function
space), of first order, second order and fractional order Cauchy problems on the half-
line, we study in this article weighted inequalities for singular integral operators on
the half-line. This special situation brings in some new features which we combine
with techniqueswhich have been developed recently in the context of singular integral
operators on function spaces on the line or on Rn. By concentrating on the half-line
case, the natural context in the above mentioned applications, we obtain weighted
inequalities for a larger class of weights, which includes the class of Muckenhoupt
weights and the class of weights satisfying the one-sided Sawyer condition on the line.
Second, we obtain weighted inequalities for singular integral operators with kernels
which satisfy comparatively weak regularity conditions. Third, by relying on Rubio de
Francia’s extrapolation technique, we obtain not only weighted Lp-estimates, but an
extrapolation result in the context of rearrangement invariant Banach function spaces.
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Let us explain these results in more detail and prepare the notational background,
by recalling first the situation of singular integral operators on the line. Throughout,
let X and Y be two Banach spaces with norms | · |X and | · |Y, respectively. A measur-
able function K : R ×R → L(X,Y) is called a kernel if K(t, ·) ∈ L1loc(R \ {t};L(X,Y))
for every t ∈ R. We say that a bounded linear operator T from Lp(R;X) into Lp(R;Y)
(p ∈ (1,∞)) is a singular integral operator if there exists a kernel K such that
T f (t) =
∫
R
K(t, s) f (s)ds
for every f ∈ L∞c (R;X) and every t /∈ supp f .
Here, L∞c (R;X) stands for the space of all X-valued, essentially bounded, measur-
able functions with compact support in R. A singular integral operator with ker-
nel K is called a singular integral operator of convolution type if its kernel is translation-
invariant, that is, it is of the form K(t, s) = K˜(t− s). We call a singular integral opera-
tor a Calderón-Zygmund operator if both the kernel K and the adjoint kernel K′ given by
K′(t, s) := K(s, t) (t, s ∈ R) satisfy the classical Lipschitz or second standard condition,
which is the condition that there exists a constant δ > 0 such that
(D∗∞) [K]D∗∞ := sup
t,s,s′∈R,
2|s−s′|<|t−s|
|t− s|1+δ
|s− s′|δ
|K(t, s)− K(t, s′)|L(X,Y) < ∞,
or, in the case of a translation-invariant kernel,
(H∗∞) [K]H∗∞ := sup
t,s∈R,
2|s|<|t|
|t|1+δ
|s|δ
|K(t− s)− K(t)|L(X,Y) < ∞.
Coifman’s inequality, which appears in a general form in [16, Theorem II], says that
for every Calderón-Zygmund operator T, every p ∈ (0,∞) and every Muckenhoupt
weight w ∈ A∞(R) there exists a constant C, depending on p and the A∞-constant of
w, such that
(1.1)
∫
R
|T f |
p
Yw dt ≤ C
∫
R
(Mf )pw dt for every f ∈ L∞c (R;X),
M being the classical Hardy-Littlewood maximal operator on R. In other words, all
weighted Lp-estimates for M, for p ∈ (0,∞) and w ∈ A∞(R), are inherited by the op-
erator T. Namely, by Muckenhoupt’s theorem and Coifman’s inequality, a Calderón-
Zygmund operator extrapolates to a bounded linear operator on Lpw(R;X) for every
p ∈ (1,∞) and every Muckenhoupt weight w ∈ Ap(R). This result is best possible
in the sense that there are Calderón-Zygmund operators which are not bounded on
L
p
w(R;X) (p ∈ (1,∞)) if the weight w does not belong to Ap(R). At the same time, if
the operator T is bounded on Lpw(R;X) for some w ∈ A∞(R) and some p ∈ (1,∞),
then, by Lebesgue’s differentiation theorem, Coifman’s inequality (1.1) holds for all
f ∈ L
p
w(R;X).
Subsequently, variants of Coifman’s inequality for singular integral operators of
convolution type and of nonconvolution type with less regular kernels attracted the
attention during the last decades; see, in particular, the pioneering results from Kurtz
&Wheeden [28], Rubio de Francia, Ruiz & Torrea [42], Alvarez & Pérez [2]. Following
the terminology from [42, Definition 1.1, Part III], we say that a kernel K satisfies the
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condition (Dr) (r ∈ [1,∞)) if
(Dr) [K]Dr := sup
s 6=s′
|s− s′|
1
r′
∞
∑
m=1
2
m
r′
(∫
Sm(s,s′)
|K(t, s)− K(t, s′)|rL(X,Y)dt
) 1
r
< ∞,
where Sm(s, s′) := {t ∈ R : 2m|s − s′| < |t − s′| ≤ 2m+1|s − s′|} (m ∈ N), and it
satisfies the condition (D∞) if
(D∞) [K]D∞ := sup
s 6=s′
|s− s′|
∞
∑
m=1
2m sup
t∈Sm(s,s′)
|K(t, s)− K(t, s′)|L(X,Y) < ∞.
Moreover, we say that a kernel K satisfies the condition (D′r) for some r ∈ [1,∞] if
its adjoint kernel K′ satisfies the condition (Dr), and then we set [K]D′r := [K
′]Dr . If
a kernel K satisfies the condition (Dr) for some r ∈ [1,∞], then it satisfies also the
condition (Dq) for every q ∈ [1, r]. Finally, a translation-invariant kernel satisfies the
condition (D′r) if and only if it satisfies (Dr), which in the situation of a translation-
invariant kernel we denote also by (Hr); see Lorente, Riveros & de la Torre [31], but
also Kurtz & Wheeden [28]. It means that
(Hr) [K]Hr := sup
s 6=0
|s|
1
r′
∞
∑
m=1
2
m
r′
(∫
2m|s|<|t|≤2m+1|s|
|K(t− s)− K(t)|rL(X,Y) dt
) 1
r
< ∞
if r ∈ [1,∞), and
(H∞) [K]H∞ := sup
s 6=0
|s|
∞
∑
m=1
2m sup
2m|s|<|t|≤2m+1|s|
|K(t− s)− K(t)|L(X,Y) < ∞.
Note that the condition (H∞) for a function K ∈ L1loc(R \ {0};L(X)) is weaker than
the second standard condition (H∗∞).
If a kernel K satisfies the (Hr) condition, then the associated singular integral op-
erator T satisfies Coifman’s inequality (1.1) with M replaced by Mr′ (r ∈ (1,∞], r′ :=
r/(r − 1)), where Mr f := (M(| f |r))1/r for every f ∈ L1loc(R); see [42, Theorem 1.3,
Part II] for the case r < ∞ and [2, Theorem 2.1] for the case r = ∞, and [42, Part III]
for corresponding results in the nonconvolution case. By Martell, Pérez & Trujillo-
González [32, Theorem 3.2], these variants of Coifman’s inequality are sharp in the
sense that the maximal operator Mr′ cannot be replaced by Ms for s < r′.
Motivated by the one-sided discrete square function studied in de la Torra & Torrea
[20] further extensions of the above mentioned results were provided in [31]; see also
Lorente, Martell, Riveros & de la Torre [30] and the references therein. We point out
that the kernel corresponding to this square function satisfies the condition (Hr) for
all r < ∞, but not (H∞).
In Lorente, Riveros & de la Torre [31, Definition 3], a new scale of Hörmander condi-
tions (HA), parametrized by Young functionsA, is introduced. For appropriate Young
functions A, the conditions (HA) are intermediate between (H∞) and the intersection
of all (Hr), r ∈ [1,∞). The corresponding result asserts that if T is a singular oper-
ator with translation-invariant kernel satisfying (HA), then for any p ∈ (0,∞) and
w ∈ A∞(R), Coifman’s inequality (1.1) holds with M replaced by MA¯, which is asso-
ciated with the Young functionA and defined in a similar way asMr; see [31, Theorem
A]. However, note that Mf ≤ C MA¯ f for every Young function A, and f ∈ L
1
loc(R).
Therefore, such aMA¯-variant of Coifman’s inequality allows one to deduce the bound-
edness of T on Lpw(R;X) at most for p ∈ (1,∞) and w ∈ Ap(R).
The validity of Coifman’s inequality (1.1) for a singular integral operator T with
kernel in
⋂
r>1(Hr) \ (H∞)was left open in [31]; see [31, Remark 1]. In [13, Theorem 7],
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the present authors showed that such operators are indeed bounded on Lpw(R;X) for
every p ∈ (1,∞) and w ∈ Ap(R). The latter result is even true in the more general case
of nonconvolution kernels, under asymmetric regularity assumptions with respect to
the variables, and in the context of general rearrangement invariant Banach function
spaces.
In addition, in [31, Section 3] the question was raised whether it is possible to
improve the above results in the case of one-sided singular integral operators, that
is, with translation-invariant kernels supported in the half-line R− := (−∞, 0] or
R+ := [0,∞). In particular, [31, Theorem 3] says that if a kernel K satisfies the (HA)
condition and if suppK ⊆ R−, then for every p ∈ (0,∞) and w ∈ A+∞(R) there exists
a constant C such that for a singular integral operator associated with K
(1.2)
∫
R
|T f |
p
Ywdt ≤ C
∫
R
(
M+
A¯
f
)p
wdt for every f ∈ L∞c (R;X).
Recall that A±∞(R) is the union of the classes A
±
p (R), p ∈ [1,∞), introduced by Sawyer
[43] to characterise the weighted Lp-estimates for the one-sidedHardy-Littlewood op-
erators M±, which are are defined as follows:
(1.3) M− f (t) := sup
h>0
1
h
∫ t
t−h
| f |ds, and M+ f (t) := sup
h>0
1
h
∫ t+h
t
| f |ds
for every f ∈ L1loc(R) and t ∈ R. Recall also the corresponding one-sided Ap conditions
introduced by Sawyer. For example, we say that a weight w satisfies the A+p condition
on R, and write w ∈ A+p (R), if
sup
a∈R, h>0
1
h
∫ a
a−h
wdt
(
1
h
∫ a+h
a
w1−p
′
dt
)p−1
< ∞.
The class A−p (R) is defined analoguously. Sawyer proved the following analogue of
Muckenhoupt’s theorem, namely that for every p ∈ (1,∞) and for any weight w on R,
M± is bounded on Lpw(R) if and only if w ∈ A±p (R); see [43, Theorem 1]. Note that the
class A+p (R) is bigger than the class Ap(R). Indeed, following Sawyer’s remark, the
product w = φv of a nondecreasing function φ and a Muckenhoupt weight v ∈ Ap(R)
belongs to A+p (R). In particular, A
+
p (R), contains all positive nondecreasing functions
on R. Furthermore, A±∞(R) ⊆ L
1
loc(R). It is easily seen that for every Young function
A, M+ f ≤ M+
A¯
f ( f ∈ L1loc(R)). Therefore, by Sawyer’s result, the one-sided Coifman
inequality (1.2) controls the boundedness of T on Lpw(R;X) at most for p ∈ (1,∞) and
w ∈ A+p (R).
In this article we continue the above presented line of researches on weighted es-
timates for the one-sided Hardy-Littlewood maximal operators on the half-line, and
for singular integral operators on Lp(R±;X) with kernels which satisfy the (Hr) con-
dition for all r ∈ [1,∞) and which are supported on a half-line. The main result of the
article is Theorem 4.3.
The main ingredients of the proof of Theorem 4.3 may be of independent interest.
In particular, in Section 2 we show that the operator M+ is bounded on Lpw(R−) if
and only if the weight w satisfies a Sawyer type condition A+p restricted to R−; see
Definition 2.1 and Theorem 2.3. For this counterpart of Sawyer’s theorem, we adapt
the approach presented in Martin-Reyes [33]. In particular, we show that the classes
A+p (R−), p ∈ (1,∞), possess the openness property; see Lemma 2.5.
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The other main ingredient is an analogue of the Fefferman-Stein inequality (Lemma
3.2), which allows us to provide integral estimates for singular operators; see Theorem
3.1. In Section 4, we provide a counterpart of the Lorenz-Shimogaki theorem for the
operator M+; see Proposition 4.1. Then, by means of Rubio de Francia’s iteration al-
gorithm we prove the main result, Theorem 4.3. It extends also the result by Curbera,
Garcia-Cuerva, Martell & Pérez on extrapolation of Calderón-Zygmund operators for
weighted rearrangement invariant Banach function spaces; see, for example, [17, Sec-
tion 3.6] and corresponding references therein.
In the proofs of the main ingredients of Theorem 4.3 we reproduce standard tech-
niques from theCalderón-Zygmund theory, especially developed in Benedek, Calderón
& Panzone [7], Calderón [10], Martin-Reyes [33], Martin-Reyes, Pick & de la Torre [35],
Martin-Reyes & de la Torre [34], Muckenhoupt [36], Rubio de Francia [41], Rubio de
Francia, Ruiz & Torrea [42], and Sawyer [43].
In Section 5, we apply our results to study the extrapolation of Lp-maximal regu-
larity for the first order, second order and fractional order Cauchy problems as well
as for Volterra equations. Theorems 5.1 and 5.5 provide generalisations of recent re-
sults from Auscher & Axelsson [4], Chill & Fiorenza [12] and the present authors [13];
see also Prüss & Simonett [40] and Haak & Kunstmann [23] for earlier results of this
type. To keep the presentation of themain result, Theorem 4.3, more transparent, more
detailed information on these applications is included in Section 5.
2. THE ONE-SIDED MUCKENHOUPT Ap-CONDITION ON A HALF-LINE
In this sectionwe prove a counterpart of Sawyer’s theorem for the one-sidedHardy-
Littlewood operators restricted to functions supported on a half-line; see Theorem 2.3
below. Set
M±− f := χR− ·M
± f for every f ∈ L1loc(R−), and
M±+ f := χR+ ·M
± f for every f ∈ L1loc(R+),
where M+ and M− denote the one-sided Hardy-Littlewood operators (see (1.3) for
the definition), and L1loc(R+) and L
1
loc(R−) are understood as subspaces of L
1
loc(R)
in the natural way. We point out that the maximal function as originally defined by
Hardy and Littlewood corresponds to the operator M−+. With each of these operators
we associate a class of weights, the definition of which is motivated by the argument
used in the proof of the first part of Lemma 2.4 below. Throughout, a measurable
function w : R± → R+ with w(t) > 0 for almost every t ∈ R± is called a weight on
R±.
Definition 2.1. Let w be a weight on R−.
(a) For p ∈ (1,∞) we say that w satisfies Sawyer’s A+p condition (resp. Sawyer’s A
−
p
condition) on R−, and we write w ∈ A+p (R−) (resp. w ∈ A
−
p (R−)), if
[w]A+p (R−) := sup
a<b<c≤0
1
(c− a)p
∫ b
a
wdt
(∫ c
b
w1−p
′
dt
)p−1
< ∞(2.1)
(resp. [w]A−p (R−) := sup
a<b<c≤0
1
(c− a)p
∫ c
b
wdt
(∫ b
a
w1−p
′
dt
)p−1
< ∞).
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(b) We say that w belongs to A+1 (R−) (resp. A
−
1 (R−)), if
[w]A+1 (R−)
:= ‖M−w/w‖L∞(R−) < ∞
(resp. [w]A−1 (R−) := ‖M
+w/w‖L∞(R−) < ∞).
(c) We say that w belongs to A+∞(R−) (resp. A
−
∞(R−)), if there exist constants C,
δ > 0 such that for every a < b < c ≤ 0 and every measurable set S ⊆ [b, c]
(resp. S ⊆ [a, b])
|S|
c− a
≤ C
(
w(S)
w(a, b)
)δ
(2.2)
(resp.
|S|
c− a
≤ C
(
w(S)
w(b, c)
)δ
),
Here and subsequently, for every measurable set A ⊆ R−, we write w(A) for∫
A wdt.
(d) Moreover, for p ∈ [1,∞) we say that a weight w on R+ belongs to A±p (R+)
if and only if w(−·) ∈ A∓p (R−), and then we set [w]A±p (R+) := [w(−·)]A∓p (R−).
For p = ∞, we say that w belongs to A+∞(R+) (resp. A
−
∞(R+)) , if there exist
constants C, δ > 0 such that for every 0 ≤ a < b < c and every measurable set
S ⊆ [b, c] (resp. S ⊆ [a, b])
|S|
c− a
≤ C
(
w(S)
w(a, b)
)δ
(2.3)
(resp.
|S|
c− a
≤ C
(
w(S)
w(b, c)
)δ
).
The classes A±p (R+) (p ∈ [1,∞)) may of course be defined directly, too, by using
expressionswhich are symmetric to those used in the definition of the classes A±p (R−).
For instance, a weight w on R+ belongs to A−p (R+) (1 < p < ∞) if and only if
[w]A+p (R+) := sup
0≤a<b<c
1
(c− a)p
∫ c
b
wdt
(∫ b
a
w1−p
′
dt
)p−1
< ∞.
Since according to our definition any weight on a half-line is almost everywhere finite
and (strictly) positive, any weight w in A±p (R−) (resp. A
±
p (R+)) is locally integrable
on (−∞, 0) (resp. (0,∞)).
Remark 2.2. If w : (−∞, 0) → R+ is an increasing function and if v ∈ A+p (R−)
(p ∈ [1,∞)), then the product wv belongs to A+p (R−), too. This follows easily from
the definition. In particular, every increasing function w : (−∞, 0) → R+ belongs to
A+p (R−) for every p ∈ [1,∞). Similarly, every decreasing function w : (0,∞) → R+
belongs to A−p (R+) for every p ∈ [1,∞). In particular, the decreasing power weights
given by w(t) = tβ belong to A−p (R+) for every p ∈ [1,∞) and every β ∈ (−∞, 0].
This is in contrast to the Muckenhoupt power weights where necessarily β > −1.
The following theorem provides a counterpart for the operators M±− and M
±
+ of
Sawyer’s result [43, Theorem 1].
Theorem 2.3. Let 1 < p < ∞ and w be a weight on R− (resp. R+). Then the Hardy-
Littlewood operators M±− (resp. M
±
+) are bounded on L
p
w(R−) (resp. L
p
w(R+)) if and only if
w ∈ A±p (R−) (resp. w ∈ A
±
p (R+)).
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We start with some preliminary observations on the pattern of the proof of Theorem
2.3 provided below. Namely, the proof of this result follows the idea of an alternative
proof of Sawyer’s theorem given by Martin-Reyes in [33]. By means of the classical
Marcinkiewicz theorem, Theorem 2.3 follows from the fact that Sawyer’s A±p condi-
tions on R− (resp. R+) characterize the weights w for which the operators M±− (resp.
M±+) are of weak type (p, p) with respect to (R−,wdt) (resp. (R+,wdt)), and the fact
that the classes A±p (R−) (resp. A
±
p (R+)) possess the openness property; see Lemmas
2.4 and 2.5 below.
Moreover, one can easily check that
M±− f (t) = M
∓
+( f (−·))(−t), (t ∈ R−, f ∈ L
p
w(R−), w ∈ A±p (R−)),(2.4)
These formulas allow one to reduce the proof of Theorem 2.3 (and of Lemmas 2.4 and
2.5) to one of the following pairs of operators; e.g., eitherM+− and M
+
+ , or M
−
− and M
+
−,
or alsoM−+ andM
+
+. The direct proofs for each of these pairs follow the same ideas, but
their presentations differ in several details. Since the proofs of relevant results from
[33, 43] are formulated for the operator M+ and the Sawyer A+p (R) classes, and since
the presentation of the proof for the operators M+± and the classes A
+
p (R±), except for
some details, follows essentially that of [33, Theorem 1 and Proposition 3], we provide
below the direct proof just for this pair. The same remark applies to the proofs in
Section 3. This allows us to refer the reader to [33] for common ingredients, and to
provide only main supplementary observations which should be made. Then, the
corresponding statements for M−± and A
−
p (R±) follow simply from (2.4).
Lemma 2.4. Let 1 < p < ∞, and w be a weight on R±. Then the operator M+± is of weak
type (p, p) with respect to (R±,wdt), that is,
(2.5) w
(
{t ∈ R± : M+± f (t) > λ}
)
≤
C
λp
∫
R±
| f |pw dt (λ > 0, f ∈ Lpw(R±))
if and only if w ∈ A+p (R±). Moreover, if w ∈ A
+
p (R±), then we can take C = 4
p[w]A+p (R±)
in (2.5). The analoguous statement holds for the operators M−± .
Proof. We present the proof only for the operator M+−. The proof for M
+
+ follows ex-
actly the lines of that for M+−. Then, the proof for the operators M
−
± follows easily by
the symmetry argument from (2.4).
Necessity. This part of the proof is standard, but we provide it for completeness.
Assume that w is a weight on R− such that M+− is of weak type (p, p). Fix a < b <
c ≤ 0 and f ∈ Lpw(R−) such that 0 <
∫ b
a | f |dt < ∞. Note that for every λ > 0 with
λ < 1c−a
∫ c
b
| f |dt we have that [a, b] ⊆ {s ∈ R− : M+− f (s) > λ}. Consequently, since
λ < 1c−a
∫ c
b | f |dt is arbitrary, we get from (2.5) that w is locally integrable on (−∞, 0)
and ∫ b
a
wdt ≤
(c− a)p
(
∫ c
b | f |dt)
p
∫
R−
| f |pwdt.
Substituting f := w1−p
′
χAε , where Aε := {s ∈ [b, c] : w(s) ≥ ε} for ε > 0 small
enough, by a limiting argument we find that w is in A+p (R−).
Sufficiency. This part of the proof of Lemma 2.4 can be obtained by a simple adapta-
tion of the proof of [33, Theorem 1, (b) ⇒ (a)].
Fix w ∈ A+p (R−) (1 < p < ∞). Since w is locally integrable on (−∞, 0), it is
sufficient to prove (2.5) for a nonnegative bounded function f with compact support
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in (−∞, 0). Since M+− f is lower semicontinuous, for every λ > 0 with {t ∈ R− :
M+− f (t) > λ} 6= ∅, there exists N ∈ N ∪ {∞} such that
{t ∈ R− : M+− f (t) > λ} =
N⋃
j=0
Ij
with Ij = (aj, bj) for all j = 0, . . . , N. All intervals Ij are pairwise disjoint, and
(2.6) λ ≤
1
bj − s
∫ bj
s
fdt for every s ∈ [aj, bj), j = 0, . . . , N.
For a fixed j ∈ {0, . . . , N} we set (a, b) := Ij. It is sufficient to show that
∫ b
a
wdt ≤
Cλ−p
∫ b
a f
pwdt for some constant C independent of Ij, λ, and f . Let (sk)k≥0 be the
increasing sequence defined by the following condition:
s0 := a and
∫ sk
sk−1
f dt =
∫ b
sk
f dt (k ≥ 1).
Note that (a, b) =
⋃
k≥0(sk, sk+1], and
∫ b
sk−1
f dt = 4
∫ sk+1
sk
f dt (k ≥ 1). Consequently, by
(2.6),
λ ≤
1
b− sk−1
∫ b
sk−1
f dt =
4
b− sk−1
∫ sk+1
sk
f dt (k ≥ 1).
Since w is locally integrable on (−∞, 0), by Hölder’s inequality and (2.1) we obtain
∫ sk
sk−1
wdt ≤
4p
λp(b− sk−1)p
∫ sk
sk−1
wdt
(∫ sk+1
sk
w1−p
′
dt
)p−1 ∫ sk+1
sk
f pwdt
≤
4p[w]A+p (R−)
λp
(
sk+1 − sk−1
b− sk−1
)p ∫ sk+1
sk
f pwdt ≤
4p[w]A+p (R−)
λp
∫ sk+1
sk
f pwdt.
Summing over k ≥ 1 we get:
∫ b
a
wdt ≤
4p[w]A+p (R−)
λp
∫ b
a
f pwdt.
This completes the proof. 
The second lemma asserts that the classes A+p (R±) and A
−
p (R±) possess the open-
ness property.
Lemma 2.5. Let 1 < p < ∞ and w ∈ A+p (R±). Then,
inf{q > 1 : w ∈ A+q (R±)} < p.
The corresponding result holds for the classes A−p (R±).
Since w ∈ A−p (R±) if and only if w(−·) ∈ A
+
p (R∓), it is sufficient to prove Lemma
2.5 for the classes A+p (R±). The proof in this case can be obtained by a simple adap-
tation of the proof of [33, Proposition 3]. We give some details for the convenience of
the reader and for our further purposes; see, for example, Corollary 2.6 below.
Proof. We consider only the case of the classes A+p (R−). The same arguments apply to
A+p (R+). Fix p ∈ (1,∞) and w ∈ A
+
p (R−). By Hölder’s inequality one can show that
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A+q (R−) ⊆ A
+
p (R−) for every q ∈ (1, p). Therefore, it is sufficient to show that there
exist q < p, C > 0 such that:
(2.7) sup
a<b<c<0
1
(c− a)q
(∫ b
a
w dt
) (∫ c
b
w1−q
′
dt
)q−1
≤ C.
The proof of (2.7) is based on a variant of the reverse Hölder inequality for the
weight σ := w1−p
′
, which says that there exist constants C, δ > 0 such that
(2.8)
1
c− b
∫ c
b
σ1+δdt ≤ C
(
M+−(σχ(b,c))(b)
)1+δ
for every b < c < 0. To prove it, fix I = (b, c) (b < c < 0) and note that σ ∈
A−p′(R−). Additionally, assume that σ
1+δ is locally integrable on (−∞, 0) for any δ > 0.
Following the idea of the proof of [33, Lemma 5], set λ0 := M+−(σχI)(b) and Sλ := {t ∈
R− : M+−(σχI)(t) > λ} (λ > λ0). For λ > λ0 with Sλ 6= ∅, similarly as in the proof
of Lemma 2.4, we can write Sλ =
⋃
j Ij. Note that Sλ ⊆ I. Furthermore, there exist
constants α, β > 0 such that
(2.9) |{t ∈ Ij : σ(t) > βλ}| > α|Ij| for all j.
To see it, similarly as in the proof of Lemma 2.4, for a fixed interval Ij, define an in-
creasing sequence (sk(j)) = (sk) by the following condition:
s0 := aj, sk < sk+1,
∫ sk+1
sk
σ dt =
∫ bj
sk+1
σ dt.
Therefore, by (2.6) with f replaced by σχI , we have that
λ ≤
1
bj − sk
∫ bj
sk
σ dt =
2
bj − sk
∫ bj
sk+1
σ dt =
4
bj − sk
∫ sk+2
sk+1
σ dt (k ≥ 0).
Set Ek := Ek,β :=
{
t ∈ (sk, sk+1] : σ(t) ≤ β 4bj−sk
∫ sk+2
sk+1
σ dt
}
(β > 0).
Since σ ∈ A−p′(R−) we get:
(
|Ek|
sk+2 − sk
)p′−1
=
4
bj − sk
(∫ sk+2
sk+1
σ dt
) (
1
sk+2 − sk
∫
Ek
(
4
bj − sk
∫ sk+2
sk+1
σ dt
)1−p
dτ
)p′−1
≤
4β
bj − sk
(∫ sk+2
sk+1
σ dt
) (
1
sk+2 − sk
∫ sk+1
sk
σ1−p dt
)p′−1
≤ 4β[σ]A−
p′
(R−)
.
Since {t ∈ (sk, sk+1] : σ(t) ≤ βλ} ⊆ Ek, we obtain that:
|{t ∈ Ij : σ(t) ≤ βλ}| ≤ ∑
k≥0
|Ek| ≤ (4β[σ]A−
p′
(R−)
)p−1 ∑
k≥0
(sk+2 − sk)
≤ 2(4β[σ]A−
p′
(R−)
)p−1.
This gives,
(2.10) |{t ∈ Ij : σ(t) > βλ}| ≥ |Ij|
(
1− 2(4β[σ]A−
p′
(R−)
)p−1
)
.
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By taking β small enough, we obtain (2.9) for α := 1 − 2(4β[σ]A−
p′
(R−)
)p−1. Conse-
quently, by (2.6) (for f = σχI , and note also that aj /∈ Sλ) and (2.9), we have that
σ (Sλ) = ∑
j
σ(Ij) = λ ∑
j
|Ij|
≤ α−1λ|{s ∈ I : σ(s) > βλ}|.
To continue the proof of (2.8), by Lebesgue’s differentiation theorem, we get
σ ({s ∈ I : σ(s) > λ}) ≤ σ(Sλ) for every λ > λ0.
Now, on the one hand,
∫ ∞
λ0
λδ−1σ({s ∈ I : σ(s) > λ})dλ ≤
∫ ∞
λ0
λδ
α
|{s ∈ I : σ(s) > βλ}| dλ
≤
1
(1+ δ)αβ1+δ
∫
I
σ1+δ dt.
And, on the other hand,
∫ ∞
λ0
λδ−1σ({s ∈ I : σ(s) > λ})dλ =
∫
{s∈I:σ(s)>λ0}
σ(t)
∫ σ(t)
λ0
λδ−1 dλdt
=
∫
{s∈I:σ(s)>λ0}
σ(t)
(
σ(t)δ
δ
−
λδ0
δ
)
dt
≥
1
δ
∫
I
σ1+δ(t)dt−
λδ0
δ
∫
I
σ(t)dt.
Consequently, we get
(2.11)
(
1
δ
−
1
1+ δαβ1+δ
) ∫
I
σ1+δ dt ≤
λδ0
δ
∫
I
σ dt
for every δ > 0. Therefore, by taking δ small enough, we find (2.8). To remove our
additional assumption on the integrability of σ1+δ, set σk := inf(σ, k) (k > 0). It is
easy to check that σk belongs to A−p′(R−) with [σk]A−
p′
(R−)
≤ 2p(1+ [σ]A−
p′
(R−)
) (k > 0).
Then, by an appropriate choice of the constants α, β and δ, and by a standard limiting
argument, we get the general case.
We are now in a position to show (2.7) with q := p+δ1+δ for any δ > 0 such that (2.8)
holds. Fix a < b < c < 0, and note that σ1+δ is integrable over (a, c). Following [33],
define a decreasing sequence (sk)Nk=0 as follows:
s0 := b > s1 > ... > sN ≥ a =: sN+1,∫ c
sk
σ1+δ dt = 2k
∫ c
b
σ1+δ dt if k = 0, . . . ,N, and
∫ sN
a
σ1+δ dt < 2N
∫ c
b
σ1+δ dt.
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In particular,
∫ c
sN+1
σ1+δdt ≤ 2N+1
∫ c
b σ
1+δdt. Therefore, by (2.8) we get
∫ b
a
wdt
(
1
c− a
∫ c
b
σ1+δ dt
)q
=
N
∑
k=0
2−kq
∫ sk
sk+1
wdt
(
1
c− a
∫ c
sk
σ1+δ dt
)q
≤
N
∑
k=0
2−kq
∫ sk
sk+1
w(t)
(
1
c− t
∫ c
t
σ1+δ ds
)q
dt
≤ C
N
∑
k=0
2−kq
∫ sk
sk+1
(
M+−(σχ(sk+1,c))(t)
)p+δ
w(t)dt.
Since the operator M+− is bounded on L
∞
w (R+) and w ∈ A
+
p+δ(R−), by Lemma 2.4 and
the Marcinkiewicz interpolation theorem, we get that M+− is bounded on L
p+δ
w (R−).
Hence,
∫ b
a
wdt
(
1
c− a
∫ c
b
σ1+δdt
)q
≤ C
N
∑
k=0
2−kq
∫ c
sk+1
σ1+δdt
≤ C
N
∑
k=0
2k+1
2qk
∫ c
b
σ1+δdt.
Since q > 1, the proof is complete. 
Proof of Theorem 2.3. The necessity follows immediately from Lemma 2.4.
Conversely, let w ∈ A+p (R±) for some p ∈ (1,∞). By Lemma 2.5, there exists q < p
such that w ∈ A+q (R±). Since the operator M
+
± is bounded on L
∞
w (R±), by Lemma
2.4 and the Marcinkiewicz interpolation theorem, we get the boundedness of M+± on
L
p
w(R±).
By the symmetry argument from the remark following Theorem2.3 (see the equality
(2.4)), we get the corresponding statement for M−±, and the proof is complete. 
For further references, we point out the following observation which is crucial for
the proof of Theorem 4.3 in Section 4.
Corollary 2.6. Let 1 < p < ∞, and let F be a subset of A+p (R±), such that
sup
w∈F
[w]A+p (R±) < ∞.
Then, there exists q < p such that F ⊆ A+q (R±) and
sup
w∈F
[w]A+q (R±) < ∞.
In particular, supw∈F ‖M
+
±‖p,w < ∞.
The corresponding results hold for the classes A−p (R±) and the operators M
−
±.
To see it, the reader should have in mind the inequalities (2.10) and (2.11) which
lead to the choice of the constants α, β, and δ in the proof of Lemma 2.5, and the ex-
plicit expression of the constants involved in the formulation of the Marcinkiewicz
interpolation theorem; see e.g. the formulation in [22, Theorem 1.3.2, Chapter I].
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3. THE COIFMAN TYPE INEQUALITY
We now turn to a variant of Coifman’s inequality for the class A+∞(R−), the operator
M+− , and an appropriate class of singular integral operators.
We first extend the notion of singular integral operators. Namely, we say that a
bounded linear operator T from Lp(R±;X) into Lp(R±;Y) (p ∈ (1,∞)) is a singular
integral operator if there exists a kernel K such that
T f (t) =
∫
R±
K(t, s) f (s) ds
for every f ∈ L∞c (R±;X) and every t ∈ R± \ supp f .
Note that in this case the values K(t, s) for (t, s) /∈ R± ×R± are immaterial, and we
can assume that K is defined on R± ×R±.
Furthermore, for kernels supported on {(t, s) ∈ R− × R− : t < s}, we relax the
conditions (Dr) and (D′r) (r ∈ [1,∞]) to the following ones:
(Dr,−) [K]Dr,− := sup
s<0,h>0
h
1
r′
∞
∑
m=1
2
m
r′
(∫
Im(s,h)
|K(t, s)− K(t, s− h)|rL(X,Y) dt
) 1
r
< ∞,
(D′r,−) [K]D′r,− := sup
t<0,h>0
h
1
r′
∞
∑
m=1
2
m
r′
(∫
Jm(t,h)
|K(t, s)− K(t+ h, s)|rL(X,Y) ds
) 1
r
< ∞,
where
Im(s, h) := {t ∈ R− : 2mh < s− t ≤ 2m+1h}, and
Jm(t, h) := {s ∈ R− : 2mh < s− t ≤ 2m+1h} (m ∈ N).
Note that the condition (D1,−) can be rewritten as
[K]D1,− = sup
s′<s<0
∫
{2(s−s′)≤s−t}
|K(t, s)− K(t, s′)|L(X,Y) dt < ∞.
Theorem 3.1. Let T be a singular integral operator associated with a kernel K supported on
{(t, s) ∈ R− ×R− : t < s}. Assume that K satisfies the conditions (D1,−) and (D′r,−) for
some r ∈ (1,∞). Then, for every p ∈ (0,∞) and for every weight w ∈ A+∞(R−), there exists
a constant C = C(p,w, T, [K]D1,− , [K]D′r,−) such that
(3.1)
∫
R−
|T f |
p
Yw dt ≤ C
∫
R−
(
M+−(| f |
r′
X)
)p/r′
w dt.
for every f ∈ L∞c (R−;X) with M
+
− (|T f |Y) ∈ L
p
w(R−).
Furthermore, if F ⊆ A+p (R−) (p ∈ (1,∞)) with supw∈F [w]A+p (R−) < ∞, then the
constants C can be chosen such that
sup
w∈F
C(p,w, T, [K]D1,− , [K]D′r,−) < ∞.
The proof is divided into two lemmas. As in the classical case, the main ingredient
of the proof of Theorem 3.1 is a variant of the Fefferman-Stein inequality correspond-
ing to the class A+∞(R−). To formulate it we start with some preliminaries.
Recall that the one-sided sharp maximal operator M+,♯ corresponding to the oper-
ator M+ was introduced in Martin-Reyes & de la Torre [34] and is given by
M+,♯ f (t) := sup
h>0
1
h
∫ t+h
t
(
f (s)−
1
h
∫ t+2h
t+h
f dτ
)+
ds for every f ∈ L1loc(R).
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Note that M+,♯ f ≤ 3M+ f for every f ∈ L1loc(R). We set
M+,♯− f := χR−M
+,♯ f for every f ∈ L1loc(R−).
In [34, Theorem 4], Martin-Reyes and de la Torre proved an analogue of the Fefferman-
Stein inequality for the operators M+ and M+,♯, and for Sawyer’s class A+∞(R). The
next result is a variant of [34, Theorem 4] for the operators M+− and M
+,♯
− , and the class
A+∞(R−).
Lemma 3.2. Assume that w ∈ A+∞(R−), and let f ≥ 0 be locally integrable such that
M+− f ∈ L
p0
w (R−) for some p0 ∈ (0,∞). Then, for every p ≥ p0 there exists a constant
C = C(p,w) such that ∫
R−
(M+− f )
pwdt ≤ C
∫
R−
(M+,♯− f )
pwdt.
Furthermore, if F ⊆ A+p (R−) (1 < p < ∞) satisfies supw∈F [w]A+p (R−) < ∞, then the
constants C(p,w) can be chosen in such a way that
(3.2) sup
w∈F
C(p,w) < ∞.
The proof of Lemma 3.2 can be obtained by an adaptation of the techniques de-
veloped in [34]. The qualitative information on the constants involved in the various
inequalities which leads to our second statement is not stated explicitly in [34]. Since
the second statement in Lemma 3.2 is crucial for the proof of Theorem 4.3 below, for
the convenience of the reader we sketch the proof and underline the steps which lead
to (3.2).
The proof is based on the following property of the weights in A+∞(R−). See [35,
Theorem 1] for the corresponding result for Sawyer’s class.
Proposition 3.3. For every w ∈ A+∞(R−) there exist constants C, δ > 0 such that
(3.3)
w(S)
w(a, c)
≤ C
(
|S|
c− b
)δ
for every a < b < c ≤ 0, and every measurable set S ⊆ (a, b).
Furthermore, ifF ⊆ A+∞(R−) such that there exist constants δ, C for which condition (2.2)
holds uniformly for w ∈ F , then (3.3) holds uniformly in F , too.
Proof. Consider first the following statements:
(i) w ∈ A+∞(R−).
(ii) For every α ∈ (0, 1) there exists β > 0 such that for every a < b < c ≤ 0 and
every measurable set S ⊆ (b, c), if w(S) < βw(a, b), then |S| < α(c− a).
(iii) For every α ∈ (0, 1) there exists β > 0 such that if λ > 0 and a < b < 0 satisfy
λ =
1
b− a
∫ b
a
w dt ≤
1
s− a
∫ s
a
w dt for every s ∈ (a, b),
then |{t ∈ (a, b) : w(t) > βλ}| > α(b− a).
(iv) There exist constants δ, C > 0 such that for every a < b < 0 we have the
following variant of the reverse Hölder inequality
1
b− a
∫ b
a
w1+δ dt ≤ C
(
M−(wχ(a,b))(b)
)1+δ
.
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Then we have (i)⇒(ii)⇒(iii)⇒(iv). The implication (i)⇒(ii) follows immediately from
the definition of the A+∞(R−) condition. For the proof of the implications (ii)⇒(iii) and
(iii)⇒(iv) one can adapt the proof of [35, Theorem 1, (c) ⇒ (d) and (e) ⇒ ( f )], which
follows in principle the arguments used in [33] and is reproduced here in the proofs
of Lemmas 2.4 and 2.5 above; see, in particular, the proof of (2.8).
Then, (3.3) follows in a straightforward way from (iv) and the fact that M− is of
weak type (1, 1); see, for example, [33, Theorem 1]. More precisely, the reverse Hölder
inequality yields the existence of constants δ, C > 0 such that for every a < b < c ≤ 0
1
w(a, c)
∫ b
a
w1+δ dt < C
(
M−(wχ(a,c))(s)
)δ
for every s ∈ (b, c).
Assume that c < 0. Set λ :=
(
1
Cw(a,c)
∫ b
a w
1+δ dt
)1/δ
, where C is as in the preceding
inequality. Then λ > 0 and
(b, c) ⊆ {s ∈ R− : M−(wχ(a,c))(s) > λ}.
This and the weak (1, 1) inequality for M−,
|{s ∈ R− : M−(wχ(a,c))(s) > λ}| ≤
C0
λ
∫ c
a
wdt for every λ > 0,
imply
c− b ≤ C0C
1/δ
( ∫ c
a wdt∫ b
a w
1+δ dt
)1/δ ∫ c
a
w dt.
By Hölder’s inequality, for every measurable set S ⊆ (a, b) with |S| > 0,(∫
S
wdt
)1+1/δ
|S|−1 ≤
(∫
S
w1+δ dt
)1/δ
≤
(∫ b
a
w1+δ dt
)1/δ
.
This inequality combined with the preceding inequality yields
w(S)
w(a, c)
≤ C0C
1/δ
(
|S|
c− b
) δ
1+δ
for every measurable S ⊆ (a, b).
Since
∫ 0
b wdt ∈ (0,∞], a limiting argument allows one to drop the assumption that
c < 0. Finally, note that the construction of the constants α, β, δ, C in the statements (ii),
(iii) and (iv) above follows that of the corresponding constants in Lemmas 2.4 and 2.5;
in particular, these constants may be chosen uniformly in w ∈ F , if F ⊆ A+∞(R−) is
as in the second part of the statement. The inequality above then yields the claim. 
Proof of Lemma 3.2. By using Lemma 3.3 and following the lines of the proof of [34,
Theorem 4] we get the following variant of the good λ inequality:
w
(
{t ≤ a : M+− f (t) > 2λ, M
+,♯
− f (t) ≤ γλ}
)
≤ 4δCγδw
(
{t ≤ a : M+− f (t) > λ}
)
for every γ ∈ (0, 1), λ > 0, and a < 0, where δ and C are the constants from (3.3).
Then, a standard argument gives∫ N
0
pλp−1w({t ≤ a :M+− f (t) > λ})dλ
≤
2p+1
γp
∫ γN/2
0
pλp−1w({t ∈ R− : M
+,♯
− f (t) > λ})dλ
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for every a < 0 and N > 0, where γ := 4−1(2p+1C)−1/δ. A limiting argument yields
the first statement of Lemma 3.2.
For the second one, note that the condition (2.2) holds uniformly in F . Indeed, one
can take C := supw∈F ‖M
+
−‖p,w < ∞ and δ := 1/p; see Corollary 2.6. 
The second lemma is a counterpart of [42, Theorems 1.2 and 1.3, Part III].
Lemma 3.4. With the same assumptions on T as in Theorem 3.1 there exists a constant C =
C(T, [K]D1,− , [K]D′r,−) such that
(3.4) M+,♯− (|T f |Y) ≤ C
(
M+−(| f |
r′
X)
)1/r′
for every f ∈ L∞c (R−;X).
The proof is standard and reproduces essentially ideas which have been presented
in [7] and [42]. We give the details for the convenience of the reader; cf. also the
approach based on Kolmogorov’s inequality in [31, Theorem 3] adapted from [2].
Proof. According to the definition, T is bounded from Lp(R+;X) into Lp(R+;Y) for
some p ∈ (1,∞). Similarly as in [7], one first shows T is of weak type (1, 1). This part
of the proof uses the assumption that the kernel satisfies the (D1,−) condition, and
will not be repeated here. By the Marcinkiewicz interpolation theorem, T extends to a
bounded linear operator from Lq(R+;X) into Lq(R+;Y) for every q ∈ (1, p].
To prove (3.4) we proceed as follows. Fix f ∈ L∞c (R−;X) and t < 0. One can easily
check that
M+,♯− (|T f |Y)(t) = M
+,♯(|T f |Y)(t) ≤ 4 sup
h>0
inf
y∈Y
1
h
∫ t+h
t
|T f (t) − y|Y dt.
Therefore, it is sufficient to show that there exists a constant C such that for every
h > 0 and some y ∈ Y we have
(3.5)
1
h
∫ t+h
t
|T f (t) − y|Y dt ≤ C
(
M+−(| f |
r′
X)(t)
)1/r′
.
For 0 < h < −t/2, set f1 = fχ(t,t+2h), f2 := fχ[t+2h,0], and y := T f2(t). Note that, for
every τ ∈ (t, t+ h),
T( fχ(−∞,t])(τ) = 0 and T f2(τ)− y =
∫ 0
t+2h
(
K(t′, s)− K(t, s) f (s)
)
ds.
Consequently, we obtain
1
h
∫ t+h
t
|T f (τ) − y|Y dτ ≤
1
h
∫ t+h
t
|T f1(τ)|Y dτ + sup
τ∈(t,t+h)
|T f2(τ)− y|Y
Since T is bounded from Lq(R−;X) into Lq(R−;Y) for some q < r′, by Hölder’s in-
equality, we get
1
h
∫ t+h
t
|T f1(τ)|Ydτ ≤ |T|L(Lq)
(
M+−(| f |
r′
X)(t)
)1/r′
.
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For the second summand, since [t+ 2h, 0] ⊆
⋃
m∈N Jm(t, τ− t), by the (D′r,−) condition,
we easily obtain that
|T f2(τ)− y|Y ≤
∫ 0
t+2h
|K(τ, s)− K(t, s)|L(X,Y) | f (s)|X ds
≤ ∑
k∈N
(∫
Jk(t,τ−t)
|K(τ, s)− K(t, s)|rL(X,Y) ds
)1/r (∫
Jk(t,τ−t)
| f (s)|r
′
X ds
)1/r′
≤ 21/r
′
[K]D′r,−
(
M+−(| f |
r′
X)(t)
)1/r′
for every τ ∈ (t, t+ h).
For h ≥ −t/2, applying the boundedness of T on Lq(R−;X) for some q < r′, one
can easily get (3.5) with y = 0. Thus, this completes the proof. 
Proof of Theorem 3.1. Combining Lemmas 3.2 and 3.4 with Lebesgue’s differentiation
theorem we can now proceed as follows:∫
R−
|T f |
p
Yw dt ≤
∫
R−
(
M+−(|T f |Y)
)p
wdt
≤ C
∫
R−
(
M+,♯− (|T f |Y)
)p
wdt
≤ C
∫
R−
(
M+−(| f |
r′
X)
)p/r′
wdt.
The second statement follows simply from the corresponding one of Lemma 3.2. 
Note that a simple change of variables gives the following equivalent formulation
of Theorem 3.1, which is a starting point for our further consideration in the next
sections. The corresponding symmetric conditions to (Dr,−) and (D′r,−) (r ∈ [1,∞])
one can explicitly express as follows:
(Dr,+) [K]Dr,+ := sup
s>0,h>0
h
1
r′
∞
∑
m=1
2
m
r′
(∫
I+m (s,h)
|K(t, s)− K(t, s+ h)|rL(X,Y)dt
) 1
r
< ∞,
(D′r,+) [K]D′r,+ := sup
t>0,h>0
h
1
r′
∞
∑
m=1
2
m
r′
(∫
J+m (t,h)
|K(t, s)− K(t− h, s)|rL(X,Y)ds
) 1
r
< ∞,
where
I+m (s, h) := {t ∈ R+ : 2
mh < t− s ≤ 2m+1h}, and
J+m (t, h) := {s ∈ R+ : 2
mh < t− s ≤ 2m+1h} (m ∈ N).
Theorem 3.5. Let T be a singular integral operator associated with kernel K supported in
{(t, s) ∈ R+ × R+ : t > s} and satisfying the conditions (D1,+) and (D′r,+) for some
1 < r < ∞. Then, for every 0 < p < ∞ and for every weight w ∈ A−∞(R+), there exists a
constant C = C(p,w, T, [K]D1,+ , [K]D′r,+) such that
(3.6)
∫
R+
|T f |
p
Yw dt ≤ C
∫
R+
(
M−+(| f |
r′
X)
)p/r′
w dt
for every f ∈ L∞c (R+;X) with M
−
+ (|T f |Y) ∈ L
p
w(R+).
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Furthermore, if F ⊆ A−p (R+) (1 < p < ∞) with supw∈F [w]A−p (R+) < ∞, then the
constants C can be chosen such that
sup
w∈F
C(p,w, T, [K]D1,+ , [K]D′r,+) < ∞.
4. REARRANGEMENT INVARIANT BANACH FUNCTION SPACES
In this section we apply techniques from interpolation and extrapolation theory to
establish further boundedness properties of the operators discussed in Sections 2 and
3.
The first result provides a counterpart of the Lorentz-Shimogaki theorem for the
operators M±− and M
±
+; see Proposition 4.1. Next, applying techniques of Rubio de
Francia’s extrapolation theory, we show that for singular integral operators satisfying
the assumptions of Theorem 3.5 for every r ∈ (1,∞) an analogue of the classical Boyd
theorem holds; see Theorem 4.3. We restrict our considerations to the case of the posi-
tive half-line R+, but corresponding results hold in the case of R−. We start with some
preparation.
Throughout, letE be a rearrangement invariant Banach function space over (R+, dt).
Denote byM+(R+) the set of all nonnegative measurable functions on R+. Let w be a
weight on R+ which is locally integrable on (0,∞). Define ρw : M+(R+)→ [0,∞] by
ρw( f ) := ‖ f ∗w‖E, where f
∗
w denotes the decreasing rearrangement of f with respect to
wdt. By [8, Theorem 4.9, p. 61], ρw is a rearrangement invariant Banach function norm
with respect to (R+,wdt). Write Ew for the rearrangement invariant Banach function
space corresponding to ρw, and also ‖ · ‖Ew for the norm of Ew. Note that L
p-spaces
with respect to the weighted Lebesguemeasure w dt (which have been denoted by Lpw
up to now) and the Lpw-spaces as defined in this paragraph coincide so that there is no
danger of ambiguity in our notation.
Following [29], we define the lower and upper Boyd indices respectively by
pE = lim
t→∞
log t
log hE(t)
= sup
1<t<∞
log t
log hE(t)
and
qE = lim
t→0+
log t
log hE(t)
= inf
0<t<1
log t
log hE(t)
,
where hE(t) = ‖Dt‖L(E) and Dt : E → E (t > 0) is the dilation operator defined by
Dt f (s) = f (s/t), (0 < t < ∞, f ∈ E).
One always has 1 ≤ pE ≤ qE ≤ ∞, see for example [8, Proposition 5.13, p. 149],
where the Boyd indices are defined as the reciprocals with respect to our definitions.
In particular, we have pE = qE = p for E = Lp,q (1 < p < ∞, 1 ≤ q ≤ ∞).
Proposition 4.1. Let E be any rearrangement invariant Banach function space over (R+, dt)
with Boyd indices pE, qE ∈ (1,∞). Then, for every weight w ∈ A±pE(R+) the operator M
±
+
is bounded on Ew.
Proof. By Theorem 2.3, the operator M±+ is bounded on L
p
w(R+) for every p ∈ (1,∞)
and everyw ∈ A±p (R+). Fix w ∈ A
±
pE
(R+), and q ∈ (qE,∞). By the openness property
of the A±p (R+) classes, Lemma 2.5, there exists r ∈ (1, pE) such that w ∈ A
±
r (R+). In
particular, by [8, Theorem 4.11, p. 223] (see also [10, Theorem 8]), M±+ is of joint weak
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type (r, r; q, q) with respect to (R+,wdt). More precisely, according to [8, Definition
5.4, p. 143], for every f ∈ Lr,1w + L
q,1
w (R+) and every t > 0
(M±+ f )
∗
w(t) ≤ CSσ( f
∗
w)(t),
where Sσ stands for the correspondingCalderón operatorwith σ := (r−1, r−1, q−1, q−1).
By Boyd’s theorem [8, Theorem 5.16, p. 153], Sσ is bounded on E. Therefore, we obtain
‖M±+ f‖Ew = ‖(M
±
+ f )
∗
w‖E ≤ C‖Sσ f
∗
w‖E ≤ C‖Sσ‖L(E)‖ f‖Ew
for every f ∈ Lr,1w + L
q,1
w (R+). Since Ew ⊆ L
r,1
w + L
q,1
w (R+), see Lemma 4.2 below, the
proof is complete. 
Recall that if E is a rearrangement invariant Banach function space over (R+, dt)
and 1 ≤ p < pE, qE < q ≤ ∞, then
Lp ∩ Lq(R+) ⊆ E ⊆ L
p + Lq(R+);
see, for example, [29, Proposition 2.b.3]. For any weight w, the spaces Lpw ∩ L
q
w(R+)
and Lpw + L
q
w(R+) are endowed with the norms
L
p
w ∩ L
q
w(R+) ∋ f 7→ max(‖ f‖Lpw , ‖ f‖Lqw ) and
L
p
w + L
q
w(R+) ∋ f 7→ inf
{
‖g‖Lpw + ‖h‖L
q
w
: g ∈ Lpw, h ∈ L
q
w, g+ h = f
}
,
respectively. Recall also that, by Lemma 2.5,
qw := inf{q ∈ [1, p] : w ∈ A−q (R+)} < p for every w ∈ A
−
p (R+) (p > 1).
Lemma 4.2. Let E be a rearrangement invariant Banach function space over (R+, dt) with
Boyd indices pE, qE ∈ (1,∞). Then, the following statements hold.
(i) Let w be any weight on R+ which is locally integrable on (0,∞). Then, for every
p ∈ [1, pE) and q ∈ (qE,∞] we have:
(4.1) Lpw ∩ L
q
w(R+) ⊆ Ew ⊆ L
p
w + L
q
w(R+),
and the embeddings are continuous.
(ii) For every w ∈ A−pE(R+) and for every r ∈ [1, pE/qw), we have
Ew ⊆ L
r
loc(R+)
and the embedding is continuous.
Proof. (i) We follow the idea of the proof of [29, Proposition 2.b.3]. Let f ∈ Lpw ∩
L
q
w(R+) be a simple function with ‖ f‖Lpw , ‖ f‖Lqw ≤ 1. Let g be a simple function such
that g(t) = ∑k∈I 2
kχAk , and f (t)/2 ≤ g(t) ≤ f (t) (t > 0), where I is a subset of Z. In
particular, since w(Ak) < ∞, χAk ∈ Ew (k ∈ I). Hence, we obtain that
‖g‖Ew ≤ ∑
k∈I
2k ‖(χAk)
∗
w‖E
= ∑
k∈I
2k
∥∥∥χ[0,w(Ak)]
∥∥∥
E
= ∑
k∈I
2k
∥∥∥Dw(Ak)χ[0,1]
∥∥∥
E
.
Fix q ∈ (qE,∞). By definition of the Boyd indices, for every r ∈ (1, pE) and s ∈ (qE,∞)
there exists a constant C such that
‖Du‖L(E) ≤ C u
1/r for every u ∈ [1,∞), and
‖Du‖L(E) ≤ C u
1/s for every u ∈ (0, 1).
(4.2)
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Note that w(Ak) ≤ min(2−kp, 2−kq) (k ∈ I). Set
I1 := {k ∈ I : w(Ak) ≥ 1} and I2 := {k ∈ I : w(Ak) ≤ 1}.
Fix r and si (i = 1, 2) such that p < r < pE and qE < s1 < q < s2. Then, by (4.2), there
exists a constant C such that
‖Dw(Ak)‖L(E) ≤ Cw(Ak)
1/r (k ∈ I1), and
‖Dw(Ak)‖L(E) ≤ Cw(Ak)
1/si (k ∈ I2, i = 1, 2).
Since I1 ⊆ Z−,
∑
k∈I1
2k‖Dw(Ak)‖L(E) ≤ C ∑
k∈I1
2kw(Ak)
1/r ≤ C ∑
k∈I1
2k2−k
p
r < ∞.
Furthermore,
∑
k∈I2
2k‖Dw(Ak)‖L(E) ≤ C ∑
k∈I2 ,k≥0
2kw(Ak)
1/s1 + C ∑
k∈I2 ,k<0
2kw(Ak)
1/s2
≤ C ∑
k∈I2 ,k≥0
2k2−k
q
s1 + C ∑
k∈I2,k<0
2k2−k
q
s2 < ∞.
To show the second inclusion in (4.1) recall first that by applying Luxemburg’s rep-
resentation theorem, [8, Theorem 4.10, p. 62] one can show that
1
pE
+
1
qE′
= 1
1
qE
+
1
pE′
= 1,
where E′ stands for the associated space of E; see [8, Definition 2.3, p. 9]. Set X :=
E′. Since q′ < pX, qX < p′, from what has already been proved we get that L
q′
w ∩
L
p′
w (R+) ⊆ Xw continuously. Hence, by the duality argument we get that (Xw)′ is
continuously embedded into Lpw + L
q
w(R+).
Note that (X′)w ⊆ (Xw)′. Indeed, since (R+,wdt) is resonant (see [8, Theorem 2.7,
p. 51]), by [8, Proposition 4.2] and Landau’s resonance theorem, [8, Lemma 2.6, p. 10], a
function f ∈ M(R+) belongs to (Xw)′ if and only if
∫ ∞
0 f
∗
wg
∗
wdt < ∞ for every g ∈ Ew.
On the other hand, by Luxemburg’s representation theorem and Landau’s resonance
theorem, a function f ∈ M(R+) belongs to (X′)w if and only if
∫ ∞
0 h f
∗
wdt < ∞ for
every h ∈ E. Therefore, the claimed embedding holds, and its continuity follows from
standard arguments.
Finally, note that by the Lorentz-Luxemburg theorem, [8, Theorem 2.7, p. 10], X′ =
(E′)′ = E. This completes the proof of (i).
(ii) Fix w ∈ A−pE(R+). It is sufficient to prove the claim for r < pE/qw such that
r = p/s for qw < s < p < pE. Then, by (i), we conclude that Ew ⊆ L
p
w,loc(R+), and by
the one-sided Muckenhoupt condition w1−s
′
∈ L1loc(R+). Therefore, for f ∈ Ew and
a > 0, Hölder’s inequality yields(∫ a
0
| f |pw dt
)1/s (∫ a
0
w1−s
′
dt
)1/s′
=
(∫ a
0
| f |rsw dt
)1/s (∫ a
0
w−s
′/s dt
)1/s′
≥
∫ a
0
| f |r dt.

We are now in a position to apply Theorem 4.1 to provide weighted rearrangement
invariant inequalities for singular integral operators on the half-line.
20 RALPH CHILL AND SEBASTIAN KRÓL
First, as in Curbera, García-Cuerva, Martell and Pérez [18], we define the vector-
valued versionEw(R+;X) of the rearrangement invariant Banach function spaceEw(R+)
in the following way:
Ew(R+;X) := { f : R+ → X measurable : | f |X ∈ Ew(R+)} ,
and its norm is ‖ f‖Ew(R+;X) := ‖| f |X‖Ew .
Theorem 4.3. Let T be a singular integral operator associated with kernel K supported in
{(t, s) ∈ R+ × R+ : t > s} and satisfying the conditions (D1,+) and (D′r,+) for every
1 < r < ∞.
Then, for every rearrangement invariant Banach function space E with Boyd indices pE,
qE ∈ (1,∞), and for every weight w ∈ A−pE(R+), T extrapolates to a bounded linear operator
from Ew(R+;X) into Ew(R+;Y).
The proof of Theorem 4.3 follows in principle the idea of the proof of [13, Theorem
7]. We provide only main supplementary observations which should be made.
Proof. Wefirst show that T extends to a bounded operator from Lpw(R+;X) into L
p
w(R+;Y)
for every p ∈ (1,∞) and every weight w ∈ A−p (R+).
Fix p ∈ (1,∞) and w ∈ A−p (R+). Set wk := inf(w, k) (k ≥ 1). Then, one can
easily show that wk ∈ A−p (R+) and [wk]A−p (R+) ≤ 2
p(1+ [w]A−p (R+)) for every k ≥ 1.
Moreover, by Lemma 2.5, there exists q ∈ (1, p) such that w ∈ A−q (R+).
Combining Theorem 3.5 (for w = χR+) with Theorem 2.3, note that T is bounded on
Lp(R+;X). In particular, |T f |Y ∈ L
p
wk , and consequently, by Theorem2.3,M
−
+ (|T f |Y) ∈
L
p
wk for every k ≥ 1 and every f ∈ L
∞
c (R+;X). Therefore, we can again apply Theorem
3.5 for wk and r such that p/r′ = q, to obtain, for every f ∈ L∞c (R+;X),∫
R+
|T f |
p
Ywk dt ≤ C(p,wk, T, [K]D1,+ , [K]D′r,+)
∫
R+
(
M−+(| f |
r′
X)
)p/r′
wk dt
≤ C(p,wk, T, [K]D1,+ , [K]D′r,+) ‖M
−
+‖
q
q,wk
∫
R+
| f |
p
Xwk dt.
By Corollary 2.6 and the second statement of Theorem 3.5 we get
C(p,w, T, [K]D1,+ , [K]D′r,+) := sup
k≥1
C(p,wk, T, [K]D1,+ , [K]D′r,+) ‖M
−
+‖
q
q,wk < ∞.
Thus, letting k → ∞ in the above inequalities, we thus obtain, for every f ∈ L∞c (R+;X),
(4.3)
∫
R+
|T f |
p
Yw dt ≤ C(p,w, T, [K]D1,+ , [K]D′r,+)
∫
R+
| f |
p
Xw dt.
Since the space of all functions in L∞c ((0,∞);X) is dense in L
p
w(R+;X), T extends to a
bounded operator from Lpw(R+;X) into L
p
w(R+;Y) as we claimed. Moreover, if F ⊆
A−p (R+)with supw∈F [w]A−p (R+) < ∞ then supw∈F C(p,w, T, [K]D1,+ , [K]D′r,+) < ∞; note
that the q, which has been chosen above and which determines r, can be chosen uni-
formly in w ∈ F , and see Corollary 2.6.
We are now in a position to adapt Rubio de Francia’s iteration algorithm to the class
A−p (R+) and the operators M
±
+. See for example the proofs of [17, Theorem 4.10 and
Section 3.6].
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Fix E and w ∈ A−pE(R+) as in the assumptions. Let E
′
w be the associate space of Ew.
LetR = Rw : Ew → Ew and R′ = R′w : E
′
w → E
′
w be defined by
Rh(t) :=
∞
∑
k=0
(M−+)
kh(t)
2k‖M−+‖
k
E,w
, for every 0 ≤ h ∈ Ew, and
R′h(t) :=
∞
∑
k=0
Skh(t)
2k‖S‖k
E′ ,w
, for every 0 ≤ h ∈ E′w,
where Sh := M++(hw)/w for h ∈ E
′
w. By Proposition 4.1, the operators R and R
′
are well-defined. Indeed, for R′, note that the operator S is bounded on Lqw for all
q ∈ (qw,∞) with qw < pE; see Lemma 2.5. Therefore, a similar argument to that used
in the proof of Proposition 4.1 yields the boundedness of S on Ew.
Moreover, the following statements are easily verified:
(i) For every positive h ∈ Ew one has
|h| ≤ Rh,
‖Rh‖Ew ≤ 2‖h‖Ew , and
Rh ∈ A+1 (R+) with [Rh]A+1 (R+) ≤ 2‖M
+
+‖E,w.
(ii) For every positive h ∈ E′w one has
h ≤ R′h,
‖R′h‖E′w ≤ 2‖h‖E′w , and
(R′h)w ∈ A−1 (R+) with [(R
′h)w]A−1 (R+)
≤ 2‖S‖E′ ,w.
Now fix p ∈ (1,∞). Note that | f |X ∈ L
p
w f ,h for every f ∈ Ew(X) and every positive
h ∈ E′w, where w f ,h := (R| f |X)
1−p(R′h)w. By Hölder’s inequality and the properties
(i) and (ii) above, we obtain that w f ,h ∈ A−p (R+) and
[w f ,h]A−p (R+) ≤ [(R| f |X)]
p−1
A+1 (R+)
[(R′h)w]A−1 (R+)
≤ 2p‖M++‖
p−1
E,w ‖S‖E′ ,w.
Furthermore, by Corollary 2.6, there exists q < p and such that
sup{[wg,h]A−q (R+) : f ∈ Ew(X) and 0 ≤ h ∈ E
′
w} < ∞.
Thus, Theorem 3.5 (for r such that p/r′ = q) shows that there exists a constant C ≥ 0
such that:
(4.4)
∫
R+
|T f |
p
Yw f ,h dt ≤ C
∫
R+
| f |
p
Xw f ,h dt
for every f ∈ Ew(R+;X) and every positive h ∈ E′w, where the constant C is indepen-
dent on f and h. Now, using (4.4), we can simply follow the corresponding idea in the
proof of [17, Theorem 4.10] to obtain∫
R+
|T f |Yhw dt ≤ 4C ‖ f‖Ew(R+;X) ‖h‖E′w
for every f ∈ Ew(R+;X) and every positive h ∈ E′w. Recall that, by the Lorentz-
Luxemburg theorem, Ew = (E′w)
′; see [8, Theorem 2.7, p. 10]. Therefore, T maps
Ew(R+;X) into Ew(R+;Y) and is continuous. This completes the proof. 
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We conclude with an extrapolation result which is particularly adapted to singu-
lar integral operators discussed in the next section. We consider the function space
Ew,loc(R+;X) defined by
Ew,loc(R+;X) :=
{
u : R+ → X : uχ[0,τ] ∈ Ew(R+;X) for every τ > 0
}
.
This space is a Fréchet space for the natural topology. The notion of singular inte-
gral operators extends in a natural way to continuous, linear operators on the space
L
p
loc(R+;X) (p ∈ (1,∞)). We say that a kernel K : R+ × R+ → L(X) supported on
{(t, s) ∈ R+ × R+ : s < t} satisfies the (Dr,+) (resp. (D′r,+)) condition locally, if the
function Kχ{(t,s)∈R+×R+:s<t<τ} satisfies the (Dr,+) (resp. (D
′
r,+)) condition for every
τ > 0.
Corollary 4.4. Let T be a singular integral operator from L
p
loc(R+;X) into L
p
loc(R+;Y) (p ∈
(1,∞)), associated with a kernel K satisfying the conditions (D1,+) and (D′r,+) locally for
every r ∈ [1,∞). Then for every rearrangement invariant Banach function space E with Boyd
indices pE, qE ∈ (1,∞), and for every weight w ∈ A−pE(R+), T extrapolates to a continuous
linear operator from Ew,loc(R+;X) into Ew,loc(R+;Y).
Proof. Note that the operator Tτ (τ > 0) given by Tτ f := T f χ[0,τ] is a singular integral
operator on Lp(R+;X) associated with the kernel Kχ{(t,s)∈R+×R+:s<t<τ}. By assump-
tion on the kernel K and by Theorem 4.3, the operators Tτ (τ > 0) are bounded from
Ew(R+;X) into Ew(R+;Y). Consequently, since Ew,loc(R+;X) ∩ L
p
loc(R+;X) is dense
in Ew,loc(R+;X), we easily find the desired claim. 
5. APPLICATION TO Lp-MAXIMAL REGULARITY
First order problems. Let A be a closed linear operator on a Banach space X. Let
p ∈ (1,∞). We say that the first order Cauchy problem
(5.1) u˙+ Au = f on R+, u(0) = 0.
has Ew-maximal regularity if for each f ∈ Ew,loc(R+;X) there exists a unique function
u ∈ W1,1loc (R+,X) such that u˙, Au ∈ Ew,loc(R+;X), and such that u solves (5.1).
It is well known that if the above Cauchy problem has Lp-maximal regularity (that
is, E = Lp and w = 1), then −A generates an analytic C0-semigroup (e−tA)t≥0. More-
over, if −A generates a C0-semigroup, then the unique mild solution of (5.1) is given
by Duhamel’s formula u(t) =
∫ ∞
0 e
−(t−s)A f (s) ds. In particular, if the semigroup is
analytic (or merely differentiable), then
Au(t) =
∫ t
0
Ae−(t−s)A f (s) ds
for every f ∈ L∞(R+;X) with compact support, and every t /∈ supp f .
Hence, summing up, if the first order Cauchy problem (5.1) has Lp-maximal regularity,
then the operator
T : Lploc(R+;X) → L
p
loc(R+;X), f 7→ T f := Au,
which is continuous by the closed graph theorem, is a singular integral operator with
translation-invariant kernel given by
K(t, s) :=


Ae−(t−s)A if t > s > 0,
0 else.
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It is well known that the analyticity of the semigroup implies that K satisfies the
standard conditions locally. Hence, the corollary to our main extrapolation theorem,
Corollary 4.4, yields the following result.
Theorem 5.1. Assume that the first order Cauchy problem (5.1) has Lp-maximal regularity
for some p ∈ (1,∞). Then it has Ew-maximal regularity for every rearrangement-invariant
Banach function space E with Boyd indices pE, qE ∈ (1,∞) and every weight w ∈ A−p (R+).
Conditions on the operator A ensuring that the first order Cauchy problem (5.1) has
Lp-maximal regularity have been studied extensively in the literature, and we only
refer the reader to the survey articles by Arendt [3] and Kunstmann & Weis [27].
Remark 5.2. A well-known result going back to De Simon [21] in the case of Hilbert
spaces and to Sobolevskii [44] in the general case says that Lp-maximal regularity is in-
dependent of p, that is, if the first order Cauchy problem (5.1) has Lp-maximal regular-
ity for some p ∈ (1,∞), then it has Lp-maximal regularity for all p ∈ (1,∞). The proof
of this extrapolation result is based on the theory of singular integral operators with
operator-valued kernels, too. Namely, it is based on the fact that Calderón-Zygmund
operators satisfy endpoint estimates (a weak (1, 1)-estimate and an L∞-BMO estimate)
and the Marcinkiewicz interpolation theorem; see Benedek, Calderón & Panzone [7]
for the corresponding extrapolation theorem and also Cannarsa & Vespri [11] and
Hieber [24].
Subsequently, Prüss & Simonett showed that Lp maximal regularity for some p ∈
(1,∞) implies Lpw-maximal regularity for every p ∈ (1,∞) and every power weight
w(t) := tβ with β ∈ (0, p− 1) [40, Theorem 2.4]. The extension for all Muckenhoupt
power weights, that is, β ∈ (−1, p− 1), was established later by Haak & Kunstmann
[23, Theorem 1.13], while Auscher & Axelsson obtained the result for β ∈ (−∞, p− 1),
assuming, however, that X is a Hilbert space and p = 2 [4, Theorem 1.3]; see also [5]
for related results. Note that for β ≤ −1, the power weights wβ(t) = |t|β fall out of the
class of Muckenhoupt Ap-weights and even out of the larger class of Sawyer A+p (R)-
weights. However, they do belong to A−p (R+) for every β ∈ (−∞, p− 1), that is, for
β in the range considered by Auscher & Axelsson (see also Remark 2.2). The power
weights play an important role from the point of view of initial value problems. In fact,
for initial values in the classical real interpolation spaces between X and the domain
DA (p ∈ (1,∞), β ∈ (−1, p− 1)), the regularity of solutions can now be characterized.
Note also that the value β = −1 plays a essential role in a new approach to non-
smooth boundary value problems studied in [4]. See also an extension of these results
to boundedness of maximal regularity operatorMA on weighted tent spaces [5].
Recently, in [12], Chill & Fiorenza have shown that Lp-maximal regularity for the
first order problem actually implies Ew-maximal regularity for every rearrangement
invariant Banach function space with Boyd indices pE, qE ∈ (1,∞) and every Muck-
enhoupt weight w ∈ ApE . The corresponding abstract extrapolation result of [12] is
formulated for singular integral operators on RN where Muckenhoupt weights seem
to be appropriate, while we now see that in the application to extrapolation of max-
imal regularity of first order Cauchy problems on the half-line (and in Theorem 4.3
above), the larger A−p (R+) classes are better adapted.
As in Chill & Fiorenza [12], one may also apply our abstract extrapolation result to
the nonautonomous first order Cauchy problem
(5.2) u˙+ A(t)u = f on R+, u(0) = 0.
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Maximal regularity for this problem is defined similarly as for the autonomousCauchy
problem. There exists in the literature a set of various logically independent conditions
on the operators A(t) which imply wellposedness of this nonautonomous Cauchy
problem, and sometimes also Lp-maximal regularity. In the so-called parabolic case,
we mention for wellposedness the Kato-Tanabe conditions [26], [45, Section 5.3], the
Acquistapace-Terreni conditions [1], the conditions from [38, Theorem 6.1, p.150], or
– in Hilbert spaces – the conditions from [19, Théorème 1, p.670]. In [12, Section 7]
several results from the literature were collected showing that if (A(t))t∈R+ is a family
of closed, linear operators satisfying the Kato-Tanabe conditions or if both (A(t))t∈R+
and (A(t)′)t∈R+ satisfy the Acquistapace-Terreni conditions, then (A(t))t∈R+ gener-
ates an evolution family (U(t, s))t≥s≥0, the solution of (5.2) is given by
u(t) =
∫ t
0
U(t, s) f (s) ds,
and the kernel
K(t, s) =


A(t)U(t, s) if t > s > 0,
0 else,
associated with the maximal regularity operator T f := A(·)u is a standard kernel.
From these observations and Corollary 4.4, we immediately obtain the following the-
orem.
Theorem 5.3. Assume that the family (A(t))t∈R+ satisfies the Kato-Tanabe conditions or
that both (A(t))t∈R+ and (A(t)
′)t∈R+ satisfy the Acquistapace-Terreni conditions. Assume
further that the nonautonomous first order Cauchy problem (5.2) has Lp-maximal regularity.
Then it has Ew-maximal regularity for every rearrangement invariant Banach function space
E with Boyd indices pE, qE ∈ (1,∞) and every weight w ∈ A−p (R+).
By Hieber & Monniaux [25, Theorem 3.1, Theorem 3.2], the Acquistapace-Terreni
conditions always imply Lp-maximal regularity for every p ∈ (1,∞) when the un-
derlying space is a Hilbert space. In general UMD-spaces, the Acquistapace-Terreni
conditions imply Lp-maximal regularity, if the sectoriality condition is replaced by the
stronger R-sectoriality; we refer to Štrkalj [46, Satz 4.2.6] for this result, and to [27] and
the references therein for the concept of R-boundedness.
An example of a nonautonomous parabolic equation which can be rewritten as a
nonautonomous Cauchy problem of the form (5.2) in a Hilbert space and with a fam-
ily (A(t)) of operators satisfying Acquistapace-Terreni conditions has been described
by Yagi [47, Theorem 4.1]. That example fits into a more general framework where the
operators A(t) come from sesquilinear forms having constant form domain and sat-
isfying a Hölder continuity condition; see Ouhabaz & Spina [37, Theorem 3.3]. Com-
bining our Theorem 5.3 with [37, Theorem 3.3], we obtain the following result.
Corollary 5.4. Let H and V be Hilbert spaces such that V is densely and continuously em-
bedded into H. Let (a(t))t≥0 be a family of sesquilinear forms on V. Assume that
(a) |a(t, u, v)| ≤ M ‖u‖V ‖v‖V for some M ≥ 0 and all t ≥ 0, u, v ∈ V,
(b) |a(t, u, u)|+ ω ‖u‖2H ≥ η ‖u‖
2
V for some ω, η > 0 and all t ≥ 0, u ∈ V,
(c) |a(t, u, v) − a(s, u, v)| ≤ K |t − s|β ‖u‖V ‖v‖V for some K ≥ 0, β > 12 and all t,
s ≥ 0, u, v ∈ V.
Let A(t) be the operator on H associated with the form a(t), that is,
D(A(t)) := {u ∈ V : ∃ f ∈ H ∀v ∈ V : a(t, u, v) = 〈 f , v〉H},
A(t)u := f .
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Then the nonautonomous Cauchy problem (5.2) on H has Ew-maximal regularity for every
rearrangement invariant Banach function space E with Boyd indices pE, qE ∈ (1,∞) and
every weight w ∈ A−p (R+).
Second order problems. Let A and B be two closed linear operators on a Banach
space X. Similarly as before, we say that the second order Cauchy problem
(5.3) u¨+ Bu˙+ Au = f on R+, u(0) = u˙(0) = 0.
has Ew-maximal regularity if for every f ∈ Ew,loc(R+;X) it admits a unique strong
solution u ∈ W2,1loc (R+;X) such that u, u˙, u¨, Au, Bu˙ ∈ Ew,loc(R+;X). It has been
shown in Chill & Srivastava [14, Proposition 2.2] that if the second order problem has
Lp-maximal regularity, then there exists a so-called sine family S ∈ C(R+;L(X)) ∩
C∞((0,∞);L(X,DA ∩ DB)) such that the unique strong solution of (5.3) has the form
u = S ∗ f . As a consequence, the operators f 7→ Au, f 7→ Bu˙ and f 7→ u¨ are singu-
lar integral operators on Lploc(R+;X). In [15, Theorem 4.2], this fact was exploited in
order to show that Lp-maximal regularity is independent of p ∈ (1,∞) by showing
that the convolution kernels AS(·), BS˙(·) and S¨(·) satisfy the Hörmander conditions.
Later, in [13, Theorem 6], the present authors improved this result by showing that the
relevant kernels satisfy the standard conditions locally, and thus obtained an extrap-
olation result into weighted rearrangement invariant Banach function spaces using
Muckenhoupt weights [13, Theorem 1]. The following extends this latter result.
Theorem 5.5. Assume that the second order Cauchy problem (5.3) has Lp-maximal regularity
for some p ∈ (1,∞). Then it has Ew-maximal regularity for every rearrangement-invariant
Banach function space E with Boyd indices pE, qE ∈ (1,∞) and every weight w ∈ A−p (R+).
An example of a second order Cauchy problems having Lp-maximal regularity can
be found, for example, in Chill & Srivastava [14, Section 4]. In that example, the under-
lying Banach space is a UMD-space with property (α), the operator A admits an RH∞-
functional calculus on a sector, and B = αAε for an appropriate choice of ε ∈ [ 12 , 1] and
α > 0; see [14] for the precise assumptions.
Volterra equations and fractional order problems. Let A be a closed linear operator
on a Banach space X, and let a ∈ L1loc(R+). We consider the abstract Volterra equation
(5.4) u+ Aa ∗ u = f on R+, u(0) = 0.
This Volterra equation is well-posed in the sense of [39, Definition 1.2, p. 31] if and only
if there exists a resolvent family (S(t))t∈R+ which is, by definition, a strongly continuous
family of bounded, linear operators on X such that S(0) = I, S(t)A ⊆ AS(t) for every
t ≥ 0 and
S(t)x = x+
∫ t
0
a(t− s)AS(s)x ds for every t ≥ 0, x ∈ D(A);
compare with [39, Proposition 1.1, p. 32]. If (5.4) is well-posed, then the solution u of
(5.4) for continuous f is given by
u(t) =
d
dt
∫ t
0
S(t− s) f (s) ds,
or, if f ∈ W1,1loc (R+;X),
u(t) = S(t) f (0) +
∫ t
0
S(t− s) f˙ (s) ds;
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[39, Proposition 1.2, p. 33]. Assume now that (5.4) is well-posed. Given a rearrange-
ment invariant Banach function space E and a weight w on R+, we say that the
Volterra equation (5.4) has Ew-maximal regularity if for every right-hand side f of
the form a ∗ g with g ∈ Ew,loc(R+;X) the unique solution u is of the form u = a ∗ v
with v ∈ Ew,loc(R+;X).
Assume that the kernel a is of subexponential growth, that is, the Laplace integral
aˆ(λ) :=
∫ ∞
0
e−λta(t)dt
converges absolutely for every λ ∈ C with Reλ > 0. In other words, the abscissa
of absolute convergence of the Laplace transform aˆ is less or equal to 0. Following
[39, Definition 3.1, p. 68] we call the Volterra equation (5.4) parabolic if aˆ(λ) 6= 0 and
I + aˆ(λ)A is invertible whenever Reλ > 0, and if there exists a constant C ≥ 0 such
that
|(I + aˆ(λ)A)−1|L(X) ≤ C for every λ ∈ C, Reλ > 0.
And following [39, Definition 3.3, p. 69] the kernel a is called k-regular if there is a
constant C ≥ 0 such that
|λn aˆ(n)(λ)| ≤ C |aˆ(λ)| for every λ ∈ C, Reλ > 0, 0 ≤ n ≤ k.
Theorem 5.6. Assume that the kernel a is 2-regular. Assume further that the Volterra equa-
tion (5.4) is parabolic and that it has Lp-maximal regularity for some p ∈ (1,∞). Then it
has Ew-maximal regularity for every rearrangement invariant Banach function space E with
Boyd indices pE, qE ∈ (1,∞) and every weight w ∈ A−pE(R+).
Conditions implying Lp-maximal regularity for the Volterra equation can be found,
for example, in Prüß [39, Theorem 8.7, p.227] or Zacher [48, Theorem 3.1].
Proof. Assume that the Volterra equation (5.4) has Lp-maximal regularity for some
p ∈ (1,∞). By the representation above, if f = a ∗ g for some continuous g, then
the unique solution is of the form
u =
d
dt
(S ∗ a ∗ g).
Since ddt(S ∗ g) is the unique solution of the problem (5.4) with the right-hand side f
replaced by g, and since in particular S ∗ g is continuously differentiable, we have
u = a ∗ [
d
dt
(S ∗ g)].
Since the convolution by a is an injective operator (this follows, in particular, from the
assumption of parabolicity), the assumption of Lp-maximal regularity implies that the
operator
T : C(R+;X)→ C(R+;X),
g 7→
d
dt
(S ∗ g)
extends to a continuous, linear operator on Lp(R+;X). Since the Volterra equation
(5.4) is parabolic and since a is 2-regular, and by [39, Theorem 3.1, p. 73], the resolvent
family S is continuously differentiable from (0,∞) with values in L(X). Hence, if
g ∈ L∞c (R+;X) and t 6∈ supp g, then Tg(t) =
∫ t
0 S˙(t− s)g(s) ds. In other words, T
WEIGHTED INEQUALITIES FOR SINGULAR INTEGRAL OPERATORS 27
is a singular integral operator of convolution type on Lploc(R+;X) associated with the
kernel
K(t, s) =


S˙(t− s) if t > s,
0 else.
This kernel is obviously supported in {(t, s) ∈ R+ ×R+ : t > s}. Moreover, by [39,
Theorem 3.1, p.73] again, the kernel satisfies the standard conditions locally. The claim
now follows from Corollary 4.4. 
Remark 5.7. For every θ ∈ (0,pi) we define the sector
Σθ := {λ ∈ C : |arg λ| ≤ θ}
Let a ∈ L1loc(R+) be of subexponential growth. We say that a is θ-sectorial if
aˆ(λ) ∈ Σθ for all λ ∈ C, Reλ > 0,
and we define its sectoriality angle
θa := inf{θ ∈ (0,pi) : a is θ-sectorial}.
Moreover, we call a closed, linear operator A on a Banach space θ-sectorial if
σ(A) ⊆ Σθ ∪ {0}, and
sup
λ 6∈Σθ′
|λ(λ− A)−1|L(X) < ∞ for every θ
′ ∈ (θ,pi),
and we also define its sectoriality angle
θA := inf{θ ∈ (0,pi) : A is θ-sectorial}.
We simply say that the kernel a and the operator A are sectorial if θa, θA ∈ (0,pi), that
is, if they are θ-sectorial for some θ ∈ (0,pi). Then it follows easily from the above
definitions that the Volterra equation (5.4) is parabolic if a and A are sectorial and
θa + θA < pi;
see also [39, Proposition 3.1, p. 69].
A special case of the Volterra equation (5.4) is the fractional order Cauchy problem
(5.5)
dα
dtα
u+ Au = f on R+, u(0) = 0,
for some α ∈ (0, 2) and a closed, linear operator A on some Banach space X. The
fractional derivative is here defined by
dα
dtα
u :=


d
dt(k1−α ∗ u) if α ∈ (0, 1),
d2
dt2
(k2−α ∗ u) if α ∈ [1, 2),
with
kβ(t) :=
1
Γ(β)
tβ−1 (β > 0, t > 0).
Note that kβ ∗ kγ = kβ+γ for every β, γ > 0, that is, (kβ)β>0 forms a convolution semi-
group. One easily checks that convolution by kn corresponds to n-times integration for
every natural number n, and hence it is appropriate to say that convolution by kβ cor-
responds to β-times (fractional) integration, thus explaining the fractional derivative
dα
dtα . The fractional order Cauchy problem (5.5) can be transformed into the Volterra
equation as can be seen by taking a := kα and by convolving both sides of equa-
tion (5.5) by a. We say that the fractional order Cauchy problem (5.5) is well-posed
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if the resulting Volterra equation is well-posed, and we say that it has Ew-maximal
regularity if for every f ∈ Ew,loc(R+;X) the unique mild solution u = ddt(S ∗ kα ∗ f )
of (5.5) satisfies d
α
dtαu, Au ∈ Ew,loc(R+;X). Comparing the respective definitions of
maximal regularity one easily sees that the fractional order Cauchy problem (5.5) has
Ew-maximal regularity if and only if the associated Volterra equation (5.4) has Ew-
maximal regularity. From this observation one obtains the following corollary.
Corollary 5.8. Assume that α ∈ (0, 2) and that A is sectorial with θA ∈ (0,
(2−α)pi
2 ). Assume
further that the fractional order Cauchy problem (5.5) has Lp-maximal regularity for some
p ∈ (1,∞). Then it has Ew-maximal regularity for every rearrangement invariant Banach
function space E with Boyd indices pE, qE ∈ (1,∞) and every weight w ∈ A−pE(R+).
Proof. Since kˆα(λ) = λ−α, one easily sees that kα is sectorial with θkα =
αpi
2 . Hence, by
Remark 5.7, the associated Volterra equation (5.4) (with a = kα) is parabolic. Moreover,
kα is 2-regular. The statement thus follows from Theorem 5.6. 
Remark 5.9. Note that for α = 1 we recover Theorem 5.1.
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