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On Equivariant Generalization of Dehn-Sommerville Equations 
A. I. BARVINOK 
We consider an action of combinatorial automorphism on a triangulation of a sphere and 
obtain some relations satisfied by invariant faces. In the case of identity automorphism these 
relations appear to be the Dehn-Sommerville equations. Our result follows from the general 
consideration of an action of a finite group on a graded module and. in particular. on a 
(iorenstein module. Several examples are given. 
1. INTRODUCTION 
Let A be a triangulation of a (d - 1)-dimensional sphere Sd-‘, and let J;: i = 
0 , . . . 7 d - 1 be the number of i-dimensional faces of A. There are some linear 
relations between J, known as Dehn-Sommerville equations. They can be written as 
follows. 
Let 
h,c = i (-l)‘-i(;?& k=O,...,d 
i=O 
(we put f-r = 1). 
Then Vk =O, . . . , d, hl, = hd+ (see [9, pp. 67, 771). 
DEFINITION 1.1. Let A be a triangulation of Sd-’ with n vertices, tar, . . . , v,. A 
permutation g E S, is called a combinatorial automorphism of A iff there holds the 
equivalence: 
r= (Vi,, . . . , vi,> isa face of A @ g(T) = {vR(‘,), . . . , Ugtik>} is a face of A. 
A face r of A is called g-invariant iff g(T) = K 
Therefore one can consider a group G < Aut(A) of (not necessarily all) com- 
binatorial automorphisms of A with unit (identity permutation) e. 
Let g E G and let l,(g) be the number of g-invariant i-dimensional faces of A. In this 
paper we investigate some relations between ii(g). If g = e then fi(g) =J and our 
relations appear to be the Dehn-Sommerville equations. 
We use the following interpretation of hk, k = 0, . . . , d (see [9, pp. 66--671). 
be 
Let A be a triangulation of Sd-’ with n vertices, n,, . , v,; let A = K[x,, . , x,] 
the ring of polynomials over field K. 
DEFINITION 1.2. The face ring (or Stanley-Reisner ring) K(A) is defined as follows: 
K(A) = K[x,, . . . , x,]/ld, where the ideal Id is generated by all monomials 
xr,xi2 ’ ’ . xi*, il < i2 < + . . < ik, such that {Vi, > . . , v,,} is not a face of A. 
Put degx;=l, i=l,..., n. Then K(A) is a graded finitely generated A-module: 
K(A) = @Tca=o K(A);. The Hilbert series f(z) of K(A) has the form 
f(z) = 1 + c dim&K(A)), = (h,, + h,z + . . . + hdzd)/(l - z)” 
i=* 
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(see [9, pp. 62-681). K(A) is a Gorenstein A-module [9, p. 761 from that one concllrdes 
that f(z-‘) = (- l)“f(z). H ence we obtain the desired equations hk = h,_,. 
We assume that K is a subfield of R (IR’ denotes the reals). This restriction will ;le 
explained later. The action of group G s Aut(A) induces a natural action on K(A). We 
shall extract combinatorial properties of the action of G on A from algebraic properties 
of the action of the finite group on the Gorenstein A-module. Let us briefly outline our 
method. 
Let G be a subgroup of the symmetric group S,. We have an action of G on 
A=K[xI,. . . , x,] (we consider A as a graded ring, Vi degxi = 1): 
g(c) = c, VgczG, VCEK; 
gw =x,(i), VgeG, i=l,...,n; 
g(p + 4) = g(p) + g(q), VgEG, Vp,qeA; 
g(pq) = g(p)g(q), Vg e G, Vp, q EA. 
Let M be a graded finitely generated A-module, M = @,i’=“_, Mj (Mi = 0 when i is 
sufficiently small). 
DEFINITION 1.3. We say that G acts properly on M if Vm E M Vg E G there exists a 
unique element g(m) E M and 
(1.3.1) Vg, h E G, Vm E M, (gh)m = g(h(m)); e(m) = 112, 
(1.3.2) VgeG, Vm,,m,EM, g(ml + m2) = g(mJ + g(m& 
(1.3.3) VgeG, VaEA, VmEM, g(am) = g(a)g(m), 
(1.3.4) if m E Mi then Vg E G, s(m) EM;. 
So there arises a certain representation pi of G in Mis For g E G define the following 
Laurent series 
(1.4) f:(z) = 5 trMg))z’. ;=-U? 
The ith coefficient of this series is the trace of operator pi(g) representing g E G. 
Clearly, f:(z) E K[[z]][z-‘I. When g = e we obtain the Hilbert series of M. 
In Section 2 we consider the category of finitely generated graded A-modules with 
proper action of G, and prove some results analogous to the classical ones. 
DEFINITION 1.5. For g E S,, it is said that cycle partition (g) = (ci, . . . , c,) if g is a 
composition of r pairwise disjoint cycles of lengths c,, . . . , c,. 
THEOREM 1.6. Let M be a graded finitely generated A-module with proper action of 
G. Then 
f:(z) = W/,fi (I- ZC’)J 
where P(z) E K[z, z-‘1 and cycle partition (g) = (c,, . . . , c,). 
THEOREM 1.7. Let M = A/I, I # 0 be a Gorenstein A-module with proper action of 
G. Then there exists m E Z and l-dimensional representation LY: G H K, such that 
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fgM(z) = (- l)‘+‘cu(g)z”f,M(z-‘) (u.s rational functions) 
where t = hd M (the homological dimension of M) and cycle partition (g) = 
(c,, . . . . c,). 
REMARK 1.8. While in Theorem 1.6 it is sufficient to assume that char K = 0, in 
Theorem 1.7 we suppose that K is a subfield of R . 
In particular, when g = e we obtain a relation for the Hilbert series of a Gorenstein 
module [9, pp. 58-601. We also discuss some related questions (see [6]). 
In Section 3 we apply the obtained results to K(A). Let A be a triangulation of a 
(d - 1)-dimensional sphere Sd-’ with n vertices, ul, . . , u,,. Let us consider the set 
S(A) of monomials in (commuting) variables x1, . . . , x,: 
S(A) = {x0 =x;,’ . . . x;;, aj > 0 and {vi,, . . . , vi,} is a face of A}. 
Group G s Aut(A) acts on S(A): 
g(x;; . * - Xy:) = Xi\i,) . ’ * X~J,)* 
Denote 
T,(k) = card{x” E S(A): degx” = k and g(x”) =x0}. 
THEOREM 1.9. Assume that cycle partition (g) = (cl, . . . , c,). Then: 
(1) 1f k > 0 then T,(k) = ca, y,ke(k), w h ere Vi Pj(k) is a polynomial, yi E @ and, for 
someO<jSr, y?=l. 
(2) Assume that, by (l), T,(k) is defined when k < 0. Then 
T,(-k) = (-l)‘+“-d-‘a(g)T,(k), k E N, 
where (Y is the one-dimensional representation of G, a: G --, K. 
Ifg=ethen 
T,(k) = d&(k ; ‘), r = n, a(e) = 1 
i=o 
and (2) is just the Dehn-Sommerville equations. 
We give some applications of this theorem. We investigate an action of 
Zz = {g: g2 = e} on triangulation of S3. As an example, the boundary complex 
of 4-polytope P(n, k) = conv{vi, i = 1, . , . , n}; Vj = (cos(2Jcjln), sin(2Jcjln), 
cos(2nkj/n), sin(2nkjln)) E R4 is studied in the case when it is simplicial. We also 
discuss some related results on invariant faces [S]. 
Our main reference is [9]: almost all of the necessary facts can be found there. For 
some algebraic results we refer to [4,5]. We shall use the following well-known fact (a 
version of the Hopf Trace Formula). 
Let 
o~v,~v,_,~~-~~v,-;,v,-,o, 
Qli: v * K-1, i=l,...,m 
be an exact sequence of vector spaces r/; over the field K, char K = 0. (This means that, 
Vi=l,..., m, Im vi = Ker rp,_& Assume that there exist representations ni: G+ 
GL(V;) of finite group G in v and Vg E G, Vi, Vu E L(, 
Ti(ni(g)v) = ni-l(g)Vi(v). 
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Then, Vg E G, 
(1.10) 2) (-1)’ fr(Jdik)) = 0. 
This formula is often used in combinatorics (see [l, 81). 
REMARK 1.11. The results of Section 2 can also be applied to another topic dealt 
with in [9]; namely, to enumeration of solutions of linear equations in non-negative 
integers [2,3]. However, the results obtained in this way appear to have elementary 
proofs, so we shall not consider these problems. 
2. ALGEBRAIC BACKGROUND 
Let us fix A = K[x,, . . . , x,], G c S,,. G acts on A as described above. We consider 
A as a graded ring: Vi degxi = 1 so A = @LcJAi. Let us consider the category A(G) of 
all graded finitely generated A-modules M with proper action of G. 
DEFINITION 2.1. A degree-preserving homomorphism q: M + N, M, N E 4(G), is 
said to be proper if Vg E G, Vm E M, q@(m)) = g(q(m)). 
Let M* = Hom,(M, A). Then M* has a natural grading; namely, if q: M HA is an 
homogeneous homomorphism of A-modules then deg q = deg q(m) - deg m for m E 
M. If L=Au,@--- @Au, is a free graded A-module then L* = Au: @. . . @Au:, 
where u”(ui) = 6, and deg ur = -deg ui. If M E d(G) we can define a proper action of 
G on Hom,(M, A), by letting 
&P)(m) = g(&-‘(m)), Vg E G, Vm EM, Vg, E HomA(M, A). 
The following statements can easily be verified: 
(i) a composition of proper homomorphisms is a proper homomorphism; 
(ii) if ~1: M t+ N is a proper homomorphism then Ker cp, Coker q~, Im QI E A(G); 
(iii) if q: M H N is a proper homomorphism then q*: N* -+ M* is a proper 
homomorphism. 
Let us pick g E G with cycle partition (g) = (c,, . . , c,). Therefore cr + . 1 . + c, = n. 
LEMMA 2.1. We have 
PROOF. The trace tr(o,,,(g)) of linear operator p,(g) representing g in homoge- 
neous component A, is equal to the number of monomials x0 =x’;’ . . - x2 such that 
a, +. - .+a,=m, Vi ai and a;=a,(i). So tr(p,(g)) is equal to the number of 
solutions of the equation 
clYl+.* - + cry, = m, 
where V iyi E E and yi SO. Hence the generating function f;(z) of {tr(p,(g))} is 
1/n;=, (1 - z”s). 0 
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LEMMA 2.2. Let Au, &,. - *@Au, = L E &c(G) be a free A-module and let 
Vi deg Ui = d. Then : 
(1) fnL(4 = Bzd//fj Cl- f% 
f;*(z) = /3=-d/$ (1 - .P), p E K. 
PROOF. Put F = Lin{u, , . . . , u,} ; F is a K-vector space spanned by u , , . . . , u,. 
Let us show that F remains invariant under the action of G. Indeed, we have 
Vh E G, h(uj) = 2 p;juit P,, E A. 
i=l 
Since degh(uj)=d, degui=d and u,, . . . , U, is a basis of a free A-module, then 
homogeneous components of pij of degree larger than 0 are equal to 0. Therefore Vi, j 
p;j E K. 
Let us denote by pF, p,_,, and pL, representations of G in F, Ai and Lj 
correspondingly. Since L is a free A-module then P~,+~ = pA, @ pF. In particular, 
tr(pl,+,,(g)) = tr(pA,(g)) tr(p&)). By Lemma 2.1 we obtain 
f:(z) = tr(kXg))r”/,fi (1 - 0. 
To prove (2), note that F* = Lin{ur, i = 1, _ . . , m} is an invariant subspace of L*, 
and representation p F is a contragragradient o pF (see [5, Ch. VII, $431). Therefore 
tr(p,(g)) = tr(p,(g)). (Here we use the fact that K is a subfield of R.) 0 
COROLLARY 2.3. We have f,“*(z-‘) = (- l)‘z”fk(z) (as rational functions). 
LEMMA 2.4. Let L=Au,@*-* @ Au, be a free A-module, L E .&/U(G). Then: 
(1) f:(z) = P(z)/lIIZI (1 - zcl), where P(z) E K[z, z-‘I. 
(2) f k’(z-‘) = (- 1)‘z”f ,“(z) (as rational functions). 
PROOF. Let us proceed by induction on m. If m = 1 then the proof follows from 
Lemma 2.2. If m>l then put d,=degui; d =min{d,, i = 1,. . . , m}; I= {i E 
[ 1: m], deg Ui = d}. Put P = $jEl Auj. Let US show that P is an invariant subspace of L. 
Indeed, we have, Vh E G, Vj E I, 
h(uj) = 2 pijui, pij E A. 
i=l 
Since degh(uj)=d, Videguiad and ~1,. . . , U, is a basis of free module, then 
pi, = 0, if i $ I and pij E K if i E 1. 
Now we have two exact sequences 
O-+P+L+LIP-+O and o-+(L/P)*+ L*+ p*-,o. 
Note that 
L/P= @ AZ+ 
jell: ml-l 
is a free A-module. It follows by (1.10) that f:(z) = f,‘(z) + ffP(z) and f:*(z) = 
f,‘*(z) + fy)* (z). Applying Lemma 2.2 and Corollary 2.3 to f:‘(z) andfi(z) and the 
induction hypothesis to f,““(z) and fyP’*(z), we complete the proof. 0 
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LEMMA 2.5. Let M be a graded finitely generated A-module, M E A(G). Then there 
exists an exact sequence 
O--+L,+L,_,+* ..*L,*LO+M+O, 
qi: Li4 Li-1 y i=l , . . . 7 t, vo: Lo--+ M 
where Vi = 0, . . . , t, Li is a free graded A-module, Li E .&(G) and pi is a proper 
homomorphism (and therefore it is a free resolution of M in &U(G)). This will be called 
the proper free resolution of M. 
Here Li is the ith module in sequence, but not a homogeneous component as earlier. 
We hope that no confusion will arise here. 
PROOF. Put t = hd M (homological dimension of M, see [4, OS]). Assume that we 
have constructed an exact sequence 
(2.5.1.) L,-,L,_,j...-,L,~L,~M~O 
with the desired properties. (If k = -1 we have the sequence q-i: M HO.) Then Ker 
Q)k is a graded finitely generated A-module with homogeneous generators; say, 
ui, . . . ) 24,. Put 
L k+l ,ff Aui,f, deg Ui,f = deg Ui, Q)k+l(h.f) =f t”i> 
i=l,....m 
and expand qk+i to the homomorphism Lk+* --* Ker Q)k. Let us define a proper action 
Of G Oil Lk+,. Put Vh E G h(ui,f) = ui,hf, i = 1, . . . , m and expand it to the proper 
action of G. It iS easy to see that (Pk+i s a proper homomorphism. Therefore we have 
constructed an exact sequence (2.5.1) for k = t - 1. Put L, = Ker qt-i; rp,: L,+ L,_, is 
inclusion. Since hd M = t then L, is a finitely generated graded free A-module (see [4, 
§S, no. 71). 0 
PROOFOFTHEOREM 1.6. Let us construct a proper free resolution of M as in Lemma 
2.5. Then, by (l.lO), 
Applying Lemma 2.4, we obtain the desired result. cl 
PROOF OF THEOREM 1.7. Obviously we have HomA(M, A) = 0. Let us consider a 
proper free resolution {vi: Li * Li_1} of M and Li* = Hom,(L,, A). Since M is a 
Gorenstein A-module then 
o-* L,* -+Lf-+.. .+L,*_,+L:+Coker qF+O 
is the exact sequence and Coker q,P (usually denoted by O(M) and called the canonical 
module of M) is isomorphic to M up to a shift of grading [9, pp. 56-601. 
Clearly, 52(M) E A(G) and, by (l.lO), 
fgR’“‘(z) = $ (-l)‘_ifgL:(z), f?(Z) = g0 (-l)‘fnL’(z). 
By Lemma 2.4 we have 
fgn(“)(z-‘) = (-l)‘+‘z”f,M(z). 
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Let u be a homogeneous generator of Q(M), deg u = s. From (1.3.4) we deduce that 
Vh E G, h(u) = o(h) u where (Y: G+ K is a representation of G. We have mentioned 
that M and Q(M) are isomorphic up to a shift of grading via isomorphism 
v: a(mod I)+ au, a E A; SO (SZ(M))i+, = (M)i. Hence we have 
fgR’M’(z) = z%r(g)f~(z). 
Combining this equation with the previous one we obtain the desired result: 
f,“(z) = (--1)‘+5X(g)f-(~+~)ffiM(Z -1). 0 
REMARK 2.6. The number m = s + n does not depend on g E G. 
Finally, we shall relate our approach to some well-studied objects. 
Let K denote an irreducible representation of G over the field C. Together with (1.4) 
one can consider the following Laurent series: 
(2.7) F?(z) = g (pi: K)Z’ i=-x 
where (pi: K) denotes the multiplicity of K in pi. If M = A/Z and K is the trivial 
representation then (2.7) is just the Hilbert series of the ring of invariants M”. In 
particular, the Hilbert series of MC, where M is Stanley-Reisner ring of a poset, was 
studied in [6, $31. Nevertheless, the author cannot find any reference to usingff(r) in 
this context. Note that by orthogonality relations (see 15, Ch. V, 9311) one can express 
3. TRIANGULATIONS WITH SYMMETRIES 
Now we shall apply the results obtained in Section 2 to the face ring K(A) of 
triangulation A of Sd-’ with n vertices. We shall write f, instead of f,“(A). 
COROLLARY 3.1. f,(z) = (-l)‘+“-dar(g)f,(z-‘), where CI is a representation (Y: G+ 
K and cycle partition (g) = (c,, . . . , c,). 
PROOF. K(A) is Gorenstein [9, p. 761 and hence hd K(A) = n - dim K(A) = n - d. 
Moreover, f(z) = (-l)df(z-‘), where f(z) =i(z) is the Hilbert series of K(A). 
Therefore, by Theorem 1.7 and Remark 2.6, we obtain f,(z) = (- l)““-“~(g)&(z-I). 
q 
PROOF OF THEOREM 1.9. Put M = K(A) in (1.4). Then tr(pk(g)) is just the number 
T,(k). The proof follows from Corollary 3.1 by well-known lemma about rational 
generating functions [9, pp. 4-5, 511 (see also [lo, Ch. IV]). 
Theorem 1.9 is closely related to some results on group action on a poset [8]. 
Theorem 2.4 of [8] applied to the poset of faces of a given triangulation A of Sd-’ gives 
some relations between invariant faces of the first barycentric subdivision sd(A). Note 
that since each invariant face of sd(A) is pointwise fixed, by Theorem 1.9 we have 
T,(k) = dz’ I,tgf ; ‘), 
i=n 
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where l,(g) = card{r E&(A), dim r = i and g(T) = r}. and hence we obtain Dehn- 
Sommerville equations for the set of fixed points of g E Aut(A). Theorem 2.4 of [8] 
provides a refinement of these equations, yielding linear relations between invariant 
faces of d(A) of special kinds (see also [lo, §§ 3.12, 3.141). Some generalizations in 
case of Eulerian posets can be found in [8, 10). The author does not know whether it is 
possible to derive our Theorem 1.9 from the mentioned results of [8, lo] in the general 
situation. In particular, it would be interesting to obtain an explicit geometric 
interpretation of a: G + K. Unlike the character sgn: G -+ K arising in [8], cv is not 
strictly determined by preserving or reversing the orientation of A under the action of 
g. This can easily be seen from the following examples. 
Let A be a triangulation of Sd-’ G c Aut(A) be a group of its combinatorial 
automorphisms. Given g E G, we assign to each face re A: g(T) = r the sign 
sgn(g 1 r) of the restriction of permutation g on r. Put 
t(g) = c sgn(g I 0. 
dim T=i. g(r)=r 
The following proposition is a version of the Hopf-Lefschetz fixed point Theorem 
(see [l]). To prove it, one should apply (1.10) to the augmented chain complex 
C(A; K) of A which has only one non-trivial homology group; namely, Hd- l(A; K) = 
K. 
PROPOSITION 3.2. CfZd (-l)‘&(g) = 1 + (- l)d-’ sgn(g), where sgn(g) = 1, if g 
preserves the orientation of A and sgn(g) = - 1, if g reverses the orientation of A. 
EXAMPLE 3.3. Let us consider a triangulation A of S3 with n vertices. Let 
G = Z2 = {g: g2 = e} 5 Aut(A) be the group of combinatorial automorphisms of A. We 
shall give some applications of Theorem 1.9 and Proposition 3.2 studying an action of 
ZZ on A with a few fixed vertices. This could help one to describe the facial structure of 
simplicial lower-dimensional polytopes with large symmetry group. We shall write 
T(k), & instead of T,(k), t(g). Put li = card{r: r E A, dim r= i and g(T) = r}. 
By Theorem 1.9 we have T(k) = P(k) + (-l)kQ(k), where P(k) and Q(k) are 
polynomials and T(-k) = &T(k), E = fl. 
Assume that 1,, = 1. Then: 
(3.3.1) l2 = 2, I, = I, - 1, if g preserves the orientation of A, 
II = 1, I, = l3 = 0, if g reverses the orientation of A. 
It is clear that deg P, Q 6 1; T(1) = 10, T(2) = 1, + 1, T(3) = 1 + 12, T(4) = 1 + II+ 12 + 
l3 and lo= lo; lI = -II, r, = -12, l3 = 1,. If E = 1 then T(1) = T(3), T(2) = T(4) and 
12=13=0. By Proposition 3.2, 1, = 1 and sgn(g) = -1. If E = -1 then T(3) = 37’(l), 
T(4) = 2T(2) and hence l2 = 2 and l3 = 1, - 1. By Proposition 3.2, sgn(g) = 1. 
Note that 
cu(g) = (-l)(n+1)‘2 sgn(g). 
The following two examples are obtained by similar reasoning. 
Assume that 1, = 0. Then: 
(3.3.2) l2 = 0, 1, = 13, if g preserves the orientation of A, 
1, = 2, l2 = l3 = 0 if g reverses the orientation of A. 
Here a(g) = (- 1)“12 sgn(g). 
Let there exist two distinct fixed vertices u, v such that {u, V} is not 
(3.3.3.) 
an edge of A. Then: 
1, = 4, 1, = 2 + lg, if g preserves the orientation of A, 
1, = l2 = l3 = 0, if g reverses the orientation of A. 
Equivariant generalization 427 
Here a(g) = (- l)(n+2)‘2 sgn(g). 
Let there exist two distinct fixed vertices U, u such that {u, v} is an 
(3.3.4) edge of A. Then: 
I, = 2 + 1,, l2 = 2 and g necessarily preserves the orientation of A. 
Here deg P, Q c 2. Assume that E = 1. Then T(5) - T(3) = 2( T(3) - T(1)). Put 
h4 = {r: {u, v} c re A, dim F= 3 and g(T) = F’}, m = card M. 
Easy computation shows that 2 + l2 = 2m. But if r E M then r has two distinct 
g-invariant faces and two distinct facets from M have no common g-invariant 2-face. So 
l2 2 2m and we obtain a contradiction. Therefore E = - 1, deg P, Q s 1. Proceeding in 
the same fashion as in (3.3.1) we obtain the desired result. Here cu(g) = (-l)(n-2)‘2, 
sgn(g) = 1. 
Let us consider four-dimensional polytopes P(n, k) (see Section 1). If k = 2 we 
obtain well-known cyclic polytopes (see [7]). P(n, k) has a group of combinatorial 
automorphisms which acts on {v,, . . . , v,} as a group of symmetries of a regular 
polygon. Let us consider a set of reflections 
R, = {I;, i = 1, . . . , n r,(vi) = v2;_j(modn)} 
if n is odd, 
R, = {r;, i = 1, . . . , n ri(Vj) = V2r_j(modn)r i = 1, . . . , n/2; 
r;(Vj) = U2I-j_l(m&n), i = n/2 + 1, . . . , tZ} 
if IZ is even. 
The case of cyclic polytopes provides an illustration of (3.3.1) when IZ is odd, and of 
(3.3.2) and (3.3.4) when n is even. 
THEOREM 3.4. Assume that n is odd and P(n, k) is simplicial. Then each facet of 
P(n, k) is invariant under the action of an appropriate symmetry from R,. 
PROOF. Each reflection from R, is induced by a linear transformation of R4 with 
determinant 1. Therefore, Vi, r, preserves orientation of the boundary complex of 
P(n, k). Let us denote by fi(r) the number of r-invariant i-dimensional faces of P(n, k) 
and by f; the number of all i-dimensional faces. Obviously we have 
rz l,(r) =f,. 
” 
By equations (3.3.1), 
rz jr(r) -n =fi -I%. 
n 
13(r) = rz 
n 
By the Dehn-Sommerville equations, fi -fo = J;; so 
.z b(r) =f;. 
n 
Since each facet has at most one symmetry from R, (n is odd) each facet of P(n, k) is 
invariant under the action of the appropriate reflection from R,. 
REMARK 3.5. If 12 is even, P(n, k) is simplicial and [Vj, Vj+,,2] are not edges of 
P(n, k), then the same result can be proved (one should use (3.3.2) and (3.3.3) instead 
of (3.3.1)). Note that for P(n, 2) the last condition fails. 
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The combinatorial structure of p(n, k) was determined using a computer for 
7<n ~20. It appears that for n = 7, 11, 13, 17, 19 and 1 <k an/2, P(n, k) is indeed a 
simplicial polytope. 
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