Introduction
Matching 3D shapes is a fundamental problem in computer vision with several applications in medical imaging, archeology, augmented reality and many others. Several 2D and 3D shape matching techniques have been developed in the past couple of decades in the field of computer vision and some have been successfully applied to medical imaging, shape retrieval etc. Since our focus in this paper is 3D shape matching, in the following, we will restrict our literature review to matching 3D shapes and refer the reader to some recent works [1] [2] [3] and the references therein for 2D shape matching.
3D shape matching has a rich history in the field of Computer Vision specifically in object recognition applications. A key ingredient in shape matching has been the choice of the shape representation scheme. One of the first 3D shape matching techniques involved the use of the curvature-based representations [4, 5] , the modal based representations [6] , harmonic images [7] , spherical harmonic representation [8] and shape distributions [8] , spline representations [9] . Very few of these representation along with the associated matching algorithms tackled non-rigid motions and when they did do so, the resulting motion was not a diffeomorphism. In some medical imaging applications, it is important to require that the estimated transformation be a diffeomorphism. Similar requirements are not uncommon in non-medical domains. More recently, there have been several techniques in literature [10] that yield a diffeomorphic mapping. These techniques however are relatively computationally expensive. In this paper, we propose a technique that is guaranteed to yield a diffeomorphic mapping in 3D and can be computed very efficiently via conformal matching of the corresponding 2D representation, described subsequently.
In [11] , a technique for brain image warping was described and then applied to detect disease-specific patterns in [12] . In [13] , yet another diffeomorphic warping scheme developed by Christensen [14] was used to study hippocampal morphometry. In [15] Twining et al. developed a method to construct diffeomorphic representations of non-rigid registrations of medical images. Automatic neuroanatomical segmentation based on warping of 3D models is addressed in [16] . More recently, conformal brain mappings have been studied in [17] and [18] . While some of these techniques yield diffeomorphic warps, they are however computationally expensive. In this paper, we present a technique that yields diffeomorphic warps which are easy to compute and relatively inexpensive.
The rest of the paper is organized as follows: Section 2 contains some mathematical preliminaries. This is followed by the description of the conformal representation in section 3. Section 4 contains the mathematical formulation of the matching problem and the optimization method to find the best Möbius transformation. Experimental results on both synthetic and real data cases is presented in section 5.
Mathematical Framework for the Proposed Model
We now present some definitions from differential geometry that are necessary to understand our shape representation.
Let φ : S 1 → S 2 be a smooth map between two manifolds, define the local coordinates for S 1 and S 2 by ( 
If there exists a positive function λ(x 1 , x 2 ), such that ds
, then we say φ is a conformal map between S 1 and S 2 . Especially, if the map from S 1 to the local coordinate plane (x 1 , x 2 ) is conformal, we say that (x 1 , x 2 ) are the conformal coordinates of S 1 . A 2-manifold S is a Riemann surface, if there exists an atlas, such that, (1) each local chart forms a conformal coordinate system on S and we treat each coordinate chart as an open set of the complex plane C. (2) The transition functions between charts are treated as complex functions, all of them being holomorphic. By the Riemann uniformization Theorem, all surfaces can be conformally embedded in a sphere, a plane or a hyperbolic space, wherein all the embeddings form special groups. The conformal parametrization continuously depends on the Riemannian metric tensor on the surface.
Surfaces can be represented as functions defined on their conformal coordinate systems. Thus, by using a conformal representation, the surface matching problems in 3D can be converted to matching of equivalent representations in 2D.
Suppose S 1 and S 2 are two surfaces we want to match and their conformal coordinate domains of S 1 and S 2 are D 1 and D 2 respectively. Let the conformal mapping from S 1 to D 1 be π 1 , the one from S 2 to D 2 be π 2 . Instead of finding the mapping φ from S 1 to S 2 directly, we want to find a mapφ :
Thus, finding a diffeomorphic φ between S 1 and S 2 can be achieved by finding a diffeomorphismφ from D 1 to D 2 and then using the commutative diagram.
The 2D Conformal Representation for surfaces in 3D & its Properties
In this section we will introduce the methods to represent surfaces using their conformal coordinates. This representation preserves all the geometric information of the surface and maps all surfaces to the canonical 2D domains. If two surfaces are close to each other under the Housdorff metric, the L 2 norm between their conformal representations are also close. Conversely, if two surfaces have similar conformal representations, then they also have similar shapes in R 3 . The key advantage of our conformal representation is that it is complete in the sense that it allows us to reconstruct the original surface fully from the representation. Thus, there is no loss of information in this representation unlike most others e.g., shape distributions [8] and others.
Suppose surface S is mapped conformally to a canonical domain, such as the sphere. We can stereographically project the sphere to the complex plane, then use these conformal coordinates (u, v) to parameterize S. Then, We can compute the following two maps directly from the position vector S(u, v). First, the conformal factor map or stretch map is the conformal factor function λ(u, v) defined on (u, v), and conceptually represents the scaling factor at each point. Secondly, the mean curvature function.
where Δ is the Laplace-Beltrami operator defined on S, n(u, v) is the normal function, H(u, v) is the mean curvature, λ(u, v) conformal factor function. The tuple (λ, H) is the conformal representation of S(u, v).
Theorem 1 Conformal Representation: If a surface S(u, v) is parameterized by some conformal parameter (u, v) on a domain D, then the conformal factor function λ(u, v) and mean curvature function H(u, v) defined on D satisfy the Gauss and Codazzi equation. If λ(u, v) and H(u, v) are given, along with the boundary condition S(u, v)| ∂D , then S(u, v) can be uniquely reconstructed.
The conformal maps between two genus zero closed surfaces form the so called Möbius transformation group. If we map the sphere to the complex plane using stereo-graphic projection, then all Möbius transformations μ :
have the form
Another important property of our representation is that it is very stable. If we slightly perturb a shape S, then its conformal representation λ(u, v) will be perturbed only slightly. Hence, conformal representation is continuous and stable. In summary, the conformal representation is intrinsic, continuous and stable, preserving all geometric information. It allows us to convert the problem of matching surfaces in 3D to the problem of matching the corresponding canonical 2D conformal representations.
3D Shape Matching Formulation
In this section, we present the mathematical formulation of the matching problem. Suppose we have two genus zero surfaces S 1 and S 2 embedded in R 3 . Our goal is to find a diffeomorphism φ : S 1 → S 2 , such that φ minimizes the following functional,
If we want to find a conformal map φ between S 1 and S 2 , we can restrictφ to be a Möbius transformation when D 1 and D 2 are spheres. The position map/representation S(u, v) is variant under rigid motion, and the conformal factor λ(u, v) and mean curvature H(u, v) are invariant under rigid motion. Therefore, it is most efficient to use λ(u, v) and H(u, v) for matching surfaces. The matching energy can therefore be defined as,
This energy is minimized numerically to obtain the optimalφ and then the corresponding φ is obtained from the commutative diagram shown earlier. There are many numerical optimization algorithms in literature that can be used to minimize the energy defined above for diffeomorphic matching of functions defined on the plane e.g., the gradient descent method with adaptive step size, the Gauss-Newton method or the quasi-Newton method. In this paper, we use the quasi-Newton method to compute the optimal diffeomorphismφ.
During the matching, the boundary condition and geometric constraints should be considered. A general diffeomorphism may not guarantee that corresponding points between two instances of the same shape will map to each other however it is a necessary condition. Thus, in order to make sure that this constraint is satisfied, we may choose certain landmark points on S 1 which we want to map to predefined points on S 2 . This leads to a constrained diffeomorphic matching.
For genus zero closed surface, in order to find a Möbius transformation, three landmarks are enough. Suppose three landmarks are given as {z 0 , z 1 , z 2 }, corresponding to {z 0 ,z 1 ,z 2 }, then a Möbius transformationφ which maps all the landmarks can be represented in a closed form, we use z ij to denote
We match the landmarks first, then use thatφ as the initial Möbius transformation , and optimize it to find the minimal matching energy.
In order to test the performance of the matching algorithm, several experiments are carried out and described in this section. We use surfaces extracted from medical images for our testing. Their topologies are verified to be of genus zero. The shapes are represented by triangulated meshes in 3D which are subdivided using standard sub-division schemes in Computer Graphics to yield a smooth representation of the surfaces. These surfaces are conformally mapped to the canonical domain namely, the sphere, using the method introduced in [18] and these canonical mappings then form the input to our matching algorithm. We tested our algorithm with both synthetically generated deformations as well as real deformations. In the synthetic deformation cases, we applied known nonrigid deformations to a source shape to generate the target shape. The estimated deformation is then compared with the known ground truth deformation for several similarly generated data sets. The average and standard deviation of the error in estimated deformation was then computed over the entire source-target pairs of data. In the examples presented below, this error is quite small indicating the accuracy of our technique presented here.
Synthetic Deformations Applied to Real Surfaces
The deformation coefficients of φ are generated randomly using a Gaussian distribution. We used 20 sample deformations from the Guassian distribution of deformations to test our algorithm. As evident from the table 5.1, the mean and variance of the difference between φ and the reconstructed deformationφ are very small indicating the accuracy of our algorithm.
In the next experiment, we present a cortical surface extracted from a human brain MRI image and represented using a triangular mesh as shown in 1. This cortical surface is then conformally mapped to a sphere as shown in (b) and (d). The conformal factor λ is color-encoded as depicted in (a) and (b), the mean curvature map is also color-encoded as shown in (c) and (d). The lowest values of λ and H are represented by the blue color and the highest by the red color. Values in between span the color spectrum.
We now define a non-rigid motion denoted by φ : R 3 → R 3 using affine maps and then apply it to the real anatomical surface extracted from the brain MRI scan.
All coefficients of φ are randomly drawn from a Gaussian distribution.
The anatomical surface S is deformed by a randomly generated φ, then we match S with φ(S) using the conformal representation. Using the algorithm described in the last section, we estimate φ and denoted it byφ. We computed the estimation error by comparing the original coefficients of φ and the estimated coefficients ofφ. The results are depicted in the table 5.1. As evident, the estimates As evident, the estimated deformation is very accurate. The distortion of the conformal structure caused by φ in the above experiment is very large, for example, it changes an angle from 90 o to 63 o in the above experiment. Even with such big distortions of the conformal structure, our method is able to quite accurately recover this deformation. This illustrates the robustness of our algorithm.
Real Deformations between Anatomical Surfaces
We also tested our algorithm on subcortical surfaces, specifically, the human hippocampus surface extracted from MR brain scans. We applied our algorithm to several distinct hippocampal surfaces to estimate the deformation between pairs of them. This deformation can be used in assessing the shape differences between them and assess the asymmetry between the left and right hippocampi for a subject with epilepsy or schizophrenia or other pathologies. Figure 3 illustrates the conformal representation of a hippocampal surface. The matching results are illustrated in figure 4 . We match the first hippocampal surface to other three. In order to illustrate the correspondence, we color encode the z value of the first surface and map the color to other surfaces by the matching deformation. Each surface has about 5000 faces, and it takes about 90 seconds to compute their conformal representation and 200 seconds (on a pentium 4) for estimating the 3D deformation.
Conclusions
In this paper, we introduced a novel method for 3D surface matching using conformal representations, which is based on Riemann surface theories. All orientable surfaces can be mapped conformally to canonical spaces and represented by conformal factor and mean curvature. The representation intrinsically and continuously depends on the geometry of the surface. Then, the 3D surface matching problem is converted to matching of 2D conformal representations.
In comparison to other matching methods, our new method is intrinsic and efficient. We presented several synthetic and real data examples depicting the accuracy of the estimated deformation between the source and target shapes. The achieved accuracy was quite high and comparable to those achieved by other methods reported in literature but at a much smaller computational expense. Our future work will focus on generalizing the conformal representations to surfaces with arbitrary genus. 
