Abstract. In this work, we deal with the initial value problem of the 5th-order Gardner equation in R, presenting the local well-posedness result in H 2 (R). As a consequence of the local result, in addition to H 2 -energy conservation law, we are able to prove the global well-posedness result in H 2 (R). Finally, we present a stability result for 5th order Gardner breather solution in the Sobolev space H 2 (R).
Introduction
In this work, we are concerned with the focusing 5th order Gardner equation
2 u 3x + 20µuu 3x + 10u 2 u 3x + 120µ 3 uu x + 180µ 2 u 2 u x + 120µu 3 u x + 10u when one considers mKdV solutions of the form v(t, x) = µ + u(t, x), with µ ∈ R + and a suitable spatial translation
The 5th order Gardner equation (1.1), as well as the 5th mKdV equation, is a well-known completely integrable model [18, 1, 45] , with infinitely many conservation laws and well-known (long-time) asymptotic behavior of its solutions obtained with the help of the inverse scattering transform [24] . As a physical model, the 5th Gardner (1.1) and the 5th mKdV (1.2) equations describe large-amplitude internal solitary waves, showing a dynamics which can look rather different from the KdV form. On the other hand, solutions of (1.1) are invariant under space and time translations. Indeed, for any t 0 , x 0 ∈ R, u(t − t 0 , x − x 0 ) is also a solution of both equations. Beside that, the scaling invariance is not respected by (1.1).
As seen in (1.1), the 5th order Gardner equation (1.1) contains mixed nonlinearities of 5th KdV equation v t + (v 4x + 5v 2 x + 10vv xx + 10v
3 ) x = 0, (1.3) and 5th mKdV (1.2) , and hence the well-posedness theory of (1.1) is highly relevant to the well-posedness of both equations. Ponce [53] , first, showed the local well-posedness of 5th KdV in H s (R), s ≥ 4 via the energy method in addition to the dispersive smoothing effect and a parabolic approximation method. Later, this local result has been improved by Kwon [43] , precisely, the local well-posedness in H s (R), s > It is known that the Initial value problem (IVP) of 5th KdV (1.3) is a quasilinear problem in the sense that the solution map is (not uniformly) continuous, while the Cauchy problem of 5th mKdV is a semilinear problem in the sense that the flow map is Lipschitz continuous (via the Picard iteration method, and hence, is analytic). Thus, one may expect that the IVP of the 5th Gardner equation (1.1) is also a quasilinear problem due to the strong (high-low) quadratic nonlinearity. Moreover, one expects to obtain the local well-posedness in H 2 (R) (and hence the global well-posedness in H 2 (R)) from [22, 30] . However, to prove the local well-posedness of the 5th Gardner equation is definitely non-trivial, thus one of aims in this work is to indeed prove the local well-posedness.
As related problems, we also refer to [8, 42, 41, 31, 55] for the well-posedness of 5th KdV, 5th mKdV and higher order equations in KdV hierarchy under the periodic boundary condition.
Concerning explicit solutions of higher order mKdV and Gardner models, Matsuno [47] proved the existence and built explicitly the N-soliton solution of the focusing mKdV hierarchy of equations by using inverse scattering technics and the bilinear Hirota decomposition. Recently, Gomes et al [19] dealt with the defocusing mKdV with NVBC and the associated defocusing Gardner hierarchy, showing multisolitonic structures. Unfortunately, many of the solutions they obtained are singular solutions (up to the kink which is in L ∞ ).
The 5th order Gardner equation (1.1), as a completely integrable system, has an infinite set of conserved quantities. Indeed some of the (first) standard conservation laws of the (1.1) are the mass
the energy 5) and the higher order energy, defined respectively in H 2 (R) 1.1.1. Well-posedness theory. In comparison with the 5th mKdV (1.2), the nonlinearity of (1.1) consists of more terms which break the balance with the 5th order linear dispersive part of (1.1). Precisely, additional quadratic terms with three derivatives, pose technical problems, for instance, the failure of bilinear X s,b estimates, see Remark 1.1 below (also see Remark 2.3 in [22] ). However, an analogous argument used in [22, 30] enables us to attack the initial value problem of (1.1) in H 2 .
The notion of the well-posedness, which is taken into account in this paper, is as follows: Definition 1.1 (Well-posedness). We say that the 5th Gardner equation (1.1) is local-in-time (or locally) well-posed in H s (R), if for any R > 0 and any u 0 ∈ {f ∈ H s (R) : f H s ≤ R}, there exist a local time T = T (R) > 0 and a unique solution u to (1.1) in C([0, T ]; H s (R)) ∩ X T , for some auxiliary space X T . Moreover, the solution map u 0 → u(t) is continuous from {f ∈ H s (R) : f H s ≤ R} to C([0, T ]; H s (R)). The local result is extended to the global one, if T > 0 is independent of R.
We are, first, going to show that the 5th order Gardner equation (1.1) is locally well-posed in H 2 via the classical energy method in addition to the short time Fourier restriction norm method. We state the local well-posedness result as follows: For the proof of Theorem 1.2, we use the short-time Fourier restriction norm method in a frequency dependent time interval. This is introduced by Ionescu, Kenig and Tataru [28] in the context of KP-I equation in the Besov-type space setting, see also [38, 16] for similar ideas in the different settings. The short-time Fourier restriction norm method has been further developed in, for instance, [20, 26, 21, 22, 30, 42, 41, 23] .
The main difficulty arising in (1.1) is the strong high-low bilinear interaction component of the following type 2 (P ≤0 u) · (P high u xxx ) (1.7)
2 Here P is a appropriate truncation operator in the Fourier space, thus P high u means the high frequency ( ξ| ≫ 1) localized portion of u, while the frequency support of P ≤0 u is in [−1, 1].
newly generated from the map v(t, x) = µ + u(t, x). The standard bilinear X s,b -estimates 3 ( uu xxx X s,b−1 u 2 X s,b ) fails in usual X s,b spaces for any s ∈ R (see Remark 1.1 below), where the X s,b norm is defined in (2.7), since the dispersive smoothing effect in a coherent case occurring in (1.7) is not enough to control the three derivative in the high frequency mode. The following remark provides a counter-example to show the failure of the standard bilinear estimate: Remark 1.1 (Remark 2.3 in [22] ). Similarly as the 5th KdV case, also as mentioned before, the standard X s,b bilinear estimate fails to hold: u∂ for fixed large frequency N ≫ 1. Indeed, a direct calculation gives LHS of (1.8) = N N s , while RHS of (1.8) = N s .
However, using X s,b structure in a short time interval (≈ (frequency) −2 ), one reduces the contribution of high frequency with low modulation, so that one handles high-low interaction component (1.7) (see Remark 1.2 below and Proposition 2.7). Remark 1.2 (Remark 2.3 in [22] ). The short time X s,b spaces (F s and N s to be introduced in Section 2.2) in the interval of the length (≈ (frequency) −2 ) resolves the low-high interaction counter-example presented in Remark 1.1. The corresponding sets in this setting are given by
and define u and v similarly as in Remark 1.1, but with respect to Ω and Σ, respectively. Then, one immediately obtains for any s ∈ R that
A price to pay for the profit of the short-time argument is an energy-type estimate. However, the strong highlow interactions, where the low frequency component has the largest modulation, cause a trouble in the energy estimates when following Ionescu-Kenig-Tataru's method. A way to treat this interaction is to use a weight, which was suggested in [27] to handle the same interaction for the Benjamin-Ono equation (see also [26] ). Note that the modified energy, initially introduced in [43] and further developed in [30, 42, 41, 48, 49] , plays a similar role as an additional weight. See [22] and [30] for a comparison.
Note moreover that a scaling equivalence enables us to focus on small solutions to (2.1) instead of (1.1) (see Section 2) . To close the energy method argument for (2.1), we gather linear, nonlinear and energy estimates,
The continuity argument ensures a priori bound of solutions to (2.1). Moreover, a similar estimate as in (1.9) for the difference of two solutions completes the limiting argument (compactness argument). We note that the energy estimate for the difference of two solutions does not hold true in F s spaces due to the lack of the symmetry, but hold in the intersection of the weaker (F 0 ) and the stronger (F 2s ) spaces, thus the Bona-Smith argument is essential to close the compactness method.
The global well-posedness follows immediately from the above local result and the conservation of the second order energy (1.6). 3 The X s,b spaces are equipped with the norm
where f is the space time Fourier coefficient (also denoted by F (f )) and
. For more details, see Section 2. 4 It suffices to regard only ∂ 5
x as a linear part of (1.1), since ∂ 3 x is negligible in a sense of the dispersion effect. 5 The persistence of regularities ensures the global well-posedness in H s (R), s ≥ 2. Remark 1.3. It is well-known that local results can be extended to the global one in the energy space without the smallness assumption for defocusing equations (for simple models), while the smallness condition is necessary for the proof of the global well-posedness in the energy space for focusing equations (the large data global well-posedness for focusing equations has a different story). However, (1.1) admits the scaling equivalence, which is slightly different from the standard scaling symmetry (or invariance), but still plays an almost same role in the local (or perturbation) theory. Thus, one has Theorem 1.3 from Theorem 1.2 in addition to the (rescaled) conservation law (1.6). See Section 2, in particular Section 2.6, for more details.
On the other hand, an observation explained in Remark 1.1 above naturally poses an interesting question: Does the flow map from data to solutions fail to be (locally) uniformly continuous for all regularities? As an immediate answer to the question, we state the following (weak) ill-posedness result, which extends Cardoso and the first author's recent result [4] to all regularities: Theorem 1.4. The 5th order Gardner equation (1.1) is weakly ill-posed in H s (R), for s > 0 in the following sense: there exist c, C > 0, 0 < T ≤ 1, and two sequences u n and v n of solutions to (1.1) such that
Theorem 1.4 can be expected from the observation in the linear local smoothing effect [33, 34 ]
compared to the three derivatives in the quadratic nonlinearity. In other words, the local smoothing effect, which recovers only two derivatives, is not enough to handle the nonlinear term u∂ 3 x u, as already seen in Remark 1.1. Such a strong high-low interaction phenomenon can be seen in other dispersive equations, for instance, the Benjamin-Ono equation (BO) and the Kadomtsev-Petviashvili I equation (KP-I). Early, constructing examples reflecting (1.7), the flow map has been shown to be not C 2 continuous [50, 51] , and uniformly continuous [39, 40] .
To prove Theorem 1.4, we take an argument introduced in [39] (but essentially follows from [43] ) in order to construct the approximate solutions, which indeed reveals the ill-posedness phenomenon. Using the local wellposedness theory, one shows the approximate solutions are indeed "good" approximate solutions in H s sense, s ≥ 2. Moreover, since the equation (1.1) is completely integrable (thus it admits infinitely many conservation laws), we are able to show the same conclusion in the regularity range not only s ≥ 2, but also 0 < s < 2 by using L 2 and H 2 conservation laws.
The strategy employed in [4] was to use Gardner breather solutions as a way to measure the regularity of the associated Cauchy problem in H s . This allowed to find the sharp Sobolev index under which the local well-posedness of the problem is lost, meaning that the dependence of 5th order Gardner solutions upon initial data fails to be continuous. We refer to, for instant, [37, 15, 44] for analogous arguments.
Finally, together with the result in [4] , we get the following Corollary 1.5. The 5th order Gardner equation (1.1) is (weakly) ill-posed in H s (R), for s ∈ R, in the sense of the statement given in Theorem 1.4.
As already seen above, the 5th Gardner equation (1.1) contains the mixed nonlinearities of 5th order KdV and mKdV equations (1.3)-(1.2), so that one can see both ill-posedness nature of semilinear and quasilinear equations. In the proof of Theorem 1.4, approximate solutions are constructed in the following manner: the separation of the phase shift (∓t) and the dispersion effect (Φ N (t)) in (A.1) inspired by the observation on the Burgers equation. However, in low regularity Sobolev space (L 2 or below), it is not clear to see such a phenomenon, see [39, 40, 43] . Nonetheless, the cubic nonlinearity (5th mKdV nonlinearity) reveals another ill-posedness phenomenon, breaking the uniform continuity of the flow map by the self-interaction of a single high frequency wave in low regularity spaces [4] . This nature can be seen in some semilinear equations, for instance [37, 9, 10, 15, 44, 2] . The mixed nonlinearities in (1.1), thus, ensure to claim the lack of the uniform continuity of the flow map of the 5th Gardner equation (1.1) in all regularity Sobolev spaces.
1.1.2. Global stability theory. Moreover, once we have characterized the IVP for (1.1) and with respect to stability properties of specific solutions of the (1.1), we present the following stability result for the 5th order breather solutions (3.2). Theorem 1.6. Let α, β ∈ R\{0} be given. Breather solutions (3.2) of the 5th order Gardner equation (1.1) are orbitally stable for H 2 perturbations, whenever the parameter µ ∈ (0, √
).
For more detailed statements and background about this stability property of breather solutions, see Section 3.
2. Well-posedness results 2.1. Setting. It is well-known that the integrability of equations (fixed coefficients of the nonlinearities) is no longer important for mathematical analysis in the local well-posedness theory.
Remark 2.1. As mentioned in Section 1, (1.1) does not allow the scaling invariance. However, defining u λ := λu(λ 5 t, λx), λ > 0, ensures an equivalence between (1.1) and
where N 2 (w) is the nonlinearity from the fifth order KdV given by
2)
is the nonlinearity from the fifth order mKdV given by
and SN (w) is the rest terms generated from the transformation u → µ + u, which is weaker compared to N 2 (w) and N 3 (w) in some sense, given by
3) That is, u λ , λ > 0 is a solution to (2.1), if and only if u is a solution to (1.1). See Section 2.6 for the details.
We use the notation f or F (f ) for the space-time Fourier transform of f defined by
. Similarly, we use F x (or ) and F t to denote the Fourier transform with respect to space and time variable respectively. Let Z + denote the set of nonnegative integers. For k ∈ Z + , let define dyadic intervals I k , k ∈ Z + as 
4) as ξ approaches end points of the support of η. For k ∈ Z + , let
and
For the time-frequency decomposition, we use the cut-off function η j , but the same as
For ξ ∈ R, w(ξ) = −ξ 5 is the dispersion relation associated to the equation (2.1)
6
. For k ∈ Z and j ∈ Z + let
be the linear solution given by
2.2. Function spaces. We introduce the X s,b spaces associated to (2.1), which is the completion of
where
. This Fourier restriction norm method was first implemented by in its current form by Bourgain [7] and further developed by Kenig, Ponce and Vega [36] and Tao [54] . The Fourier restriction norm method turns out to be very useful in the study of low regularity theory for the dispersive equations. We denote the localized space by X T defined by standard localization to the interval [−T, T ].
As already mentioned in Section 1, the 5th Gardner equation (1.1) is a quasilinear equation where the flow map is not uniformly continuous. This fact can be seen from [43] , which proves that the 5th order KdV equation (1.3) is weakly ill-posed, since this phenomenon occurs precisely in a strong interaction between low and high frequencies localized data of the form (u ≤0 ) · (∂ 3 x u ≫1 ) which is also included in the nonlinearity of 5th order Gardner (1.1). For this reason, we must focus specifically on quadratic nonlinearity to prove the local well-posedness of the 5th Gardner equation (1.1) . In what follows, we briefly introduce the functions spaces used in [22] 7 .
One of the purposes in this paper, as mentioned in Section 1, is to obtain H 2 global solutions to (1.1). Moreover, this regularity threshold is determined by the estimates of quadratic terms with three derivatives, which is already known from [22, 30] . In what follows, we only focus on obtaining the estimates of cubic terms with three derivatives in H 2 , since the cubic terms are another nontrivial and strong nonlinearities in (1.1). On the other hand, we expect that all estimates of this cubic terms can be obtained below H 2 compared to the quadratic nonlinearities, since the degree 3 of nonlinearities allows more smoothing effects in high-low interactions. However, we do not here explore such estimates below H 2 for our purpose.
We fix k ∈ Z + , and define the weighted Besov-type (X 0,
equipped with the norm
, where
Remark 2.2. The use of the weight β k,j is essential to control the localized energy for the quadratic terms in N 2 (u), in particular, the high-low interaction components, where the low frequency component has the largest modulation. See Lemma 2.10. Moreover, it enables us to avoid the logarithmic divergence in H 2 appearing in the energy estimates for the cubic nonlinearities in N 3 (u), see Remark 2.10 and Propositions 2.12 and 2.13. Remark 2.3. An opposite effect of the use of the weight is to worsen the high × high → low interactions in the nonlinear estimates for the quadratic terms in N 2 (u)
However, thanks to the representation of the quadratic nonlinearities as the compact, conservative form, i.e.,
, one derivative is removed, and hence we are able to balance both purposes.
Remark 2.4. Finally, the choice of a parameter 1 8 in the weight for high frequency can be replaced by any parameter in [1/8, 3/16] . However, another choice of parameter is not able to improve the result, since the essential effect of the weight occurs in the high-low interactions, where the low frequency part has the largest modulation, as mentioned before.
At each frequency 2 k , we define functions spaces based on X k , uniformly on the 2 −2k time scale.
The standard way to construct localized spaces gives, for T ∈ (0, 1], that
We collect all pieces of spaces introduced above at dyadic frequency 2 k in the Littlewood-Paley way. For s ≥ 0 and T ∈ (0, 1], we define function spaces for solutions and nonlinear terms:
In order to take the short time structure for IVP of (1.1), it is required to define the energy space as follows: for
Remark 2.5. The short time Fourier restriction norm method used in this work was introduced by Ionescu, Kenig and Tataru [28] , where the local well-posedness of KP-I equation in the energy space was proved, and further developed in [20, 26, 21, 22, 30, 42, 41, 23] and references therein. We also refer to [38, 16] for different formulas of short time analysis.
For the extension argument of functions in the spaces introduced above, we follow from [28] to define the set S k of k-acceptable time multiplication factors for any k ∈ Z + :
Direct estimates using the definitions and (2.10) show that for any s ≥ 0 and
We end this subsection with the following important lemma.
In particular, if t 0 ∈ R and γ ∈ S(R), then
Proof. See [22] for the proof.
2.3. L 2 -block estimates. For x, y ∈ R + , x y means that there exists C > 0 such that x ≤ Cy, and x ∼ y means x y and y x. We also use s and ∼ s as similarly, where the implicit constants depend on s. Let a 1 , a 2 , a 3 , a ∈ R. The quantities a max ≥ a sub ≥ a thd ≥ a min can be conveniently defined to be the maximum, sub-maximum, third-maximum and minimum values of a 1 , a 2 , a 3 , a respectively.
For ξ 1 , ξ 2 ∈ R, let denote the (quadratic) resonance function by
Similarly, for ξ 1 , ξ 2 , ξ 3 ∈ R, let
be the (cubic) resonance function. Such resonance functions play an important role in the nonlinear X s,b -type estimates.
Let f, g, h ∈ L 2 (R 2 ) be compactly supported functions. We define a quantity by
The change of variables in the integration yields
. From the identities
, we define
where the * = R 6 · dξ 1 dξ 2 dξ 3 dζ 1 dζ 2 dζ 3 . From the identities
We give L 2 -block estimates for the quadratic and cubic nonlinearities. The bi-and tri-linear L 2 -block estimates for the 5th order equations have already been introduced and used in several works, we refer to [14, 13, 22, 30, 42, 41, 11, 12] .
(c) For any k 1 , k 2 , k 3 ∈ Z and j 1 , j 2 , j 3 ∈ Z + , then we have
Proof. We refer to [14, 13, 30] for the proof.
(a) For any k 1 , k 2 , k 3 ∈ Z with |k max − k min | ≤ 5 and j 1 , j 2 , j 3 ∈ Z + , then we have
Proof. We refer to [30, 41] for the proof. In [41] , the second author established (cubic) L 2 -block estimates for functions f ki,ji ∈ L 2 (R × Z), but the proof, here, is almost identical and easier, see [30] .
(a) For any k i ∈ Z and j i ∈ Z + , i = 1, 2, 3, 4, we have
We end this subsection introducing the Strichartz estimates for the family of the fifth-order operators {e
Lemma 2.6 (Strichartz estimates for e t∂ 5
x operator [17] ). Assume that −1 < σ ≤ 3 2 and 0 ≤ θ ≤ 1. Then there exists C > 0 depending on σ and θ such that
for ϕ ∈ L 2 , where p = 2 1−θ and q = 10 θ(σ+1) . In particular, we have
2.4. Nonlinear estimates. We first recall from [22] the bilinear estimates as follows:
Proposition 2.7 (Nonlinear estimates for N 2 (u), [22] ).
. and
Proof. The proof for the quadratic term, we refer to [22] . On the other hand, one can easily control the cubic term in N 2 (u) rather than not only the quadratic term in N 2 (u), but also the cubic term in N 3 (u), since the cubic term in N 2 (u) contains only one (total) derivative. Hence we omit the details, but one can capture the estimates in the proof of Proposition 2.8.
Proof. We first consider the cubic term in N 3 (u). From the support property (2.12) in addition to (2.11), we know that
From the definition of N k norm, the left-hand side of (cubic terms in) (2.13) is bounded by
We, instead of Corollary 2.5, use the following observation to control
for particular case: Lemma 2.6 yields
With this, Plancherel's theorem and the Hölder inequality give
Note that β k4,j4 ∼ 1 when 0 ≤ j 4 ≤ 5k. Let denote the summand by M I , i.e.,
Then, we know
Performing summations over j i , i = 1, 2, 3, 4, we have
Indeed, we have from the definition of X k -norm and (2.4) in [21] that
Remark 2.6. As seen in the proof of Case I (also for other cases except for the case when the resulting frequency (ξ 4 ) is not the maximum frequency), the weight β k4,j4 does not play any role in the estimates, hence is negligible. See Case I and Case III (below) for comparison.
. In this case, we have j max ≥ 5k 4 due to (2.14). The exactly same argument used in Case I (but use Corollary 2.5 (a) instead of (2.17) to control
gives better result as follows:
The last inequality holds true, thanks to (2.10), more precisely,
We omit the details.
8 Thanks to the symmetry of frequencies, our assumption that ξ 1 is the minimum frequency does not lose of the generality.
Remark 2.7. The trade-off of the use of the short time advantage (also, the use of the weight as in (2.8)) is to worsen some interactions for which the resulting frequency is lower than (at least) one of others, in particular, high-high-high ⇒ low and high-high-low ⇒ low interaction components. More precisely, in the case of the high-high-high ⇒ low, the time interval of length 2 −2k4 , on which the N k4 -norm is taken, is longer than the interval of length 2 −2ki , on which F ki -norm is taken, i = 1, 2, 3. In order to cover whole intervals of length 2 −2k4 in the estimates, one needs to divide the time interval of length 2 −2k4 into 2 2k3−2k4 intervals of length 2 −2 2k 3 . Let choose γ : R → [0, 1] (a kind of the partition of unity), which is a smooth function supported in [−1, 1] with m∈Z γ 3 (x − m) ≡ 1. Then, the left-hand side of (cubic terms in) (2.13) is bounded by (instead of (2.15))
The analogous procedure will be applied to the estimate of high-high-low ⇒ low interaction component below.
We know j 4 = j max in the former case, while j 4 = j max and 2 jmax ∼ 2 j med ≫ |H| in the latter case. On the other hand, when 5k 3 − 5 ≤ j 4 ≤ 5k 3 + 5 (2 j4 = 2 jmax ∼ |H| ≫ 2 j med ), we use (2.17). Then, similarly as the previous cases, we have (when
When k 4 = 0, similarly as above, (2.19) is bounded by
thanks to Corollary 2.5 (a), except for the case when 5k 3 − 5 ≤ j 4 ≤ 5k 3 + 5. Let denote the summand by M III , similarly as in (2.18) i.e.,
Otherwise (when 5k 4 < 2k 3 ), the estimates of M III on 2k 4 ≤ j 4 ≤ 5k 3 − 4 are replaced by
9 One can see that the worst bound comes from the low frequency with high modulation case (j 4 = jmax > j med + 5).
On
Summing over j i , i = 1, 2, 3, 4, one has
Let denote the summand in (2.21) by M IV , i.e.,
We further split this case into three cases: Case IV-a k 2 = 0, Case IV-b k 1 = 0 and k 2 = 0, and Case IV-c k 1 = 0.
Case IV-a. k 2 = 0. We do not distinguish Corollary (2.5) (b.1) and (b.2), since 2 kmin ≤ 2 k thd ≤ 1. Then, from Corollary 2.5 (b), we have
Summing over j i , i = 1, 2, 3, 4, one has (2.15)
Case IV-b. k 1 = 0 and k 2 = 0. Note that we have j max ≥ 4k 4 + k 2 due to (2.14). We use Corollary 2.5 (b.1) (the worst case occurring in j 2 = j max ) when 0 ≤ j 4 ≤ 4k 4 + k 2 − 5, and (b.2) (j 2 = j max never happens) when
10 We use, here, 2 jmax ≥ 2 2k 4 to deal with a maximum modulation, since our purpose is to obtain the local well-posedness only in
However, one may obtain the better result by performing a delicate calculation in addition to 2 jmax ≥ |H|, instead of 2 jmax ≥ 2 2k 4 . For the same reason, so the high-high-low ⇒ low case below as well. 
Summing over
due to (2.8). If k 1 = 0, by using Corollary 2.5 (a), we have
More precisely, when
(equivalently |H| ≪ 2 2k3 ) we know
(equivalently |H| 2 2k3 ), we know
Note that the number of j 4 is finite (≤ 10) when |H|/2 ≤ 2 j4 ≤ 3|H|/2. Thus, the summation over j i , i = 1, 2, 3, 4, yields (2.23).
Otherwise (k 1 = 0), similarly as Case IV-b, we have
Case V-b. k 4 = 0. Similarly, it is enough to consider
Let denote the summand in (2.24) by M V , i.e.,
If k 1 = 0, we use Corollary 2.
Summing
Otherwise (k 1 = 0), analogous arguments as Case V-b (for |k 1 − k 4 | ≥ 5 case) and Case V-a, in particular k 1 = 0 case, (for |k 1 − k 4 | ≤ 5 case) can be applied, and hence we have (but, omit the details)
The estimate of low-low-low ⇒ low interaction component can be easily obtained, and hence we omit the details. On the other hand, the estimate of quintic term in N 3 (u) will be taken into account in the estimate of SN (u) below. Thus, by collecting all, we complete the proof. 
Proof. The quadratic term in SN (u) can be easily treated compared to one in N 2 (u), due to a less number of derivatives, similarly as the cubic term in N 2 (u) compared to one in N 3 (u). The rest of the proof (also for the quadratic and cubic terms in SN (u) and N 3 (u), respectively) is based on the following direct computation
which can be obtained by Cauchy-Schwarz inequality. Due to a less number of derivatives (indeed, one (total) derivative) in SN (u), the analogous (but much simpler) argument used in the proof of Proposition 2.8 immediately yields Proposition 2.9. In particular, the total derivative form enables us to drop one derivative taken in a high frequency mode, see Remark 2.8. We omit the details.
Energy estimates. Assume that u, G ∈ C([−T, T ]; L
2 ) satisfy
To control the second term (for N 2 (u), N 3 (u) and SN (u)) of the right-hand side of (2.25), we need following lemmas.
Lemma 2.10 ([22]). Let
(d) Under the same condition as in (c), we have
In general, we have
In particular, if k 1 = 0 and k 2 ≥ 1, we have
Remark 2.9. In [30] , a weaker estimate (2.28) is enough to control the cubic term with one derivative, while, in this paper, (2.29)-(2.31) are necessary to control the cubic terms with three derivatives. On the other hand, under the periodic boundary condition, (2.28) is optimal, due to the lack of smoothing effect. We refer to [30] and [41] for a part of proof and the periodic case (also for the comparison), respectively.
Proof of Lemma 2.11. We only prove (a) and (c). The proof of (b) is analogous to the proof of (c), thus we omit it. For part (b), see [30, 41] .
(a) We apply a similar argument as in Remark 2.7 to the interval [0, T ]. Let choose ρ : R → [0, 1] to make a partition of unity, that is, m∈Z ρ 4 (x − m) ≡ 1, for all x ∈ R. It follows that
Note that |A| ≤ 4. We split
It suffices to show (a) on the second summation, since otherwise, the same argument in addition to
gives better result, thanks to the absence of 2 2k4 (see [21, 30] for the details).
On the second summation ( m∈A c ), we can ignore 1 [0,T ] (t). Similarly as in Section 2.4, let u ki = F [ρ(2 2k4 t − m) u i (ξ i )] and u ki,ji = η ji (τ i − w(ξ i ))u ki , i = 1, 2, 3, 4. Parseval's identity and (2.9) yield
Hölder inequality and (2.16) ensure
together with (2.32), one concludes (2.26) and we complete the proof.
(c) The proof of (2.28) can be found in [30] . The proof of (2.29) follows the proof of (2.28) with a modification j max ≥ 4k 4 + k 2 − 10 instead of j max ≥ 2k 4 . Thus we omit the detail.
Note that 2 
The proof of (2.31) is analogous to the proof of Lemma 4.1 (b) (in particular (4.6)) in [22] . The left-hand side of (2.31) can be replaced by
If k 2 = 0, similarly as the proof of (2.30), we have LHS of (2.31) 2
Otherwise (k 1 ≥ 1)
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, the same argument in the proof of (2.30) yields LHS of (2.31)
Thus, we complete the proof. 11 The case |ξ 1 + ξ 2 | ∼ 2 k 2 , when |k 1 − k 2 | ≤ 4, exists, if both ξ 1 and ξ 2 have same sign. However, under this condition, one has the same conclusion as (2.29). 12 The case |ξ 1 + ξ 2 | ≤ 1 cannot happen when k 1 = 0 and k 2 ≥ 1.
Remark 2.10. Using the weight, one can have at least 2 k4/4 more derivative gain, while 2 5 8 k1 derivative loss occurs. Indeed, a direct computation gives
Such derivative gain may be helpful to avoid the occurrence of the logarithmic divergence in H 2 -energy estimates (see [41] ). Moreover, the derivative loss in low frequencies is not big in H 2 , so be handled in H 2 . This approach may be applied to LWP of the fifth-order mKdV H 2 (T) (improvement of [41] , in authors' forthcoming project).
Proposition 2.12. Let s ≥ 2 and T ∈ (0, 1]. Then, for the solution u ∈ C([−T, T ]; H ∞ (T)) to (2.1), we have
Proof of Proposition 2.12. The definition of the E s (T ) norm says
Then, we immediately have 
for s ≥ . We now focus on I 2 (k). Note that a direct calculation gives 40uu x u xx + 10u 2 u xxx + 10u
x . We split I 2 (k) (in particular cubic part in N 3 (u)) into I 2,1 + I 2,2 + I 2,3 , where
We first estimate I 2,1 . We further decompose I 2,1 as follows:
Note that k ′ ≤ k 2 + 10 in I 2,1,1 . Lemma 2.11 yields
We divide the summation over k 3 in I 2,1,2 by k3≤k−10 + |k3−k|≤10 + k3≥k+10 . Then, by the support property, we know that the integral vanishes unless |k ′ − k| ≤ 10 on the first and second summations and k ′ ≥ k + 10 on the last summation. Note on the last summation that |k ′ − k 3 | ≤ 10.
On the first summation, the following cases of k 1 and k 2 (assuming k 1 ≤ k 2 by the symmetry) are possible:
(1) k 1 ≤ k − 10 and |k 2 − k| ≤ 10 (2) |k 1 − k 2 | ≤ 10 and k 2 ≥ k + 10 (3) |k 1 − k 2 | ≤ 10 and |k 2 − k| ≤ 10
It suffices to assume in the first case that k 1 ≤ k 3 , since two derivatives are taken in the k 3 -frequency mode. We use (2.29) and (2.28) with the use of the weight (see Remark 2.10) when k 1 = 0 and k 1 ≥ 1, respectively, to estimate I 2,1,2 , precisely, I 2,1,2 is bounded by
Under the second case, by (2.30), I 2,1,2 is bounded by
Under the last case, by (2.27), I 2,1,2 is bounded by
.
On the second summation, the possible cases of k 1 and k 2 are same as before. Using (2.27), (2.30) and (2.26), one concludes that I 2,1,2 is bounded by
On the last summation, the following cases of k 1 and k 2 (assuming k 1 ≤ k 2 by the symmetry) are possible:
Since k-frequency is the lowest frequency, hence one similarly or easily has
for s ≥ 9 8 , thanks to Lemma 2.11 (c) and (b). The estimate of I 2,2 is very similar as before. In view of the estimate of I 2,1 , one knows that the worst case appears when the frequency support of u xx is I k . However, a direct calculation (integration by parts) gives
which is exactly same as I 2,1 (in particular, I 2,1,1 and I 2,1,2 under |k 3 − k| ≤ 10). The rigorous justification of this observation can be seen in the commutator estimates, see the proof of Lemma 4.1 (c) in [22] for the details or see the proof of Proposition 2.13 below. Moreover, one can see that the derivatives are fairly distributed in I 2,3 , and hence it can be easily or similarly controlled as the estimate of I 2,1 . We omit the details.
On the other hand, the rest part,
where F (u) = (u p ) x , p = 2, 4, 5, can be immediately handled by using
where u j = P kj u ∈ F kj (T ), j = 1, · · · , p + 1 and assuming that k 1 ≤ · · · ≤ k p+1 , for p = 2, 4, 5.
Collecting all, we have
for s ≥ 2, thus we complete the proof of (2.34).
Let u 1 and u 2 be solutions to (2.1). Define v = u 1 − u 2 , then v solves 35) where
Remark 2.11. One can see that the cubic terms with three derivatives are not harmful even in F s , while the same terms are the main enemy under the periodic boundary condition. The principal reason is due to the lack of the smoothing effect under the periodic condition. Compare Lemma 2.11 (c) and Lemma 6.4 (c) and (d) in [41] .
Proof. We first concentrate on the estimate on v 
for s ≥ 2. Moreover, since the quintic term in N 3 (u 1 , u 2 ) and SN (u 1 , u 2 ) contains only one derivative, one can easily handle them compared to the cubic term in N 3 (u 1 , u 2 ). Thus, in what follows, we only focus on I 2 (k) (in particular, the cubic terms), similarly as the proof of Proposition 2.12.
We write I 2 (k) = I 2,1 − I 2,2 + I 2,3 , where
We, here, only consider I 2,2 in order to provide a rigorous proof of the estimate of I 2,2 in the proof of Proposition 2.12. Moreover, it is easier to handle I 2,1,2 than I 2,1,1 (or similar), since less derivatives are taken in v, hence it is enough to estimate only I 2,1,1 . We reduce I 2,2,1 as
A direct calculation gives
where [A, B] = AB − BA, the integration by parts yields
which is already dealt with in the proof of Proposition 2.12 (in particular, I 2,1,1 ). Thus, we have
On the other hand, a direct computation, in addition to the mean value theorem, (2.5) and (2.4), gives
where,
for 0 ≤ θ ≤ 1. Thus, an analogous argument yields
The rest of the proof, which is the estimate of
is almost identical to the proof of the estimate of I 2,1,2 in the proof of Proposition 2.12. Thus, we have
for s ≥ 2. Thus, we complete the proof.
2.6. Local and Global well-posedness. The local-well-posedness argument (the classical energy method) is now standard. We refer the readers to [28, 26, 22, 30, 41] and references therein, for more details, and we, here, give a sketch of proof.
We first state fundamental properties of X s,b -type norms.
Proposition 2.14. Let s ≥ 0, T ∈ (0, 1], and u ∈ F s (T ), then
See Appendix in [22] for the proofs. We also refer to [28, 30, 26] .
One can observe that (1.1) admits the scaling equivalence with (2.1): For λ > 0, if u is a solution to (1.1), then u λ , defined by u λ (t, x) := λu(λ 5 t, λx), is a solution to (2.1). Moreover, a direct calculation yields u 0,λ Ḣs = λ u 0 Ḣs , which says the scaling exponent s c = − 1 2 . Thus, a small data local well-posedness of (2.1) ensures the local-in-time well-posedness of (1.1) for an arbitrary data. From Duhamel's principle, we know that the solution to (2.1) is of the following integral form:
where W (t) is defined as in (2.6). We assume
(2.37)
Remark that for any fixed µ ∈ R + , we can choose 0 < λ 0 ≪ 1 sufficiently small such that the initial data satisfy (2.37) and µλ ≤ 1 for all λ ≤ λ 0 . The second condition ensures that our local well-posedness argument does not depend on µ.
We fix s ≥ 2. Proposition 2.15, Propositions 2.7, 2.8 and 2.9, and Proposition 2.12 ensures
, which, in addition to the smallness condition (2.37) and continuity argument (see Lemma 6.3 in [30] for the details), implies a priori bound:
To complete the proof, we need
It immediately follows from Proposition 2.15, Propositions 2.7, 2.8 and 2.9, and Proposition 2.13 under (2.38).
For fixed u 0 ∈ H s , a density argument enables us to choose a sequence {u 0,n } ∞ n=1 ⊂ H ∞ such that u 0,n → u 0 in H s as n → ∞. Let u n (t) ∈ H ∞ is a solution to (2.1) with initial data u 0,n . Using a similar argument as above and Proposition 2.16, one shows {u n } is a Cauchy sequence. Indeed, for K ∈ Z + , let u K 0,n = P ≤K (u 0,n ). Then, u K n = P ≤K u n satisfies the frequency localized equation (P ≤K (2.1)) with the initial data u K 0,n . We have from the triangle inequality that
The first and last terms are bounded by ǫ, thanks to a priori bound, and the second term is bounded by ǫ, thanks to Proposition 2.13, precisely,
Hence the 3ǫ-argument completes the proof and we obtain a solution as the limit. The uniqueness and the continuity of dependence follow from an analogous argument.
Remark 2.12. In view of all analyses above, we do not use the integrability of the Gardner equation (2.1) to prove the local well-posedness, and thus we can apply our argument to prove the local result of (2.1) with arbitrary coefficients.
Small solutions u to (2.1) satisfies the (rescaled) conservation laws (1.4)-(1.5)-(1.6), namely
Using above conserved quantities and the Sobolev embedding in addition to the smallness condition, one proves Theorem 1.3.
Stability of breathers of the 5th order Gardner equation
Once we have shown the existence of global solutions of the Cauchy problem for the 5th order Gardner equation (1.1), we study now the stability properties of a special solution of (1.1). Before dealing with this stability result, we present basic facts on solutions of (1.1). The simplest solution of the 5th order focusing Gardner equation is a traveling wave like solution, usually called as soliton solution, and explicitly defined as follows 
with v µ,c := c 2 + 10µ 2 c,
which indeed has a completely similar profile to the well known Gardner soliton profile [3] . The 1-soliton solution Q µ,c (3.1) of the 5th order Gardner equation (1.1) satisfies the nonlinear second order ODE:
Note that, as a solution of (1.1), Q µ also satisfies naturally the fourth order ODE
Moreover, it is possible to build a solution made of the composition of N of such solitons, which is usually called as the N-soliton solution for the 5th order Gardner equation
where ς * means the complex conjugate of ς, here c k is the scaling and ̺ k an arbitrary constant phase, From that multi-soliton solution, the 2-soliton solution is apparent. Now, if we take this 2-soliton solution of (1.1), and transforming its corresponding scalings c 1 , c 2 to complex ones c 1 = c * 2 := (β + iα) 2 , α, β ∈ R\{0}, it allows us to build a new solution of (1.1) named as the breather solution. This is a localized in space and periodic in time (modulo symmetries of the equation) solution, and it is defined as follows: Definition 3.2 (5th order Gardner breather). Let α, β ∈ R\{0}, µ ∈ R + \{0} such that ∆ = α 2 + β 2 − 4µ 2 > 0, and x 1 , x 2 ∈ R. The 5th order breather solution B µ ≡ B µ,5 of the 5th order Gardner equation (1.1), is given explicitly by the formula
with y 1 and y 2 y 1 = x + δ 5 t + x 1 , y 2 = x + γ 5 t + x 2 , and with velocities
First of all, we remember the following identity for solutions of the of 5th order Gardner equation ( Proof. The proof follows directly from Lemma 3.3, by using the breather solution (3.2).
Moreover, the breather solution (3.2) of the 5th order Gardner equation (1.1) satisfies the following nonlinear identities:
Lemma 3.5. Let B µ ≡ B µ,5 be the breather solution (3.2) of the 5th order Gardner equation (1.1). Then
(1) B µ =B µ,x , withB µ =B α,β,µ given by the smooth L ∞ -functioñ
Proof. The first item above is a direct consequence of the definition of B µ in (3.2). On the other hand, (3.4) is a consequence of (1.1) and integration in space (from −∞ to x) of (1.1).
Finally, we show that breather solutions (3.2) of the 5th order Gardner equation (1.1) satisfy the following identity:
Lemma 3.6. Let B µ ≡ B µ,5 be the breather solution (3.2) of the 5th order Gardner equation (1.1) . Then, for all t ∈ R,B
Proof. See appendix B for a detailed proof of this nonlinear identity. Now, we prove that breather solutions (3.2) of the 5th order Gardner equation (1.1) satisfy a fourth order ODE, which indeed is the same as the one satisfied by classical Gardner breather solutions (see [6, Theorem 3.5] for further details) Theorem 3.7. Let B µ ≡ B µ,5 be the breather solution (3.2) of the 5th order Gardner equation (1.1) . Then, for any fixed t ∈ R, B µ satisfies the nonlinear stationary equation
Proof. We use the identity (3.4) to substitute the B µ,4x term in the left-hand side of (3.6), simplifying it as:
where in the last line we have used the identity (3.5).
Note that being the shift parameters x 1 , x 2 in (3.2) selected as independents of time, a simple argument guarantees that the previous Theorem 3.7 still holds under time dependent, translation parameters x 1 (t) and x 2 (t). .2), and x 1 (t), x 2 (t) ∈ R two continuous functions, defined for all t in a given interval. Consider the modified breather
Then B µ satisfies (3.6), for all t in the given interval.
Proof. From the invariance of the equation (3.6) under spatial translations, we conclude.
Even more, we can characterize variationally these breather solutions of the 5th order Gardner equation. Explicitly, considering the H 2 (R) conserved quantity (1.6)
we can introduce a H 2 functional, associated to the breather solution. Namely, we define this functional as a linear combination of the energy (1.5), the mass (1.4) and (3.7) in the following way
Therefore, H µ [u] is a conserved quantity, well-defined for H 2 -solutions of (1.1). Additionally, we have that Lemma 3.9. Breather solutions B µ (3.2) of the 5th order Gardner equation (1.1) are critical points of the Lyapunov functional H µ (3.8). In fact, for any z ∈ H 2 (R) with sufficiently small H 2 -norm, and B µ = B α,β,µ any 5th Gardner breather solution, one has, for all t ∈ R, that
with Q µ being the quadratic form defined in (3.9) below, and
Proof. A direct computation with the integration by parts yields
Collecting all, one obtain
where the quadratic form 9) associated to the linearized operator L µ given by
and the collection of higher order terms (with respect to z) N µ [z] is given by
Theorem 3.7 ensures R W(B µ )z = 0, and hence one has H µ ′ [B µ ] = 0. Moreover, from direct estimates, one has
), as desired. 3.1. Spectral analysis. As a direct consequence of the already studied spectral properties of the linearized operator L µ , associated to the classical Gardner breather solution B µ , in [6] , we obtain the same spectral results for breather solutions of the 5th order Gardner equation (1.1). In fact, all statements on spectral properties and the main Theorem in [6] are valid for the 5th order Gardner equation (1.1), even if explicit coefficients are different. Therefore in the following lines and for the sake of completeness, we only summarize and list the main features of L µ (3.10). Let B µ as introduced in (3.2). Consider now the two directions associated to spatial translations. We define
and B 2 (t;
Moreover, we compute and denote as scaling directions, the derivatives
We get the following (see [6] for more details) Lemma 3.10. For any breather solution B µ (3.2) of the 5th order Gardner equation (1.1), we get that (1) ( Continuous spectrum) L µ is a linear, unbounded operator in L 2 (R), with dense domain H 4 (R). Moreover, L µ is self-adjoint, and is a compact perturbation of the constant coefficients operator
In particular, the continuous spectrum of L µ is the closed interval [(α 2 + β 2 ) 2 , +∞) in the case β ≥ α, and [4α 2 β 2 , +∞) in the case β < α, with no embedded eigenvalues are contained in this region.
(2) ( Kernel) For each t ∈ R, one has
(3) Consider the scaling directions Λ α B and Λ β B introduced in (3.12). Then, given α, β > 0 and ∀µ ∈ (0, √ 
), the operator L µ defined in (3.10) has a unique negative eigenvalue −λ 2 0 < 0, of multiplicity one, where λ 0 depends on α, β, µ, x 1 , x 2 and t. ). For the quadratic from Q µ [z] as in (3.9), associated to L µ (3.10), there exists a well-defined and positive continuous function ν 0 = ν 0 (α, β, µ) such that, for all
the following Coercivity condition holds true:
For the proof of this Lemma, we refer the interested reader to [6, Lemma 5.10] . Finally, we present the stability result for breather solutions (3.2) of the 5th order Gardner equation (1.1): Theorem 3.11 (H 2 -stability of 5th order Gardner breathers). Let α, β ∈ R\{0} and µ ∈ (0, √
). Let B µ ≡ B µ,5 the breather solution (3.2) of the 5th order Gardner equation (1.1). Then, there exist positive parameters η 0 , A 0 , depending on α, β and µ, such that the following holds: Consider u 0 ∈ H 2 (R), and assume that there exists η ∈ (0, η 0 )
Then there exist x 1 (t), x 2 (t) ∈ R such that the solution u(t) of the Cauchy problem for the 5th order Gardner equation (1.1) with initial data u 0 , satisfies
Proof. We take u = u(t) ∈ H 2 (R) as the corresponding local in time solution of the Cauchy problem associated to (1.1), with initial condition u(0) = u 0 ∈ H 2 (R). Therefore, once we guaranteed for the case of the breather solution of the 5th order Gardner equation, that it satisfies the same 4th order ODE (3.6) as the classical Gardner breather, that a suitable coercivity property holds for the bilinear form Q µ associated to the breather solution of (1.1) (see (3.13)), and the existence of a unique negative eigenvalue (Lemma 3.10 (6)) of the linearized operator L µ given in (3.10), the stability proof follows the same steps as the H 2 -stability of classical Gardner breathers [6, Theorem 6.1] (see also [5, Theorem 6.1] ). Namely, we proceed assuming that the maximal time of stability T is finite and we arrive to a contradiction.
Appendix A. Proof of Theorem 1.4
The aim of this section is to prove the ill-posedness of (1.1) for s > 0, which, in addition to the first author's recent work [4] , completely justifies that the 5th Gardner equation (1.1) is the quasilinear equation in the sense that the flow map from data to solutions is not (locally) uniformly continuous for all regularities, see Corollary 1.5. Since the weak-illposedness phenomenon occurs due to the strong high-low interaction in the quadratic nonlinearity with three derivatives, Theorem 1.2 in [43] seems to guarantee the lack of uniform continuity of the flow map associated to (1.1) for s > 0. This section contributes to prove that the equation (1.1) is indeed weakly ill-posed for s > 0.
The proof basically follow the argument used in [43] , initially introduced by Koch-Tzvetkov [39] . Since the (weak) ill-posedness phenomenon arises from the strong high-low quadratic nonlinearity (high frequency waves with low frequency perturbations), the main part of the proof is identical to the argument in [43] . Thus, we, here, provide an additional estimate to be needed for the other nonlinearities.
In view of the argument presented in Section 2.6, it suffices to show the ill-posedness of (2.1) with small initial data.
A.1. Setting. We first define the approximate solution, which is an ansatz to cause the (weak) ill-posedness phenomenon. Let φ, φ ∈ C ∞ 0 (R) be smooth bump functions satisfying φ ≡ 1, |x| < 1, and φ ≡ 0, |x| > 2 and φ ≡ 1, x ∈ supp(φ) and φφ ≡ φ, respectively. For N ≥ 1 and 0 < δ < 1, set φ N (x) := φ x N 4+δ , φ N (x) := φ x N 4+δ . Let ǫ > 0 be a sufficiently small for the initial data to satisfy (2.37). Let We recall from [39, 43] the following useful lemmas to prove Proposition A.1. Proof. It suffices to consider P + , since an identical argument holds true for P − . We drop the super-index +. We decompose P into P 1 + P 2 , where P 2 = N 3 (u ap ) − N 3 (u l ) + SN (u ap ) − SN (u l ) and P 1 = P − P 2 . Lemma 6.4 in [43] exactly shows (A.7) and (A.8) for P 1
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. Our setting of φ, φ and u l is essential to deal with Λ := ǫN 13 A small difference between P 1 and F in Lemma 6.4 in [43] does not make any trouble. Indeed, our setting of u h corresponds to (2.1), so that one can immediately apply the argument in the proof of Lemma 6.4 in [43] to our case. Moreover, the cubic term with one derivative in N 2 (uap) can be dealt with similarly as SN (uap).
Thus, one can see that the worst term arises from the case when the derivative acts on cos (N x − Φ N (t) − t). Using Collecting all, we completes the proof of (A.7). Moreover, the fractional Leibniz rule ensure at least P Ḣσ σ N σ P L 2 , which in addition to (A.7) implies (A.8), since u l,t + u l,5x + 10µ 2 λ 2 u l,3x + 30µ 4 λ 4 u l,x + N 2 (u l ) + N 3 (u l ) + SN (u l ) = 0 and the others contains at least one u h . We complete the proof. To fill the regularity range 0 < s < 2, we use the conservation law and the interpolation theorem. where
Now, we verify by using the symbolic software Mathematica that, after expanding f ′ s and g ′ s terms (B.1)-(B.2) and lengthy rearrangements, the above term (B.8) simplifies as follows:
Finally, remembering (B.7), we have that
and we conclude.
