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Abstract
In this article algebraic constructions are introduced in order to study the
variety defined by a radical parametrization (a tuple of functions involving
complex numbers, n variables, the four field operations and radical extrac-
tions). We provide algorithms to implicitize radical parametrizations and
to check whether a radical parametrization can be reparametrized into a
rational parametrization.
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1. Introduction
It is well known that in many applications dealing with geometric ob-
jects, parametric representations are very useful (see [8]). In general, when
one works with parametric representations of algebraic curves and surfaces,
the involved functions are rational. Nevertheless it is well known that only
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genus 0 curves, and arithmetic and plurigenus 0 surfaces, have this prop-
erty. Furthermore, even if we limit our parametrizations to the rational case,
many of the geometric constructions in CAGD, as e.g. offsetting, conchoidal
or cissoid constructions, do not propagate the rationality of the geometric
object. This means that even though the original object is rational the new
object is not in general.
One possible way to overcome this limitation is to work with piecewise
approximate parametrizations. A second way is to extend the family of
functions used in the parametric representation; for instance using radicals
of polynomials. The latter is the frame of this paper. When dealing with
curves, algorithms to parametrize with radicals can be found in [12] and [7]
that cover the cases of genus less or equal to 6. In addition, in [13] one can
find algorithms to parametrize by radicals certain classes of surfaces. An
additional interesting property of radical parametrizations is that the radical
nature of a variety is preserved under geometric constructions of degree up
to 4 (see Section 5 in [13] for further details). So, in particular, offsets and
conchoids of radical varieties are radical (see Corollaries 5.2 and 5.3. in [13]).
In this article we continue the exploration of radical parametrizations
initiated in [12] and [13]. Here we introduce a framework to manipulate
these parametrizations in a rational way by means of rational auxiliary va-
rieties and maps. This allows us to apply results of algebraic geometry to
derive conclusions on the radical parametrization and its image. In short,
to translate radical statements into rational ones. More precisely, from the
theoretical point of view, we introduce the notion of radical variety associ-
ated to a radical parametrization, and we prove that it is irreducible and of
dimension equal to the number of parameters in the parametrization. Fur-
thermore, we introduce the notion of tracing index of radical parametrization
that extends the notion of properness of rational parametrization (see [14]).
In addition, we define an algebraic variety, that we call tower variety, which
is birationally equivalent to the radical variety when the tracing index is
1. The most interesting property of the tower variety is that it encodes
rationally the information of the radical parametrization. From the algo-
rithmic point of view, we show how to compute generators of the radical
variety and of the tower variety, in particular an implicitization algorithm
for radical parametrizations, and how to compute the tracing index. As a
potential application we present an algorithm to decide, and actually com-
pute, whether a given radical parametrization can be reparametrized into
a rational parametrization. Also, we show how the tower variety may help
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to compute symbolically integrals whose integrand is a rational function of
radicals of polynomials.
The paper is structured as follows: in Section 2 we recall the notion of
radical parametrization and we discuss how to represent them. In Section 3
we introduce the concept of radical variety and we prove some of the main
properties. In Section 4 the tower variety is defined, properties are presented,
and its application to check the reparametrizability of radical parametriza-
tions into rational parametrizations is illustrated.
2. The notion of radical parametrization
A radical parametrization is, intuitively speaking, a tuple
x = (x1( t ), . . . , xr(t)) of functions of variables t = (t1, . . . , tn) which are
constructed by repeated application of sums, differences, products, quotients
and roots of any index; we will assume in the sequel that r > n. More for-
mally, a radical parametrization is a tuple of elements of a radical extension
of the field C(t) of rational functions in the variables t. In the following we
approach the concept by means of Field Theory.
Definition 2.1. A radical tower over C( t ) is a tower of field extensions
F0 = C( t ) ⊆ · · · ⊆ Fm−1 ⊆ Fm such that Fi = Fi−1(δi) = F0(δ1, . . . , δi) with
δeii = αi ∈ Fi−1, ei ∈ N. In particular, C( t ) is a radical tower over itself.
Definition 2.2. A radical parametrization is a tuple x ( t ) of elements of
the last field Fm of some radical tower over C( t ), such that their Jacobian
has rank n.
Remark 2.3.
(i) A rational parametrization is a radical parametrization.
(ii) The Jacobian is defined by extension of the canonical derivations ∂
∂ti
from C( t ) to Fm (see [9, Chapter 8.5, Theorem 5.1], or [17, Chapter
II.17, Corollary 2] for the formal details). One can calculate the deriva-
tives of the δ’s recursively as follows: for each expression δeii = αi in
the definition of the tower we write a relation ∆eii = αi(∆1, . . . ,∆i−1)
where ∆1, . . . ,∆i are new variables dependent on the t . Then we can
differentiate with respect to any ti to obtain
ei∆
ei−1
i
∂∆i
∂tj
=
∂αi
∂tj
,
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the right hand side involving ∆1, . . . ,∆i−1 and their derivatives. Sub-
stituting the δ’s into the ∆’s we obtain an explicit relation between ∂δi
∂tj
and the previous partial derivatives.
Let us illustrate the notion of radical parametrization with an example, in
order to relate the usual way of writing radical expressions to our Definition
2.2. See for instance [1] and [3, Section 2.6] for more information on the topic
of representation and simplification of radical functions.
Example 2.4. One would expect that the expression(
1
6
√
t 3
√
t−√t , t
)
(2.1)
is not defined because the denominator is zero. This is due to the default
interpretations of the roots as the principal branches (i.e. n
√
1 = +1). Let
us try to be more explicit about those branches by interpreting (2.1) as a
parametrization in the sense of Definition 2.2.
For this purpose, we need to introduce a radical tower over F0 = C(t).
We can consider the following tower
T := [F0 ⊂ F0(δ1) ⊂ F0(δ1, δ2) ⊂ F0(δ1, δ2, δ3), where δ21 = t, δ32 = t, δ63 = t].
Note that there are different choices for the δi, but all possible choices of
conjugates generate the same tower. Thus, we can write the parametrization
as (
1
δ3δ2 − δ1 , t
)
(2.2)
In order to specify the radical parametrization, we will fix particular choices
of the δi. For that, one possibility is to provide a value t0 ∈ C as well
as values δ1(t0), δ2(t0), δ3(t0) such that (2.2) is well-defined. For instance,
δ1(1) = −1, δ2(1) = e2pii/3, δ3(1) = +1 will produce the expression(
e−pii/3√
t
, t
)
(2.3)
where the latter root denotes the principal branch. Note that for this partic-
ular election the Jacobian has the required rank. Finally, observe that not
all choices of the δi are valid. For instance, if we choose δ1(1) = δ2(1) =
δ3(1) = 1, then the denominator is identically zero. Summarizing, (2.1) is
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not a radical parametrization unless we specify the tower and we choose the
δi(t) branches properly. A conveniently compact notation for (2.3) is{(
1
δ3δ2 − δ1 , t
)
,T, δ1(1) = −1, δ2(1) = e2pii/3, δ3(1) = 1
}
.
Other towers can be used in this construction, for example T′ := [C(t) ⊂
C(t)(δ1) ⊂ C(t, δ1)(δ2), δ21 = t, δ62 = t] and the branch choices δ1(1) =
−1, δ2(1) = 1. Then the expression (2.1) is specified to the radical parametriza-
tion (
1
2
√
t
, t
)
where the latter root denotes the principal branch.
We will not address in this article the problems of finding optimally simple
or canonical ways of expressing radical parametrizations.
Example 2.5. Let us generate a radical parametrization from the expression
(x(t), y(t)) =
(
t+
4
√
t3 + 2t√
t2 − 3√t− 1
,
4
√
5 3
√
t− 1 + 1
t3 + 5
)
(2.4)
We consider the tower
T :=
[
C(t) ⊂ F1 := C(t)(δ1) ⊂ F2 := F1(δ2) ⊂ F3 := F2(δ3) ⊂ F4 := F3(δ4),
where δ31 = t− 1, δ22 = t2 − δ1, δ43 = 5δ1 + 1, δ44 = t3 + 2t
]
.
Then, one possible radical parametrization from the ambiguous expression
(2.4) is{(
t+
δ4
δ2
,
δ3
t3 + 5
)
,T, δ1(2) = 1, δ2(2) = +
√
3, δ3(2) = +
4
√
6, δ4(2) = +
4
√
12
}
.
Another way of writing the same parametrization is{(
t+ i
δ4
δ2
,
δ3
t3 + 5
)
,T, δ1(2) = 1, δ2(2) = −
√
3, δ3(2) = +
4
√
6, δ4(2) = i
4
√
12
}
.
Note that we have changed the definitions of δ2 and δ4 and compensated the
change with a coefficient in the parametrization.
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3. The variety of a radical parametrization
In this section we associate to a radical parametrization an algebraic
variety that coincides with the intuitive notion of the (Zariski closure of the)
image of the vector function defined naturally from the parametrization.
Furthermore we establish some of its main properties. With the notations of
the previous section, let
P = {(x1( t ), . . . , xr( t )), T, δ1( t 0) = a1, . . . , δm( t 0) = am}
be a radical parametrization. Note that the δ’s and the x’s (see Definitions
2.1 and 2.2) are not necessarily rational over t , but they can be expressed
rationally as
α1 =
α1N( t )
α1D( t )
, α2 =
α2N( t , δ1)
α2D( t , δ1)
, . . . , αm =
αmN( t , δ1, . . . , δm−1)
αmD( t , δ1, . . . , δm−1)
,
xi( t ) =
xiN( t , δ )
xiD( t , δ )
where δ = (δ1( t ), . . . , δm( t )).
(3.1)
Remark 3.1. The rational functions in (3.1) are not uniquely determined by
the algebraic elements that define P , due to the δ’s being algebraic elements
over the rational function field. In the objects defined below we indicate only
the dependence of P as subindices for simplicity of notation.
For our constructions we will define the maps ϕ and pi, whose domains
will be specified later where needed. Let
ϕ : Cn → Cn+m+r : t 7→ ( t , δ , x ) (3.2)
Definition 3.2. The incidence variety associated to this representation of
P is BP = Im(ϕ) ⊂ Cn+m+r.
Remark 3.3. The notation BP should not mislead the reader into thinking
that P determines the indicence variety, since BP depends crucially on the
representation of P : the tower and the functions introduced at the beginning
of this section.
The last map that we define is the projection from BP onto the variables
of interest, the x :
pi : BP ⊂ Cn+m+r → Cr : ( t , δ , x ) 7→ x .
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Definition 3.4. The radical variety associated to the parametrization P is
VP = pi(BP) ⊂ Cr.
In the rest of this section we will prove some basic properties of these ob-
jects, among them that BP and VP are irreducible of dimension n. To this end
we define an auxiliary variety, the variety AP , that also has computational
interest. For this purpose, we introduce the tuples of variables
T = (T1, . . . , Tn), ∆ = (∆1, . . . ,∆m), X = (X1, . . . , Xr) and Z.
In the ring C[T , ∆ , X , Z] we define the polynomials:
E1 = (∆1)
e1 · α1D(T )− α1N(T ),
Ei = (∆i)
ei · αiD(T ,∆1, . . . ,∆i−1)− αiN(T ,∆1, . . . ,∆i−1), i = 2, . . . ,m,
Gj = Xj · xjD(T , ∆ )− xjN(T , ∆ ), j = 1, . . . , r,
GZ = Z · lcm(x1D, . . . , xrD, α1D, · · · , αmD)− 1.
(3.3)
Let us denote the zeroset over C of finitely many polynomials {P,Q, . . .}
as V (P,Q, . . .).
Definition 3.5. AP is the Zariski closure of the projection of
V (E1, . . . , Em, G1, . . . , Gr, GZ) onto all but the last coordinate (therefore
AP ⊂ Cn+m+r).
The objects and maps defined so far are shown in a commutative diagram.
BP ⊂ AP ⊂ Cn+m+r
VP⊃Cr Cn
pi

ϕ
\\
Poo
defined as
( t , δ , x )
x t
S
pi
		 t
ϕ
ZZ
Poo
(3.4)
Two examples will serve here as an illustration.
Example 3.6. Consider the radical parametrization (t,
√
1− t2) of the unit
circle, where the root denotes the principal branch. An expression for this is
P = {(t, δ) , T := [C(t) ⊂ C(t)(δ), δ2 = 1− t2], δ(0) = +1} .
Then:
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• AP is V (∆2−1+T 2, X−T, Y −∆) (the Z-equation was Z−1, trivially
eliminated). This is a circle in C4.
• BP is the closure of the image of ϕ(t) = (t,
√
1− t2, t,√1− t2) which
coincides with AP .
• VP is the projection of BP onto the variables X, Y which is the circle
X2 + Y 2 = 1.
Example 3.7. This example is based on Example 4.8 in [13]. Consider the
radical parametrizationt2, t2
(√
t1
10 − 4 t23t1 − 4 t1 − t15
)
2 t2
3 + 2
, t1

of a surface in C3, where the root denotes the principal branch. An expression
for this is
P =
{(
t2,
(−t15 + δ) t2
2 t2
3 + 2
, t1
)
,
T := [C(t1, t2) ⊂ C(t1, t2)(δ), δ2 = t110 − 4 t23t1 − 4 t1],
δ(1,−1) = +1} .
The polynomials in (3.3) are
E1 = −T110 + 4T23T1 + ∆2 + 4T1
G1 = X1 − T2
G2 = X2
(
2T2
3 + 2
)− (−T15 + ∆)T2
G3 = X3 − T1
GZ = Z
(
2T2
3 + 2
)− 1.
Then:
• Eliminating Z in {E1, G1, G2, G3, GZ} we obtain AP = V (F) where
F = { X1 − T2,
X3 − T1,
X2T1
5 +X2∆ + 2T2T1,
T1
10 − 4T1T23 −∆2 − 4T1,
X2
2T2
3 −X2∆T2 − T1T22 +X22,
T2T1
5 + 2X2T2
3 −∆T2 + 2X2 }
(3.5)
and we conclude that AP is irreducible of dimension 2.
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• Since AP is irreducible, and using that dim(BP) = dim(AP) (this fact
will be proved later in Theorem 3.11, but for illustrating purposes we
use it here), we have that BP = AP .
• VP is the projection of BP onto the variables X1, X2, X3 which is the
surface defined by the polynomial X1X3
5X2 +X1
3X2
2 +X1
2X3 +X2
2.
Example 3.8. Let P = ( 4√t2, t) where 4√1 = +1. We have for instance the
expression
P = {(δ, t) , T := [C(t) ⊂ C(t)(δ), δ4 = t2], δ(1) = +1} .
Note that the tower is an extension of degree 2.
Then AP = V (∆4−T 2, X−∆, Y −T ), which has two irreducible compo-
nents; one of them is BP , namely V (∆2−T,X−∆, Y −T ), which is projected
on VP = V (X2 − Y ).
We can say more: the whole AP is projected on V (X4 − Y 2) which
is the union of the parabolas X2 = ±Y . The image of P is one “half”
of the parabola X2 = Y , and VP is the whole parabola. The “conjugate
parametrizations” (ik
4
√
t2, t), k = 1, 2, 3, cover the other three half-parabolas.
As the previous example shows, AP contains points related to the different
conjugates of the radicals, since the defining polynomials Ei (see (3.3)) do
not discriminate them. In other words, the same variety AP is obtained if
we conjugate any radicals in the parametrization.
In the following theorem we collect some basic facts that will be used
throughout the paper.
Theorem 3.9.
(i) Let V1, V2 be distinct irreducible components of an algebraic variety V ⊂
Cn. Then, the points in V1 ∩ V2 are singular points of V .
(ii) Let V = V (f1, . . . , fr) ⊂ Cn be an algebraic variety and p ∈ V such that
the Jacobian Jp(f1, . . . , fr) has rank r. Then p ∈ V is a nonsingular
point of V and lies on a unique irreducible component of V of dimension
n− r.
(iii) The dimension of an algebraic variety V ⊂ Cn is the largest dimension
of a subspace H ⊂ Cn for which a projection of V onto H is Zariski
dense.
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(iv) Let V be an irreducible quasi-projective variety and Π : V → Pn(C) be
a regular map. Then
dim(V ) = dim(Π(V )) + min{dim(Π−1(q)) | q ∈ Π(V )}.
(v) Let F be a finite set of complex polynomials in n variables such that
V (F) 6= ∅. Every irreducible component of V (F) has dimension ≥
n− |F|.
Proof. (i), (ii) and (iii) are stated in [2], Chapter 9.6, Theorem 8(iv), page
490; Chapter 9.6, Theorem 9, page 492; and Chapter 9.5, Proposition 5,
page 480, respectively. (iv) is stated in [6], Corollary 11.13, page 139. (v) is
a direct consequence of Proposition I.7.1. in [5], page 48; see also Proposition
6.1.9 in [16].
Next we will prove that BP is an irreducible component of AP .
Theorem 3.10. Let P be a radical parametrization. Then BP is contained
in a unique irreducible component of AP .
Proof. We will prove that Im(ϕ) is contained in one component of AP by
contradiction. In short, two points in different components can be connected
by a path so that all its points are regular. But by continuity the path must
contain a point that lies in more than one component, thus singular (see
Theorem 3.9 (i)). We develop the proof below. We assume w.l.o.g. that no
δi is 0; note that if δi = 0 then Fi = Fi−1 and it can be omitted.
We introduce some notation. Let DP = V (E1, . . . , Em, G1, . . . , Gr, GZ),
and let D ⊂ Cn consisting of those t ∈ Cn such that
• for some i = 1, . . . ,m, either αiN( t , δ ( t )) = 0 or αiD( t , δ ( t )) = 0,
• for some i = 1, . . . , r, xiD( t , δ ( t )) = 0.
Let Ω = Cn rD, and let
piZ : DP ⊂ Cn+m+r+1 −→ AP ⊂ Cn+m+r : ( t , δ , x , Z) 7→ ( t , δ , x ),
ϕZ = pi
−1
Z ◦ ϕ : Ω ⊂ Cn −→ DP ⊂ Cn+m+r+1.
Below, in Step 3, we will see that Ω = Cn. So, since we consider ϕ restricted
to Ω, we can reason with Im(ϕ) instead of BP . We assume, by contradiction,
that there exist two different irreducible components Γ1,Γ2 of AP containing
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Im(ϕ). Let Σ1,Σ2 be the two irreducible components of DP that project, via
piZ , onto Γ1,Γ2, respectively; note that piZ is 1:1.
Step 1. Let t 0 ∈ Ω. Then p := ϕZ( t 0) is nonsingular in DP , and lies in a
unique component (which has dimension n).
For the proof of this step we apply Theorem 3.9 (ii) to the point p and the
variety DP . For this it suffices to find a nonzero minor of order m+r+1 in the
Jacobian matrix of DP . Consider the submatrix corresponding to the partial
derivatives with respect to all the variables except the T . It is lower trian-
gular, and the diagonal elements are ∂Ei
∂∆i
= ei(∆i)
ei−1 ·αiD(T ,∆1, . . . ,∆i−1)
and denominators occurring in the definition of the parametrization. Upon
evaluation, the latter are nonzero by construction and the former are nonzero
by hypothesis. Thus, p is nonsingular and lies in a unique component of DP
of dimension n.
Step 2. Let W ⊂ Cn be algebraic of dimension ≤ n − 1. Then Cn rW is
path connected. We prove it by induction on n:
• n = 1: C is homeomorphic to R2, and W is a finite or empty set.
• Induction step: Let W ⊂ Cn+1 be algebraic of dimension ≤ n. Let
p, q 6∈ W , we will prove that there is a path between them disjoint from
W . Let Π be a hyperplane containing p and q. Now, Cn+1 ∩ Π ∼= Cn
and W ∩ Π is algebraic of dimension < n since Π 6⊂ W . By induction
there is a path between p and q contained in Π and disjoint from W ∩Π,
thus also disjoint from W .
Step 3. D ⊂ Cn is contained in an algebraic set of dimension < n:
• Let β ∈ Fir{0}. Since β is algebraic over F0, let its minimal polynomial
be, after clearing denominators,
q`( t )Z
` + q`−1( t )Z`−1 + · · ·+ q0( t ), qj ∈ C[ t ][Z], q0 6= 0.
Then, from β
(
q`β
`−1 + · · · ) = −q0 we deduce that if β( t ) = 0 then
q0( t ) = 0. But the zeroset of q0 is algebraic of dimension < n.
• Since D is contained in the union of the zerosets of the numerators and
denominators of the δeii ∈ Fi−1 r {0}, the claim is proven.
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Step 4. Let W ⊂ Cn be algebraic of dimension ≤ n − 1 such that D ⊂ W
(see Step 3). Then, Ω′ := CnrW is path connected (see step 2), it is included
in Ω, and it is dense in Cn. So we can continue our proof by reasoning on
the image of ϕ restricted to Ω′. But first, we remind the reader that we
are assuming (by contradiction) that Im(ϕ) ⊂ Cn+m+r is contained in two
components Γ1 and Γ2 of AP , and that Σ1 and Σ2 are the components of DP
that are projected, via ΠZ , over Γ1 and Γ2 respectively. Now suppose that
t 1, t 2 ∈ Ω′, and that p = ϕZ( t 1) ∈ Σ1 and q = ϕZ( t 2) ∈ Σ2 lie in different
components of DP (note that by Step 1 each one lies in only one component):
• Consider a path between t 1 and t 2 in Ω′ and its image γ ⊂ DP by
ϕZ (γ is connected because ϕZ is continuous in the ambient topology).
By Step 1 all the points of γ are regular. However we prove now that
γ contains a singular point: let C1 be the Zariski component of DP
containing p and C2 be the union of the other components (so q ∈ C2).
Then γ∩C1 is closed in γ because C1 is closed in the ambient topology,
and γ ∩ C2 is closed likewise. Since they cover γ, which is connected,
and both are nonempty, they are not disjoint. But any point in C1∩C2
is singular.
The next result shows that we are indeed working with algebraic sets of
dimension n.
Theorem 3.11.
(i) Every component of AP has dimension n.
(ii) BP is irreducible and has dimension n.
(iii) VP is irreducible and has dimension n.
Proof. Let DP be as in the proof of Theorem 3.10. Consider the projection
DP ⊂ Cn+m+r+1 −→ Cn : ( t , δ , x , Z) 7→ t .
Every of its fibres is finite, by inspection of the defining system of DP : by
the polynomial GZ , all denominators are nonzero, so every polynomial Ei
has finitely many solutions in ∆i, and the same holds for the polynomials
Gj and GZ w.r.t. the variables Xj and Z, respectively. Thus by Theorem
3.9 (iv) every component of DP has dimension ≤ dim(Cn) = n. On the
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other hand, by Theorem 3.9 (v), every component of DP has dimension
≥ (n+m+ r + 1)− (m+ r + 1) = n. Therefore dim(DP) = n and the same
is true of its components.
(i) Let piZ be as in the proof of Theorem 3.10. Clearly piZ is a finite
map. So, using that all the components of DP have dimension n, and
Theorem 3.9 (iv) again, one gets that every component of AP has
dimension n.
(ii) By Theorem 3.10 and the previous item, we have that dim(BP) ≤ n.
On the other hand, let Ω be as in the proof of Theorem 3.10, and
pi× : Cn+m+r → Cn such that pi×( t , δ , x ) = t . Then, Ω ⊂ pi×(BP) ⊂
Cn. Thus, since Ω is dense in Cn, it follows that pi×(BP) is also dense
in Cn. Therefore, by Theorem 3.9 (iii), BP is one of the irreducible
components of AP , and it is of dimension n.
(iii) Let W = Im(P). There exists a dense subset of the domain of P where
the rank of the Jacobian of P is n. Therefore, by Theorem 3.9 (ii),
those points are nonsingular in W so dim(W ) = n. On the other hand
W ⊂ VP which is irreducible (because it is the image of the projection
from BP). Therefore W = VP .
Remark 3.12. By inspecting the defining equations of DP (see the proof of
Theorem 3.10) one can check that each fiber of the map
DP → Cn : ( t , δ , x , Z) 7→ t has cardinality ≤
∏
ei. Therefore, this is a
bound for the number of components of DP , and hence of AP .
Remark 3.13. VP coincides with the intuitive definition of radical variety as
Im(P), since the former is irreducible and due to the Jacobian rank condition.
Therefore, VP does not depend on the construction above or the choice of
the expression (3.1).
Remark 3.14 (Implicitization algorithm for BP and VP). The following
algorithm computes equations of BP and VP :
(i) Write equations for AP by eliminating Z from (3.3).
(ii) Decompose AP and evaluate ϕ at any parameter value to determine a
point inside BP .
(iii) Eliminate all the variables except the X to obtain the equations of VP .
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Example 3.15 shows that there could be a relationship between the conjuga-
tions of the radical parametrization and the irreducible components of AP .
Nevertheless, we do not address this question in this article.
Example 3.15. [Example 3.8 continued] We calculated before that
AP = V (∆4 − T 2, X −∆, Y − T ) which decomposes as
AP = V (∆2 − T,X −∆, Y − T ) ∪ V (∆2 + T,X −∆, Y − T ).
Call the components W1 and W2 respectively. Since ϕ(1) = (1, 1, 1, 1) ∈
W1 rW2, it follows that BP = W1. Eliminating in BP the variables ∆, T we
obtain that VP = V (X2 − Y ).
4. Rationality and reparametrization of radical varieties
One of the first questions we can ask is whether a given radical parametriza-
tion is actually parametrizing a rational variety. In this section we discuss
this question. For this purpose, we will introduce a variety, called the tower
variety, that will provide the necessary information for our goal. In addition,
we will also define the notion of tracing index that will allow us to count
algebraically the fibers of a radical parametrization, and that we motivate in
the next example.
Example 4.1. Consider the radical curve parametrization P = (t2,√t)
where
√
1 = +1. That is, with the terminology introduced in Section 2,
P = {(t2, δ),T := [C(t) ⊂ C(t)(δ), δ2 = t], δ(1) = 1} .
Then ϕ(t) = (t,
√
t, t2,
√
t) (see (3.4)). The incidence variety BP is defined
by the equations ∆2 = T,X = T 2, Y = ∆ and it is irreducible. The radical
variety VP is the zeroset of X = Y 4. We study now the fiber of pi and P for
different points in VP (see (3.4)). Consider the two points p = (16, 2) and
q = (16,−2) in VP :
• pi−1(p) = {(4, 2, p)} and pi−1(q) = {(4,−2, q)}. In fact every fiber of pi
has exactly one point, since the second coordinate determines the value
of t uniquely, and this gives precisely one point in BP .
• However, p has a unique preimage by P , namely t = 4, but q has no
preimage; P−1(p) = {4}, and P−1(q) = ∅.
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Indeed, the parametrization covers “half” of VP . Analogously, ϕ covers half
of BP (for example pi−1(q) is not in the image of ϕ).
This example shows how in some sense the fibers of pi, from VP to BP ,
behave better than those of P , from VP to C.
Definition 4.2. The tracing index of a parametrization P is the degree of
the map pi, that is, the generic cardinal of pi−1(p) for p ∈ VP .
Example 4.3. Consider P = (t2,√t2 + 1); more precisely, P = {(t2, δ),T :=
[C(t) ⊂ C(t)(δ), δ2 = t2 +1], δ(1) = +√2}. Then BP = V (∆2− (T 2 +1), X−
T 2, Y −∆) and VP = V (Y 2−(X+1)). Every point (a, b) ∈ VP with a 6= 0 has
two preimages in BP by pi, namely pi−1(a, b) = {(±
√
a, b, a, b)}. Therefore the
tracing index of P is two. On the other hand, (1,√2) ∈ VP has as preimages
by P the values t = ±1, but (1,−√2) ∈ VP has no preimage (the chosen
branch produces positive roots of positive real numbers). Indeed, only half
of the points of VP are covered by P .
In the next example we illustrate how to compute the tracing index.
Example 4.4 (Example 3.7 continued). We consider the radical surface
parametrization P of Example 3.7. One possibility for computing the tracing
index is to proceed probabilistically; that is, we take a random point in p ∈ VP
and then determine the cardinality of pi−1(p). For this purpose, we may give
values to the parameters in P . Let us take
p = P(4, 8) =
(
8,
112
513
√
1327− 4096
513
, 4
)
.
The fiber of p by pi is
pi−1(p) =
{(
4, 8, 28
√
1327, 8,
112
513
√
1327− 4096
513
, 4
)}
.
Therefore, the tracing index of P is 1. Alternatively, if one wants to compute
deterministically the tracing index, we may repeat the above computation
with a generic point in VP . More precisely, let (a, b, c) ∈ C3 such that
F (a, b, c) = 0 where F (X1, X2, X3) is the defining polynomial of VP (see
Example 3.7). In this situation, we consider the polynomials
G := {F (a, b, c), X1 − a,X2 − b,X3 − c} ∪ F
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where F is the set of generators of BP (see (3.5)). We compute the reduced
Gro¨bner basis of G with respect to the pure lexicographic order with a > b >
c > X1 > X2 > X3 > t1 > t2 > ∆, obtaining
{ t110 − 4 t1t23 −∆2 − 4 t1, c− t1, t15t2 + 2 bt23 −∆ t2 + 2 b,
bt1
5 + ∆ b+ 2 t2t1, a− t2, X3 − t1, X2 − b, X1 − t2 }.
Then,
pi−1(a, b, c) =
{(
(c, a),−c (bc
4 + 2 a)
b
, (a, b, c)
)}
.
Therefore, the tracing index is 1, and the inverse map is
pi−1 : VP −→ BP
X 7−→
(
(X3, X1),−
X3
(
X2X3
4 + 2X1
)
X2
, X
)
.
We introduce now our next concept. For this purpose, we define the map
ψ : Cn → Cn+m : t 7→ ( t , δ ). (4.1)
Definition 4.5. We define the tower variety of P as VT = Im(ψ), and the
rational maps
R : VT → VP : ( t , δ ) 7→ x and pi∗ : BP → VT : ( t , δ , x ) 7→ ( t , δ ).
Therefore R is a rational lift of the nonrational P . The next diagram
shows the previous and new definitions.
BP ⊂ AP ⊂ Cn+m+r
VP⊃Cr Cn
pi

ϕ
\\
Poo
VT ⊂Cn+m
ψ
MM
R
vv
pi∗
&&
defined as
( t , δ , x )
x t
Y
pi
 z
ϕ
\\
Poo
( t , δ )
[
ψ
MM.
R
vv

pi∗
&&
(4.2)
The next theorem states the main properties of the tower variety.
Theorem 4.6. VT is irreducible and has dimension n. Furthermore, VT =
pi∗(BP).
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Proof. First, we have that dim(VT) = n by applying to ψ a similar argument
to that of Theorem 3.11 (iii).
Second, by Theorem 3.11, dim(BP) = n. So pi∗(BP) has dimension n,
because its fibers are generically 0-dimensional (see Theorem 3.9 (iv)). In
order to show that VT ⊂ pi∗(BP), it suffices to prove the inclusion of the dense
subset ψ(Dom(ϕ)), which is true by the commutativity of the corresponding
diagram. Therefore n ≥ dim(VT) ≥ n.
Finally, since BP is irreducible (see Theorem 3.11) and pi∗ is finite, we have
that pi∗(BP) is irreducible. Therefore, since VT ⊂ pi∗(BP), and dim(VT) = n =
dim(pi∗(BP)), we have that VT = pi∗(BP) and hence it is irreducible.
Theorem 4.6 provides an algorithm to determine the tower variety.
Remark 4.7 (Implicitization algorithm for VT). The following algorithm
computes equations of VT:
(i) Compute defining polynomials of BP (see Remark 3.14).
(ii) Eliminate the variables X to obtain the equations of VT.
Example 4.8 (Example 4.4 continued). We consider the radical parametriza-
tion P introduced in Example 3.7. There we computed generators of BP ,
namely the set F . In this situation, the tower variety can be determined by
eliminating in F the variables X . We obtain VT = V (−T 101 + 4T1T 32 + ∆2 +
4T1) ⊂ C3.
The importance of VT andR resides in the fact that they encode rationally
the information of the radical parametrization. For example, for curves, the
mere existence of R implies that genus(VP) ≤ genus(VT); in particular, if VT
is rational, then VP is rational. In other words:
Theorem 4.9. Let n = 1. Given a tower of fields such that VT is rational,
any radical parametrization from that tower will give rise to a rational curve.
There is no general bound on the discrepancy between genus(VT) and
genus(VP), as the next example shows.
Example 4.10. The parametrization P(t) = ( n√1− tn, n√1− tn) is n : 1
and VP is the line X1 = X2, clearly a genus 0 curve. But for the tower
C(t) ⊂ C(t)( n√1− tn) we have VT = V (T n + ∆n − 1), a Fermat curve with
genus (n−1)(n−2)
2
.
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For general dimension, if VT is unirational then VP is unirational. Similar
conditions on the plurigenera may exist in higher dimension.
Theorem 4.11.
(i) If the tracing index of P is 1, then VP and VT are birationally equivalent.
Therefore, VP is rational if and only VT is rational.
(ii) If VT is unirational, then VP is unirational. Furthermore, if T ( t ) is a
unirational parametrization of VT then R(T )( t ) = P(piT ◦ T ( t )) is a
unirational parametrization of VP where piT( t , δ) = ( t ).
Proof.
(i) Since R = pi ◦ (pi∗)−1 over irreducible dense sets, and both are injec-
tive, R is rational and injective, thus birational (see also [10] for a
constructive proof).
(ii) Clear since P ◦ piT = R.
The last part of the theorem gives rise to an algorithm for rational
reparametrization. Assume that an algorithm that decides the existence
of rational parametrizations and computes them is available; see for instance
[15] for curves and [11] for surfaces. Call this algorithm RatParamAlg. Then,
the last two theorems provide a reparametrization algorithm.
Algorithm 4.12 (Reparametrization Algorithm).
Input: A radical parametrization P given as in Def 2.2.
Output: One of the following:
• a reparametrization of P that makes it rational
• “VP cannot be parametrized rationally”
• “No answer”.
1. Compute VT and apply RatParamAlg to it.
2. if VT has a rational parametrization T ( t ) then
3. return piT(T ( t )) with piT(T ,∆) = (T )
4. else
5. compute the tracing index m of P
6. if m = 1 then
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7. return “VP cannot be parametrized rationally”
8. else
9. return “No answer”
Remark 4.13. When the algorithm outputs “No answer” it means that
it was unable to find out whether P can be reparametrized into a rational
parametrization. This is due to the fact that the tracing index is not 1. Nev-
ertheless, this can be solved by applying RatParamAlg to the radical variety
VP , but the idea of the algorithm is to provide the answer from the tower
variety.
The following examples illustrate the algorithm.
Example 4.14. Let P = ( 3√t,
√
1− 3√t2), that is,
P := {(δ1, δ2),T := [C(t) ⊂ C(t)(δ1) ⊂ C(t, δ1)(δ2), δ31 = t, δ22 = 1− δ21],
δ1(1) = 1, δ2(1) = 0.}
We have VT = V (∆31 − T,∆22 − (1−∆21)), that can be parametrized by
T (t) =
((
2t
1 + t2
)3
,
2t
1 + t2
,
1− t2
1 + t2
)
.
Then we obtain the rational reparametrization
P
((
2t
1 + t2
)3)
=
(
2t
1 + t2
,
1− t2
1 + t2
)
.
Example 4.15. We consider the surface defined by x3−x2z−xz2+z3−8y2 =
0. Let us say that we want to parametrize it, if possible, rationally. One
standard way is to deduce it from the computation of the arithmetic genus
and the plurigenus of the surface. Instead, since the degree w.r.t. y of the
defining polynomial is 2, we may first compute a radical parametrization (see
[13] for further details). We obtain, for instance,
P = (t1, 14√2t1 + 2t2 (−t2 + t1), t2)
=
{(
t1,
1
4
δ(t1 − t2), t2
)
,T := [C( t ) ⊂ C( t )(δ), δ2 = 2(t1 + t2)], δ(1, 1) = 2
}
.
The tower variety is
VT = V (∆2 − 2T1 − 2T2)
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which is clearly rational and parametrizable as
T (h1, h2) =
(
1
2
h21 − h2, h2, h1
)
.
Now, we can reparametrize:
P
(
1
2
h21 − h2, h2
)
=
(
1
2
h21 − h2,
1
4
h1
(
−2h2 + 1
2
h21
)
, h2
)
which is a rational parametrization of the given surface.
Even if we cannot reparametrize a radical variety rationally, sometimes we
may be able to simplify the radical parametrization using the same technique.
Example 4.16. Suppose VT = V (∆21 − T,∆32 − (12− T )). This is a genus 1
curve, thus it admits a 2 : 1 rational map to C. Such map can be inverted by
means of a square root, that is, there exists T2 : C→ VT radical and defined
in an extension of C(t) of degree 2:
T2(t) = (−t3 + 12,
√
−t3 + 12, t).
Now, given any P with the tower C(t) ⊂ C(√t) ⊂ C(√t, 3√12− t2), we have
that R◦T2 is a parametrization of VP defined in the same degree 2 extension
as T2. In other words, piT ◦ T2 is a reparametrization that simplifies P .
4.1. Parametrizing surfaces
Example 4.15 motivates the fact that the tower variety can be used to
reparametrize rationally surfaces that are parametrized by radicals. The
feasibility of this approach depends on whether the tower variety is easier
to parametrize rationally than the radical variety. Although we do not have
a complete answer to this question, we illustrate how these ideas can be
applied to certain families of surfaces for which one does not need to apply
the general surface parametrization algorithm but simpler instances of it.
Tubular Tower Surfaces. We consider irreducible surfaces of the form
F (x, y, z) := A(x, y)2z2 −B(x, y)2C(x, y)
where A,B ∈ C[x, y] and C ∈ C[x, y] with degrees at most two w.r.t. one of
the variables, say y. The surface can be parametrized by radicals using the
tower
T := [C( t ) ⊂ C( t )(δ), where δ2 = C( t )]
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as
P( t ) =
(
t1, t2,
B( t )δ( t )
A( t )
)
.
Then, the tower variety is
VT = V (∆2 − C(T ))
which is a tubular surface. Therefore, VP is rational. Moreover, the tubular
surface parametrization algorithm applied to VT produces the change of pa-
rameters to be performed in P( t ) in order to get a rational parametrization
of VP . We observe that if the total degree of C is ≤ 2, the tower variety is
indeed a quadric; this is the case of Example 4.15.
Using an analogous reasoning, the previous family can be extended to
F (x, y, z) := A(x, y)2z2 + A(x, y)2B(x, y)2D(x, y)z +B2(x, y)C(x, y)
where A,B,C,D ∈ C[x, y] and the degree of D2 − 4C is at most two w.r.t.
one of the variables.
Monoidal Tower Surfaces. We consider irreducible surfaces of the form
F (x, y, z) := A(x, y)nzn −B(x, y)nCn−1(x, y)
where A,B ∈ C[x, y] and Cn−1 ∈ C[x, y] is a homogenous form of degree
n− 1. The surface can be parametrized by radicals using the tower
T := [C( t ) ⊂ C( t )(δ), where δn = Cn−1( t )]
as
P( t ) =
(
t1, t2,
B( t )δ( t )
A( t )
)
.
Then, the tower variety is
VT = V (∆n − Cn−1(T ))
which has an (n − 1)-fold point at the origin. Therefore, VP is rational.
Moreover, parametrizing VT by lines we obtain the change of parameters to
be performed in P( t ) in order to get a rational parametrization of VP .
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Example 4.17. We consider the surface defined by
F (x, y, z) = −x14y5 + y8z4 + 4xy6z4 + 6x2y4z4 + 4x3y2z4 + x4z4
which can be expressed as
F (x, y, z) = (y2 + x)4z4 − (x3y)4x2y
and hence it is of monoidal tower type. We consider the tower
T := [C( t ) ⊂ C( t )(δ), where δ4 = t21t2]
that provides the radical parametrization
P( t ) =
(
t1, t2, t
3
1 t2
4
√
t21t2
t22 + t1
)
.
The tower variety is
VT = V (∆4 − T 21 T2)
that can be parametrized by lines as
T = (t21, t42, t1t2).
Therefore P(t21, t42) is a rational parametrization of the surface, namely(
t21, t
4
2,
t71t
5
2
t82 + t
2
1
)
.
4.2. Radical Integrals
Finally, rational reparametrization can be applied to the computation of
certain radical integrals. More precisely, let us consider the integral∫
f(t) dt
where f is an element of a radical tower T over C(t). We have the tower
variety VT = Im(ψ) associated to T (see (4.1)). We assume that VT is ra-
tional, and let T (t) = (T1(t), . . .) be a birational parametrization of the
curve VT. Then, by Theorem 4.11, f(piT ◦ T ) ∈ C(t). We consider the new
parametrization T ∗(t) := ψ(T1(t)) of VT that, by Theorem 4.11, is rational.
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Furthermore, since the first coordinate of both parametrizations T and T ∗
are equal, and since T is proper, then T ∗ is also birational. Moreover, since
ξ(t) := piT ◦ T ∗ ∈ C(t) then∫
f(piT(T ∗(u))) ∂ξ(u)
∂u
du
is a rational integral. Furthermore, since T ∗ is birational, the change of
parameter in the integral can be undone as
u = (T ∗)−1(ψ(t)).
We illustrate this application with a couple of examples.
Example 4.18. Let us show how to compute primitives of the form∫
R
(
3
√
t,
√
1− 3
√
t2
)
dt
where R is any rational function. Taking into account Example 4.14, we have
that
T (t) =
(
(2t)3
(1 + t2)3
,
2t
1 + t2
,
1− t2
1 + t2
)
and
T ∗(t) =
(
(2t)3
(1 + t2)3
,
2t
1 + t2
,
t2 − 1
1 + t2
)
.
Now, the integral can be converted, by t =
(
2u
1+u2
)3
, into the integral∫
R
(
2u
1 + u2
,
u2 − 1
1 + u2
)
· −24u
2(u2 − 1)
(u2 + 1)
4
du
which has a rational function integrand. Note that u =
1 +
√
− 3√t2 + 1
3
√
t
.
Example 4.19. We illustrate our application to the classical integration
method of integrals of type
I :=
∫
R(t,
√
at2 + bt+ c) dt, where R ∈ C(v1, v2)
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which are typically solved by using the so-called Euler substitutions, see [4].
We consider the radical tower
C(t) ⊂ C(t)(δ), where δ2 = at2 + bt+ c.
The tower variety VT is the plane curve defined by ∆2 = aT 2 + bT + c, a
conic and hence rational. A birational parametrization of VT is
T = T ∗ =
(
u2 − c
−2√a u+ b,
−√a u2 −√a c+ bu
−2√a u+ b
)
.
Therefore, the change of parameter is
t =
u2 − c
−2√a u+ b
and
u =
√
at2 + bt+ c− t√a.
So the integral turns to be
I =
∫
R
(
u2 − c
−2√a u+ b,
√
a u2 +
√
a c− bu
2
√
a u− b
) −2(√a u2 +√a c− bu)
(2
√
a u− b)2 du
which is now a rational integral.
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