Matsumoto [ 10] remarked that some locally projectively flat Finsler spaces of non-zero constant curvature may be Riemannian spaces of non-zero constant curvature. The Riemannian connection, however, must be metric compatible, and this requirement places restrictions on the geodesic coefficients for the Finsler space in the form of a system of partial differential equations. In this paper, we derive this system of equations for the case where the geodesic coefficients are quadratic in the tangent space variables y', and determine the solutions. We recover two standard Riemannian metrics of non-zero constant curvature from this class of solutions.
Introduction
This paper is concerned with conditions under which a locally projectively flat Finsler space of non-zero constant curvature is also a Riemannian space of non-zero constant curvature. The requirement that the Riemannian connection be metric compatible leads to a system of partial differential equations. We present this result in Section 2 along with a proof. In Section 3 we derive the solutions to the system of partial differential equations, and use them to obtain some Riemannian metrics for spaces of non-zero constant curvature. The remainder of this section is devoted to a review of certain basic definitions and results in Finsler geometry relevant to the study.
Let F be a Finsler metric on an n-dimensional manifold M. The corresponding Finsler space is denoted by F". Let x = (x 1 The inverse of (g, ; ) is denoted by (g' j ) , that is, using the Einstein summation convention, g ik [3] A system of PDEs for Riemannian spaces 251
The Riemannian connection must be compatible with the metric, that is,
The Riemann curvature R y is a family of linear maps on tangent spaces defined by
The quantity A"(I~I, y) is called the flag curvature of {I~I, y}. If F is a Riemannian metric, then K is independent of y € n and corresponds to the sectional curvature of tangent planes n € T P M. The flag curvature in Finsler geometry is thus an extension of the sectional curvature in Riemannian geometry (see [3] and [4] for more details). If, for every fixed point y e T P M, the flag curvature is independent of the tangent plane n = span{y, u] C T P M, then F is said to be of scalar curvature at the point p. If F has scalar curvature at all points in M, then F" is called a Finsler space of scalar curvature. In this case, K is independent of the plane, but it depends on the point, where the flagpole starts; thus, K = K(x, y), and the scalar curvature of F is R' k = KF 2 h' k . We summarize some well-known formulae for a Finsler space F". The proofs of these formulae along with further comments can be found in [10] . We consider first the case when n > 2. It can be shown that The following relations can be established:
We now consider the case when n = 2. It is known that every two-dimensional Finsler space is of scalar curvature. The scalar curvature of F 2 can be expressed succinctly in terms of the orthonormal Berwald frame (/', m'), namely, Let F and F be Finsler metrics on the n-dimensional manifold M, and let F" = (M, F) and F" = (M, F) be the corresponding Finsler spaces. A projective change is a difffeomorphism from F" to F" that maps geodesies of F" to geodesies of F". If any geodesic of F" is a geodesic of F" and the converse is also true, then the change F -* F of the metric is called a projective change, and F" is said to be projective to F". A Finsler metric F is said to be locally projectively flat if there exists a projective change F -*• F such that F" is a locally Minkowski space.
THEOREM 1.1 ([11]). The change F -> F of the metric is projective if and only if
where F\ k denotes the horizontal covariant derivative of F on F", that is,
Here, the G r denote the geodesic coefficients of F. We say that F" is projective to F" with the projective factor given by P = F\ k y k J2F.
THEOREM 1.2 ([1]). A Finsler space F" = (M, F) is a projectively flat Berwald space if and only if it belongs to one of the following classes:
(a) locally Minkowski spaces; (b) Riemannian spaces of constant curvature; (c) spaces F 2 with a metric of the form F = /S 2 /y, where p and y are one-forms. [5] A system of PDEs 
Properties of projectively flat Finsler spaces
This section is devoted to a proof of the following result. We know from the second derivative of (2.12) that the metric tensor of F" is 
Solutions to the system of partial differential equations
Equation (2.2) forms an overdetermined system of partial differential equations for the function p. Typically, if such systems have solutions, then these solutions depend on arbitrary constants rather than arbitrary functions (see [13] ). In this section we present a general family of solutions to system (2.2) and then specialize to radially symmetric solutions.
For the special choice i = k = j , the partial differential equation is (3.1) p < 1 1 -6p,,p,+4p, 3 = 0. [9] A system of PDEs for Riemannian spaces 257
For fixed values of x m , m ^ /, the above equation can be regarded as an ordinary differential equation. This observation leads to the study of the second order nonlinear ordinary differential equation Specifically, the Picard-Lindelof Theorem (see [8] ) can be invoked to show that there is a local solution to the initial-value problem and that the solution is unique among functions that are twice continuously differentiable. In fact, the solution can be found explicitly. p(*) = --l n G ( x ) .
PROOF. Suppose that p is a function of the form defined by equation (3.7) and let
T h e n , for i, j , k e { l , . . . , n ) , • Theorem 3.2 shows that any quadratic function Q that is positive in a neighbourhood of a point x 0 e R" leads to a real solution p of the system (2.2). Not all such Q, however, generate a Riemannian metric and specifically a matrix (g jk ) that is positive definite. We now consider the types of quadratic functions that lead to Riemannian metrics. PROOF. The above result follows from a standard result about the canonical forms for quadratic functions (see [7] , Chapter 11) once it is verified that Q must depend on all the w k and that d -2.
Since the matrix (g jk ) is positive definite, the transformed matrix (gj k ) generated by Q is also positive definite. Equation (2.10) implies that Evidently, if Q is independent of w j , then g jk = 0 for all k = 1,... n; consequently, the corresponding matrix (gj k ) has a row of zeros and cannot be positive definite. We thus conclude that Q must depend on all of the w j . The Sylvester criteria for positive definiteness requires that and 0,4) (along with similar conditions for the other principal minors). Inequality (3.14) shows that Q cannot be a linear function. Hence, Q must contain some quadratic terms, so that d = 2.
• We now assume that Q has been reduced to one of the forms given in Lemma 3.3 and that Q(0) = C > 0. The circumflexes for the transformed quantities will be dropped and we use the variables x k . The condition that the (g jk ) matrix generated by Q be positive definite further limits the possible forms for Q. 2 > 0 for all x l sufficiently small. We thus conclude that p = 0 and that Q is of the form (3.15).
Suppose now that Q is ofthe form (3.11) with p > 0. Thengn = -l/(4KQ 2 ) > 0, so that inequality (3.13) is satisfied; however, ) 2 )/(KQ
