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Resumen
En este trabajo se analiza el buen planteamiento en los espacios de Sobolev Hs(Td) del
problema de valor inicial:
ivt + ∆v + λu|v|σ−1v = 0, (0-1)
u− α2∆u = |v|σ+1,
v(0) = v0,
donde ∆ es el operador Laplaciano, α > 0, σ ≥ 1, y λ = ±1. Aqu´ı estudiamos la solucio´n en
el caso lineal, la buena colocacio´n local del problema (4-1) en Hs(Td), teniendo en cuenta los
casos donde σ es par e impar, con s > d/2, finalmente se analizan las condiciones apropiadas
para la buena colocacio´n Global del problema de valor inicial (0-2), teniendo en cuenta la
dimensio´n d, la no linealidad σ, el signo de λ y el taman˜o del dato ϕ.
Palabras clave: Buen planteamiento local y global; Schro¨ndinger; Toro; caso perio´dico;
no lineal; Leyes de conservacio´n.
Abstract
This paper analyze the proper approach spaces by Sobolev Hs(Td) from the initial value
problem
ivt + ∆v + λu|v|σ−1v = 0, (0-2)
u− α2∆u = |v|σ+1,
v(0) = v0,
where ∆ the is Laplacian operator α > 0, σ ≥ 1, and λ = ±1. Here it is studied the solution
in the linear case, good local placement of the problem (1-2) in Hs(Td), taking into account
the cases where σ is even and odd with s > d/2, finally discusses the appropriate conditions
for global well-posedness initial value problem (0-2), taking into account the dimension d,
the nonlinearity σ, the sign of λ and size of the data ϕ.
Keywords: local and global well-posedness; Schro¨ndinger; Toro; periodic case; nonli-
near;Laws of conservation
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1 Introduccio´n
La ecuacio´n no lineal de Schro¨dinger
{
ivt + ∆v + |v|2σv = 0
v(0) = v0
(1-1)
modela fe´nomenos que ocurren en o´ptica no lineal y en fluidos vea [5] y las referencias con-
tenidas all´ı.
Si la dimensio´n es d = 1 la ecuacio´n (1-1) es conocida por ser integrable y poseer solu-
ciones soliton que preservan la estructura despue´s de la colison.
En el caso donde la dimensio´n d = 2 la ecuacio´n (1-1) no es integrable por tanto no tiene
soluciones exactas conocidas, a cambio admite la solucio´n de guia de onda tambie´n conocida
como Townes soliton.
En este trabajo estamos interesados en el buen planteamiento en los espacios de Sobolev
Hs(Td) del problema de valor inicial:
ivt + ∆v + λu|v|σ−1v = 0,
u− α2∆u = |v|σ+1,
v(0) = v0,
(1-2)
donde ∆ es el operador Laplaciano, α > 0, σ ≥ 1, y λ = ±1. En [5] los autores prueban
existencia y unicidad de soluciones en el caso no periodico, sin hacer mencio´n de el caso
perio´dico, as´ı que, nosotros decidimos abordar este problema, pues hasta donde conocemos
dicho problema en cuestio´n no ha sido tratado.
La primera parte de este trabajo consiste en presentar algunos de los resultados ma´s impo-
rantes que se utilizara´n a lo largo del documento, en el cap´ıtulo 2 estudiaremos la solucio´n
del problema lineal, del cual se abordan las propiedades ma´s relevantes, pues es un problema
muy conocido, en el capitulo 3 se estudia el buen planteamiento local del problema (1-1) en
Hs(Td), con s > d/2 y σ impar y para s = 1 si σ es par. En el cap´ıtulo 4 se dan condiciones
apropiadas para el buen planteamiento global del problema de valor inicial (1-2), teniendo
en cuenta la dimensio´n d, la no linealidad σ, el signo de λ y el taman˜o del dato inicial ϕ.
2 Notacio´n
En esta parte del trabajo, se muestra la notacio´n que se utilizara´ a lo largo del documento.
||.||X notara´ la norma en el Espacio de Banach X.
I = [0, T ]
C(I;X), es el espacio de las funciones continuas de I en el espacio de Banach X dotado
de la norma ||f ||∞,X = supt∈I ||f(t)||X .
T ' R/2piZ.
S(Z) es el espacio de las sucesiones que decrecen ra´pidamente, definidas por
α = (αk)k∈Zd ∈ S(Z)⇔ ||α||∞,j = sup
k∈Zd
|k|j|αk| < +∞
para todo j ∈ N.
Una sucesio´n compleja (αk)k∈Zd es llamada de crecimiento lento, si existe C > 0 y
N ∈ Z, tal que
|αk| ≤ C‖k‖N
para todo k ∈ Zd \ {0}. Al conjunto de tales sucesiones se denota por S ′
`p(Z) = {α = (αn)n∈Z ⊆ C|
∑∞
n=−∞ |αn|p < +∞}, dotado de la norma usual, es decir
||α||`p(Z) =
( ∞∑
n=−∞
|αn|p
) 1
p
B(X, Y ) es el espacio de operadores lineales y acotados del espacio de Banach X en el
espacio de Banach Y, dotado de la norma
||T ||B(X,Y ) = sup
||x||X=1
||Tx||Y
P = C∞(Td) es el espacio de las funciones infinitamente diferenciables definidas en T
con valores complejos.
P ′ es el espacio de la distribuciones Perio´dicas.
4 2 Notacio´n
||.||LP (X), 1 ≤ p ≤ ∞ notara´ la norma del espacio LP (X) en el caso p = 2 escribiremos
||.||0 en vez de ||.||L2(X).
Hs(Td), notara´ el espacio de Sobolev de orden s ∈ R, dotado de la norma
||f ||s = ||(1−∆)s/2f ||0.
El producto interno 〈f, g〉s = 〈(1 − ∆)s/2f, ((1 − ∆)s/2g)〉0 donde 〈, 〉0 es el producto
interno en Hs(Td).
Si f ∈ P ′, f̂ es su transformada de Fourier, que esta definida por
f̂(k) =
1
(2pi)d
(f, e−k),k ∈ Zd,
donde em(x) = e
im·x con m ∈ Zd, x ∈ Td y k · x = k1x1 + ...+ kdxd
Sean α = (α1, α2, ..., αd) ∈ Ndy x = (x1, ..., xd), entonces
xα = xα11 ...x
αd
d ,
∂αf = ∂α1x1 ...∂
αd
xd
f
Para α > 0, se tiene que:
(1− α2∆)−1f := ((1 + α2|k|2)f̂)∨,
donde |k|2 = k21 + ...+ k2d, k = (k1, ..., kd)
3 Preliminares
Este cap´ıtulo esta´ dedicado a enunciar algunos resultados fundamentales ampliamente cono-
cidos que sera´n u´tiles para el desarrollo del presente trabajo. Las demostraciones de dichos
teoremas sera´n omitidas, sin embargo, en algunos casos, indicamos una o ma´s referencias
que contienen su demostracio´n.
3.1. Conceptos y definiciones
3.1.1. La Transformada de Fourier
Denotaremos por L1(Td) al espacio de las funciones medibles y perio´dicas de per´ıodo 2pi
absolutamente integrables, donde Td denota el toro d−dimensional.
Definicio´n 1 La transformada de Fourier de una funcio´n f ∈ L1(Td) es la sucesio´n com-
pleja f̂ = (f̂(k))k∈Zd definida para k ∈ Zd por:
f̂(k) :=
1
(2pi)d
∫ 2pi
0
· · ·
∫ 2pi
0︸ ︷︷ ︸
d veces
f(x)e−ik·xdx
:=
1
(2pi)d
∫
Td
f(x)e−ik·xdx.
Teorema 1 i) ∧ ∈ B(L1(Td); `∞(Z)). Adema´s
|f̂(k)| ≤ ‖f̂‖L∞ ≤ 1
(2pi)d
‖f‖L1
para todo k ∈ Zd
ii) (Lema Riemann-Lebesgue) f̂(k)→ 0 cuando |k| → ∞, si f ∈ L1(Zd)
Demostracio´n 1 Vea ([4]).
El espacio P dotado de la me´trica:
d(ϕ, ψ) =
∑
α,β∈Nd
2−(|α|+|β|)
‖ϕ− ψ‖αβ
1 + ‖ϕ− ψ‖αβ ,
se convierte en un espacio me´trico completo. Adema´s ϕj → ϕ∞ en P si y solo si
‖ϕj − ϕ∞‖αβ → 0, para todo α, β ∈ Nd.
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Proposicio´n 1 ∧ : P → S(Z) es un isomorfismo y un homeomorfismo. Adema´s,
∂αϕ(k) = (ik)αϕ̂(k),
para ϕ ∈ P .
Demostracio´n 2 Vea ([3]).
Definicio´n 2 Si α = (αk)k∈Zd ∈ S(Z). La proposicio´n anterior implica que αˇ ∈ P , donde,
αˇ(x) =
∑
k∈Zd
αke
ik·x,x ∈ Td.
Por lo tanto (αˇ)∧ = α y (fˇ)∧ = f.
Teorema 2 (Plancharel). Sean f ∈ L1(Td) ∩ L2(Td). Entonces f̂ ∈ L2(Td) y
‖f̂‖0 = ‖f‖0
Demostracio´n 3 Ver ([4])
Proposicio´n 2 (Identidad de Parseval). Sean ϕ, ψ ∈ P . Entonces
(ϕ|ψ) = 1
(2pi)d
∫
Td
ϕ(x)ψ(x)dx =
∑
k∈Zd
ϕ̂(x)ψ̂(x) =
(
ϕ̂|ψ̂
)
‖ψ̂‖0 = ‖ψ‖0
para todo ϕ ∈ S(Td).
Como P es denso en L2(Td), la Proposicio´n 2 implica que la transformada de Fourier puede
ser extendida un´ıvocamante a todo L2(Td) como un operador unitario, lo cual se enuncia a
continuacio´n.
Teorema 3 La transformada de Fourier define un operador unitario en L2(Td).
Demostracio´n 4 Ver ([4])
Teorema 4 ∧ : P ′ → S ′(Zd) es un isomorfismo y un homeomorfismo. Adema´s,
(−i)|α|(∂αf)∧ = kαf̂
para todo k ∈ Zd y f ∈ S ′(Zd).
Demostracio´n 5 Ver ([3])
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Definicio´n 3 Sea H un espacio de Hilbert. Un grupo unitario fuertemente continuo a un
parametro en H es una aplicacio´n t ∈ R→ U(t) ∈ B(H) tal que:
i. U es unitario para todo t ∈ R.
ii. U(t+ t′) = U(t)U(t′) para todo t, t′ ∈ R.
iii. l´ımt→t′ ||U(t)ϕ− U(t′)ϕ||H = 0, para todo t ∈ R.
Teorema 5 Sea s ∈ R. Entonces, Hs(Td) es un espacio de Hilbert con respecto al producto
interno
(f |g)s = 2pi
∑
k∈Zd
(1 + |k|2)sf̂(k)ĝ(k).
Adema´s, se cumplen las siguientes afirmaciones:
i. Hs(Td) ↪→ Hr(Td) para todo s, r ∈ R y s ≥ r, donde ↪→ denota, como es usual, es decir
Hs(Td) esta´ contenido continuamente y densamente en Hr(Td) y
‖f‖r ≤ ‖f‖s
para todo f ∈ Hs(Td).
ii. (Hs(Td))′, el dual topolo´gico de Hs(Td), es isome´tricamente isomorfo a H−s(Td) para
todo s ∈ R.
Demostracio´n 6 Ver ([3])
Teorema 6 (Lema de Sobolev). Si s > d
2
, entonces Hs(Td) ↪→ C(Td) y
‖f‖∞ ≤ ‖f̂‖ ≤ C‖f‖s
para todo f ∈ Hs(Td).
Demostracio´n 7 Ver ([3])
Teorema 7 Si s > d
2
, Hs(Td) es un a´lgebra de Banach. Adema´s, existe una constante Cs ≥ 0
dependiendo solo de s tal que
‖fg‖s ≤ Cs‖f‖s‖g‖s
para todo f, g ∈ Hs(Td)
Demostracio´n 8 Ver ([3])
Definicio´n 4 Sea (∧, d) un espacio me´trico. Una contraccio´n en ∧ es una aplicacio´n
Ψ : ∧ → ∧
d(Ψ(x),Ψ(y)) ≤ αd(x, y), para todo x, y ∈ ∧ y algu´n α ∈ (0, 1).
Teorema 8 (Teorema del punto fijo de Banach) Sea ∧ un espacio me´trico completo
y supongamos que Ψ : ∧ → ∧ es una contraccio´n, Entonces ∧ tiene un u´nico punto fijo, es
decir, existe un u´nico x0 ∈ ∧ tal que Ψ(x0) = x0.
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3.1.2. Desigualdades
Proposicio´n 3 (Desigualdad de Gronwall) Sean α ∈ L1([a, b];R), α ≥ 0 y f, g ∈
C([a, b],R) tal que:
f(t) ≤ g(t) +
∫ t
a
α(s)f(s)ds.
para a ≤ t ≤ b. Entonces:
f(t) ≤ g(t) +
∫ t
a
α(s)e
∫ t
s α(τ)dτg(s)ds.
para a ≤ t ≤ b. En particular si g(t) ≡ g es constante, en [a, b], se tiene
f(t) ≤ ge
∫ t
a α(s)ds,
para a ≤ t ≤ b.
Demostracio´n 9 Considere R(t) =
∫ t
a
α(s)ds y use la hipo´tesis
Proposicio´n 4 (Desigualdad de Young) Si f, g ≥ 0, p, q > 1 y 1 < p, q <∞ entonces:
fg ≤ f
p
p
+
gq
q
donde 1
p
+ 1
q
= 1
Demostracio´n 10 Esta proposicio´n es consecuencia de la concavidad de la funcio´n log en
(0,∞)
Proposicio´n 5 (Desigualdad de Gagliardo-Nirenberg) Sea h cualquier funcio´n pe-
rio´dica de media cero. Entonces, para p, r, q > 1 nu´meros reales tales que 1 ≤ q, r < ∞ y
j,m ≥ 0 enteros, entonces existe C > 0 tal que
‖∂αf‖p ≤ C
∑
|β|=m
||∂βf ||ar‖f‖1−aq , (3-1)
donde, |α| = j , |β| = m y
1
p
=
j
m
+ a(
1
r
− m
n
) + (1− a)1
q
,
para toda a en el intervalo j
m
≤ a ≤ 1, para que p sea no negativo. Si r = n
m−j 6= 1, entonces
(3-1) es no va´lida para a = 1.
Demostracio´n 11 Ver ([1])
4 Problema Lineal
El objetivo de este cap´ıtulo es establecer ciertas propiedades del semigrupo asociado a la
parte lineal de la ecuacio´n de Schro¨dinger. Para tal fin, consideramos el problema de Cauchy
asociado a la parte lineal de la ecuacio´n (1-2), es decir:
{
ivt + ∆v = 0
v(0) = v0,
(4-1)
donde x ∈ Td y ∆ es el operador Laplaciano.
Este problema de valor inicial es muy conocido, por tal razo´n nos remitiremos a enunciar
algunas propiedades notables del mismo.
Nota 1 Observe que,
v(t) = [e−i(·)
2tϕ̂(·)]∨ = ei∆tϕ = V(t)ϕ, (4-2)
es solucio´n de la ecuacio´n (4-1) en el siguiente sentido.
Teorema 9 Sea v(t) como en (4-2). Entonces
l´ım
h→0
∥∥∥∥V(t+ h)− V(t)h − i∆V(t)
∥∥∥∥
s−2
= 0. (4-3)
uniformemente con respecto a t ≥ 0
Demostracio´n 12 Los detalles de este hecho los puede encontrar en ([3]) pa´ginas 218-219
Teorema 10 La aplicacio´n t ∈ R 7→ V(t) ∈ B(Hs((Td))) es un grupo unitario fuertemente
continuo en Hs, adema´s
sup
t∈[0,∞)
‖V(t)ϕ1 − V(t)ϕ2‖r ≤ ‖ϕ1 − ϕ2‖r (4-4)
para todo r, t ∈ R.
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Demostracio´n 13 1. (Identidad) Es claro que V(0) = I y adema´s que,
‖V(t)ϕ‖2r =
∑
k∈Zd
(1 + |k|2)r|(e−ik2tϕ̂)(e−ik2tϕ̂)|
≤
∑
k∈Zd
(1 + |k|2)r|e−ik2tϕ̂|2
=
∑
k∈Zd
(1 + |k|2)r|ϕ̂|2
= ‖ϕ‖2r
esto es ‖V(t)ϕ‖r ≤ ‖ϕ‖r, para todo t ∈ [0,∞).
2. V(t+ t′)ϕ = V(t)V(t′)ϕ, entonces
V(t+ t′)ϕ =
∑
k∈Zd
e−ik
2(t+t′)ϕ̂eik(·)
=
∑
k∈Zd
e−ik
2te−ik
2t′ϕ̂eik(·)
= V(t)V(t′)ϕ (4-5)
para todo t, t′ ≥ 0.
3. (Continuidad) Sea t, t′ ≥ 0 fijo y hacemos t′ = t+ h, h > 0. Entonces
‖V(t+ h)ϕ− V(t)ϕ‖2r =
∑
k∈Zd
(1 + k2)r|e−i(t+h)k2ϕ̂− e−itk2ϕ̂|2
=
∑
k∈Zd
(1 + k2)r|ϕ̂|2|e−itk2|2|e−ihk2 − 1|2 (4-6)
≤ 4
∑
k∈Zd
(1 + k2)r|ϕ̂|2
El criterio de M-Weiestrass implica que la serie (4-6) converge absolutamente y uni-
formemente con respecto a h, ya que ϕ ∈ Hr(Td). De esta manera, si h→ 0 para todo
punto en (4-6) podemos concluir que como:
l´ım
h→0+
∣∣∣e−ik2h − 1∣∣∣ = 0. (4-7)
entonces,
‖V(t+ h)ϕ− V(t)ϕ‖2r = 0. (4-8)
Ahora el l´ımite por la izquierda se obtiene para t > 0 fijo y escogemos h ∈ (0, t
2
).
Entonces 0 < t
2
− h < t− h, as´ı
‖V(t)ϕ− V(t− h)ϕ‖2r =
∑
k∈Zd
(1 + k2)r|e−i t2k2|2||e−i( t2−h)k2 − e−i t2k2|2ϕ̂|2
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Un argumento similar al empleado en la prueba hecha para la igualdad (4-7) implica
la existencia del l´ımite por la izquierda.
5 Problema Local
El objetivo de este cap´ıtulo es establecer la buena colocacio´n local para el problema de valor
inicial (1-2), el cual vamos a reescribir de la forma,{
vt = i∆v + iF (v)
v(0) = ϕ,
(5-1)
donde F (v) = λu|v|σ−1v con u = (1− α2∆)−1|v|σ+1 y σ ≥ 1, σ ∈ Z
Lema 1 Sea σ = 2m + 1 un entero y F (v) = u|v|σ−1v, v ∈ Hs(Td), s > d
2
, entonces F (v)
satisface que
1. F aplica Hs(Td) en si mismo y F (0) = 0
2. F satisface la condicio´n local Lipschitz
‖F (u)− F (w)‖s ≤ L(‖v‖s, ‖w‖s)‖u− w‖s, ∀u,w ∈ Hs(Td) (5-2)
donde L(·, ·) es una funcio´n continua, no decreciente con respecto a cada uno de los
argumentos y s ≥ d
2
.
Demostracio´n 14 1. Es inmediato de la definicio´n de F (v)
2. Como s > d
2
, |v|σ−1 y |v|σ+1 ∈ Hs(Td) y (1− α2∆)−1 ∈ B(Hr, Hr+2) entonces,
u = (1− α2∆)−1|v|σ+1 ∈ Hs(Td).
Para demostrar (5-2), sean u = (1− α2∆)−1|v|σ+1 y z = (1− α2∆)−1|w|σ+1, luego
F (v)− F (w) = u|v|σ−1v − z|w|σ−1w
= u|v|2mv − z|w|2mw
= u|v|2mv + z|v|2mv − z|v|2mv − z|w|2mw
= |v|2mv(u− z) + z(|v|2mv − |w|2mw)
Aplicamos la norma en Hs en la anterior identidad para obtener
||F (v)− F (w)||s = |||v|2mv(u− z) + z(|v|2mv − |w|2mw)||s
≤ |||v|2mv(u− z)||s + ||z||s|||v|2m − |w|2mw||s
≤ |||v|2mv||s||(u− z)||s + ||z||s|||v|2mv − |w|2mw||s (5-3)
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que es consecuencia de la desigualdad triangular y del lema de sobolev.
Como,
|||v|2m||s = ||(vv)m||s = ||vmvm||s = ||vm||s||vm||s = ||v2m||s,
(5-3) se transforma en
||F (v)− F (w)||s ≤ |||v|2m+1||s||(u− z)||s + ||z||s|||v|2mv − |w|2mw||s (5-4)
= |||v|2m+1||s||(1− α2∆)−1|v|2m+2 − (1− α2∆)−1|w|2m+2||s
+ ||(1− α2∆)−1|w|2m+2||s|||v|2mv − |w|2mw||s
= |||v|2m+1||s|||v|2m+2 − |w|2m+2||s‖(1− α2∆)−1‖s
+ ||(1− α2∆)−1‖s‖|w|2m+2||s|||v|2mv − |w|2mw||s
≤ |||v|2m+2 − |w|2m+2||s︸ ︷︷ ︸
i
||v||2m+1s + ||w||2m+2s |||v|2mv − |w|2mw||s︸ ︷︷ ︸
ii
Debemos ahora analizar las partes (i) y (ii) de la desigualdad anterior.
Ana´lisis para (ii)
|||v|2mv − |w|2mw||s = |||v|2mv − |v|2mw + |v|2mw − |w|2mw||s
≤ |||v|2mv − |v|2mw||s + |||v|2mw − |w|2mw||s
= |||v|2m(v − w)||s + ||w(|v|2m − |w|2m)||s
≤ |||v|2m||s||(v − w)||s + ||w||s |||v|2m − |w|2m||s︸ ︷︷ ︸
iii
(5-5)
veamos ahora que sucede con (iii)
|v|2m − |w|2m = (|v|2)m − (|w|2)m
= ((v.v)m − (w.w)m)
= (v.v − w.w)((v.v)m−1 + (v.v)m−2w.w + (v.v)m−3(w.w)2 + ...
+ (v.v)(w.w)m−2 + (w.w)m−1)
= (|v|2 − |w|2)[|v|2m−2 + |v|2m−4|w|2 + ...+ |v|2|w|2m−4 + |w|2m−2︸ ︷︷ ︸
G(v,w)
]
= (|v|2 − |w|2)G(v, w)
= (v.v + vw − vw − ww)G(v, w)
= [v(v − w) + w(v − w)]G(v, w)
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entonces aplicando la norma en Hs
|||v|2m − |w|2m||s = ‖v(v − w) + w(v − w)G(v, w)‖s
= ||v(v − w) + w(v − w)||s‖G(v, w)‖s
≤ (||v(v − w)||s + ||w(v − w)||s)‖G(v, w)‖s
≤ ||v||s||v − w||s||G(v, w)||s + ||w||s||v − w||s||G(v, w)||s
≤ ||v||s||v − w||s||G(v, w)||s + ||w||s||v − w||s||G(v, w)||s
= (||G(v, w)||s‖v‖s + ||G(v, w)||s‖w‖s)||v − w||s
de donde
||G(v, w)||s = |||v|2m−2 + |v|2m−4|w|2 + ...+ |v|2|w|2m−4 + |w|2m−2||s
≤ ||v||2m−2s + ||v||2m−4s ||w||2s + ...+ ||v||2s||w||s2m−4 + ||w||2m−2s
multiplicando por ‖v‖s y ‖w‖s
||G(v, w)||s‖v‖s = ||v||2m−1s + ||v||2m−3s ||w||2s + ...+ ||v||3s||w||s2m−4 + ||w||2m−2s
||G(v, w)||s||w||s = ||v||2m−2s ||w||s + ||v||2m−4s ||w||3s + ...+ ||v||2s||w||s2m−3 + ||w||2m−1s
sumando las dos ecuaciones anteriores
||G(v, w)||s||v||s + ||G(v, w)||s||w||s
= ||v||2m−1s + ||v||2m−2s ||w||s + ||v||2m−3s ||w||2s + ||v||2m−4s ||w||3s + ||v||2m−5s ||w||4s︸ ︷︷ ︸
+||v||2m−6s ||w||5s + ...+ ||v||3s||w||s2m−4 + ||v||2s||w||s2m−3 + ||w||2m−2s + ||w||2m−1s︸ ︷︷ ︸
H(||v||s,||w||s)
con esto llegamos a que (5-5) se convierte en
|||v|2mv − |w|2mw||s ≤ |||v|2m||s||(v − w)||s + ||w||s(H(||v||s, ||w||s)
≤ (||v||2ms + ||w||sH(||v||s, ||w||s))||v − w||s
multiplicando por ‖w2m+2‖s
||w||2m+2s (||v2m+1 − w2m+1||s) ≤ ||w||2m+2s (||v||2ms + ||w||sH(||v||s, ||w||s))||v − w||s
= (||w||2m+2s ||v||2ms + ||w||2m+3s H(||v||s, ||w||s))||v − w||s
Haciendo ca´lculos similares para (i)
|||v|2m+2 − |w|2m+2||s ≤ ||v − w||s(|||v|2m+1 + |v|2m|w|+ |v|2m−1|w|2 + |v|2m−2|w|2 + ...
+ |w|2m|v|+ |w|2m+1||)
≤ ||v − w||s|(|v||2m+1s + ||v||2ms ||w||s + ||v||2m−1s ||w||2s
+ ||v||2m−2s ||w||2s + ...+ ||w||2ms ||v||s + ||w||2m+1s ||)
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Realizando unas cuentas sencillas llegamos a:
||v2m+2 − w2m+2|| ≤ ||u− v||s(||v||2m+1s + ||v||2ms ||w||s +H(||v||s, ||w||s))||w||2s)
Reemplazamos los resultados anteriores en (5-4) tenemos
||F (v)− F (w)||s ≤ ||u− w||s[||w||2m+2(||v||2ms + ||w||sH(||v||s, ||w||s))
+ (||v||2m+1s + ||v||2m||w||s) +H(||v||s, ||w||s)||w||2s]
≤ ||v||4m+2s + ||v||4m+1s ||w||s + ||v||4ms ||w||2s + ||v||4m−1s ||w||3s + ...︸ ︷︷ ︸
+ ||v||2m+1s ||w||2m+1s + ||v||2ms ||w||2m+2s + ||v||2m−1s ||w||2m+3s + ...︸ ︷︷ ︸
+ ||w||4m+2︸ ︷︷ ︸
L(||v||s,||w||s)
||u− v||s
Concluimos, entonces que efectivamente F (v) cumple con la condicio´n local Lipschitz es
decir,
||F (v)− F (w)||s ≤ L(||v||s, ||w||s)||u− v|| (5-6)
Lema 2 Si d = 1 y σ es par, entonces F (v) definido en (5-1) satisface:
1. F (0) = 0,
2. F (v) ∈ H1(T) si v ∈ H1,
3. F satisface la condicio´n local Lipschitz
‖F (u)− F (v)‖1 ≤ L(‖v‖1, ‖v‖1)‖u− v‖1, ∀u,w ∈ H1(T) (5-7)
donde L(·, ·) es una funcio´n continua, no decreciente con respecto a cada uno de los
argumentos y s ≥ 1
2
.
Demostracio´n 15 1. Es inmediato de la definicio´n de F (v).
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2. Observe que
〈∂x|v|, ϕ〉 = −〈|v|, ∂xϕ〉
= − l´ım
→0
〈
√
vv + 2, ∂xϕ〉
= l´ım
→0
〈∂x
√
vv + 2, ϕ〉
= l´ım
→0
〈1
2
(vv + 2)−
1
2 (∂xvv + v∂xv), ϕ〉
= l´ım
→0
〈(vv + 2)− 12 (∂xvv + v∂xv)
2
, ϕ〉
= l´ım
→0
〈(vv + 2)− 12Re(∂xvv), ϕ〉
= l´ım
→0
〈Re
(
∂xv
v
vv + 2
)
, ϕ〉
= 〈Re
(
∂xv
v
vv
)
, ϕ〉
= 〈Re
(
∂xv
v
|v|
)
, ϕ〉
= 〈Re ((sgnv)∂xv) , ϕ〉, para todo ϕ ∈ P
donde
(sgnv)(x) =

0, si v(x) = 0
v(x)/|v(x)|, si v(x) 6= 0.
Por lo tanto ∂x|v| ∈ L2 ya que ∂xv ∈ L2, pues v ∈ H1(T), esto se tiene ya que∫
(∂x|v|)2 =
∫
|(sgnv)∂xv|2 =
∫
|∂xv|2 ≤ ||v||21.
Ahora, como σ = 2m, entonces,
|v|σ+1 = |v|2m+1 = (v21 + v22)
2m+1
2 ,
que derivando respecto a x, se tiene
∂x(|v|)σ+1 = (σ + 1)|v|σ∂x|v|
= (σ + 1)|v|σ(sgnv)∂xv
= (σ + 1)|v|σ (sgnv)∂xv︸ ︷︷ ︸
∈L2
= (σ + 1) (vv)m︸ ︷︷ ︸
H1
(sgnv)∂xv︸ ︷︷ ︸
∈L2
,
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de lo anterior se tiene que∫
(∂x(|v|)σ+1)2 ≤ ||vv||2mL∞(T)||∂xv||2L2(T)
≤ ||v||4mL∞(T)||∂xv||20
de la u´ltima expresio´n se tiene que
||∂x(|v|σ+1)||0 ≤ ||v||σH1||∂xv||20
adema´s,
|||v|σ+1||0 ≤
√
2pi||v||σ+1∞(∫
|v|2(σ+1)
) 1
2
≤
√
2pi||v||σ+1H1
con esto se obtiene que |v|σ+1 ∈ H1 y por lo tanto (1− α2∂2x)−1(|v|σ+1) ∈ H3 ⊆ H1.
De la misma manera |v|σ−1 ∈ H1, luego
F (v) = (1− α2∂2x)(|v|σ+1)|v|σ−1v ∈ H1(T),
pues H1(T) es una algebra de Banach, lo que prueba (2).
3. Para demostrar (5-7), supongamos σ = 2m, F (u) = w|u|2m−1u, F (v) = z|v|2m−1v con
w = (1− α2∂2x)−1|u|σ+1, z = (1− α2∂2x)−1|v|σ+1, entonces
F (u)− F (v) = w|u|2m−1u− z|v|2m−1v
= w|u|2m−1u− z|v|2m−1v − w|u|2m−1v + w|u|2m−1v
= w|u|2m−1(u− v) + (w|u|2m−1 − z|v|2m−1)v,
aplicamos la norma en Hs en la anterior identidad para obtener
||F (u)− F (v)||s ≤ ||w|u|2m−1(u− v)||s + ||(w|u|2m−1 − z|v|2m−1)||s||v||s
= ||w||s||u||2m−1s ||u− v||s + ||(w|u|2m−1 − z|v|2m−1)||s︸ ︷︷ ︸
i
||v||s (5-8)
debemos ana´lizar ahora el te´rmino (i), si s = 1, observe que
||(w|u|2m−1 − z|v|2m−1)||1 = ||∂x(z|v|2m−1 − w|u|2m−1)||0
= ||∂x(z|v|2m−1)− ∂x(w|u|2m−1)||0
= ||∂x(z|v|2m−1)− ∂x(w|v|2m−1) + ∂x(w|v|2m−1)− ∂x(w|u|2m−1)||0
≤ ||∂x(z − w)|v|2m−1 + ∂xw(|v|2m−1 − |u|2m−1)||0
≤ ||∂x(z − w)(|v|2m−1)||0 + ||(z − w)∂x|v|2m−1||0
+ ||∂xw (|v|2m−1 − |u|2m−1)︸ ︷︷ ︸
ii
||0 + ||w ∂x(|v|2m−1 − |u|2m−1)︸ ︷︷ ︸
iii
||0, (5-9)
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ana´lizando (iii) se tiene que si f(v + ui) = (v2 + u2)
2m−1
2 , aplicando el teorema del valor
medio, tenemos que
|f(v)− f(u)| ≤ ||dxf |||v − u|.
dxf =
(
2m− 1
2
)
(v2 + u2)
2m−1
2
−1(2v, 2u)
= (2m− 1)(v2 + u2) 2m−32 (v, u).
Definamos hθ = θv+ (1− θ)u y θ ∈ [0, 1], adema´s (2m− 1)(hθ)2m−3(|v|+ |u|), lo cual queda
escrito como (2m− 1)(|v|+ |u|)2m−3(|v|+ |u|), factorizando se tiene:
∂x(|v|2m−1 − |u|2m−1) = (2m− 1)(|v|2m−1 + |u|2m−1)(|v| − |u|).
Analicemos ahora (ii), as´ı
vp − up =
∫ u
v
xp−1
p− 1dx
= Cp(v − u)(θv + (1− θ)u)p−1
de tal manera que
|vp − up| ≤ Cp|v − u||θv + (1− θ)u|p−1
≤ Cp|v − u|(|v|+ |u|)p−1
≤ Cp|v − u|(|v|p−1 + |u|p−1) (5-10)
si hacemos p = 2m− 1 en (5-10), entonces
|v2m−1 − u2m−1| ≤ C2m−1|v − u|(|v|2m−2 + |u|2m−2)
≤ C2m−1|v − u|(|v|2m−1 + |u|2m−1)
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volviendo a (5-9) se obtiene
||(w|u|2m−1 − z|v|2m−1)||1
≤ ||∂x(z − w)(|v|2m−1)||0 + ||(z − w)∂x|v|2m−1||0
+ ||∂xwC2m−1|v − u|(|v|2m−1 + |u|2m−1)||0
+ ||w(2m− 1)|v − u|(|v|2m−1 + |u|2m−1)||0
≤ ||∂x(z − w)(|v|2m−1)|v − u|||0 + |||v − u|(z − w)∂x|v|2m−1||0
+ ||∂xwC2m−1|v − u|(|v|2m−1 + |u|2m−1)||0
+ ||w(2m− 1)|v − u|(|v|2m−1 + |u|2m−1)||0
≤ ||∂x(z − w)||0|||v|2m−1||∞||v − u||0 + ||(z − w)∂x|v|2m−1||0||v − u||0
+ ||∂xwC2m−1(|v|2m−1 + |u|2m−1)||0||v − u||0
+ ||w(|v|2m−1 + |u|2m−1)||0||v − u||0
≤ (||z − w||1|||v|2m−1||1 + ||z − w||0|||v|2m−1||1
+ ||∂xwC2m−1(|v|2m−1 + |u|2m−1)||0 + ||w(|v|2m−1 + |u|2m−1)||0)||v − u||0
≤ K(||v||1, ||u||1)||v − u||1
con lo anterior y el resultado en (5-8) tenemos que
||F (u)− F (v)||1 ≤ ||w||1||u||2m−11 ||u− v||1 +K(||v||1, ||u||1)||v − u||1||v||1
= (||w||s||u||2m−11 + ||v||1K(||v||1, ||u||1))||v − u||1
= L(||v||1, ||u||1)||v − u||1.
Lo cual nos permite demostrar que efectivamente F (v) cumple la condicio´n local Lipschitz
para σ = 2m es decir,
||F (v)− F (u)||1 ≤ L(||v||1, ||u||1)||v − u||1 (5-11)
Lema 3 El problema de valor inicial (5-1) con σ = 2m+ 1 y s > d
2
es equivalente a:
v(t) = V(t)ϕ+ i
∫ t
0
V(t− τ)F (v)dτ. (5-12)
de donde V(t) es como en (4-2) y ϕ ∈ Hs(Td).
Demostracio´n 16 Sea v ∈ C([0, T ];Hs(Td)), con v(0) = ϕ y s ≥ d
2
. Entonces, v es solu-
cio´n de la ecuacio´n integral (5-12) en Hs(Td), si y solamente si, v es solucio´n del problema
(5-1) donde la derivada en el tiempo es tomada en Hs−2(Td).
Supongamos que v es solucio´n de la ecuacio´n integral (5-12). Entonces, v satisface el pro-
blema con condicio´n iniciciales (1-2). Vamos a denotar con w(t) la parte de la integral de
(5-12). Es decir
v(t) = V(t)ϕ+ w(t). (5-13)
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derivando con respecto a t la expresio´n (4-2) obtenemos
∂te
i∆tϕ = i∆tei∆tϕ, (5-14)
donde la igualdad se tiene en la topolog´ıa de Hs−2(Td). Calculemos ahora ∂tw(t). Sean h > 0
arbitrario y 0 ≤ t ≤ T , entonces
w(t+ h)− w(t)
h
=
1
h
∫ t+h
0
V(t+ h− τ)F (v)dτ − 1
h
∫ t
0
V(t− τ)F (v)dτ
+
1
h
∫ t
0
V(t+ h− τ)F (v)dτ − 1
h
∫ t+h
0
V(t+ h− τ)F (v)dτ
=
1
h
∫ t
0
[V(t+ h− τ)− V(t− τ)]F (v)dτ + 1
h
∫ t+h
t
V(t+ h− τ)F (v)dτ
=
V(h)− I
h
∫ t
0
V(t− τ)F (v)dτ + 1
h
∫ t+h
t
V(t+ h− τ)F (v)dτ
Haciendo tender h→ 0+ se sigue que
∂tw(t) = i∆w(t) + F (v), (5-15)
en Hs−2(Td). La igualdad (5-15) es consecuencia de (4-2) y del Teorema de la convergencia
dominada de Lebesgue. Para la derivada por la izquierda de w(t), elijamos 0 < t ≤ T ,
entonces
w(t− h)− w(t)
−h =
1
−h
∫ t−h
0
V(t− h− τ)F (v)dτ − 1−h
∫ t
0
V(t− τ)F (v)dτ
=
1
h
∫ t−h
0
[V(t− τ)− V(t− h− τ)]F (v)dτ + 1
h
∫ t
t−τ
V(t− τ)F (v)dτ
haciendo un cambio de variable adecuado η = h + τ y θ = t − τ , respectivamente en las
integrales de arriba, tenemos:
w(t− h)− w(t)
−h =
1
h
∫ t
h
[V(t− η + h)− V(t− η)]F (v(η − h))dη
+
1
h
∫ h
0
V(θ)F (v(t− θ))dθ
=
V(h)− I
h
∫ t
h
[V(t− η + h)− V(t− η)]F (v(η − h))dη
+
1
h
∫ h
0
V(θ)F (v(t− θ))dθ
Por lo tanto, cuando h→ 0+, concluimos que:
∂+t w(t) = ∂
−
t w(t), ∀t ∈ (0, T ) (5-16)
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as´ı que de (5-15) y (5-16) se tiene:
∂tv(t) = i∆V(t)ϕ+ i∆w(t) + iF (v)
= i∆[V(t)ϕ+ w(t)] + iF (v)
= i∆v(t) + iF (v)
como se quer´ıa probar.
Rec´ıprocamente, sea v solucio´n del problema (1-2), entonces tenemos del problema (5-1).
vt − i∆v = iF (v),
multiplicamos por e−i∆t
vte
−i∆t − ie−i∆t∆v = ie−i∆tF (v)
d
dt
[e−i∆tv] = ie−i∆tF (v),
integramos entre [0, t] a ambos lados
e−i∆tv(t)− v(0) =
∫ t
0
ie−i∆τF (v)dτ
v(x, t) = ei∆tϕ+ iei∆t
∫ t
0
e−i∆τF (v)dτ
= V(t)ϕ+ i
∫ t
0
ei∆(t−τ)F (v)dτ
= V(t)ϕ+ i
∫ t
0
V(t− τ)F (v)dτ
Nota 2 Observe que los te´rminos no lineales en (1-2) tiene sentido si s ≥ d
2
, pues el teorema
(7) implica que (1− α2∆)−1(|v|σ+1)|v|σ−1v ∈ Hs(Td), si v ∈ Hs(Td).
Teorema 11 Sean ϕ ∈ Hs(Td), s > d
2
y σ impar. Entonces, existe T > 0 tal que Ts =
T (M, ‖ϕ‖s, λ) y una u´nica solucio´n u ∈ C([0, Ts];Hs(Td) que satisface la ecuacio´n integral
(5-12).
Demostracio´n 17 Usaremos el Teorema del Punto Fijo de Banach, en un subespacio ade-
cuado de C([0, T ];Hs(Td)) para demostrar la existencia de la solucio´n de la ecuacio´n integral
(5-12). En efecto, consideremos el espacio me´trico completo (Xs(T ), ds,T ) definido por
Xs(T ) = {v ∈ C([0, T ];Hs(Td)) : ‖v(t)− V(t)ϕ‖s ≤M,∀t ∈ [0, T ]} (5-17)
donde M > 0 es fijo, pero arbitrario, y para u(t), w(t) ∈ Xs(T ) la me´trica es difinida por:
d(u,w) = sup
t∈[0,T ]
‖u(t)− w(t)‖s. (5-18)
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Definimos la aplicacio´n Ψ definida sobre Xs(T ) tal que si v ∈ Xs(T )
Ψv(t) = V(t)ϕ+ i
∫ t
0
V(t− τ)F (v(τ))dτ (5-19)
i. Primero probaremos que si v ∈ Xs(T ), entonces Ψv ∈ C([0, T ];Hs(Td)), para T > 0.
‖Ψv(t+ h)−Ψv(t)‖s
=
∥∥∥∥V(t+ h)ϕ+ i ∫ t+h
0
V(t+ h− τ)F (v(τ))dτ −
(
V(t)ϕ+ i
∫ t
0
V(t− τ)F (v(τ))dτ
)∥∥∥∥
s
≤ ‖V(t+ h)ϕ− V(t)ϕ‖s +
∥∥∥∥i ∫ t+h
0
V(t+ h− τ)F (v(τ))dτ − i
∫ t
0
V(t− τ)F (v(τ))dτ
∥∥∥∥
s
≤ ‖V(t+ h)ϕ− V(t)ϕ‖s
+
∥∥∥∥∫ t
0
[V(t+ h− τ)− V(t− τ)]F (v(τ))dτ +
∫ t+h
t
V(t+ h− τ)F (v(τ))dτ
∥∥∥∥
s
≤ ‖V(t+ h)ϕ− V(t)ϕ‖s
+
∥∥∥∥∫ t
0
[V(t+ h− τ)− V(t− τ)]F (v(τ))dτ
∥∥∥∥+ ∥∥∥∥∫ t+h
t
V(t+ h− τ)F (v(τ))dτ
∥∥∥∥
s
≤ ‖V(t+ h)ϕ− V(t)ϕ‖s
+
∫ t
0
‖[V(t+ h− τ)− V(t− τ)]F (v(τ))‖ dτ +
∫ t+h
t
‖V(t+ h− τ)F (v(τ))‖s dτ
≤ ‖V(t+ h)ϕ− V(t)ϕ‖s
+
∫ t
0
‖[V(h)− I]V(t− τ)F (v(τ))‖ dτ +
∫ t+h
t
‖V(t+ h− τ)F (v(τ))‖s dτ
≤ ‖V(t+ h)ϕ− V(t)ϕ‖s
+ ‖V(h)− I‖s
∫ t
0
‖V(t− τ)F (v(τ))‖ dτ +
∫ t+h
t
‖V(t+ h− τ)F (v(τ))‖s dτ. (5-20)
La u´ltima expresio´n (5-20) tienden a cero cuando h→ 0 gracias a que V(t) es un semigrupo
fuertemente continuo a un parametro.
ii. Probaremos ahora, que para s ≥ d
2
, existe T1 tal que si 0 < T < T1 y v ∈ Xs(T ) entonces,
Ψv(t) ∈ Xs(T )
‖Ψv(t)− V(t)ϕ‖s =
∥∥∥∥V(t)ϕ+ i ∫ t
0
V(t− τ)F (v(τ))dτ − V(t)ϕ
∥∥∥∥
s
≤
∫ t
0
‖F (v(τ))‖s dτ
≤
∫ t
0
L(‖v(τ)‖s, 0)‖v(τ)‖sdτ, (5-21)
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como v ∈ Xs(T ) definido como en (5-17) entonces,
‖v(τ)‖s = ‖v(τ)− V(τ)ϕ+ V(τ)ϕ‖s
≤ ‖v(τ)− V(τ)ϕ‖s + ‖V(τ)ϕ‖s
≤M + ‖ϕ‖s,
reemplacemos la desigualdad anterior en (5-28)
‖Ψv(t)− V(t)ϕ‖s ≤
∫ t
0
L(M + ||ϕ||s, 0)(M + ||ϕ||s)dτ
= L(M + ‖ϕ‖s, 0)(M + ‖ϕ‖s)t,
para todo t ∈ [0, T ], luego
‖Ψv(t)− V(t)ϕ‖s ≤ L(M + ‖ϕ‖s, 0)(M + ‖ϕ‖s)T.
Usando el teorema del valor intermedio, existe T1 ∈ (0,∞) tal que
T ≤ M
L(M + ‖ϕ‖s, 0)(M + ‖ϕ‖s)
= T1.
Por consiguente, para todo t ∈ [0, T1] se tiene
‖Ψv(t)− V(t)ϕ‖s ≤M
concluyendo as´ı lo que se queria probar, es decir Ψv(t) ∈ Xs(T ).
iii. Nos resta probar que existe T2 > 0 tal que la aplicacio´n
Ψ : Xs(T2)→ Xs(T2)
es una contraccio´n en Xs(T ) es decir existe λ ∈ (0, 1) tal que:
||Ψv(t)−Ψw(t)||s ≤ λd(v, w)
con v(t), w(t) ∈ Xs(T )
||Ψv(t)−Ψw(t)||s ≤
∫ t
0
‖F (v(τ))− F (w(τ))‖sdτ
≤
∫ t
0
L(‖v(τ)‖s, ||w(τ)||s)||v(τ)− w(τ)||sdτ
≤
∫ t
0
L(M + ||ϕ||s,M + ||ϕ||s)||v(τ)− w(τ)||sdτ
≤ L(M + ||ϕ||s,M + ||ϕ||s)
∫ t
0
||v(τ)− w(τ)||s︸ ︷︷ ︸
≤d(v,w)
dτ
≤ L(M + ||ϕ||s,M + ||ϕ||s)Td(v, w).
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Escogiendo λ ∈ (0, 1) y usando el teorema del valor intermedio, existe T2 ∈ (0,∞) tal que
T ≤ λ
L(M + ||ϕ||s,M + ||ϕ||s) = T2.
Por consiguente, para todo t ∈ [0, T2] se tiene
||Ψ(v(t))−Ψ(w(t))||s ≤ λd(v, w)
Luego Ψ es contraccio´n, tomando T = min{T1, T2} y por el Teorema del Punto Fijo de
Banach, existe una u´nica solucio´n v(t) ∈ Xs(T ) tal que
Ψv(t) = v(t)
lo cual concluye con la prueba de la existencia de la solucio´n para la ecuacio´n integral (5-12).
So´lo nos resta mostrar la unicidad y la dependencia continua de la solucio´n en el espacio
C([0, T ];Hs(Td)).
Lema 4 Sean ψ, φ ∈ Hs(Td) y sean u, v ∈ C([0, T ];Hs(Td)) soluciones del problema de
Cauchy (1-2) con condiciones iniciales u(0) = ψ y v(0) = φ respectivamente. Si s > d
2
,
entonces,
‖u(t)− v(t)‖s ≤ ‖ψ − φ‖seKst
para todo t ∈ [0, T ], donde Ks = L(M + ||φ||s,M + ||φ||s)
Demostracio´n 18 La ecuacio´n (5-12) implica que
u(t)− v(t) = V(t)(ψ − φ) +
∫ t
0
V(t− τ)[F (u(τ))− F (v(τ))]dτ
siendo V(t) un grupo unitario fuertemente continuo en Hs(Td), entonces aplicando norma
en Hs a la desigualdad anterior, luego la desigualdad triangular y la desigualda de Cauchy-
Schwartz se obtiene que:
||u(t)− v(t)||s ≤ ||V(t)(ψ − φ)||s +
∫ t
0
||V(t− τ)[F (u(τ))− F (v(τ))]||sdτ
≤ ||V(t)(ψ − φ)||s +
∫ t
0
||V(t− τ)[F (u(τ))− F (v(τ))]||sdτ
≤ ||ψ − φ||s +
∫ t
0
||[F (u(τ))− F (v(τ))]||sdτ
usando el resultado obtenido en (5-6) tenemos:
||u(t)− v(t)||s ≤ ||ψ − φ||s +
∫ t
0
L(||u||s, ||v||s)||u(τ)− v(τ)||sdτ
≤ ||ψ − φ||s + L(||u||s, ||v||s)
∫ t
0
||u(τ)− v(τ)||sdτ
≤ ||ψ − φ||s + L(M + ||φ||s,M + ||φ||s)︸ ︷︷ ︸
Ks
∫ t
0
||u(τ)− v(τ)||sdτ
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Haciendo g(t) = ‖ψ−φ‖s y f(τ) = ‖u(τ)−v(τ)‖s, en la desigualdad de Gronwall, se obtiene
||u(t)− v(t)||s ≤ ||ψ − φ||seKst
como se quer´ıa probar.
El problema (1-2) para s > d
2
y σ impar es localmente bien planteado. Ma´s precisamen-
te, existe T > 0 y una u´nica u ∈ C([0, T ];Hs(Td)), que satisface (1-2) de modo que
u ∈ C1([0, T ];Hs−2(Td)). Adema´s, la aplicacio´n ϕ 7→ u es continua en el siguiente senti-
do:
Teorema 12 Sean ϕn ∈ Hs(Td), n = 1, 2, 3 · ··,∞ tales que ϕn → ϕ∞ y sean un ∈
C([0, T˜n];H
s(Td)), donde T˜n = T˜ (M, ‖ϕn‖s), esta es la solucio´n construida en el teorema
(11). Sea T ∈ (0, T˜∞). Entonces, las soluciones un pueden ser extendidas al intervalo [0, T ]
para todo n suficientemente grande y
l´ım
n→∞
sup
[0,T ]
||u(t)− un(t)||s = 0.
Demostracio´n 19 De la conclusio´n de la demostracio´n del Teorema (11) se tiene que
T˜ (M, ‖ϕn‖s), es una funcio´n continua de ϕ, por lo tanto, existe N ∈ N tal que T˜n > T para
todo n ≥ N. As´ı un esta definida sobre [0, T ] para todo n. Se sigue que, un ∈ X(T,M,ϕn),
para todo n ≥ N y se satisface
||un(t)||s ≤ ||ϕn||s +M ≤ K +M (5-22)
donde K = supn ||ϕn||s. Ahora si combinamos el Lema (4) y (5-22) obtenemos
‖un(t)− u∞(t)‖s ≤ ‖ϕn − ϕ∞‖eKs,nT
de donde
Ks,n = L(M(un, u∞),M(un, u∞)) ≤ L(K +M,K +M) = K∗ <∞
entonces
||un(t)− u∞(t)||s ≤ ||ϕn − ϕ∞||seK∗T
para todo t ∈ [0, T ]. Como T es una funcio´n continua de ||ϕ||s, entonces, para n suficiente-
mente grande (n→∞ y eKsT → 0)
sup
[0,T ]
||un(t)− u∞(t)||s → 0
Lo cual prueba el teorema.
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Lema 5 Si σ es par, s = 1 y d = 1, entonces el problema (5-1) es equivalente a:
v(t) = eit∂
2
xϕ+ i
∫ t
0
ei(t−τ)∂
2
xF (v(τ))dτ (5-23)
Demostracio´n 20 La prueba es similar a la del lema 16 solo que en este caso tenemos en
cuenta el lema 2, en vez del lema 1.
Teorema 13 Sean ϕ ∈ H1(T), s = 1 y σ par. Entonces, existe T > 0 tal que T1 =
T (M, ‖ϕ‖1, λ) y una u´nica solucio´n u ∈ C([0, T1];H1(T)) que satisface la ecuacio´n integral
(5-12).
Demostracio´n 21 Usaremos el Teorema del Punto Fijo de Banach, en un subespacio ade-
cuado de C([0, T ];H1(T)) para demostrar la existencia de la solucio´n de la ecuacio´n integral
(5-12). En efecto, consideremos el espacio me´trico completo (X(T ), d, T ) definido por
X(T ) = {v ∈ C([0, T ];H1(T)) :
∥∥∥v(t)− eit∂2xϕ∥∥∥
1
≤M, ∀t ∈ [0, T ]} (5-24)
donde M > 0 es fijo, pero arbitrario, y para u(t), w(t) ∈ X(T ) la me´trica es difinida por:
d(u,w) = sup
t∈[0,T ]
‖u(t)− w(t)‖1. (5-25)
Definimos la aplicacio´n Ψ definida sobre X(T ) tal que si v ∈ X(T )
Ψv(t) = eit∂
2
xϕ+ i
∫ t
0
ei(t−τ)∂
2
xF (v(τ))dτ (5-26)
i. Primero probaremos que si v ∈ X(T ), entonces Ψv ∈ C([0, T ];H1(T)), para T > 0.
‖Ψv(t+ h)−Ψv(t)‖1
=
∥∥∥∥ei(t+h)∂2xϕ+ i ∫ t+h
0
ei(t+h−τ)∂
2
xF (v(τ))dτ −
(
eit∂
2
xϕ+ i
∫ t
0
ei(t−τ)∂
2
xF (v(τ))dτ
)∥∥∥∥
1
≤ ||ei(t+h)∂2xϕ+ eit∂2xϕ||1 + ||i
∫ t+h
0
ei(t+h−τ)∂
2
xF (v(τ))− i
∫ t
0
ei(t−τ)∂
2
xF (v(τ))dτ ||1
≤ ||ei(t+h)∂2xϕ+ eit∂2xϕ||1
+
∥∥∥∥∫ t
0
[ei(t+h−τ)∂
2
x − ei(t−τ)∂2x ]F (v(τ))dτ
∥∥∥∥
1
+
∥∥∥∥∫ t+h
0
ei(t+h−τ)∂
2
xF (v(τ))dτ
∥∥∥∥
1
≤ ||ei(t+h)∂2xϕ+ eit∂2xϕ||1
+
∫ t
0
∥∥∥[ei(t+h−τ)∂2x − ei(t−τ)∂2x ]F (v(τ))∥∥∥
1
dτ +
∫ t+h
0
∥∥∥ei(t+h−τ)∂2xF (v(τ))∥∥∥
1
dτ
≤ ||ei(t+h)∂2xϕ+ eit∂2xϕ||1
+ ‖eih∂2x − 1‖1
∫ t
0
∥∥∥ei(t−τ)∂2xF (v(τ))∥∥∥
1
dτ +
∫ t+h
0
∥∥∥ei(t+h−τ)∂2xF (v(τ))∥∥∥
1
dτ. (5-27)
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La u´ltima expresio´n (5-27) tienden a cero cuando h→ 0 gracias a que eit∂2x es un semigrupo
fuertemente continuo a un parametro.
ii. Probaremos ahora, que para s = 1, existe T1 tal que si 0 < T < T1 y v ∈ X(T ) entonces,
Ψv(t) ∈ X(T )
‖Ψv(t)− eit∂2xϕ‖1 =
∥∥∥∥eit∂2xϕ+ i∫ t
0
ei(t−τ)∂
2
xF (v(τ))dτ − eit∂2xϕ
∥∥∥∥
1
≤
∫ t
0
‖F (v(τ))‖1 dτ
≤
∫ t
0
L(‖v(τ)‖1, 0)‖v(τ)‖1dτ (5-28)
la u´ltima expresio´n se debe al lema 2, v ∈ X(T ) definido como en (5-24) entonces,
‖v(τ)‖1 = ‖v(τ)− eiτ∂2xϕ+ eiτ∂2x(τ)ϕ‖1
≤ ‖v(τ)− eiτ∂2xϕ‖1 + ‖eiτ∂2xϕ‖1
≤M + ‖ϕ‖1
reemplacemos la desigualdad anterior en (5-28)
‖Ψv(t)− eit∂2xϕ‖1 ≤
∫ t
0
L(M + ||ϕ||1, 0)(M + ||ϕ||1)dτ
= L(M + ‖ϕ‖1, 0)(M + ‖ϕ‖1)t,
para todo t ∈ [0, T ], luego
‖Ψv(t)− eit∂2xϕ‖1 ≤ L(M + ‖ϕ‖1, 0)(M + ‖ϕ‖1)T.
Usando el teorema del valor intermedio, existe T1 ∈ (0,∞) tal que
T ≤ M
L(M + ‖ϕ‖1, 0)(M + ‖ϕ‖1)
= T1.
Por consiguente, para todo t ∈ [0, T1] se tiene∥∥∥Ψv(t)− eit∂2xϕ∥∥∥
1
≤M
concluyendo as´ı lo que se queria probar, es decir Ψv(t) ∈ X(T ).
iii. Nos resta probar que existe T2 > 0 tal que la aplicacio´n
Ψ : X(T2)→ X(T2)
es una contraccio´n en X(T ) es decir existe λ ∈ (0, 1) tal que:
||Ψv(t)−Ψw(t)||1 ≤ λd(v, w)
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con v(t), w(t) ∈ X(T )
||Ψv(t)−Ψw(t)||1 ≤
∫ t
0
‖F (v(τ))− F (w(τ))‖1dτ
≤
∫ t
0
L(‖v(τ)‖1, ||u(τ)||1)||v(τ)− u(τ)||1dτ
≤
∫ t
0
L(M + ||ϕ||1,M + ||ϕ||1)||v(τ)− w(τ)||1dτ
≤ L(M + ||ϕ||1,M + ||ϕ||1)
∫ t
0
||v(τ)− w(τ)||1︸ ︷︷ ︸
≤d(v,w)
dτ
≤ L(M + ||ϕ||1,M + ||ϕ||1)Td(v, w).
Escogiendo λ ∈ (0, 1) y usando el teorema del valor intermedio, existe T2 ∈ (0,∞) tal que
T ≤ λ
L(M + ||ϕ||1,M + ||ϕ||1) = T2.
Por consiguente, para todo t ∈ [0, T2] se tiene
||Ψ(v(t))−Ψ(w(t))||1 ≤ λd(v, w),
luego Ψ es contraccio´n, tomando T = min{T1, T2} y por el Teorema del Punto Fijo de
Banach, existe una u´nica solucio´n v(t) ∈ X(T ) tal que
Ψv(t) = v(t)
lo cual concluye con la prueba de la existencia de la solucio´n para la ecuacio´n integral (5-12).
So´lo nos resta mostrar la unicidad y la dependencia continua de la solucio´n en el espacio
C([0, T ];H1(T)).
Lema 6 Sean ψ, φ ∈ H1(T) y sean u, v ∈ C([0, T ];H1(T)) soluciones del problema de
Cauchy (1-2) con condiciones iniciales u(0) = ψ y v(0) = φ respectivamente. Si s = 1,
entonces,
‖u(t)− v(t)‖1 ≤ ‖ψ − φ‖1eKt
para todo t ∈ [0, T ], donde K = L(M + ||φ||1,M + ||φ||1)
Demostracio´n 22 La ecuacio´n (5-12) implica que
u(t)− v(t) = eit∂2x(ψ − φ) +
∫ t
0
ei(t−τ)∂
2
x [F (u(τ))− F (v(τ))]dτ
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siendo eit∂
2
x un grupo unitario fuertemente continuo en H1(T), entonces aplicando norma
en H1 a la desigualdad anterior, luego la desigualdad triangular y la desigualda de Cauchy-
Schwartz se obtiene que:
||u(t)− v(t)||1 ≤ ||eit∂2x(ψ − φ)||1 +
∫ t
0
||ei(t−τ)∂2x [F (u(τ))− F (v(τ))]||1dτ
≤ ||eit∂2x(ψ − φ)||1 +
∫ t
0
||ei(t−τ)∂2x [F (u(τ))− F (v(τ))]||1dτ
≤ ||ψ − φ||1 +
∫ t
0
||[F (u(τ))− F (v(τ))]||1dτ
usando el resultado obtenido en (5-11) tenemos:
||u(t)− v(t)||1 ≤ ||ψ − φ||1 +
∫ t
0
L(||u||1, ||v||1)||u(τ)− v(τ)||1dτ
≤ ||ψ − φ||1 + L(||u||1, ||v||1)
∫ t
0
||u(τ)− v(τ)||1dτ
≤ ||ψ − φ||1 + L(M + ||φ||1,M + ||φ||1)︸ ︷︷ ︸
K
∫ t
0
||u(τ)− v(τ)||1dτ.
Haciendo g(t) = ‖ψ−φ‖1 y f(τ) = ‖u(τ)−v(τ)‖1, en la desigualdad de Gronwall, se obtiene
||u(t)− v(t)||1 ≤ ||ψ − φ||1eKt
como se quer´ıa probar.
El problema (1-2) con d = 1, s = 1 y σ par es localmente bien planteado. Adema´s, la apli-
cacio´n ϕ 7→ u es continua en el siguiente sentido:
Teorema 14 Sean ϕn ∈ H1(T), n = 1, 2, 3 · ··,∞ tales que ϕn → ϕ∞ y sean un ∈
C([0, T˜n];H
1(T)), donde T˜n = T˜ (M, ‖ϕn‖1), esta es la solucio´n construida en el teorema
(13). Sea T ∈ (0, T˜∞). Entonces, las soluciones un pueden ser extendidas al intervalo [0, T ]
para todo n suficientemente grande y
l´ım
n→∞
sup
[0,T ]
||u(t)− un(t)||1 = 0.
Demostracio´n 23 De la conclusio´n de la demostracio´n del Teorema (13) se tiene que
T˜ (M, ‖ϕn‖1), es una funcio´n continua de ϕ, por lo tanto, existe N ∈ N tal que T˜n > T para
todo n ≥ N. As´ı un esta definida sobre [0, T ] para todo n. Se sigue que, un ∈ X(T,M,ϕn),
para todo n ≥ N y se satisface
||un(t)||1 ≤ ||ϕn||1 +M ≤ K +M (5-29)
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donde K = supn ||ϕn||1. Ahora si combinamos el Lema (6) y (5-29) obtenemos
‖un(t)− u∞(t)‖1 ≤ ‖ϕn − ϕ∞‖eKnT
de donde
Kn = L(M(un, u∞),M(un, u∞)) ≤ L(K +M,K +M) = K∗ <∞
entonces
||un(t)− u∞(t)||1 ≤ ||ϕn − ϕ∞||1eK∗T
para todo t ∈ [0, T ]. Como T es una funcio´n continua de ||ϕ||1, entonces, para n suficiente-
mente grande (n→∞ y eKT → 0)
sup
[0,T ]
||un(t)− u∞(t)||1 → 0,
lo cual prueba el teorema.
Nota 3 Si d = 1 y σ = 1, 2, 3, ... (σ ∈ Z) el problema de valor inicial (1-2) es localmente
bien planteado.
6 Problema Global
En este cap´ıtulo presentamos las condiciones apropiadas para la buena colocacio´n Global
del problema de valor inicial (5-1), teniendo en cuenta la dimensio´n d, la no linealidad σ,
el signo de λ (λ < 0 y λ > 0 este u´ltimo con mayor concentracio´n) y el taman˜o del dato
inicial ϕ que garantiza que esta solucio´n local se extiende globalmente en el tiempo, es decir
en algu´n intervalo de tiempo [−T, T ] para algu´n T > 0.
6.1. Leyes de conservacio´n
Lema 7 Si v ∈ Hs(Td) con s > d
2
, es solucio´n de (5-1), entonces
1.N(t) = ||v(t)||0 = ||ϕ||0 (6-1)
2.H(t) = ||∇v||20 −
λ
σ + 1
‖(1− α2∆)−1/2(|v(x, t)|σ+1)‖20 (6-2)
son cantidades conservadas.
Demostracio´n 24 Vamos a demostrar primero (6-1), entonces tomamos la ecuacio´n (5-1),
hacemos λ = 1, multiplicamos por v, integramos por partes con respecto a la variable espacio
(x) y tomamos la parte imaginaria, as´ı
ivt +∇v + u|v|σ−1v = 0
ivtv +∇vv + u|v|σ−1vv = 0
i
∫
vtvdx = −
∫
∇vvdx−
∫
u|v|σ−1vvdx
=
∫
|∇v|2dx−
∫
u|v|σ+1dx
la parte derecha es una cantidad real ya que
∫ |∇v|2dx y u = (1 − α2∆)−1(|v(x, t)|σ+1) son
cantidades positivas reales, lo cual se debe a que el operador resolvente es positivo es decir,
si Rα = (1− α2∆)−1, entonces, por el teorema de Hille-Yosida se tiene que
(α2∆− 1)−1ϕ = −
∫ ∞
0
e−te−α
2∆tϕdt
(1− α2∆)−1ϕ =
∫ ∞
0
e−t e−α
2∆tϕ︸ ︷︷ ︸
+
dt ≥ 0
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por lo tanto se tiene que,
i
∫
vtvdx =
∫
|∇v|2dx−
∫
u|v|σ+1dx∫
vtvdx = −i
∫
|∇v|2dx+ i
∫
u|v|σ+1dx
as´ı que
Re
∫
vtvdx = 0.
Por otra parte∫
∇vvdx =
∫
vtvdx+
∫
vvtdx
=
∫
2Re(vtv)dx
de lo anterior tenemos que:∫
∇(vv)dx =
∫
|v(x, t)|2dx
||v||20 = ||ϕ||20
||v(t)||0 = ||ϕ||0
(Para justificar este procedimiento es necesario utilizar la dependencia continua.) La ley de
conservacio´n (6-1) nos permite volver a aplicar los Teoremas 11 y 13 tantas veces como se
desee preservar la longitud del intervalo de tiempo para obtener una solucio´n global.
Para demostrar (6-2), en el caso de que v sea solucio´n del problema (5-1) en el interva-
lo [0, T ], entonces multiplicamos la ecuacio´n por −vt, integramos el resultado respecto a la
variale espacio, tomamos la parte real y usamos integrales por partes, para t ∈ [0, T ] as´ı:
ivt +∇v + u|v|σ−1v = 0
−ivtvt −∇vvt − u|v|σ−1vvt = 0
−ivtvt = ∇vvt + u|v|σ−1vvt
−i
∫
vtvtdx =
∫
∇vvt +
∫
u|v|σ−1vvtdx
−i‖vt‖20 =
∫
∇vvt +
∫
u|v|σ−1vvtdx
tomando la parte real se tiene que
Re(
∫
∇vvt +
∫
u|v|σ−1vvtdx) = 0,
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entonces tenemos que
d
dt
(H(u(t))) =
d
dt
∫
Td
(
|∇u(x, t)|2 − λ
σ + 1
|u(x, t)|σ+1
)
dx = 0
as´ı H(u(t)) es constante y H(u(t)) = H(ϕ), es decir
H(ϕ) =
∫
Td
|∇u(x, t)|2 − λ
σ + 1
|u(x, t)|σ+1dx
lo cual se puede reescribir as´ı
H(t) =
∫
Td
(|∇v|2 − λ
σ + 1
u|v(x, t)|σ+1)dx (6-3)
=
∫
Td
|∇v|2 − λ
σ + 1
(1− α2∆)−1|v(x, t)|σ+1|v(x, t)|σ+1dx
=
∫
Td
|∇v|2dx− λ
σ + 1
∫
Td
(1− α2∆)−1(|v(x, t)|σ+1)|v(x, t)|σ+1dx
= ||∇v||20 −
λ
σ + 1
∫
Td
(1− α2∆)−1(|v(x, t)|σ+1)|v(x, t)|σ+1dx
= ||∇v||20 −
λ
σ + 1
〈(1− α2∆)−1(|v(x, t)|σ+1), |v(x, t)|σ+1〉0
= ||∇v||20 −
λ
σ + 1
〈(1− α2∆)−1/2(|v(x, t)|σ+1), (1− α2∆)−1/2|v(x, t)|σ+1〉0
= ||∇v||20 −
λ
σ + 1
‖(1− α2∆)−1/2(|v(x, t)|σ+1)‖20
consiguiendo as´ı el resultado que se queria.
Establezcamos ahora algunas desigualdades de importancia para el desarrollo del buen plan-
teamiento de la parte global.
Nota 4 Observe que la desigualdad de Gagliardo-Nirenberg y la desigualdad de Sobolev im-
plican que si v es de media cero, v ∈ Hs y s > d
2
, entonces
‖v‖q ≤ C‖v‖1−
(q−2)d
2q
0 ‖∇v‖
(q−2)d
2q
0 (6-4)
≤ C‖v‖1−
(q−2)d
2q
0 ‖∇v‖
(q−2)d
2q
1
de lo cual se tiene que:
1. Si d ≥ 1, entonces
‖v‖q ≤ C‖v‖1−
q−2
2q
d
0 ‖∇v‖
q−2
2q
d
H1 , para algu´n v ∈ H1, (6-5)
0 <
q − 2
2q
d ≤ 1,
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adema´s,
‖v‖q ≤ C‖v‖W 2,p , para algu´n v ∈ W 2,p, 1
q
≥ 1
p
− 2
d
≥ 0, d ≤ 3. (6-6)
2. Si d = 1, ‖v‖q ≤ C‖v‖H1 , para algu´n v ∈ H1 y 2 ≤ q ≤ ∞, ya que
‖v‖q ≤ C‖v‖1−
q−2
2q
0 ‖v‖
q−2
2q
H1 , (6-7)
≤ C‖v‖1−
q−2
2q
H1 ‖v‖
q−2
2q
H1
≤ C‖v‖H1 ,
adema´s tenemos que:
0 ≤ q − 2
2q
≤ 1
0 ≤ q − 2 ≤ 2q
2 ≤ q ≤ 2q + 2
2 ≤ q ∧ −2 ≤ q
2 ≤ q ≤ ∞
3. Si d = 2, ‖v‖q ≤ C‖v‖H1 , para algu´n v ∈ H1 y 2 ≤ q <∞. Lo cual es consecuencia de:
‖v‖q ≤ C‖v‖1−
q−2
2q
d
0 ‖∇v‖
q−2
2q
d
H1 (6-8)
≤ C‖v‖1−
q−2
2q
2
0 ‖v‖
q−2
2q
2
H1
≤ C‖v‖1−
q−2
q
H1 ‖v‖
q−2
q
H1
≤ C‖v‖
q−q+2
q
H1 ‖v‖
q−2
q
H1
≤ C‖v‖
q−2+2
q
H1
≤ C‖v‖H1 ,
adema´s tenemos que:
0 ≤ q − 2
2q
2 ≤ 1, (6-9)
0 ≤ q − 2 ≤ q
2 ≤ q ≤ q + 2
2 ≤ q ∧ −2 ≤ 0
2 ≤ q <∞.
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Para nuestro caso en cuestio´n, tenemos que si v es de media cero:
‖v‖σ+1 ≤ C‖∇v‖θ0‖v‖1−θ0 . (6-10)
1
σ + 1
= θ(
1
2
− 1
d
) +
(1− θ)
2
1
σ + 1
=
1
2
− θ
d
θ
d
=
1
2
− 1
σ + 1
θ =
σ − 1
2(σ + 1)
d
reemplazando lo anterior en (6-10) obtenemos:
‖v‖σ+1 ≤ C‖∇v‖
σ−1
2(σ+1)
d
0 ‖v‖
1− σ−1
2(σ+1)
d
0 . (6-11)
Si v solucio´n de (5-1) no es de media cero, entonces
v = v − (2pi)dv̂(0)︸ ︷︷ ︸
media cero
+(2pi)dv̂(0)
aplicando norma en σ + 1 y la desigualdad triangular a la expresio´n anterior tenemos
‖v‖σ+1 ≤ ‖v − (2pi)dv̂(0)‖σ+1 + (2pi) dσ+1 |v̂(0)|
≤ ‖v − (2pi)dv̂(0)‖σ+1 + (2pi) dσ+1
(
1
(2pi)d
∫
Td
v(x)dx
)
≤ ‖v − (2pi)dv̂(0)‖σ+1 + Cpi,d,σ‖ϕ‖0,
≤ K(||ϕ||0, pi, σ)‖∇v‖
σ−1
2(σ+1)
d + Cpi,d,σ‖ϕ‖0, (6-12)
pues v − (2pi)dv̂(0) tiene media cero, por lo tanto podemos aplicar (6-11), para obtener
‖v − (2pi)dv̂(0)‖σ+1 ≤ C‖∇(v − (2pi)dv̂(0))‖
σ−1
2(σ+1)
d
0 ‖v − (2pi)dv̂(0)‖
1− σ−1
2(σ+1)
d
0
≤ C‖∇v‖
σ−1
2(σ+1)
d
0 ‖v − (2pi)dv̂(0)‖
1− σ−1
2(σ+1)
d
0
≤ C‖∇v‖
σ−1
2(σ+1)
d
0
(
‖v‖
σ+3
2(σ+1)
0 + ‖(2pi)dv̂(0)‖
1− σ−1
2(σ+1)
d
0
)
≤ C‖∇v‖
σ−1
2(σ+1)
d
0
(
‖ϕ‖1−
σ−1
2(σ+1)
d
0 + Cpi,σ|v̂(0)|
)
≤ C‖∇v‖
σ−1
2(σ+1)
d
0
(
‖ϕ‖1−
σ−1
2(σ+1)
d
0 + Cpi,σ + ‖v‖20
)
≤ C‖∇v‖
σ−1
2(σ+1)
d
0
(
‖ϕ‖1−
σ−1
2(σ+1)
d
0 + Cpi,σ + ‖ϕ‖20
)
≤ CK(‖ϕ‖20, pi, σ)‖∇v‖
σ−1
2(σ+1)
d
0 , (6-13)
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6.2. Estimativas Apriori
De la solucio´n, como ||v||0 = ||ϕ||0, veamos que ocurre con ||∇v||0. En este caso observe que,
||∇v||20 = H(t) +
λ
σ + 1
‖(1− α2∆)−1/2(|v(x, t)|σ+1)‖20 (6-14)
Caso 1 d = 1 y σ ∈ Z+
i. Si λ < 0 , entonces
λ
σ + 1
‖(1− α2∂2x)−1/2(|v(x, t)|σ+1)‖20 ≤ 0, (6-15)
as´ı que:
||∂xv||20 = H(t)−
λ
σ + 1
‖(1− α2∂2x)−1/2(|v(x, t)|σ+1)‖20
≤ H(t) = H(0) (6-16)
por lo tanto,
||v||21 < ||ϕ||20 +H(0)
||v||21 < N(0) +H(0) = K
ii. λ > 0, 1 < σ < 3
Tomemos d = 1, en (6-11)
‖v‖σ+1 ≤ C‖∂xv‖
σ−1
2(σ+1)
0 ‖v‖
1− σ−1
2(σ+1)
0 , (6-17)
usamos (6-12) para d = 1
‖v‖σ+1 ≤ ‖v − (2pi)v̂(0)‖σ+1 +
C2pi,σ
2
+
1
2
‖ϕ‖20 (6-18)
nos queda acotar ||v − (2pi)v̂(0)||, lo cual tiene media cero, por lo tanto podemos aplicamos
(6-13)
‖v − (2pi)v̂(0)‖σ+1 ≤ CK(‖ϕ‖20, pi, σ)‖∂xv‖
σ−1
2(σ+1)
0 , (6-19)
ahora para acotar ‖∂xv‖0 elevamos la expresio´n (6-17) a la 2(σ + 1) tenemos
‖v‖2(σ+1)σ+1 ≤ C‖∂xv‖σ−10 ‖v‖σ+30 .
volviendo a (6-14) para d = 1 se tiene que:
||∂xv||20 = H(ϕ) +
λ
σ + 1
‖(1− α2∂2x)−1/2(|v(x, t)|σ+1)‖20︸ ︷︷ ︸
∗
(6-20)
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usamos la desigualdad de Ho¨lder en ∗
‖(1− α2∂2x)−1/2(|v(x, t)|σ+1)‖20 =
∫
T
u|v|σ+1dx
≤ ‖u‖p‖|v|σ+1‖q
= ‖u‖p‖v‖σ+1q(σ+1) (6-21)
donde,
1
p
+ 1
q
= 1, 1 ≤ p, q ≤ ∞
tomamos p =∞, q = 1 en la desigualdad (6-21) y usando (6-7), tenemos que:
‖(1− α2∂2x)−1/2(|v(x, t)|σ+1)‖20 =
∫
Td
u|v|σ+1dx
≤ ‖u‖∞‖v‖σ+1σ+1
≤ C‖u‖1‖v‖σ+1σ+1 (6-22)
por otra parte de (1-2) sabemos que:
u = (1− α2∂2x)−1(|v|σ+1)
(1− α2∂2x)u = |v|σ+1
entonces,
‖(1− α2∂2x)−1/2(|v(x, t)|σ+1)‖20 =
∫
T
u|v|σ+1dx
=
∫
T
u(1− α2∂2x)(u)dx
=
∫
T
u2 − α2(∂2xu)udx
=
∫
T
u2 + α2|∂xu|2dx
≥ C ′α‖u‖21 (6-23)
de donde C ′α = min {1, α2}. Ahora si combinamos las desigualdades (6-22) y (6-23) tenemos
que
C ′α‖u‖21 ≤ ‖(1− α2∂2x)−1/2(|v(x, t)|σ+1)‖20 ≤ ‖u‖∞‖v‖σ+1σ+1 ≤ C‖u‖1‖v‖σ+1σ+1
luego,
C ′α‖u‖21 ≤ C‖u‖1‖v‖σ+1σ+1
‖u‖1 ≤ C
C ′α
‖v‖σ+1σ+1 (6-24)
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entonces usando la desigualdad (6-24) en la desigualdad (6-22)se tiene:
‖(1− α2∂2x)−1/2(|v(x, t)|σ+1)‖20 ≤ C
(
C
C ′α
‖v‖σ+1σ+1
)
‖v‖σ+1σ+1
≤ Cα‖v‖2(σ+1)σ+1 (6-25)
de donde
Cα = C
(
C
C ′α
)
= C
(
max{1, α2}
min{1, α2}
)
∼ 1
α2
para α muy pequen˜o.
Retomamos la expresio´n (6-20)
‖∂xv‖20 = H(t) +
λ
σ + 1
‖(1− α2∂2x)
−1
2 (|v|σ+1)‖20
≤ H(t) + λ
σ + 1
∫
T
υ|u|σ+1dx
≤ H(t) + λ
σ + 1
‖v‖σ+1σ+1‖v‖σ+1σ+1
≤ H(t) + λ
σ + 1
‖v‖2(σ+1)σ+1
≤ H(0) + λ
σ + 1
‖∂xv‖(σ−1)0 ‖v‖(σ+3)0 (6-26)
finalmente aplicamos la desigualdad de Young, haciendo p = 2
σ−1 y
1
q
= 1 − σ−1
2
, esto es
q = 2
3−σ , observe que 0 < 3− σ < 2, luego 1 < σ < 3.
||∂xv||20 ≤ H(0) +
Cαλ
σ + 1
‖ϕ‖σ+30 ‖∂xv‖σ−10
= H(0) +
Cαλ
σ + 1
(‖∂xv‖σ−10 )(
1

‖ϕ‖σ+30 )
≤ H(0) + Cαλ
σ + 1
(

2
σ−1
‖∂xv‖20
2
σ−1
)
+
Cαλ
σ + 1
1

2
3−σ
(‖ϕ‖σ+30 )
2
3−σ
2
3−σ
≤ H(0) +
(
1

2
3−σ
(‖ϕ‖σ+30 )
2
3−σ
2
3−σ
)
︸ ︷︷ ︸
C(ϕ)
+
Cαλ
σ + 1
(

2
σ−1
‖∂xv‖20
2
σ−1
)
≤ H(0) + C(0) + Cαλ(σ − 1)
2
σ−1
(σ + 1)
‖∂xv‖20
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||∂xv||20 −
Cαλ(σ − 1) 2σ−1
(σ + 1)
‖∂xv‖20 ≤ H(0) +N(0) + C(0) = K ′
||∂xv||20
(
1− Cαλ(σ − 1)
2
σ−1
(σ + 1)
)
= K ′.
Escogemos  muy pequen˜o de tal manera que:
1− Cαλ(σ − 1)
2
σ−1
(σ + 1)
=
1
2
luego,
1
2
||∂xv||21 = K ′(t)
con lo cual hemos conseguido acotar ||∂xv||21 para 1 < σ < 3. Analicemos ahora los casos
criticos para σ = 3 y σ ≥ 4.
iii. λ > 0 y σ = 3. Tomamos (6-26) y obtenemos
‖∂xv‖20 ≤ H(0) +
λ
4
‖∂xv‖20‖ϕ‖60
‖∂xv‖20 −
λ
4
‖∂xv‖20‖ϕ‖60 ≤ H(0)
0 ≤ (1− λ
4
‖ϕ‖60)‖∂xv‖20 ≤ H(0)
entonces
‖ϕ‖60 <
4
λ
esta u´ltima identidad implica que si σ = 3 y ||ϕ||0 es suficientemente pequen˜o entonces la
solucio´n es global.
iv. λ > 0 y σ ≥ 4 en (6-26) entonces,
‖∂xv‖20 ≤ H(0) +
λ
5
‖∂xv‖30‖ϕ‖70
usamos la siguiente notacio´n en la desigualdad anterior
χ = χ(t) = ||∂xu(t)||0
obtenemos que
χ2 ≤ H(0) + cχ3‖ϕ‖70 (6-27)
χ2 − cχ3‖ϕ‖70 ≤ H(0)
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adema´s, si
‖∂xv‖20 ≤ H(0) + c‖∂xv‖30‖ϕ‖70
‖∂xϕ‖20 ≤ H(ϕ) + c ‖∂xϕ‖30‖ϕ‖70.︸ ︷︷ ︸
suficientemente pequen˜o
Supongamos ahora δ = ||ϕ||0 en (6-27) y obtenemos
χ2 ≤ H(0) + cχ3δ7 (6-28)
χ2 − cχ1+2δ7 ≤ H(0)︸ ︷︷ ︸
+
.
Existe M , tal que
||∂xu||0 = χ ≤M
0 ≤ cχ1+2︸ ︷︷ ︸
+
δ7 − χ2 +H(0)︸ ︷︷ ︸
+
0 ≤ χ2(cχδ7 − 1) +H(0)
si tomamos cδ7 =  (muy pequen˜o) la desigualdad anterior se convierte en:
0 ≤ H(0) + χ1+2 − χ2
0 ≤ H(0)︸ ︷︷ ︸
+
+χ2(χ− 1)
entonces, ||ϕ||1 = ||ϕ||0 + ||∂xϕ||0 ≤ ρ suficientemente pequen˜o, observe que si evaluamos en
t = 0, se tiene que H(0) > 0, entonces existe M > 0, tal que χ = ||∂xu(t)||0 ≤ M, as´ı que
podemos exterder la solucio´n local a cualquier intervalo de tiempo. Esta u´ltima identidad
implica que si σ ≥ 4 y ||ϕ||1 es suficientemente pequen˜o, entonces la solucio´n es global.
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Teorema 15 1. Para d = 1 y λ < 0, se tiene que:
i. Si σ ∈ Z+, el problema (1-2) es globalmente bien planteado.
2. Para d = 1 y λ > 0, se tiene que:
ii. Si σ = 1, 2 el problema (1-2) es globalmente bien planteado.
iii. Si σ = 3 el problema (1-2) es globalmente bien planteado, si ||ϕ||0 es sufientemente
pequen˜a.
iv. Si σ ≥ 4 el problema (1-2) es globalmente bien planteado si, ||ϕ||1 es sufientemente
pequen˜a.
Caso 2 i. Si λ < 0 y d = 2
λ
σ + 1
‖(1− α2∆)−1/2(|v(x, t)|σ+1)‖20 ≤ 0,
as´ı que:
||∇v||20 = H(t)−
λ
σ + 1
‖(1− α2∆)−1/2(|v(x, t)|σ+1)‖20
≤ H(t) = H(0) (6-29)
por lo tanto
||v||21 < ||ϕ||20 +H(t)
||v||21 < N(0) +H(0) = K
ii. Si λ > 0 y d = 2 en (6-11) se tiene
‖v‖σ+1 = C‖∇v‖
σ−1
σ+1
0 ‖v‖
2
σ+1
0 . (6-30)
usamos (6-12) para d = 2
‖v‖σ+1 ≤ ‖v − (2pi)2v̂(0)‖σ+1 +
C2pi,σ
2
+
1
2
‖ϕ‖20 (6-31)
nos queda acotar ||v − (2pi)2v̂(0)||, lo cual tiene media cero, por lo tanto podemos aplicamos
(6-13)
‖v − (2pi)2v̂(0)‖σ+1 ≤ K(‖ϕ‖20, pi, σ)‖∇v‖
σ−1
σ+1
0 . (6-32)
Por otro lado si elevamos la expresio´n (6-30) a la 2(σ + 1) tenemos:
‖v‖2(σ+1)σ+1 ≤ C‖∇v‖2(σ−1)0 ‖v‖40.
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usando (6-14)
‖∇v‖20 = H(t) +
λ
σ + 1
‖(1− α2∆)−12 (|v|σ+1)‖20
≤ H(t) + λ
σ + 1
∫
T2
υ|v|σ+1dx
≤ H(t) + λ
σ + 1
‖v‖σ+1σ+1‖v‖σ+1σ+1
≤ H(t) + λ
σ + 1
‖v‖2(σ+1)σ+1
≤ H(0) + λ
σ + 1
‖∇v‖2(σ−1)0 ‖v‖40 (6-33)
aplicando la desigualdad de Young a la expresio´n anterior con p = 1
σ−1 y
1
q
= 2− σ, esto es
q = 1
2−σ , observe que 0 < 2− σ < 2, luego 0 < σ < 2
||∇v||20 ≤ H(t) +
Cαλ
σ + 1
‖ϕ‖40‖∇v‖2(σ−1)1
= H(t) +
Cαλ
σ + 1
(‖∇v‖2(σ−1)0 )(
1

‖ϕ‖40)
≤ H(t) + Cαλ
σ + 1
(

1
σ−1
‖∇v‖20
1
σ−1
)
+
Cαλ
σ + 1
1

1
2−σ
(‖ϕ‖40)
2
2−σ
1
2−σ
≤ H(t) +
(
1

2
2−σ
(‖ϕ‖40)
2
2−σ
2
2−σ
)
︸ ︷︷ ︸
C(t)
+
Cαλ
σ + 1
(

1
σ−1
‖∇v‖20
1
σ−1
)
≤ H(t) + C(t) + Cαλ(σ − 1)
1
σ−1
(σ + 1)
‖∇v‖20
||∇v||20 −
Cαλ(σ − 1) 1σ−1
(σ + 1)
‖∇v‖20 ≤ H(0) +N(0) + C(0) = K ′
||∇v||20
(
1− Cαλ(σ − 1)
1
σ−1
(σ + 1)
)
= K ′.
Escogemos  muy pequen˜o de tal manera que:
1− Cαλ(σ − 1)
1
σ−1
(σ + 1)
=
1
2
luego,
1
2
||∇v||21 = K ′
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con lo cual hemos conseguido acotar ||∇v||21 siempre y cuando 0 < σ < 2, por lo tanto ‖v‖1
es uniformemente acotado para algu´n σ < 2, as´ı que tenemos solucio´n global en Hs(T2).
Analicemos ahora los casos criticos para σ = 2 y σ ≥ 3.
iii. λ > 0 y σ = 2 en (6-33) as´ı,
‖∇v‖20 ≤ H(0) +
λ
3
‖∇v‖20‖ϕ‖40
‖∇v‖20 −
λ
3
‖∇v‖20‖ϕ‖40 ≤ H(0)
0 ≤ (1− λ
3
‖ϕ‖40)‖∇v‖20 ≤ H(0)
entonces
‖ϕ‖40 <
3
λ
esta u´ltima identidad implica que si σ = 2 y ||ϕ||0 es suficientemente pequen˜o entonces la
solucio´n es global.
iv.λ > 0 y σ ≥ 3 en (6-33) entonces,
‖∇v‖20 ≤ H(0) +
λ
4
‖∇v‖40‖ϕ‖40
usamos la siguiente notacio´n en la desigualdad anterior
χ = χ(t) = ||∇u(t)||0
obtenemos que
χ2 ≤ H(0) + cχ4‖ϕ‖40 (6-34)
χ2 − cχ4‖ϕ‖40 ≤ H(0)
adema´s, si
‖∇v‖20 ≤ H(0) + c‖∇v‖40‖ϕ‖40
‖∇ϕ‖20 ≤ H(ϕ) + c ‖∇ϕ‖40‖ϕ‖40.︸ ︷︷ ︸
suficientemente pequen˜o
Supongamos ahora δ = ||ϕ||0 en (6-34) y obtenemos
χ2 ≤ H(0) + cχ4δ4 (6-35)
χ2 − cχ2+2δ4 ≤ H(0)︸ ︷︷ ︸
+
.
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Existe M , tal que
||∇u||0 = χ ≤M
0 ≤ cχ2+2︸ ︷︷ ︸
+
δ4 − χ2 +H(0)︸ ︷︷ ︸
+
0 ≤ χ2(cχ2δ4 − 1) +H(0)
si tomamos cδ4 =  (muy pequen˜o) la desigualdad anterior se convierte en:
0 ≤ H(0) + χ2+2 − χ2
0 ≤ H(0)︸ ︷︷ ︸
+
+χ2(χ2 − 1)
entonces, ||ϕ||1 = ||ϕ||0 + ||∇ϕ||0 ≤ ρ suficientemente pequen˜o, observe que si evaluamos en
t = 0, se tiene que H(0) > 0, entonces existe M > 0, tal que χ = ||∇u(t)||0 ≤ M, as´ı que
podemos exterder la solucio´n local a cualquier intervalo de tiempo. Esta u´ltima identidad
implica que si σ ≥ 3 y ||ϕ||1 es suficientemente pequen˜o, entonces la solucio´n es global.
Teorema 16 1. Para d = 2, λ < 0 y s > 1 se tiene que:
i. Si σ = 1, 3, 5, ... el problema (1-2) es globalmente bien planteado.
2. Para d = 2, λ > 0 y s > 1 se tiene que:
ii. Si σ = 1 el problema (1-2) es globalmente bien planteado.
iii. Si σ = 2 el problema (1-2) es globalmente bien planteado, si ||ϕ||0 es sufientemente
pequen˜a.
iv. Si σ ≥ 3 el problema (1-2) es globalmente bien planteado si, ||ϕ||1 es sufientemente
pequen˜a.
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Caso 3 d ≥ 3, tomamos q = 2(σ + 1) en (6-4), entonces
‖v‖2(σ+1) ≤ C‖∇v‖
σ
2(σ+1)
d
0 ‖v‖
1− σ
2(σ+1)
d
0 ,
supongamos que σ = 2m− 1, es decir que σ + 1 = 2m, entonces
‖v‖4m ≤ C‖∇v‖
2m−1
4m
d
0 ‖v‖1−
2m−1
4m
d
0 , (6-36)
usamos (6-12)
‖v‖σ+1 ≤ ‖v − (2pi)dv̂(0)‖σ+1 +
C2pi,σ
2
+
1
2
‖ϕ‖20 (6-37)
nos queda acotar ||v− (2pi)dv̂(0)||, lo cual tiene media cero, por lo tanto podemos aplicamos
(6-13)
‖v − (2pi)dv̂(0)‖4m ≤ C‖∇(v − (2pi)dv̂(0))‖
2m−1
4m
d
0 ‖v − (2pi)dv̂(0)‖1−
2m−1
4m
d
0
≤ C‖∇v‖
2m−1
4m
d
0 ‖v − (2pi)dv̂(0)‖1−
2m−1
4m
d
0
≤ C‖∇v‖
2m−1
4m
d
0
(
‖v‖1−
2m−1
4m
d
0 + ‖(2pi)dv̂(0)‖1−
2m−1
4m
d
0
)
≤ C‖∇v‖
2m−1
4m
d
0
(
‖ϕ‖1−
2m−1
4m
d
0 + Cpi|v̂(0)|
)
≤ C‖∇v‖
2m−1
4m
d
0
(
‖ϕ‖1−
2m−1
4m
d
0 + Cpi + ‖v‖20
)
≤ C‖∇v‖
2m−1
4m
d
0
(
‖ϕ‖1−
2m−1
4m
d
0 + Cpi + ‖ϕ‖20
)
≤ CK(‖ϕ‖0, pi)‖∇v‖
2m−1
4m
d
0 , (6-38)
adema´s |v|σ+1 = |v|2m = (vv)m, entonces
‖(1− α2∆)−1/2(|v|σ+1)‖20 ≤ ‖(vv)m‖
=
∫
Td
|v|2m|v|2mdx
=
∫
Td
|v|4mdx
= ‖v‖4m4m
note que 4m = 2(2m) = 2(σ + 1). Volviendo a (6-14), entonces resulta
‖∇v‖20 = H(t) +
λ
2m
‖(1− α2∆)−1/2(|v|σ+1)‖20
‖∇v‖20 ≤ H(t) +
λ
2m
‖v‖4m4m, (6-39)
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aplicamos Gagliargo-Nirenberg a ‖v‖4m
‖v‖4m ≤ ‖∇v‖θ0‖v‖1−θ0
= ‖∇v‖θ0‖ϕ‖1−θ0 (6-40)
entonces,
1
4m
= θ
(
1
2
− 1
d
)
+
1− θ
2
1
4m
=
1
2
− θ
d
θ
d
=
1
2
− 1
4m
θ =
d
2
(
1− 1
2m
)
1− θ = 1− d
2
(
1− 1
2m
)
1− θ = d
2
(
2
d
− 1 + 1
2m
)
,
como tenemos que 0 < θ ≤ 1, decimos que
d
2
(
1− 1
2m
)
≤ 1
d ≤ 2(
1− 1
2m
) = 4m
2m− 1
=
2σ + 2
σ
= 2 +
2
σ
,
volviendo a la desigualdad (6-40) y elevando a la 4m tenemos,
‖v‖4m4m ≤ ‖∇v‖4mθ0 ‖ϕ‖4m(1−θ)0
≤ ‖∇v‖4m
d
2(1− 12m)
0 ‖ϕ‖
4m d
2(
2
d
−1+ 1
2m)
0
≤ ‖∇v‖d(2m−1)0 ‖ϕ‖
d( 4md −2m+1)
0 (6-41)
ahora empleamos la desigualdad anterior en la expresio´n (6-39)
‖∇v‖20 ≤ H(t) +
λ
2m
‖∇v‖d(2m−1)0 ‖ϕ‖
d( 4md −2m+1)
0 (6-42)
por lo tanto
‖v‖21 = ‖∇v‖2 + ‖v‖2 ≤ H(t) +N(t) +
Cαλ
2m
‖∇v‖d(2m−1)0 ‖ϕ‖
d( 4md −2m+1)
0 ,
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aplicamos la desigualdad de Young con p = 2
d(2m−1) y
1
q
= 1− d(2m−1)
2
, esto es
q = 2−d(2m−1)
2
||v||21 ≤ H(t) +N(t) +
Cαλ
2m
(
1

2−d(2m−1)
2
(‖ϕ‖d( 4md −2m+)) 2−d(2m−1)2
2−d(2m−1)
2
)
︸ ︷︷ ︸
C(t)
+
Cαλ
2
d(2m−1)d(2m− 1)
4m
‖v‖21
||v||21 −
Cαλ
2
d(2m−1)d(2m− 1)
4m
‖v‖21 ≤ H(0) +N(0) + C(0) = K
||v||21
(
1− Cαλ
2
d(2m−1)d(2m− 1)
4m
)
≤ K(ϕ)
Escogemos  muy pequen˜o de tal manera que:
1− Cαλ
2
d(2m−1)d(2m− 1)
4m
=
1
2
luego,
1
2
||v||21 = K(t)
con lo cual hemos conseguido que (6-38) se pueda escribir como:
‖v − (2pi)v̂(0)‖4m ≤ CK(‖ϕ‖0, pi)K(t) 2m−24m d
entonces
‖v‖4m ≤ CK(‖ϕ‖0, pi)K(t) 2m−24m d + Cpi,d‖ϕ‖0
Teorema 17 ‖v‖1 es uniformemente acotado cuando σd − 2 < 2, es decir, σ < 4d . Luego
podemos concluir, que tenemos solucio´n global en H1(Td) para 1 ≤ σ < 4
d
en el caso d ≥ 3.
Nota 5 Ser´ıa interesante obtener resultados de buen planteamiento de la ecuacio´n (1-2) en
espacios de Sobolev de menor regularidad y en dimensiones superiores a 1.
6.3. Observaciones finales
Observacio´n 1 En ([5]) demuestran que la funcio´n f(v) = u|v|σ+1v = B(|v|σ+1)|v|σ−1v,
donde B = (I − α2∆)−1, es localmente Lipschitz de H1 en Lr′, para algu´n r ∈ (2, 2d
d−2 ] y
1
r
+ 1
r′ = 1, lo cual se demuestra a trave´s de las siguientes proposiciones.
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Proposicio´n 6 Sea d ≥ 1 y 1 ≤ σ < 4
d−2 . Para algu´n v1, v2 ∈ H1 ⊂ Lr, donde r depende
del σ dado y r ∈ [2, 2d
d−2) (Se considera que si d ≤ 2, entonces 2dd−2 tiende a ∞), se tiene que
||f(v1)− f(v2)||r′ ≤ k||v1 − v2||r, donde k = Cα,σ(||v1||H1 + ||v2||H1)2σ y 1r + 1r′ = 1
La prueba de la proposicio´n anterior se obtiene mediante los siguientes lemas.
Lema 8 Sea d ≥ 1, para algu´n 0 < σ < 4
d−2 , existe r ∈ [2, 2dd−2) el cual depende de σ, tal que
para cada v1, v2, v ∈ H1 ⊂ Lr, se tiene
||B(|v|σ|v1 − v2|)|v|σ||r′ ≤ Cα||v||2σH1 ||v1 − v2||r
Lema 9 Sea d ≥ 1, para algu´n 1 ≤ σ < 4
d−2 , existe r ∈ [2, 2dd−2), el cual depende de σ, tal
que para cada v1, v2, v ∈ H1 ⊂ Lr, se tiene
||B(|v|σ+1|v1 − v2|)|v|σ−1||r′ ≤ Cα||v||2σH1||v1 − v2||r
Con lo anterior se demuestra la proposicio´n (6) y adema´s se obtiene el siguiente Lema.
Lema 10 Para algu´n r ≥ 2, y para algu´n t 6= 0, U(t) es un operador lineal acotado de Lr′
en Lr, y la aplicacio´n t 7→ U(t) es fuertemente continua. Por otra parte, para todo t ∈ R \ 0,
se tiene
||U(t)v||r ≤ (4pi|t|) dr− d2 ||v||r′ ,
para todo v ∈ Lr′
Observacio´n 2 Si d = 1 tenemos que la ecuacio´n (5-15) tiene solucio´n local (o global) y
surge el inconveniente que segu´n lo hecho en ([2],) es necesario contar con las estimativas
de Strichartz’s, lo cual se tiene en Rd, pero no en Td
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