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Abstract
Patient wait times have increased significantly over the past few decades. According to
the Canadian Institute for Health Information (CIHI), 40% of Canadians have experienced
difficulties in receiving diagnostics tests. MRI wait times have increased by 26% from 2012
to 2016. The lengthy wait times for the health care systems are translated to economic
losses and risks to the lives of Canadians. These inefficiencies in health care systems
are an indication that health care infrastructure investment has not been able to keep
pace with the increased demands. While building new health care infrastructure to create
capacity may be the first solution that comes to mind, it is often not feasible due to budget
limitations. Optimizing the use of the existing capacity is a more feasible and cost-effective
solution to healthcare system inefficiencies. This research builds on previous literature and
proposes a robust optimization method for a multi-priority multi-period advance scheduling
problem with wait time target which is solved using a proposed adversarial-based algorithm.
A sensitivity analysis is conducted to calibrate the model parameters. Several numerical
examples are used to extract practical policy insights. The advantages of the robust model
in comparison with the deterministic model are highlighted. It is shown that the robust
modelling leads to policies that are easier to execute and are more suitable for policy
planning purposes when compared to deterministic modelling.
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1.1 Advance Patient Scheduling under Demand Un-
certainty
According to the Fraser Institute [2019], patients’ wait times in Canada have increased by
173% from 1993 to 2019. Based on a survey conducted in 2015, 40% of patients in Canada
have experienced difficulties in receiving diagnostic tests. The average 90th percentile wait
time for an MRI examination in Canada was 186 days in 2016, which shows an increase
of 26% compared to the year 2012 (147.2 days) (CIHI [2016]). It is evident that while the
demand for diagnostic tests has increased, health care facilities and infrastructure have not
been able to keep pace with the increased demand.
Meeting the wait-time target - the time during which a patient should receive service
- could be as low as 40% for some operation (CIHI [2017]); it is an indication of the
healthcare system and infrastructure inefficiency given that the defined benchmarks are
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already high (e.g., 182 days for knee replacement (CIHI [2019])). Long wait times can have
serious consequences for patients by potentially allowing reversible medical conditions to
become chronic or irreversible conditions.
Two of the major causes of long wait times in Canada’s health care system are limited
capacity and poor patient scheduling. Increasing capacity can be a viable and ideal solution
to the healthcare system inefficiencies, but it requires substantial capital investment and
thus is costly and often not a feasible and practical solution in the short term. Another
alternative is optimizing patient scheduling, which makes use of the existing infrastructure
and provided capacity and is a cost-effective solution with short- and long-term benefits.
With respect to modelling of uncertainty, studies that aim at optimizing patient schedul-
ing are categorized to deterministic, stochastic and robust modelling; the studies are also
categorized to allocation and advanced scheduling depending on their resolution of schedul-
ing. Allocation scheduling is about the allocation of patients to appointments start time
throughout a specific day while advance scheduling deals with patient allocations to differ-
ent days over a scheduling horizon. Each of these modelling approaches has its pros and
cons, which are elaborated in the Literature Review section of this thesis.
While this research is indebted to previous studies in the literature for making a sub-
stantial advancement in the patient scheduling area, it extends the literature boundaries by
relaxing some of the simplifying assumptions in previous studies to make patient schedul-
ing modelling more practical. This study proposes a robust optimization method, which
adopts the notion of “budget of uncertainty” introduced by Bertsimas and Sim [2004] and
guarantees an optimal scheduling scheme for a multi-class multi-period patient scheduling
problem under demand uncertainties, where total capacity is a decision variable in the
model. While ensuring optimality of the scheduling scheme, the optimization problem for-
mulation also guarantees wait time targets for patients of different priorities. The method
2
adds methodological novelty to advanced scheduling by considering patient classes and as-
sociated wait time targets for each class. Modelling parameters are calibrated to reproduce
real-world measures. The importance of robust modelling of patient scheduling problem
is highlighted through a comparative analysis of system-wide performance measures for
robust and deterministic modelling. Extensive numerical analysis is used to extract practi-
cal policies and insights. The developed methodology provides a powerful decision-making
tool to be used by health care professionals for optimal advanced patient scheduling by
taking into account demand uncertainties with the goal of providing an acceptable level of
service for all patients while prioritizing urgent cases. Since the modelling approach will be
general, the same methodology can be applied to different advance scheduling applications.
This thesis is organized as follows: Chapter 2 presents a review of the literature on
advanced patient scheduling and identifies gaps based on which the objectives of this re-
search is set. Chapter 3 presents the robust formulation of the advanced patient scheduling
problem and outlines the adversarial solution algorithm, which is used to solve the opti-
mization problem. Chapter 4 presents the sensitivity analysis for the proposed model and
the results and numerical analysis, followed by identifying trends in the results and draw-
ing practical policy insights. The thesis concludes with highlights of findings and future




2.1 Advance Patient Scheduling
The patient scheduling problem has been studied extensively over the past decades. Sem-
inal studies in this area are traced back to the works of Bailey [1952] and Lindley [1952].
Applications of patient scheduling range from physician appointment scheduling to more
critical scheduling applications such as surgery scheduling and scheduling of diagnostic
tests, including MRI and Radiation Therapy Sauré et al. [2020]. There are five litera-
ture review papers that are found useful (Magerlein and Martin [1978], Przasnyski [1986],
Cayirli and Veral [2003], Cardoen et al. [2010], and Ahmadi-Javid et al. [2017]). For further
details, the readers are referred to these studies.
The patient scheduling studies in the literature are categorized to advance patient
scheduling and patient allocation scheduling studies. The former deals with the allocation
of patients to appointments start time throughout a specific day while the latter deals with
patient allocations to different days over a scheduling horizon (Truong [2015], Sauré et al.
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[2020], Gocgun and Ghate [2012]).
This research falls into the first stream of “advance scheduling”. In advance schedul-
ing, various factors such as service time uncertainty, demand uncertainty, and no-show
and cancellation can be incorporated into the model at the cost of adding complexities.
The incorporation of these factors also affects the selection of the modelling approach.
The two common modelling approaches for incorporating uncertainties in the advance pa-
tient scheduling problem are stochastic programming and robust optimization Addis et al.
[2014b]. In this chapter, first, a review of a number of selected studies that used stochas-
tic programming in the advance scheduling problem is provided in Section 2.2. Then, a
brief review of robust optimization, its application in advance scheduling, and a number
of relevant studies in robust optimization and patient scheduling are presented in Section
2.3.
2.2 Stochastic Advance Patient Scheduling
Stochastic programming is a mathematical approach, which is extensively used for mod-
eling problems with uncertain parameters. The approach was first introduced by Dantzig
[1955]. In Stochastic programming, a probability distribution is considered for a problem’s
uncertain parameters. In this section advance patient scheduling studies that use stochastic
optimization approach are presented. Sub-section 2.2.1 presents a review of some selected
studies in which service time is considered to be uncertain, while 2.2.2 presents an overview
of some studies with demand uncertainty.
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2.2.1 Service Time Uncertainty
Gerchak et al. [1996] studied an advance scheduling problem for a general surgery operating
room which is used for two types of surgeries – elective surgery and emergency surgery- and
the capacity utilization for either of surgeries is uncertain. The problem is modelled as a
stochastic dynamic programming model with the aim to schedule elective surgeries during
the time horizon. An optimal policy regarding the optimal level of reserved capacity for
emergency patients is extracted and the performance of the proposed policy is evaluated
through numerical examples. The numerical examples confirm that the optimal level of
reserved capacity for emergency patients is mostly affected by the number of deferred
surgeries.
Denton and Gupta [2003] modelled a single priority multi-period surgical patients ap-
pointment scheduling problem as a two-stage stochastic linear program. The proposed for-
mulation is unique in that it offers flexibility in finding optimal start times under various
cost structures including piece-wise linear cost structure for overtime, waiting and idling
costs. The formulation can easily be extended to model customer no-show in applications
where the no-show consideration matters. In this thesis, a decomposition-based approach
is used for solving the deterministic equivalent of the scheduling problem. General upper
and lower bounds for the problem are developed and used by a variant of the L-shaped al-
gorithm (Van Slyke and Wets [1969]) to calculate the optimal solution to the problem. The
practical importance of the proposed model is illustrated through the numerical examples.
Klassen and Rohleder [2004] studied a multi-period advance scheduling problem with
two classes of patients, regular and urgent. Service time is considered unknown in this
study. Studies prior to this research focus on a single period scheduling problem, while
this study considers a dynamic, multi-period environment, which is more realistic. The
6
two main objectives of this study are finding the best scheduling rule for multi-period
advance scheduling problem in presence of urgent patients and finding the best placement
of reserved time slots for serving urgent demand to ensure on-time service. In this study, the
performance of low variance clients at the beginning of the schedule (LVBEG) rule, which
was introduced for single-priority scheduling problem by Klassen and Rohleder [1996], is
evaluated for a multi-period scheduling problem. It is shown that LVBEG rule has the
highest performance when compared to other rules such as first call, first appointment
(FCFA).
Chakraborty et al. [2010] studied a sequential scheduling problem for a multi-period
single-priority scheduling, which builds on the myopic scheduling problem studied by
Muthuraman and Lawley [2008] by incorporating arbitrary service time distribution. The
authors overcome the intrinsic computational challenges of general service time distribution
by approximating the service time by a gamma distribution. Using a data-set of observed
service times from New York Metropolitan Hospital, the gamma approximation of ser-
vice time is proven accurate when compared to memory-less exponential approximation.
Through simulation, it is concluded that the formulation proposed by the authors outper-
forms other formulations in the literature in terms of expected profit and total number of
scheduled patients.
Saure et al. [2012] studied the radiation therapy appointment scheduling problem. They
aim at finding scheduling policies for radiation therapy appointments to cost effectively
decrease patients wait times. The scheduling problem is modelled as a discounted infinite-
horizon Markov decision process (MDP), which is solved using an approximate dynamic
programming approach. In this research, multiple priority types of patients are considered
in the model and patients can receive treatment in multiple days with varying treatment
session length. Considering multiple treatment with varying length is what differentiate
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this study from that of Patrick et al. [2008]. The performance of proposed method and
extracted policies are evaluated through numerical experiments using data from British
Columbia Cancer Agency (BCCA).
Gocgun and Ghate [2012] studied different classes of dynamic scheduling problems in
advance scheduling and patient allocation scheduling with multiple resources; this study is
an extension to Patrick et al. [2008] that proposed a model for advance patient scheduling
with a single resource. The problems in this study are modelled as a weakly-coupled
MDP. An approximate dynamic programming method that uses Lagrangian Relaxation
and Column Generation approach is developed to provide an approximate optimal solution
to the MDP problems. By using the approximate solution of the weakly coupled MDP
problems, a set of scheduling decisions are extracted and the performances of the proposed
decisions is tested through simulation. The simulation results confirm that applying these
Lagrangian decisions in advance scheduling is more beneficial in terms of profits and costs
than in allocation scheduling.
Sauré et al. [2020] studied a multi-period, multi-class advance patient scheduling prob-
lem with stochastic service time. This study considers stochastic service time in an advance
scheduling problem, which was not addressed prior to this study as it adds complexity to
the problem by incorporating the idle-time and overtime of medical resources. The prob-
lem is modelled as an infinite-horizon MDP model for deterministic and stochastic service
times. Policy analysis results show that policies of advance scheduling under deterministic
service time do not perform well in advance scheduling with stochastic service time.
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2.2.2 Demand Uncertainty
Lamiri et al. [2008] studied the operating room planning problem with two classes of pa-
tients - elective and emergency patients. The demand for emergency cases is considered
random and uncertain, requiring patients to receive service upon arrival, while elective pa-
tients are scheduled for future days. The problem is modelled as a stochastic model with
random emergency demand - a solution methodology that combines Monte-Carlo simula-
tion and mixed integer programming is proposed. The numerical experiments provided in
the research highlight the importance of incorporating uncertainty in modelling scheduling
problems. The importance of uncertainty consideration is further highlighted by compar-
ing the results of the proposed stochastic model in this study with that of a deterministic
model, where uncertainty is disregarded.
Patrick et al. [2008] studied a multi-priority patient dynamic scheduling for a diagnostic
facility in a public health-care setting, where patients of different priorities had different
wait-time targets. The problem is modelled as a discounted infinite-horizon MDP. The cost
function in the MDP model is constituted of three different components: costs associated
with waiting beyond the wait-time target, costs associated with overtime/surge capacity,
and penalty costs associated with existing demand that never received service. Given
the large size of the state space, finding a direct solution is not possible and thus, an
approximation of the dynamic programming is used to solve the problem. The approximate
solution of the problem results in an approximate optimal booking policy. The optimality
of proposed booking policy is tested through simulation, which illustrates that the optimal
booking policy is robust to changes in cost parameters in the cost function.
Liu et al. [2010] developed a model for single-priority, single-period, dynamic appoint-
ment scheduling problem with consideration of no-show and cancellation possibilities. The
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probabilities of no-show and cancellation are assumed to be increasing with delays. The
model parameters are calibrated to simulate real-world data collected from a clinic. The
study compares the performances of the developed scheduling policies (OTPSP, Imp-OAP,
and Imp-OTPSP) against a few benchmark scheduling policies (open access policy, thresh-
old policy, balanced scheduling policy, random scheduling policy) in terms of accuracy
performance and concluded that the developed scheduling policies of this research outper-
forms the benchmark policies.
Gocgun and Puterman [2014] studied the problem of dynamic patient scheduling for a
chemotherapy centre. Two types of appointments, follow-up (FU) and new patient (NP),
are considered in this study and patients are considered to have different target dates and
tolerance limits. Patient types are identified based on their tolerance limit. The problem
is modelled as an MDP and an approximate dynamic programming method is used to
find the solution of the MDP. Using the approximate dynamic programming solution to
the problem, scheduling policies and booking rules are extracted; the performance of these
extracted policies are compared to that of practical and easy-to-use heuristic booking rules
and it is concluded that overall, their proposed policies outperform the easy-to-use heuristic
booking rules.
Astaraky and Patrick [2015] proposed a dynamic programming model for a multi-class
multi-resource surgical scheduling problem. The objective of this study is to provide a
surgical scheduling policy by which not only the operating rooms and recovery beds are
used efficiently, but also the lead time between the day of patients’ request for surgery and
the day of surgery, i.e., patients’ wait time, is minimized. The problem is modelled as an
MDP problem and solved by a developed algorithm based on Least Squares Approximate
Policy. The applicability of the proposed formulation of the problem and the proposed
solution method is validated using real-world data of a hospital.
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Parizi and Ghate [2016] studied a multi-class, multi-resource advance patient schedul-
ing with cancellation, now-shows, and overbooking. A weakly-coupled MDP formulation
is developed for the scheduling problem. It is shown that the Lagrangian relaxation with
constraint generation and affine value function approximation method introduced by Goc-
gun and Ghate [2012] can be applied to the weakly coupled MDP problems. Lagrangian
policies are extracted in this study and are compared to myopic heuristics through numer-
ical experiments; the analysis concludes that the proposed policies outperform the myopic
heuristics.
Jiang et al. [2020] studied the MRI patient scheduling problem. A descriptive analysis is
conducted on MRI scheduling data from 74 hospitals in order to extract system character-
istic parameters and demand. To decrease the number of days that patients would have to
wait beyond their wait-time target without increasing the capacity, two dynamic schedul-
ing policies are proposed, modelled and evaluated: weight accumulation policy and priority
promotion policy. A simulation model for multi-priority advance patient scheduling with
wait-time targets is developed using the extracted modelling parameters and demand and
the performance of the proposed policies are evaluated. comparing the performances of the
two proposed policies with that of the current practice, it is concluded that the proposed
policies can improve the performance of the system.
Klassen and Rohleder [1996] studied a dynamic outpatient appointment scheduling
problem with different types of patients. They address the dynamic patient scheduling
problem and compare different scheduling rules to minimize the wait time of the clients
and the idle time of the service providers. In the formulation of the problem, both patient’s
service time and demand are considered uncertain. The study simulates a variety of rules
under different conditions and concludes that the best patient scheduling rule is driven by
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the performance measure objectives of a clinic as well as the environmental factors. The
study concludes that acceptable performances can be achieved when patients with larger
service time deviations are scheduled toward the end of the scheduling horizon.
2.3 Robust Advance Patient Scheduling
Robust Optimization (RO) is a modelling methodology for managing and solving opti-
mization problems with data uncertainty. RO was proposed in the early 1970s by Soyster
[1973] and has been extensively studied since then. For comprehensive reviews of robust
optimization, readers are referred to Beyer and Sendhoff [2007], Bertsimas et al. [2011],
Ben-Tal et al. [2009], and Gabrel et al. [2014]. As apposed to stochastic programming that
requires knowledge about uncertainty distribution of the uncertain parameters, RO only
requires limited information for the uncertainty range of the uncertain parameters. In RO,
uncertainty is often expressed by an uncertainty set that includes all possible scenarios of
the uncertain data.
One of the concerns in RO is that the optimal solution obtained in a robust model might
be too conservative. Soyster [1973] developed a linear optimization model to construct an
optimal solution that remains feasible for all possible scenarios of the uncertain data, which
leads to a too conservative optimal solution. El Ghaoui and Lebret [1997] and Ben-Tal
and Nemirovski [2000] proposed less conservative robust modeling approaches by defining
the ellipsoidal uncertainty sets. Then, Bertsimas and Sim [2004] proposed a new robust
approach to address the issue of over conservatism. This approach offers full control over
the level of uncertainty in the model by introducing the notion of “budget of uncertainty”
which is a parameter in the model that determines the maximum amount of uncertainty
12
that is allowed in the model.
In the following section, a brief review of a number of selected studies in the area of
robust optimization application in patient scheduling and capacity allocation problem are
provided, which is followed by identifying the gaps in the literature and the contribution
of this thesis.
Holte and Mannino [2013] conducted research on a robust advance patient scheduling
problem with demand uncertainty. The complexity of their proposed model stems from
considering the cyclic nature of patient allocation and demand uncertainty in their model.
An algorithm based on the row- and column-generation developed and proposed as a
solution methodology in this study. The convergence of the proposed algorithm is shown
through simulation. The proposed model and solution algorithm are tested through real-
world data collected from a major hospital in the city of Oslo in order to compute the
master surgery schedules. It is concluded that under accurate estimation of demand, their
proposed approach can provide reliable and efficient master surgery scheduling schemes.
Addis et al. [2014a] studied the operating room planning problem with uncertain surgery
duration. Five classes of patients are considered in the model and each patient is assumed
to have a different wait-time target. Limited overtime capacity is permitted in their pro-
posed model and robust optimization is used to model the problem. The objective function
is to minimize the penalty cost associated with the wait time and the level of urgency and
tardiness of patients. In order to control the level of uncertainty in surgery duration in
the problem, the notion of the budget of uncertainty introduced by Bertsimas and Sim
[2004] has been used. Four different formulation versions of this problem are discussed and
compared in this study, including the deterministic model without overtime possibility, the
robust model without overtime possibility, the deterministic model with overtime possibil-
ity, and the robust model with overtime possibility. The quality of the obtained solution of
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the proposed formulations is evaluated through numerical examples whose parameters are
calibrated based on real-life data. Then, the optimal patient assignments obtained from
optimization models are tested through a set of randomly generated scenarios and results
are compared. Results confirm that the robust models outperform the deterministic ones.
Aslani et al. [2020] studied the robust optimization model for tactical capacity planning
in an outpatient setting. The two types of appointments considered in this study are:
First visit (FV) and re-visit (RV). Each class of patients has a different access target
(wait-time target) and demand is considered to be uncertain. The main source of demand
uncertainty in this study is from FV patients. The objective function is to find the minimum
required physician capacity such that each patient class receives service within their access
targets. They apply the notion of the budget of uncertainty to control the level of demand
uncertainty in the model. The problem formulation follows the robust approach introduced
by Bertsimas and Sim [2004]. In their proposed model, patients can receive service with
delay; the maximum number of postponed patients is a parameter, which is calculated
using historical data. In this study, no assumption regarding the unmet demand is made
in the proposed model.
Mahmoudzadeh et al. [2020] studied a robust multi-period multi-class, multi-priority
advance patients scheduling with demand uncertainty. In their proposed model, each group
of patients has a different wait-time target and required service time. For a given capacity,
patients of different priorities are scheduled across the time horizon such that a certain level
of service is achieved for each priority level. The level of conservatism in their proposed
model is controlled by the notion of the budget of uncertainty. The proposed robust
model is solved by using a two-stage reformulation approach. The proposed robust-based
is compared to an equivalent deterministic model and it is concluded the robust model
provides higher service levels and less wait times.
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2.4 Contribution
In this thesis, the robust optimization approach is applied to a multi-class multi-period
multi-priority advance patient scheduling with demand uncertainty, where over-time ca-
pacity is available by extra cost. The model proposed in this research does not consider
service time uncertainty due to the nature of the MRI examination, i.e., fixed examination
length for each level of priority is considered in the model. To the best of my knowledge,
this problem has not been addressed by previous research in the literature. Among all of
the studies which are reviewed in the reviewed literature, Aslani et al. [2020] and Mah-
moudzadeh et al. [2020] are the most relevant ones to this work and the differences between
the two studies and this research are explained below:
• Total capacity is a decision variable in the proposed model to make the model more
realistic in representing real-world scenarios. A scenario that cannot be modelled
without this consideration is hospitals with the option of overtime working hours to
manage wait times.
• Demand uncertainty is considered for all priority levels. The level of uncertainty
can be controlled by the notion of the budget of uncertainty, which is estimated by
real-world data.
• A multi-objective function is defined in my proposed model. This multi-objective
function enables the model to perform a trade-off analysis among different cost com-
ponents. It also gives the decision maker the flexibility to choose cost function pa-
rameters to meet a system’s operational goals.
• In the proposed model, due to the presence of uncertainty across rows and columns
in the model, the solution methodology introduced by Bertsimas and Sim [2004] (for
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row-wise) is not applicable. Here, an adversarial algorithm is applied to solve the




This chapter presents the mathematical tools used to model the multi-priority multi-period
advance patient scheduling problem with demand uncertainty. The chapter is broken down
as follows: Section 3.1 provides the problem description. Section 3.2 includes the mathe-
matical formulation of the problem and explains the different cost components included in
the objective function. In Section 3.3, an algorithm is developed for solving the problem
and its convergence is discussed.
3.1 Problem Definition
In advance patient scheduling problem, a mismatch between the available capacity and
patient demand results in long wait times. The complexities in advance patient scheduling
problem is due to:
• Limited capacity and the costly nature of overtime capacity
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• Demand uncertainty
• Service time uncertainty
This research considers a robust multi-period, multi-priority advance patient scheduling
problem with demand uncertainty. In the proposed framework, patients are classified into
multiple priority levels with different wait-time targets. Demand uncertainty is incorpo-
rated in the problem and is modelled using the notion of the budget of uncertainty intro-
duced by Bertsimas and Sim [2004]. Total capacity in each period is a decision variable,
but the regular capacity in each period is given. The objective is to minimize the overall
cost, including the cost associated with capacity, the penalty cost associated with waiting
beyond the wait-time target for each priority level, and the penalty cost associated with
unmet demand, i.e., the patients who never receive service within the time horizon due
to insufficient capacity. Total capacity is considered as a decision variable in the problem
since some hospitals may work extra hours to manage their wait time. More details about
the proposed framework for the studied problem is provided in the following sections.
3.2 Mathematical Formulation
In this section, a mathematical formulation for the problem is developed. Section 3.2.1
introduces the notations used in the mathematical formulations presented in this study.
Section 3.2.2 provides information about how the demand uncertainty is incorporated in
the model. Then, additional information about the structure of the objective function is
presented in Section 3.2.3. Section 3.2.4 and 3.2.5 present the mathematical formulations




• T = {1, . . . , T}: Planning horizon
• P = {1, . . . , P} : Priority levels of patients
• K = {1, . . . , K}: Index set of linear segments in PWLC capacity cost function
Parameters
• T = Last period in the planning horizon
• P = Number of priority levels
• d̄t,p : Nominal value for demand of patients with priority level p at day t, p ∈ P , t ∈
T
• d̂t,p : The maximum possible deviation of demand of patients with priority level p at
day t, p ∈ P , t ∈ T
• d̃t,p : Total uncertain demand of patients with priority level p at day t, p ∈ P , t ∈ T
• K : Number of segments in PWLC capacity cost function
• CLi : ith Capacity limit, i ∈ K
• θi : Capacity cost associated with ith segment in the PWLC capacity cost function,
i ∈ K
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• sp : Service time of patients with priority level p, p ∈ P
• wp : Wait-time target of patients with priority level p, p ∈ P
• Γp : Budget of uncertainty for patients with priority level p, p ∈ P
• gt,p: Penalty cost for patients with priority level p who arrive at day t and do not
receive service within the time horizon, p ∈ P , t ∈ T
• ft,n,p: Penalty cost of patients with priority level p who receive service at day t after
waiting for n days, p ∈ P , t ∈ T , n ∈ {1, . . . , t}
Decision variable
• xt,n,p : Integer decision variable denoting the number of patients with priority level p
who receive service at day t after waiting for n days.
3.2.2 Demand Uncertainty
In the proposed robust model, demand is considered to be uncertain. In order to control
the level of robustness in the model, demand uncertainty is incorporated to the model by
using the notion of the budget of uncertainty introduced by Bertsimas and Sim [2004]. The
parameter d̃t,p is the demand of patients with priority p who arrive at day t. Parameter
d̃t,p is uncertain and belongs to an interval whose center is the nominal demand, d̄t,p, with
the maximum variation of d̂t,p. Demand uncertainty can be controlled by the budget of
uncertainty, Γp. The parameter Γp controls the level of uncertainty in the problem and it
can take values between 0 and the length of the time horizon, T . In robust optimization,
there is a trade-off between the level of robustness and the quality of the optimal solution.
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Using larger values of Γp in the model leads to a higher level of conservatism in the model.
It is necessary to use experts or decision-makers’ opinion to determine the appropriate Γp
in the model.
3.2.3 Structure of the Objective Function
In this section, the different cost components in the objective function are explained. These
cost components can be categorized into three different types: (i) Penalty cost associated
with unmet demand (CU) (ii) Capacity cost (CC) (iii) Penalty cost associated with patients
who have been waiting beyond their wait-time target (CD). Total cost (CT ) is the sum
of the three cost components, CC , CD, and CU which are explained in the subsequent
sections.
(i) Capacity cost (CC)
The level of capacity on the day t refers to the maximum number of appointment slots
available at day t. An insufficient level of capacity is one of the factors that contribute
to patients’ long wait times. Although increasing the capacity would decrease patients’
wait times, it is not always possible to increase capacity due to budget constraints. A
distinguishing feature of the proposed model is that total capacity is a decision variable
that enables the model to make a trade-off between the capacity cost incurred by increasing
the capacity and penalty cost incurred by unmet demand and delayed patients.
A classic/common approach for defining the capacity cost function is to consider a
linear function. The key problem with the linear capacity cost function (LCCF) is that
the optimal solution under an LCCF is evident even without solving the model: the model
would either increase the capacity to be able to serve all the patients at their arrival day
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or keep the capacity level at zero and do not serve any of patients at all. Therefore, a
piece-wise linear convex (PWLC) function is proposed to capture the cost of the extra
capacity.
In practice, in health service centers, there is usually a default level of capacity available
to use. This level of capacity is to represent the available capacity under normal operating
hours without requiring any additional resources. I assumed that the cost associated
with the capacity level at this interval would be θ1. However, there is also a limited
over-time capacity available when the demand increases drastically. Each unit of over-
time capacity causes extra cost (θ2) in the system. This extra cost stems from additional
working hours of staff and machines, or borrowing spaces from other departments. In some
cases, increasing the capacity , even more, is also possible by additional cost (θ3). This
may include costs related to hiring new staff, constructing new spaces, and purchasing new
machines. Therefore, it makes practical sense to assume that θ1 < θ2 < θ3. Figure 3.1
shows how capacity cost function is defined. Based on Figure 3.1, if the level of capacity
falls within the range of [0, CL1], the capacity cost for each unit of capacity is θ1 (which is
considered equal to zero in Figure 3.1). If the level of capacity is in the range of [CL1, CL2],
for each unit of capacity beyond CL1, a cost of θ2 is considered in the model. Similarly,
if the level of capacity falls within [CL2, CL3], for each unit of capacity beyond CL2, an
extra cost of θ3 is considered.
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Figure 3.1: Capacity Cost Function
(ii) Penalty Cost associated with unmet demand (CU)
As discussed in the previous section, the problem is defined in a way that capacity can be
increased to provide service to patients of different priorities by incurring some cost. The
other cost components considered in the objective function are the penalty cost for unmet
demand and late service. By considering the penalty cost for unmet demand which refers
to the penalty cost of not serving patients, the model is enforced to fix the level of capacity
and unmet demand based on the trade-off between their corresponding costs. Thus, there
is a balance between the capacity cost and delayed/unmet demand cost.
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let Ut,p denote the number of patients with priority p who arrive at day t and never
receive service until the end of horizon. Total demand of patients with priority p at day t
is equal to d̃t,p. The value of Ut,p is calculated by subtracting the total number of patients
with priority p who arrive at day t and are assigned to different days during the time










There are different approaches for defining the penalty cost for unmet demand for each
priority. One common approach is to define it as a function of the length of horizon (T ),
patient’s priority level (p), arrival (t), and its wait-time target (wp). I propose the following
penalty cost:
gt,p = Max (0,
T − t− wp + 2
wp
) (3.2)

















× T − t− wp + 2
wp
(3.3)
(iii) Penalty cost for waiting beyond the wait-time target (CD)
The third cost component in the objective function is the penalty cost for waiting beyond
the wait-time target. For each priority level, the wait-time target (wp) is defined which
shows that patients of priority level p should receive service within their specific target.
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For example, if the wait-time target of patients with priority 2 is 2 days, then the allowable
delay for providing service to these patients is 2 days and if they do not receive service
within their wait-time target, it creates a penalty cost in the model. For determining a
wait-time target for each priority level, it is assumed that patients with higher acuity levels
have a smaller wait-time target. If patients receive service within their wait-time target,
then the penalty cost coefficient would be zero. For patients who are waiting longer than
their wait-time target, wp, a penalty cost will be considered. Equation (3.4) shows how the
penalty cost coefficient is calculated for patients who arrive at day t and receive service at
day y after waiting for n = y − t+ 1 days, while their wait-time target is wp.
fy,n,p =
0, y ≤ (t+ wp − 1)y − t+ 1− wp, y ≥ t+ wp (3.4)
Table 3.1 shows an example for fy,n,p for different priority levels, different arrivals, and
service days. In this example, patients are classified into 4 priority levels and the wait-time
target for patients of priority 1, 2, 3, and 4 are 1, 2, 5, and 10 days, respectively. In Table
3.1, fy,n,p = 0 for patients who receive service within their wait-time targets. For the same
arrival and the same service day, fy,n,p is also increasing by the priority level which stems
from the fact that higher priority levels have smaller wp.
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Table 3.1: An example of fy,n,p for different priority levels, arrivals, service days
Priority level wp Arrival(t) fy,n,p
Service Day (y)
1 2 5 6 10
Day 1 0 1 4 5 9
P1 1
Day 5 - - 0 1 5
Day 1 0 0 3 4 8
P2 2
Day 5 - - 0 0 4
Day 1 0 0 0 1 5
P3 5
Day 5 - - 0 0 1
Day 1 0 0 0 0 0
P4 10
Day 5 - - 0 0 0
3.2.4 Deterministic Model
Two sets of non-negative integer decision variables in the model are considered, including:
• xt,n,p denoting the number of patients with priority level p who receive service at day
t after waiting for n days, t ∈ T , n ∈ {1, . . . , t}, p ∈ P
• ci,t represents the amount of capacity at day t which is available with the cost equal
to the cost associated with ith segment in the PWLC capacity cost function, i ∈
K, t ∈ T
A set of binary decision variables (indicator decision variable), considered in the model:
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• qi,t which is an indicator decision variable for determining the range of the capacity
level:
qi,t =




,∀i ∈ K, t ∈ T








































ci,t ∀t ∈ T (3.7)
CL1q1,t 6 c1,t 6 CL1 ∀t ∈ T (3.8)
(CLi − CLi−1)qi,t 6 ci,t 6 (CLi − CLi−1)qi−1,t ∀t ∈ T , i ∈ {2, . . . , k − 1} (3.9)
0 6 ck,t 6 CLk ∀t ∈ T (3.10)
xt,p,n ≥ 0, integer ∀t ∈ T , p ∈ P , n ∈ {1, . . . , t}
ci,t ≥ 0, ∀i ∈ K, ∀t ∈ T
qi,t ∈ {0, 1}, ∀t ∈ T , ∀i ∈ K
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In the deterministic model, demand during the time horizon is known and is equal to
nominal demand, d̄t, ∀ t ∈ T . The objective function (3.5) minimizes the total cost which
is constituted of the penalty cost for unmet demand (CU), capacity cost (CC), and the
penalty cost for patients who waited beyond their wait-time targets (CD) as explained
in Section 3.2.3. Constraint (3.6), ensures that total number of patients who arrive at
day t and receive service during the time horizon does not exceed the demand at day t.
Constraint (3.7) ensures that the total number of patients who receive service at day t,
does not go beyond the capacity level at day t. Constraints (3.8), (3.9), and (3.10) together
determine the capacity range at day t, ∀t ∈ T .
3.2.5 Robust Model
Considering a fixed daily demand during the time horizon makes the model unrealistic.
In order to incorporate demand uncertainty in the model, a robust approach is proposed.
The decision variables in the robust model are as follows:
Non-negative decision variables:
• xt,n,p Integer decision variable denoting the number of patients with priority level p
who receive service at day t after waiting for n days.1
• ci,t Integer decision variable representing the amount of capacity at day t which is
available with the cost equal to the cost associated with ith segment in the PWLC
capacity cost function.
• zt,p Continuous decision variable, where 0 ≤ zt,p ≤ 1, denoting how much the demand
of patients with priority p at day t is deviated from the nominal demand.
1n ∈ {1, 2, 3, ..., T}
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Binary variable, qi,t which is an indicator decision variable for determining the range of the
capacity level:
qi,t =














































ci,t ∀t ∈ T (3.13)
(CLi − CLi−1)qi,t 6 ci,t 6 (CLi − CLi−1)qi−1,t ∀t ∈ T , i ∈ {2, . . . , K − 1} (3.14)
CL1q1,t 6 c1,t 6 CL1 ∀t ∈ T (3.15)
0 6 ck,t 6 CLk ∀t ∈ T (3.16)
T∑
t=1
zt,p ≤ Γp ∀p ∈ P (3.17)
xt,p,n ≥ 0, integer ∀t ∈ T , p ∈ P , n ∈ {1, . . . , t}
ci,t ≥ 0, ∀i ∈ K,∀t ∈ T
0 ≤ zt,p ≤ 1 ∀t ∈ T , p ∈ P
qi,t ∈ {0, 1}, ∀t ∈ T ,∀i ∈ K
In Section 3.2.2, the explanation regarding incorporating demand uncertainty in the robust
model is provided. Considering demand uncertainty in the model affects the objective func-
tion of the deterministic model given in (3.5) and the Constraint (3.6). In the deterministic
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model, demand values are assumed to be known and certain. Thus, the objective function
is to minimize the total cost, CT , given that x and c are decision variables. However, in
the robust model, the objective function is to minimize the total cost constituted of CC ,
CD, and CU for the worst-case realization of demand within the budget of uncertainty, Γp,
∀p ∈ P . Thus, the objective function (3.11) is defined as a min-max function in which the
total cost is minimized for the worst-case demand within the budget of uncertainty. Deci-
sion variable z determines on which days during the time horizon, demand has a deviation
from the nominal demand.
Constraints (3.13), (3.14), (3.15), and (3.16) in the robust model are exactly the same
as Constraints (3.7), (3.8), (3.9), and (3.10) of the deterministic model, respectively. The
role of Constraint (3.17) is to ensure that for each priority level p, the demand of at most
Γp days during the time horizon will deviate from its nominal value, d̄t,p.
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3.3 Solution Methodology
3.3.1 Introduction and Motivation
The robust model proposed in this study has two different types of decision variables: (i)
the integer decision variables xt,n,p and ci,t, (ii) the continuous decision variable zp,t which
are explained in Section 3.2.5. Decision variable zp,t provides the model with the flexibility
of spreading the uncertainty over the time horizon.
Looking at the objective function given in (3.11), right-hand-side of the Constraint
(3.12), and Constraint (3.17), it can be noticed that the robust model has a combination
of row-wise and column-wise uncertainty. Bertsimas and Sim [2004] propose a solution
methodology for solving the robust problem in which the uncertainty is across rows and
uncertain parameters in each row are independent of each other. Here, in our proposed
model the uncertain parameter across rows and columns are not independent. Thus, the
classic approach proposed by Bertsimas and Sim [2004] cannot be applied to solve the
robust problem.
For solving this problem, an adversarial-based algorithm is proposed. In the following
sections, more details about the solution methodology are provided.
3.3.2 An Adversarial-based Algorithm
In the proposed adversarial algorithm, first, the original problem is decomposed into two
sub-problems: the adversarial sub-problem and the implementer sub-problem. Then, the
optimal solution is obtained by solving the sub-problems iteratively, until they converge.
The sub-problems are explained in the Section 3.3.3 and 3.3.4. The idea behind this
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algorithm is explained in Bienstock and ÖZbay [2008]. As mentioned before, the original
robust optimization problem has three sets of decision variables: xt,n,p, ci,t, zt,p. The
implementer sub-problem is a simplified form of the original robust problem with two sets
of decision variables: x and c. The optimal value for xt,n,p and ci,t in the implementer
sub-problem are calculated for a given set of z ∈ Z. At the first iteration of the algorithm
Z has only a member, z0. Since the implementer sub-problem is a relaxed version of
the original problem, its optimal solution provides a lower bound for the original problem
and the lower bound is always ascending. Thus, the lower bound, L, can be updated
at each iteration. On the other hand, the adversarial sub-problem introduced in 3.3.4 is
a maximization problem whose only decision variable is z. Using the optimal x∗ and c∗
obtained from the implementer sub-problem, a new optimal z, named z∗, is calculated from
the adversarial sub-problem. At each iteration, an optimal z obtained from the adversarial
sub-problem is added to Z and the upper bound, U , is also updated if the f(x∗, c∗, z∗) is
less than the current upper bound. Figure 3.2 shows how the adversarial algorithm works.
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Figure 3.2: The Adversarial Algorithm Flow-chart
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3.3.3 The Implementer Sub-problem


































xt−i,n−i,p 6 d̄t−n+1,p + z
∗








ci,t ∀t ∈ T (3.20)
(CLi − CLi−1)qi,t 6 ci,t 6 (CLi − CLi−1)qi−1,t ∀t ∈ T , i ∈ (2, k − 1) (3.21)
CL1q1,t 6 c1,t 6 CL1 ∀t ∈ T (3.22)
0 6 ck,t 6 CLk ∀t ∈ T (3.23)
xt,p,n ≥ 0, Integer ∀t ∈ T , p ∈ P , n ∈ {1, . . . , t}
ci,t ≥ 0, ∀i ∈ K,∀t ∈ T
qi,t ∈ {0, 1}, ∀t ∈ T , ∀i ∈ K
The Implementer sub-problem is an integer programming problem in which xt,n,p, ci,t, and
qi,t are decision variables and zt,p is assumed to be known and belongs to a known set
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Z. The set Z becomes updated at each iteration. The min-max objective function in the































xt,n,pft,n,p ∀t ∈ T ,∀p ∈ P , ∀z ∈ Z
(3.25)
The Constraint (3.25), is to ensure that the objective function is minimized for the worst
possible demand within the budget of uncertainty. Each new z obtained from solving the
adversarial sub-problem in each iteration is added to the set Z. It generates a cut in the
formulation of the implementer sub-problem in the next iteration through the Constraint
(3.25). It is similar to the idea of adding cuts at each iteration in Benders’ Decomposition
Algorithm. Constraint (3.19) ensures that the total number of patients of priority p who
arrive at day t and receive service during the time horizon does not go beyond the demand
of patients of that priority at day t. In this constraint, the value of z∗ from the last iteration
is used. Constraints (3.20) to (3.23) are exactly the same as Constraints (3.7) to (3.10) in
the deterministic model which are included in the robust model as well.
3.3.4 The Adversarial Sub-problem
The adversarial sub-problem is an LP in which zt,p is a decision variable and xt,n,p, ci,t, qi,t
are assumed to be known from solving the implementer sup-problem in the previous step.
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xt−i,n−i,p 6 d̄t−n+1,p + zt−n+1,pd̂t−n+1,p ∀t ∈ T ,∀n ∈ (1, . . . , t), ∀p ∈ P (3.27)
T∑
t=1
zt,p ≤ Γp ∀p ∈ P (3.28)
0 ≤ zt,p ≤ 1 ∀t ∈ T , p ∈ P
The objective function (3.26) in the adversarial sub-problem is a maximization problem.
Constraint (3.27) is to ensure that the value of z becomes updated such that the optimal
x value from the previous step, implementer sub-problem, remains feasible. Constraint
(3.28) is for controlling the level of uncertainty in the model. Since in the implementer
sub-problem z was a parameter, this constraint becomes redundant in the implementer
sub-problem and is deleted from the set of constraints in the implementer sub-problem.
3.3.5 The Solution Algorithm
The following pseudocode presents the algorithm and the steps required to solve the prob-
lem and determine the optimal solution.
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Algorithm 1 adversarial algorithm
L = −∞, U = +∞
Z = {z0} and z0 = {zt,p|zt,p = 0, ∀t ∈ T,∀p ∈ P}






(x and c are decision variables and Solution is x∗,c∗)
UPDATE L←Max
z∈Z
f(x∗, c∗, z) while x∗ and c∗ are from previous step.
SOLVE Max
z
f(x∗, c∗, z) (Solution is z∗)
if U ≥ f(x∗, c∗, z∗) then
U=f(x∗, c∗, z∗)
end if




Numerical Results and Analysis
In this chapter, the proposed methodology is implemented on a set of numerical examples
and the results are discussed. The model assumptions, variables, and parameters used
in the numerical examples are explained in Section 4.1. Section 4.2 provides a sensitivity
analysis on different cost components in the objective function. Finally, Section 4.3 presents
a comparative analysis of the robust and deterministic models.
4.1 Model Assumptions, Variables, and Parameters
Parameters are as follows: The planning horizon, T , is 30 days. Four classes of priorities
are considered in the model such that patients of priority one have the highest acuity
level and patients of priority four have the lowest acuity level. The nominal demand d̄t is
generated based on a uniform distribution with a minimum of 100 and a maximum of 200.
Daily demand is distributed among priorities as follows, 5% of demands are considered as
patients with priority one, 20% of demands are priority two, 30% patients are priority three,
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and 45% patients are priority four. The possible deviation in the demand for each priority
level is calculated by d̂t =
d̄t
2
. In this numerical analysis, the service time is different for
different priority levels. The required service time for priorities 1, 2, 3, and 4 are considered
as 3, 3, 2, and 1, respectively. Each priority level has a different wait-time target and the
wait-time target considered for priorities 1, 2, 3, and 4 are 1, 2, 5, and 10, respectively. The
budget of uncertainty Γ is defined for each priority level as follows: for the first priority 10,
for the second priority 13.5, for the third priority 10, and for the fourth priority 6. These
values are arbitrarily chosen; ideally for practical applications of this methodology, one
must estimate these parameters based on real-world observations. As mentioned earlier,
capacity is a decision variable in the model and a PWLC cost function is used for the
capacity cost. In all the numerical examples in this chapter, the capacity cost function is
a PWLC function shown in Figure 4.1. Table 4.1 summarizes the values of the model’s
parameters used for the numerical analysis.
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Table 4.1: Parameters for Numerical Analysis
Parameter value
Time horizon 30
Number of priorities 4
Priority Levels P1 P2 P3 P4
Wait-time target 1 2 5 10
Service level 3 3 2 1
Budget of uncertainty (Γp) 10 13.5 10 6
Distribution of demand across priorities 5% 20% 30% 45%
Demand





Ranges 0-200 200-250 250-380
Cost 0 3 10
1Uniform Distribution
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Figure 4.1: Piece-wise linear convex cost function considered in numerical examples
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Figure 4.2: An example of d̄ and d̂ used for different priority levels
4.2 Sensitivity Analysis
As mentioned before, the objective function has three cost components: the penalty cost
for unmet demand (CU), the capacity cost (CC), and the penalty cost for late service
(CD). These three cost components are different in magnitude and given the current cost
parameters in the model introduced in Section 3.2.3, CC is larger than the other two
cost components. Due to the imbalance in the magnitudes of the cost components, at
optimality, if no normalization is used, the capacity level is kept at its minimum level
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during the horizon and CU and CD increase. Figure 4.3a shows the total capacity and the
allocated capacity to each priority level on a daily basis in the horizon. Per Figure 4.3a,
the amount of capacity assigned to patients of priority 4 is considerably insufficient and it
leads to a large percentage of unmet demand of this priority, see Figure 4.3c. Figure 4.3b
shows the arrival and appointment day of patients in a scatter-plot. The dashed lines in
the plot show the allowed time window for each priority level, based on their arrival and
their wait-time target. As illustrated, all the served patients have received service within
their wait-time target. However, a large percentage of patients of priority 3 and 4 never
received service within the time horizon (unmet demand due to insufficient capacity). The
following section provides an analysis of how to normalize the three cost components in
the objective function.
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Figure 4.3: coefficients of ((CU), (CC), (CD))= (1,1,1)
4.2.1 Capacity Cost Analysis
In the previous section, without cost normalization, at optimality, the daily capacity level
is set at 200 for each day during the time horizon. In each day, a portion of the capacity
is allocated to patients of priority 1 to satisfy the demand for this priority level. This
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allocation of capacity allows priority 1 patients to be served within their wait-time target.
Similarly, all the patients of priority 2 who arrived between day 0 and day 28, received
service within their wait-time target and only patients who arrived at the last day of time
horizon do not receive service. The unmet demand at the end of the horizon for priority
2 is due to the end of the horizon effect and their wait-time target. On the contrary, for
patients of priority 3 and 4, only a small portion of patients receive service during the time
horizon and most of the patients do not receive service at all. This large amount of unmet
demand of patients with priority 3 and 4 is due to the lack of capacity. As mentioned
before, since the CC is larger compare to the other cost components, the model avoids to
increase the capacity level and decides to pay the penalty cost for unmet demand or late
service time instead.
In this section, a sensitivity analysis of the different cost components in the objective
function is conducted. The main goal of this analysis is to normalize the three cost com-
ponents in the cost function. The coefficients a1 and a2 are incorporated in the model such






+ a2 × CC
such that,
a1 + a2 = 1.
Different values for a1 and a2 are tested and the results are presented in Figures 4.4 to 4.6.
In figures 4.4, 4.5, and 4.6 capacity allocation, arrival/service time, and ratio of unmet
demand are illustrated for different capacity cost coefficients, a2, ranging from 0.1 to 0.45.
For the sake of brevity, only the results from a few selected scenarios are presented here.
Figure 4.4a represents the case with no capacity cost (a2 = 0). Figure 4.4a shows the
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required level of capacity to ensure that all the patients whose allowable time window falls
within the time horizon receive service.
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(a) (a2, a1)=(0,1) (b) (a2, a1)=(0.1,0.9)
(c) (a2, a1)=(0.15,0.85) (d) (a2, a1)=(0.2,0.8)
(e) (a2, a1)=(0.4,0.6) (f) (a2, a1)=(0.45,0.55)
Figure 4.4: Capacity Allocation for different values of (a2, a1)
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(a) (a2, a1)=(0,1) (b) (a2, a1)=(0.1,0.9)
(c) (a2, a1)=(0.15,0.85) (d) (a2, a1)=(0.2,0.8)
(e) (a2, a1)=(0.4,0.6) (f) (a2, a1)=(0.45,0.55)
Figure 4.5: Scatter-plot of arrival day vs. service day for different values of (a2, a1)
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Figure 4.6 shows the percentage of patients who do not receive service within the time
horizon. As can be seen in Figure 4.6a, all patients of priority 1 receive service. However,
all the patients of priority 4 who arrived after day 21, do not receive service. This stems
from the fact that the allowable time window for patients of priority 4 who arrive after day
21, goes beyond the time horizon. The allowable time window for each patient refers to
the time interval in which that patient can receive service without any late service penalty
cost (CD = 0). For a patient of priority p with wait-time target wp who arrives at day t,
the allowable time window is (t, t + wp − 1). The same interpretation holds true for the
unmet demand of patients with priority 2 and 3 near the end of the horizon. Comparing
Figures 4.6a, 4.6b, 4.6c, 4.6d, 4.6e and 4.6f, it can be seen that once a2 goes beyond 0.2,
the amount of unmet demand increases drastically. Thus, the capacity cost coefficient for
the rest of the analysis is set at 0.15 which leads to a more reasonable percentage of unmet
demand during the horizon.
In Section 4.2.2, in addition to the results for a2 = 0.15, the results for a2 = 0.4 are
also provided. The reason behind considering a2 = 0.4 in this analysis is to determine
the impact of penalty cost for unmet demand coefficient, a′1, and penalty cost for delayed




Figure 4.6: Percentage of unmet-demand during the horizon for different values of (a2, a1)
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4.2.2 Delayed vs. Unmet Demands Penalty Coefficients Analysis
In this section, the impact of CU and CD are studied while the capacity cost coefficient,
a2, is fixed. The results are provided for two different values of a2, 0.15 and 0.4. The
two values of a2 are selected in accordance with the plausible range for the capacity cost
coefficient as identified in Section 4.2.1. For values less than a2 = 0.15, the model increases
the capacity to its maximum allowed value which is not desirable from a practical point of
view. For values of a2 ≥ 0.4, the model perceives the additional capacity too costly to the
extent that it does not consider any additional capacity which is again not logical from a
practical point of view. The coefficients, a′1 and a
′
3 are associated with the CU and CD,
respectively, such that a′1 + a2 + a
′
3 =1.
First Scenario: Capacity Cost Coefficient (a2) = 0.15
In this section, different combinations of a′1 and a
′
3 are tested for the fixed capacity cost
coefficient of a2 = 0.15. Figures 4.7, 4.8, 4.9, and 4.10 show the capacity allocation, unmet
demand, and the arrival/service time for four different set of cost coefficients for CU and
CD. Moving from Figures 4.7a to 4.7d, 4.8a to 4.8d, 4.9a to 4.9d, and 4.10a to 4.10d the
coefficient for CD, a
′




(a) (0.8,0.15,0.05) (b) (0.55,0.15,0.3)
(c) (0.3,0.15,0.55) (d) (0.05,0.15,0.8)
Figure 4.7: Capacity Allocation
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Figure 4.8: Percentage of Unmet Demand
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(a) (0.8,0.15,0.05) (b) (0.55,0.15,0.3)
(c) (0.3,0.15,0.55) (d) (0.05,0.15,0.8)
Figure 4.9: Unmet Demand
Figure 4.10 illustrates that by increasing the coefficient of CD, the number of patients
who are served after their wait-time target (delayed patients) decreases drastically. Com-
paring Figures 4.10a and 4.10b, when the coefficient of CU = 0.8, some patients wait
beyond their wait-time target, but when coefficient of CU = 0.55, the wait times of all
the patients who receive service fall within their wait-time target. Hence, the model would
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rather have unmet demand instead of delayed patients. Even though a2 remains unchanged
in all the provided examples, the average level of capacity for the horizon decreases as a
result of an increase in the coefficient of delayed patients penalty cost and a decrease in
the coefficient of unmet demand penalty cost.
A sensitivity analysis of a′1 is conducted. It reveals that for the range of 0.66 to 0.80
for the unmet demand penalty cost coefficient when the capacity cost coefficient is 0.15,
some patients receive service with a delay.
(a) (0.8,0.15,0.05) (b) (0.55,0.15,0.3)
(c) (0.3,0.15,0.55) (d) (0.05,0.15,0.8)
Figure 4.10: Scatter-plot of Arrival Day vs. Service Day
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Figure 4.11 illustrates the values of CC , CD, CU , and CT for different values of cost
coefficients a′1, a2, and a
′




3 affect the CC , despite the fact that
the coefficient for CC remains constant at 0.15. CC decreases with a decrease in a
′
1 to the
extend that it reaches 0 at a′1 = 0.05. Based on the tested values for a
′
1 in Figure 4.11 the
threshold that CD becomes insensitive to changes in a
′
3 is at 0.05.
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(a) Objective Cost details (a2 = 0.15)
(b) Objective Cost details (a2 = 0.15)
Figure 4.11: Cost function details at a2 =0.15
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Second Scenario: capacity cost coefficient (a2)= 0.4
This section presents the results of the sensitivity analysis on the coefficients of CD and
CU when a2 = 0.4. Figure 4.12 shows the capacity allocation for different combinations
of a′1 and a
′
3. The total capacity level across all scenarios is 200, which is at the maximum
capacity level in the PWLC capacity cost function with no cost and is the result of the
larger coefficient, 0.4, for capacity cost.
(a) (0.45,0.4,0.15) (b) (0.3,0.4,0.3)
(c) (0.15,0.4,0.45) (d) (0.05,0.4,0.55)
Figure 4.12: Capacity Allocation
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Figure 4.13 denotes the percentage of unmet demand for different combinations of a′1
and a′3, where a2 = 0.4.
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Figure 4.13: Percentage of unmet demand
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(a) (0.45,0.4,0.15) (b) (0.3,0.4,0.3)
(c) (0.15,0.4,0.45) (d) (0.05,0.4,0.55)
Figure 4.14: Unmet Demand
Figure 4.15, similar to Figure 4.10, illustrates the arrival and service dates and allowable
time window for each priority. The scatter-plots representing the arrival and service days
for each priority fall below the solid line which represents the wait-time target, meaning
that all patients have received service within their wait-time target. As can be seen in
Figure 4.16b, the only contributing element to cost function across all scenarios is CU and
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CD; and CC is zero across all scenarios.
(a) (0.45,0.4,0.15) (b) (0.3,0.4,0.3)
(c) (0.15,0.4,0.45) (d) (0.05,0.4,0.55)
Figure 4.15: Scatter-plot of Arrival vs. Service day
Figure 4.16 illustrates break-down of the cost function for each scenario; CC is zero
across all scenarios meaning that the model tries to keep the capacity level at minimum
to avoid large capacity costs. Figure 4.16 shows that the total cost decreases with the
decrease in CU ; it is noted that CC without considering the coefficients are of the same
order (around 3500) and the decreasing trend is merely a reflection of the decreasing a′1.
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(a) Objective cost details (a2 = 0.4)
(b) Objective cost details (a2 = 0.4)
Figure 4.16: Cost function details at a2= 0.4
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This analysis clearly shows that if the capacity cost coefficient, a2, or capacity cost
values (piece-wise linear capacity cost function) are set too high, the model would not be
able to strike a balance between the delayed/unmet patients penalty costs and the capacity
costs which would lead to non-optimal results and misleading outcomes. It is concluded
that the modelling results are highly sensitive to the cost function coefficients and the
capacity cost function. It is then necessary to use calibration techniques or expert opinion
to determine the cost function coefficients and capacity cost levels. For the numerical
analysis of the model in the next section, the costs for delayed and unmet demand are
combined, which is more intuitive as the unmet demand is nothing but a delayed demand
that receives service after the end of the horizon. According to the sensitivity analysis in
Section 4.2.1, the coefficients for capacity cost, a2, is set to 0.15 and the coefficient for
unmet/delayed patients penalty cost, a1, is set to 0.85.
4.3 Robust vs. Deterministic
In this section, the proposed robust model and deterministic model are compared in terms
of the quality of their solutions under different realizations of demand, the application of
either of models in planning purposes, and their cost functions.
4.3.1 Performance Analysis
In this section, the optimal solution of the robust model and the deterministic model are
compared by using some performance measures such as average waiting time and service
level for each priority level. Figure 4.17 shows the steps for comparing the deterministic
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model and robust model. First, the nominal demand and the possible deviations, d̄ and d̂,
are inputted into both the deterministic and robust models and capacity allocations for the
inputted demand are extracted from each model. Next, the performances of the capacity
allocation of each model are evaluated under 100 random demands within the budget of
uncertainty in terms of cost, average wait time, and service level. Hereafter, I refer to these
100 random demands as scenarios.
Figure 4.17: Flowchart showing steps for Robust vs. Deterministic Analysis
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The stacked bars in Figure 4.18 show the nominal demands and deviations used in all
the scenarios. The blue line on the chart shows an instance of random demand within the
budget of uncertainty.
Figure 4.18: The nominal demand and the possible deviation used for robust vs. deter-
ministic analysis
Figure 4.19a and 4.19b show the capacity allocation of the deterministic and the robust
models for each priority, respectively. Comparing Figure 4.19a and Figure 4.19b, the
average capacity level in the deterministic model is less than the capacity level in the
robust model. This lower level of capacity in the deterministic model stems from the fact
that the demand in the deterministic model is equal to the nominal demand, d̄, which is




Figure 4.19: Capacity Allocation of Deterministic and Robust Model (CDeterministic and
CRobust)
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Figure 4.20 shows the cost analysis of deterministic and robust models. Note that,
normalized versions of both models are used for this analysis where the coefficients are
(a2, a1) = (0.15, 0.85). As can be seen, the capacity cost of the deterministic model is
less than that of the robust model across all scenarios. The additional capacity cost in
the robust model relative to the deterministic model is due to the demand uncertainty
consideration in the robust model. The unmet/delayed penalty of the deterministic model
is larger than the robust model across all the scenarios. In terms of overall cost CT ,
the robust model outperforms the deterministic model, meaning that the consideration of
additional capacity would increase the capacity cost but the added cost is offset by the
delayed and unmet demand penalty costs. Figure 4.21 shows that across all scenarios, CT
in the robust model is less than CT in the deterministic model.
Figure 4.20: Cost Analysis for Robust vs. Deterministic Model
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Figure 4.21: Total Cost Analysis for Robust vs. Deterministic Model
Figure 4.22a and 4.22b present another performance measure for comparing the two
models, average wait time. Average wait time is defined for each priority level indepen-
dently and is calculated as shown in equation (4.1), where xt,n,p is the number of patients
with priority p who receive service after n days of waiting. It shows the average number
of days that patients of priority p have been waiting until they receive service.










, ∀p ∈ P (4.1)
For each priority and each scenario, the average wait time throughout the horizon is pre-
sented. In the robust model, in general, average wait time increases with priority level,
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which means that priority 1 has the lowest average wait time and priority 4 has the highest
average wait time of all. The same interpretation can also be made for the deterministic
model except for a few exceptions for priority 1 and priority 2, where for some scenarios
average wait time of priority 1 is slightly larger than that of priority 2. This inconsistency
is rooted in the capacity distribution, the wait-time target, and the required service level
differences. The demand for priority 1 is less than that of priority 2, which results in a
higher capacity allocation to priority 2 relative to priority 1. The smaller capacity, com-
bined with higher required service level and smaller wait-time target for priority 1 relative
to priority 2, makes the recovery of a demand perturbation harder for priority 1 relative
to priority 2. This is why priority 1 experienced a slightly higher average wait time under
the deterministic model when the demand uncertainty is considered.
Across all scenarios and for the two most critical priorities, the average wait time of
the robust model is less than that of the deterministic model. This means that the robust
model favours critical priorities, which is more intuitive and suitable from a policy-making
perspective. In general, the average wait time for priories 2, 3, and 4 across all scenarios
are less than their associated wait-time targets; for priority 1, the average wait time is
slightly more than the wait-time target due to the very small wait-time target for priority
1 – one day. Service level statistics are presented in Table 4.2.
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(a) Avg wait time in Deterministic Model
(b) Avg wait time in Robust Model
Figure 4.22: Avg wait time in Deterministic and Robust model
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Service level for the two models and for all the tested scenarios are presented in Figure








× 100, ∀p ∈ P (4.2)
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(a) Service Level in Deterministic Model
(b) Service Level in Robust Model
Figure 4.23: Service Level in Deterministic and Robust Model
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The statistics for the service levels of all the scenarios are presented in Table 4.2. Service
level in the robust model for priority 1 and 2 is 93% and decreases for priority 3 and 4 to
71% and 38% respectively. In the deterministic model, the service level for priority 1 to
4 are 87%, 82%, 71%, and 52% respectively. Overall the robust model outperforms the
deterministic model in terms of service time and across all priorities, except for priority 4.
This exemption is yet another example that the robust approach favours critical patients
with higher priority.
Table 4.2: Robust vs Deterministic, Service Level and wait time Analysis
Model Statistical Measure Average wait time Service Level
P1 P2 P3 P4 P1 P2 P3 P4
Deterministic
Mean 2.33 1.85 4.13 6.81 87% 82% 71% 52%
Std Dev 0.44 0.04 0.21 0.22 1% 1% 1% 2%
Robust
Mean 1.38 1.65 3.99 8.97 93% 93% 71% 38%
Std Dev 0.2 0.08 0.17 0.05 2% 1% 1% 1%
Table 4.3 represents the statistics of different cost components in the objective function.
Although in the robust model the capacity cost, CC considered in the model is higher,
results confirm that by considering the demand uncertainty, the robust model outperforms
the deterministic model since the penalty cost for unmet demand and delayed patients,
CD + CU , is less in the robust model.
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Table 4.3: Robust vs. Deterministic, Cost Analysis
Model Statistical Measure Capacity Cost Penalty Cost(cancelled/delayed)
Deterministic
Mean 401.85 2025
Std Dev 0.00 166.63
Robust
Mean 562.5 1208.40
Std Dev 0.00 113.4
4.3.2 Capacity Allocation Analysis
In this section, the sensitivity of the capacity allocations of the deterministic model and
the robust model are analyzed and compared. Four random demands are generated based
on the nominal demand, d̄, and its possible deviation, d̂, within the budget of uncertainty
and the total capacity allocation of all priorities is evaluated across the planning horizon.
Figure 4.24e illustrates the nominal demand used in this analysis. Figure 4.24a to 4.24d
show the four random demands, D1, D2, D3, and D4 which are used in the robust model
and deterministic model for this section analysis.
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(a) Random Demand D1 (b) Random Demand D2
(c) Random Demand D3 (d) Random Demand D4
(e) Nominal Demand d̄
Figure 4.24: Random Demands and Nominal Demand used for Capacity Allocation Anal-
ysis in Robust and Deterministic Models
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The capacity allocations at the optimality of either model under different demands
are extracted from the simulation models. The capacity allocations are plotted in Figure
4.25. Across all simulation results of different demands, (D1, D2, D3, and D4), the robust
model has a higher capacity relative to the deterministic model, which is the result of
considering demand uncertainty in the robust model. It is noted that the deterministic
model’s capacity allocation is more volatile when compared to that of the robust model.
This higher volatility is the result of the deterministic model’s attempt to respond to the
specific demand. The less volatility (more stability) of the capacity allocation of the robust
model can be associated with its consideration of the demand uncertainty throughout the
planning horizon. From a policy planning and execution perspective, a less volatile capacity
allocation is more favourable and easier to implement. Taking too extreme situations as
an example, it is easier to implement and plan for a unique capacity level throughout the
horizon rather than planning for different capacity levels for each day of the horizon to
perfectly meet the demand. The volatile capacity is particularly harder to implement when
internal working hours or space allocation arrangements are to be made to create additional
capacity. Given that the demand uncertainty is inevitable and that capacity and delay in
service costs can be measured in the field, for policy making and policy implementation,
robust modelling could be a more suitable tool rather than deterministic modelling.
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(a) D1 (b) D2
(c) D3 (d) D4




Conclusions and Future Studies
Inefficient healthcare infrastructure and policies have resulted in lengthy wait times for
patients in Canada and worldwide. Aside from the economic losses that stem from the
lengthy wait times, they cause risks to the lives of patients. Given the budget and resource
limitations, creating new healthcare facility and infrastructure may not always be a feasible
and sustainable solution to the healthcare inefficiencies; instead, the focus should be on
optimizing the use of existing infrastructure through various policies and strategies to
reduce inefficiencies in a healthcare system a cost-effective manner.
This research aims at healthcare policy development and quantitative analysis for prac-
tical applications. A multi-priority multi-period capacity allocation and patient scheduling
problem is developed and solved using an adversarial-based algorithm.
A sensitivity analysis conducted on the modelling parameters leads to the conclusion
that it is highly important to use calibration techniques or expert opinion to determine
the modelling parameter values; it is shown in Section 4.2 that the results and policies
extracted from an un-calibrated model are unreliable and misleading.
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A comparative analysis of the modelling results leads to the conclusion that the robust
model outperforms the deterministic model in terms of the overall cost, which includes
unmet demand penalty cost, delayed patients penalty cost, and capacity cost. Although
the robust model may result in a more conservative capacity and hence is more costly, the
cost savings from delayed patients penalty costs and unmet demand penalty costs offset
the effect of the capacity costs.
Compared to the deterministic approach, the robust approach leads to a more stable
and less fluctuant capacity allocation through the planning horizon, which makes the robust
policy easier to execute and administer; the robust modelling is hence considered a more
suitable tool for policy planning purposes. The unpredictability and inevitability of demand
uncertainties along with the estimability of capacity and patient delay costs naturally
favours robust modelling over deterministic modelling for policy analysis and planning
purposes.
This study sheds light on a few avenues for future research. First, the proposed ro-
bust modelling approach and the solution methodology can be used for evaluating adaptive
scheduling policies where the scheduling schemes are updated throughout the horizon based
upon feedback from previous scheduling. Second, using the proposed modelling approach,
one can examine the performance of scheduling policies and compare the results against
benchmark scheduling policies (e.g., first come first served, etc.). Lastly, upon the availabil-
ity of data, empirically calibrated capacity cost functions along with estimated demands
and their deviations can be used as input to the proposed model to drive scheduling policies
and insights for practical purposes.
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Daniel Bienstock and Nuri ÖZbay. Computing robust basestock levels. Discrete Optimiza-
tion, 5(2):389–414, 2008.
Brecht Cardoen, Erik Demeulemeester, and Jeroen Beliën. Operating room planning and
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