This paper examines attribute dependencies in data that involve grades, such as a grade to which an object is red or a grade to which two objects are similar. We thus extend the classical agenda by allowing graded, or "fuzzy", attributes instead of Boolean, yes-or-no attributes in case of attribute implications, and allowing approximate match based on degrees of similarity instead of exact match based on equality in case of functional dependencies. In a sense, we move from bivalence, inherently present in the nowavailable theories of dependencies, to a more flexible setting that involves grades. Such a shift has far-reaching consequences. We argue that a reasonable theory of dependencies may be developed by making use of mathematical fuzzy logic, a recently developed manyvalued logic. Namely, the theory of dependencies is then based on a solid logic calculus the same way classical dependencies are based on classical logic. For instance, rather than handling degrees of similarity in an ad hoc manner, we consistently treat them as truth values, the same way as true (match) and false (mismatch) are treated in classical theories. In addition, several notions intuitively embraced in the presence of grades, such as a degree of validity of a particular dependence or a degree of entailment, naturally emerge and receive a conceptually clean treatment in the presented approach. In the first part of this two-part paper, we discuss motivations, provide basic notions of syntax and semantics and develop basic results which include entailment of dependencies, associated closure structures and a logic of dependencies with two versions of completeness theorem.
Introduction
Attribute dependencies are fundamental for understanding and processing data. In the past, dependencies describing various types of attribute relationships have been studied, particularly in relational databases and data analysis/mining. Arguably, the most important dependencies are those of the form
where A and B are sets of attributes. They are interpreted in two basic ways -in binary datasets (tables with yes-or-no attributes) describing which objects have which attributes and in relations (tables with general attributes) describing the values of objects for the attributes. In binary datasets, A ⇒ B is considered valid if every object (table row) having all attributes from A has all attributes from B (2)
or, more generally, if a certain percentage (called confidence) of the objects having A also have B and another percentage (called support) of objects have all the attributes from A ∪ B. Such dependencies are used in data analysis and are known as attribute implications (Carpineto and Romano 2004; Ganter and Wille 1999; Guigues and Duquenne 1986 ; see also Delobel and Casey 1973; Fagin 1977) , or association rules when the support and confidence are considered (Agrawal, Imielinski, and Swami 1993; Hájek and Havránek 1978; Hájek, Holeňa, and Rauch 2010; Hipp, Güntzer, and Nakhaeizadeh 2000; Tan, Steinbach, and Kumar 2005 
Such dependencies are called functional dependencies and are fundamental to relational databases (Armstrong 1974; Codd 1970; Maier 1983) . A common feature of the two interpretations is a bivalent character of the conditions involved in (2) and (3). The bivalence results from the nature of the data. Namely, a given object either does or does not have a given attribute; two given tuples either do or do not have the same value for a given attribute. It turns out that it is becoming increasingly important for data models to account for fuzziness (Fagin 1999 (Fagin , 2002 , which is inherently present in human cognition and plays a fundamental role in how people communicate knowledge (Zadeh 1988 (Zadeh , 1994 (Zadeh , 2008 . Two points in case are fuzzy (or graded) attributes, such as "green" and "performing well", and similarity relations. In these and other cases, fuzziness is conveniently represented by grades (degrees and/or scores) which are usually numbers ranging between 0 and 1. Thus, an object x may be assigned a grade to which x is green -the higher the grade, the more green x is. Likewise, two objects x and y may be assigned a degree to which x and y are similar. A scale of grades bounded by 0 and 1 thus naturally replaces the two-element set of truth values of classical logic with 0 representing falsity ("attribute does not apply", "values do not match") and 1 representing truth ("attribute applies", "values match"). For data with grades, the ordinary dependencies have limited applicability. Namely, rather than knowing that (full) presence of some attributes implies (full) presence of some other attributes, one is naturally interested in rules that take the grades into account. Such rules are the main subject of the present paper.
In particular, we consider rules saying that presence of attributes y i with grades at least a i implies (or implies partially) presence of attributes z i with grades at least b i . Therefore, from rules of the form {y 1 , . . . , y p } ⇒ {z 1 , . . . , z q }
we come to rules of the form /high cholesterol}.
From a functional dependence point of view, such rules may be interpreted in tables whose domains are equipped with similarity relations assigning similarity grades to pairs of elements of the domains. In such tables, the rules specify that two tuples with similar values on attributes y 1 , . . . , y p have similar values on z 1 , . . . , z q . In particular, rule (5) says that similarity to degrees a i or higher on attributes y i implies similarity to degrees b i or higher on attributes z i , generalizing thus ordinary functional dependencies which say that a match of two tuples on attributes y 1 , . . . , y p implies a match on z 1 , . . . , z q . Using grades to represent fuzziness is the fundamental idea of fuzzy logic (Zadeh 1965) . We use fuzzy logic as a formal framework for our approach. Fuzzy logic enables us to manipulate the grades by means of the truth functions of logic connectives. In the past, various models of processing data with grades using fuzzy logic connectives, notably "fuzzy conjunction", have been studied in a more or less ad hoc way. In this perspective, one aspect of our work is that we consistently use the so-called mathematical fuzzy logic (Cintula, Hájek, and Noguera 2011; Gottwald 2001 Gottwald , 2008 Hájek 1998 Hájek , 2006 as a formal framework. Mathematical fuzzy logic is a recently developed branch of logic that provides us with general principles and notions such as theory, model, and entailment, and enables us to process data with grades in a clean way.
Our reliance on mathematical fuzzy logic is similar to the reliance of the ordinary dependencies on classical logic. In case of grades, however, the logic framework is more explicit. Namely, while in the ordinary case the assertions like (2) or the notion of entailment have a clear meaning and one rarely needs to resort to the formal agenda of classical logic, in case of grades, the meaning needs to be supplied by an explicit resorting to fuzzy logic principles. Due to a consistent use of fuzzy logic, the verbal description of validity conditions and manipulation regarding the dependencies remains the same as in the ordinary case, retaining thus a clear meaning. For instance, the validity of rule (5) in data with grades may still be verbally described by (2), the grades being "hidden in the interpretation". A natural consequence of working with grades is that key logic notions such as validity and entailment become graded. That is, we speak of a degree to which a given rule is valid or a degree to which a rule follows from other rules. In this view, classical validity and entailment, i.e. validity to degree 1 and entailment to degree 1, become particular instances of the more general notions of degree of validity and degree of entailment.
While the reliance on mathematical fuzzy logic provides us with reasonable guiding principles, the resulting notions and problems tend, naturally, to be more involved both conceptually as well as technically due to the presence of intermediary grades and, in addition, due to the fact that we develop the theory for a general scale L of truth degrees with L acting as a parameter. The conceptual aspect regarding the extension from the ordinary, bivalent framework to a framework involving grades may, using a loose analogy, be compared to an extension from a deterministic to a probabilistic framework. As regards the technical aspect, a point in case for illustration is the fact that, as a rule, the ordinary proofs by cases, corresponding to false and true, no longer work and need to be replaced by different schemata which are based on algebraic manipulation of the grades. In this perspective, the paper illustrates both aspects, the conceptual and the technical, by numerous cases.
The paper is organized as follows. In Section 2, we present preliminaries on scales of truth degrees and operations on them and the basic principles of fuzzy logic. Section 3 presents the basic notions regarding graded attribute implications, their validity, theories, models, entailment, and related closure and other structures. In Section 4, we present a system for reasoning with graded attribute implications that is based on Armstrong-like rules and prove two versions of syntactico-semantical completeness, the ordinary-style one claiming that entailment coincides with provability and the graded-style one claiming that degrees of entailment equal degrees of provability.
The second part of this paper (Belohlavek and Vychodil forthcoming) elaborates on the notion of a base, which is a non-redundant set of graded attribute implications that contains, via entailment, complete information about validity of all implications in a given data. In particular, we focus on bases constructed by means of so-called pseudo-intents. The algorithms for the problem of computing bases and some other problems regarding attribute implications are also presented. Moreover, we explore the problem of whether and to what extent it is possible to reduce the notions and problems regarding graded attribute implications, notably the problem of computing a base, to the corresponding problems regarding ordinary attribute implications. The last section presents the abovementioned alternative semantics for graded attribute implications in which implications are interpreted as functional dependencies over a certain extension of Codd's relational model, in which domains of attribute values are equipped with binary fuzzy relations. The binary relations may, in particular, be preference relations or similarity relations, in which case the extension becomes a relational model enabling similarity queries and other data processing involving similarity relations. We examine such extension in detail in another paper. In this paper, we show that the two semantics are equivalent in that their notions of (degree of) entailment coincide.
Scales of grades and basic principles of fuzzy logic
The dependencies studied in this paper are of the form (5) and we assume that they are interpreted in tables with graded attributes. We assume that the grades involved (i.e. a i s, b i s and the table entries) belong to a fixed set L. Furthermore, we assume that L is bounded by 0 and 1, partially ordered (usually a chain) and equipped with operations which are (truth functions of) logic connectives. In accordance with fuzzy logic, we interpret the grades in L as truth values, or truth degrees, with 0 and 1 representing falsity and truth. The intermediate degrees a, i.e. those with 0 < a < 1, represent partial truth. As in classical logic, grades are assigned to propositions to represent their validity. The grade assigned to proposition ϕ in structure M is denoted by ||ϕ|| M or just ||ϕ||.
Higher grades indicate truer propositions, hence ||x is red|| = 0.7 and ||y is red|| = 0.9 implies that y is considered more red than x. We consider (truth functions of) conjunction and implication and denote them by ⊗ and →. As usual in fuzzy logic, we assume truth functionality of connectives. That is, the truth degree of ϕ&ψ and ϕ ⇒ ψ (conjunction and implication of ϕ and ψ) is defined as ||ϕ&ψ|| = ||ϕ|| ⊗ ||ψ|| and ||ϕ ⇒ ψ|| = ||ϕ|| → ||ψ||.
This way, the operations may be looked at as aggregation operations (Fagin 2002) . For instance, if ||x is brown|| = 0.8 and ||x is heavy|| = 0.5, and if ⊗ is the Goguen conjunction (see below in this section), then the degree to which x is brown and heavy is 0.8 ⊗ 0.5 = 0.8 · 0.5 = 0.4. To be able to evaluate truth degrees of quantified formulas, we assume that as a partially ordered set, L forms a complete lattice, i.e. infima and suprema of arbitrary sets of grades exist. Namely, if ϕ is a formula with a free variable x ranging over a set D, one naturally defines ||(∀x)ϕ|| = e ||ϕ|| e and ||(∃x)ϕ|| = e ||ϕ|| e , where e ranges over all valuations of x in D. It has been recognized in his seminal work by Goguen (1967 Goguen ( , 1968 ) that a class of general scales of grades equipped with operations suitable for fuzzy logic is the class of all complete residuated lattices (Ward and Dilworth 1939) . Residuated lattices and their variants are currently the main structures used in mathematical fuzzy logic (Galatos et al. 2007; Gottwald 2001 Gottwald , 2008 Hájek 1998) and are used as the basic structures of grades in this paper. A complete residuated lattice (Hájek 1998 (Hájek , 2001 ) is an algebra L = L, ∧, ∨, ⊗, →, 0, 1 such that L, ∧, ∨, 0, 1 is a complete lattice with 0 and 1 being the least and greatest elements, respectively; L, ⊗, 1 is a commutative monoid (i.e. ⊗ is commutative, associative and a⊗1 = 1⊗a = a for each a ∈ L); and ⊗ with → satisfies the so-called adjointness property:
for each a, b, c ∈ L. Commonly used residuated lattices are those with L = [0, 1] (unit interval), ∧ and ∨ being minimum and maximum, ⊗ being a left-continuous t-norm (Gottwald 2001; Hájek 1998) and → its residuum. Three most important pairs of adjoint operations on the unit interval are:
Gödel:
Goguen (product):
Another important class of examples consists of residuated lattices that are finite equidis-
n , 1}. Such chains may be endowed with the restrictions of Łukasiewicz, Gödel operations or other discrete t-norm-based operations (Mayor and Torrens 2005) . Importantly, a particular example for n = 1 yields L = {0, 1} in which case, ⊗ and → are the classical conjunction and implication. In this case, L is the two-element Boolean algebra of classical logic and is denoted by 2 in this paper.
The following are the basic properties of complete residuated lattices that are needed in our paper (see, e.g., Belohlavek 2002; Gottwald 2001; Hájek 1998 ): Theorem 1: Every complete residuated lattice satisfies
Residuated lattices may be equipped with further operations. We utilize truth-stressing hedges (shortly, hedges) which are functions * : L → L that represent intensifying linguistic modifiers such as "very" and "highly". Such modifiers are used in propositions like "this book is very good" or, put differently, "it is very true that this book is good", and may be thought of as unary logic connectives (Hájek 1998 (Hájek , 2001 ). If * is the hedge representing the modifier "very", then the truth degree of the proposition "it is very true that ϕ", shortly "very ϕ", is ||ϕ|| * . That is, one applies * to the truth degree of ϕ. We assume that a truth-stressing hedge satisfies the following conditions, which are inspired by the conditions from Hájek (2001):
Properties (29)- (32) have a natural interpretation. For instance, (29) says that if a proposition ϕ is true (to degree 1), it is also very true (to degree 1). (30) says that if ϕ is very true, then ϕ is true; (31), which is equivalent to a * ⊗ (a → b) * ≤ b * , says that if ϕ is very true and ϕ ⇒ ψ is very true, then ψ is very true; and (32) says that "very very ϕ" has the same truth degree as "very ϕ". Two boundary cases of hedges are (i) identity, i.e. a * = a (a ∈ L); (ii) globalization (Takeuti and Titani 1987) :
Note that identity is the only hedge on the two-element Boolean algebra 2. Given a complete residuated lattice L, one defines the usual notions regarding fuzzy sets: an L-set (fuzzy set) A in universe U is a mapping A : U → L, A(u) being interpreted as "the degree to which u belongs to A". If U = {u 1 , . . . , u n }, then A can be denoted by A = { a 1 /u 1 , . . . , a n /u n }, meaning that A(u i ) equals a i for each i = 1, . . . , n. For brevity, we introduce the following convention: we write {. . . , u, . . . } instead of {. . . , 1 /u, . . . }, and we also omit elements of U whose membership degree is zero. For example, we write
Binary L-relations (binary fuzzy relations) between X and Y can be thought of as L-sets in the universe X × Y . That is, a binary L-relation I ∈ L X×Y between a set X and a set Y is a mapping assigning to each x ∈ X and each y ∈ Y a truth degree I(x, y) ∈ L (a degree to which x and y are related by I).
Crisp L-sets may obviously be identified with ordinary sets. For a crisp A, we also write
Graded attribute implications and their semantics

Definition and validity in tables with grades
Throughout the paper, we assume that Y is a finite and non-empty set of attributes. The dependencies we consider, such as (6), are defined as follows. Note that since both A and B may be crisp in A ⇒ B, i.e. A(y), B(y) ∈ {0, 1} for each y ∈ Y , ordinary attribute implications (association rules, functional dependencies) are a particular case of graded attribute implications. In addition, if L is the two-element Boolean algebra, graded implications become just the ordinary attribute implications.
Graded attribute implications are to be interpreted in tables whose entries contain grades to which objects (represented by rows) have attributes (represented by columns). Such tables are represented as triplets X, Y , I consisting of non-empty sets X of objects and Y of attributes and an L-relation I : X × Y → L for which the degree I(x, y) is interpreted as the grade to which the attribute y ∈ Y applies to the object x ∈ X.
Consider first the implication
and the table I y 1 y 2 y 3 y 4 x 1 1.0 0.9 0.8 1.0 x 2 1.0 0.7 0.8 1.0 x 3 0.9 0.5 0.8 1.0
On intuitive grounds, (34) is satisfied by the object x 1 because x 1 has all the attributes from the antecedent A = { 1 /y 1 , 0.5 /y 3 } to the specified grades, i.e. A(y 1 ) ≤ I(x 1 , y 1 ) and A(y 3 ) ≤ I(x 1 , y 3 ), and has also the attributes from the consequent B = { 0.8 /y 2 , 1 /y 4 } to the specified grades since B(y 2 ) ≤ I(x 1 , y 2 ) and B(y 4 ) ≤ I(x 1 , y 4 ). While x 2 has the objects from A to the specified grades as well, y 2 applies to x 2 to grade 0.7 which is smaller than the grade 0.8 prescribed by B. Since 0.7 is only slightly smaller than 0.8, one naturally considers (34) as an implication which is almost satisfied by the object x 2 , that is, satisfied to a high degree. The object x 3 does not have the attributes from A to the specified grades because it possesses the attribute y 1 to grade 0.9 while the grade prescribed by A is 1. In testing the validity of (34) in the table, one may therefore want to disregard x 3 . However, if one wishes to work consistently with partial satisfiability, the same way one works with classic satisfiability, one should involve x 3 and modify the test to take into account that x 3 satisfies the antecedent A partially. Clearly, both approaches, one in which only the objects fully satisfying A participate in testing the validity of A ⇒ B and the other in which also objects partially satisfying A participate in the test, coincide in the classical case with 0 and 1 as the only grades. In the general case with intermediate grades involved, both approaches are plausible and lead to two, different kinds of semantics. As we show next, it turns out that both of the approaches can conveniently be regarded as two particular cases of a general way to assess validity of A ⇒ B that is parameterized by how one evaluates the satisfaction of A.
We now provide a definition of validity of a graded attribute implication A ⇒ B in a table X, Y , I with grades. The basic structures in which A ⇒ B is evaluated are L-sets of attributes. The rationale is that every row of X, Y , I corresponding to the object x ∈ X may be seen as the L-set I x ∈ L Y given by I x (y) = I(x, y) for every y ∈ Y . Consider thus M ∈ L Y representing object x, i.e. M(y), is interpreted as the grade to which x has y. According to (2), the truth degree ||A ⇒ B|| M to which A ⇒ B is valid in M is intended to be the truth degree of the proposition "if x has all attributes from A then x has all attributes from B", or equivalently, "if A is contained in M then B is contained in M".
Containment of an L-set C in an L-set D is conveniently represented by the degree S(C, D) of inclusion of C in D (Goguen 1968-9) , defined by 
S(A, M) → S(B, M).
We provide a slightly more general definition to account for both approaches described above, utilizing the notion of hedge introduced in Section 2. Definition 2: Let L be a complete residuated lattice L with a truth-stressing hedge * . The degree ||A ⇒ B|| M ∈ L to which A ⇒ B is valid in an L-set M of attributes is defined by
Remark 1:
(a) If * is the globalization, i.e. a * = 1 for a = 1 and a * = 0 for a < 1, we get
This corresponds to the first approach mentioned above, in which only objects fully satisfying A participate in testing validity. In addition, A ⇒ B is fully true, i.e. ||A ⇒ B|| M = 1, if and only if
In this case, the degrees A(y) and B(y) may be seen as thresholds. Namely, according to ( 
(c) Globalization and identity represent the two natural ways to interpret graded attribute implications. In what follows, we develop the results for general hedges * , covering thus both globalization and identity as particular cases.
For a system M of L-sets in Y , the degree ||A ⇒ B|| M to which A ⇒ B is valid in (each M from) M is defined by
The degree ||A ⇒ B|| X,Y ,I to which A ⇒ B is valid in a table X, Y , I with grades is defined by
Recall that I x represents the xth row in X, Y , I , i.e. for each y ∈ Y , A ⇒ B is thus fully satisfied by x 1 , independently of the choice of * because 1 * = 1 is always the case. For x 2 , we have again S(A, I x 2 ) = 1 but in this case, S(B,
again independently of the choice of * . This corresponds to the intuitive requirement that A ⇒ B be almost satisfied by x 2 because the grades specified by B are almost attained by the object x 2 . For x 3 , we have S(A, I x 3 ) = A(y 1 ) → I(x 3 , y 1 ) = 1 → 0.9 = 0.9, i.e. A is only partially satisfied by x 3 . According to the first approach to the semantics of implications, x 3 should not participate in the test of validity. Indeed, for * being globalization which corresponds to the first approach, we obtain
because 0 → a = 1 for any degree a. For * being the identity, we get
||A ⇒ B|| I x 3 = S(A, I x 3 ) → S(B, I x
3 ) = 0.9 → 0.7 = 0.8, which corresponds to the second approach to the semantics. We see that x 3 enters the test of validity in that the degree S(B, I x 3 ) = 0.7 to which x 3 satisfies B is modified by the degree S(A, I x 3 ) = 0.9 to which x 3 satisfies A. In particular, the modification is accomplished by shifting up the degree S(B, I x 3 ); the smaller S(A, I x 3 ), the more significant the shift. This is because we always have S(A, I x 3 ) → S(B, I x 3 ) ≥ S(B, I x 3 ) and because → is antitone in the first argument. This example also makes it clear that testing to what degree an object x satisfies a consequent B (or antecedent A) actually amounts to comparing the degrees B(y) and I(x, y) for every attribute y. If B(y) ≤ I(x, y) , the test is passed with degree 1 for attribute y. If B(y) ≤ I(x, y) , the test is passed with degree B(y) → I(x, y) < 1 for attribute y. In the end, the thus obtained degrees are aggregated by means of infimum which yields the degree to which x satisfies B. Taking B
(y) → I(x, y) if B(y) ≤ I(x, y) is appropriate because → is antitone in the first and isotone in the second argument. For example, for the Łukasiewicz operations, B(y) → I(x, y) is 1 − B(y) + I(x, y); for the Goguen operations, B(y) → I(x, y) = I(x, y)/B(y).
Theories, models and semantic entailment
When reasoning with degrees, theories are naturally conceived as L-sets of formulas. A (graded) theory is therefore an L-set of graded implications over Y . The degree T(A ⇒ B)
is considered as the degree to which we assume the validity of A ⇒ B. This approach corresponds to the notion of a theory as an L-set (fuzzy set) of axioms in fuzzy logic (Pavelka 1979 For a theory T, the set Mod(T) of all models of T is defined by
That is, M ∈ Mod(T) means that for each attribute implication A ⇒ B, the degree to which A ⇒ B holds in M is higher than or at least equal to the degree T(A ⇒ B) prescribed by T. In particular, for a crisp T, we have Mod
The degree ||A ⇒ B|| T ∈ L to which A ⇒ B semantically follows from a fuzzy set T of attribute implications is defined by
That is, ||A ⇒ B|| T may be seen as the degree to which A ⇒ B is valid in every model of T. We need the following lemma. Lemma 1:
Proof:
(i) On account of (23) and (17) 
and we have c → S(B, M) = c → y∈Y (B(y) → M(y)) = y∈Y (c → (B(y) → M(y))) = y∈Y ((c ⊗ B(y)) → M(y)) = y∈Y ((c ⊗ B)(y) → M(y)) = S(c ⊗ B, M).
S(c ⊗ B, M) = S(B, c → M) is an easy consequence of (17).
(ii) Using (17) and (i),
(iii) Direct consequence of (ii) and (11).
Lemma 1 implies every graded theory may be transformed to a crisp theory with the same models and thus (degrees of) consequences:
Theorem 2: Let T be a theory, A ⇒ B be a graded attribute implication. For the crisp theory cr(T) defined by
we have
Proof: (45) directly using (iii) of Lemma 1. (46) is a consequence of (45).
Furthermore, Lemma 1 enables us to reduce the concept of a degree of entailment to the concept of entailment in degree 1 (full entailment):
Theorem 3: For a graded theory T and an implication A ⇒ B, we have
Proof: Using (iii) of Lemma 1, we have
Therefore, the concept of a degree of entailment by graded theories may be reduced to that of entailment in degree 1 (full entailment) by crisp theories: Corollary 1: ||A ⇒ B|| T = {c ∈ L | ||A ⇒ c ⊗ B|| cr(T) = 1}, with cr(T) defined by (44).
Closure properties of models of graded implications
In the classic setting, models of theories of implications (equivalently, functional dependencies) are closed under intersections. This enables one to test whether A ⇒ B follows from a theory T by checking whether A ⇒ B is valid in a single model of T, namely the least model of T containing A (Ganter and Wille 1999; Maier 1983) . In this section, we establish the corresponding results for a setting with grades.
Recall from Belohlavek, Funiokova, and Vychodil (2005) that a system S ⊆ L Y of L-sets in Y is called an L * -closure system if it is closed under intersections and a * -shifts, i.e. satisfies the following conditions:
Note that here,
Recall furthermore that an L * -closure operator (Belohlavek, Funiokova, and Vychodil 2005) 
where S is the degree of inclusion defined by (36). If L = {0, 1}, L * -closure systems and L * -closure operators may be identified with ordinary closure systems and closure operators (Davey and Priestly 2002) since (48) is satisfied for free and (50) asserts monotony of C with respect to set inclusion in this case. According to Belohlavek, Funiokova, and Vychodil (2005) , letting for an L * -closure system S and an L * -closure operator C,
and
C S is an L * -closure operator, S C is an L * -closure system and the mappings S → C S and C → S C are mutually inverse bijections. 
proving ||A ⇒ B|| j∈J M j = 1, and hence j∈J M j ∈ Mod(T). (48): Let M ∈ Mod(T) and a ∈ L. We need to check that a * → M belongs to Mod(T). Since M is a model of T, for each A ⇒ B ∈ T, we have ||A ⇒ B|| M = 1, i.e.
S(A, M) * ≤ S(B, M).
Using Lemma 1 (i), (31), (32) and monotony of → in the second argument, we get
establishing ||A ⇒ B|| a * →M = 1 for an arbitrary A ⇒ B ∈ T, whence a * → M ∈ Mod(T).
The following assertion shows the converse claim to Theorem 4.
there exists a theory T of graded attribute implications over Y such that S = Mod(T).
i.e. M ∈ Mod(T), proving Mod(T) ⊆ S. Theorems 4 and 5 imply that systems of models of graded attribute implications over Y coincide with L * -closure systems over Y . In particular, given a theory T and an arbitrary A ∈ L Y , one may consider the least model of T that contains A. As is well known from the ordinary case (Ganter and Wille 1999) , an ordinary implication A ⇒ B follows from T if and only if the least model of T that contains A includes B. As we show next, this property generalizes to the setting involving grades in that degree of entailment equals degree of inclusion. In our setting, the least model is C Mod(T) (A) where C Mod(T) is the L * -closure operator corresponding to T according to Theorem 5. As shown by the following theorem, C Mod(T) (A) may be used to determine the degree to which A ⇒ B semantically follows from T. Namely, the degree equals the degree to which A ⇒ B is valid in C Mod(T) (A) as well as the degree of inclusion of B in C Mod(T) (A).
Theorem 6: For every theory T and a graded attribute implication A ⇒ B,
Take any M ∈ Mod(T). Due to (50) and
Applying adjointness, we get
Related structures and alternative formulas for validity
Every table X, Y , I with grades induces an important pair of operators. These operators, along with the sets of their fixpoints, were studied in Belohlavek (1999 Belohlavek ( , 2004 and Belohlavek and Vychodil (2012) . In this section, we present the basic connections of these structures to graded attribute implications. In addition, we provide alternative formulas for validity of implications.
The pair ↑ , ↓ forms an L * -Galois connection (Belohlavek 1999 (Belohlavek , 2004 Belohlavek and Vychodil 2012) . Note that the formulas in (53) are not symmetric because we consider only a particular form of these operators, which are directly linked to graded attribute implications. The general formulas involve two hedges, one for X and one for Y . Using basic rules of predicate fuzzy logic, A ↑ (y) is the truth degree of "for each x ∈ X: if it is very true that x belongs to A then y applies to x". Likewise, B ↓ (x) is the truth degree of "for each y ∈ Y : if y belongs to B then y applies to x". The set
of all fixpoints of ↑ , ↓ is called the concept lattice of X, Y , I . Its elements, called formal concepts of X, Y , I , are naturally interpreted as concepts in the sense of traditional logic (Ganter and Wille 1999) . Namely, for every formal concept A, B ∈ B(X * , Y , I), A and B may be seen as its extent and its intent, i.e. the collections of objects and attributes, respectively, which are covered by the concept. Both A and B are L-sets, i.e. represent graded collections and apply to objects and attributes to degrees, not necessarily 0 and 1 only. The set of all intents, which plays an important role for graded attribute implications, is denoted by Int(X * , Y , I), i.e. 
Int(X
. Therefore, the last inequality is equivalent to
which is equivalent to
due to adjointness of ⊗ and →. Thus, it suffices to prove (56) for each M ∈ Int(X * , Y , I). For this purpose, consider the operator ⇑ , the "unhedged" version of ↑ defined by
The pair ⇑ , ↓ forms an L-Galois connection and hence satisfies S( Belohlavek 1999) . Due to (54) and since
S(C, D) ⊗ S(D, E) ≤ S(C, E), we obtain
verifying ( , it is sufficient to observe that for each x ∈ X, I x ∈ Int(X * , Y , I). This fact follows from (54) since, as one can easily see,
Second, we check ||A ⇒ B|| X,Y ,I = S(B, A ↓↑ ). We have
proving the claim. We now present several other formulas expressing the degree ||A ⇒ B|| X,Y ,I . They show that, in a sense, globalization may be regarded as the basic hedge in the definition (37). First, for a hedge * on L, put fix( * ) = {a ∈ L | a * = a} (set of all fixpoints of * ).
• is as strong or stronger than * ). One can easily see that for hedges * and • on a complete residuated lattice L, 
Next, we check both inequalities of B, M) , the latter inequality is equivalent to
which is true. Indeed,
To check "≥", observe that 
Proof: (58): Since { 1 /x} ↑ = I x and 
where a * → I is the a * -shift of I, i.e. (a * → I)(x, y) = a * → I(x, y), we get
proving that (60) 
which follows from { a /x} ↑ ∈ Int(X * , Y , I) for each a ∈ L and x ∈ X. Remark 2:
(1) We encounter (58) in Section 4 where we prove completeness of certain Armstronglike rules for graded attribute implications. (2) The hedge • of Theorem 8 can range in the sense of (57) arbitrarily from globalization, which is the least hedge, up to * (boundary condition Theorem 8). In particular, with • being the globalization, Theorem 8 says that globalization is in a sense the basic hedge since the degree of validity of A ⇒ B based on a general hedge * may be expressed as a degree of validity of A ⇒ B that is based on globalization.
Logic of graded attribute implications
In this section, we introduce a system for reasoning with graded attribute implications and prove two versions of completeness for this system. In Section 4.1, we prove the ordinarystyle completeness, i.e. we prove that a graded attribute implication A ⇒ B is provable from a set T of implications iff the degree ||A ⇒ B|| T to which A ⇒ B semantically follows from T equals 1. In Section 4.2, we present a graded-style completeness theorem. Namely, we introduce the concept of a degree |A ⇒ B| T of provability of an implication A ⇒ B from an L-set T of implications and show that |A ⇒ B| T = ||A ⇒ B|| T , i.e. the degree of provability coincides with the degree of semantic entailment.
Armstrong-like rules and ordinary-style completeness
Our axiomatic system consists of the following Armstrong-like deduction rules (Armstrong 1974) .
Remark 3:
(1) Rules (Ax) and (Cut) are inspired by the well-known ordinary rules of axiom and cut from which they differ in that A, B, C, D represent L-sets. Provability is defined as usual: A graded attribute implication A ⇒ B is called provable from a set T of implications using a set R of deduction rules, written T R A ⇒ B, if there is a sequence (a proof) ϕ 1 , . . . , ϕ n of implications such that ϕ n is A ⇒ B and for each ϕ i , we either have ϕ i ∈ T or ϕ i is inferred from some of the preceding formulas using some deduction rule from R. If R consists of (Ax)-(Mul), we usually omit R, and use, for instance, T A ⇒ B instead of T R A ⇒ B.
A deduction rule "from ϕ 1 , . . . , ϕ n infer ϕ", with graded attribute implications ϕ 1 , . . . , ϕ n , ϕ, is derivable from a set R of deduction rules if {ϕ 1 , . . . , ϕ n } R ϕ. The following lemma presents some derived rules (one easily checks that the arguments from the ordinary case apply (Maier 1983) ). Lemma 3: The following deduction rules are derivable from (Ax) and (Cut): We need to show syn(T) = sem(T). One easily checks that syn(T) and sem(T) are the least syntactically and semantically closed sets of graded attribute implications that contain T, respectively. As syn(T) is syntactically closed, it is also semantically closed by Lemma 6 which means sem(syn(T)) = syn(T). Therefore, since T ⊆ syn(T), we get
sem(T) ⊆ sem(syn(T)) = syn(T).
In a similar manner, using Lemma 5, we get syn(T) ⊆ sem(T), showing syn(T) = sem (T) .
Note that as is well known, (Ax) and (Cut) form a syntactico-semantically complete system in the ordinary case (i.e. with fuzzy sets replaced by ordinary sets). The system consisting of (Ax), (Cut), and (Mul) results by adding a new rule, (Mul), to a (Ax) and (Cut). In this perspective, (Mul) is the rule that handles intermediate degrees. Alternatively, one could modify (Cut) and use Namely, for a fuzzy set T of graded attribute implications and for A ⇒ B, we define the degree |A ⇒ B| T ∈ L to which A ⇒ B is provable from T by
where cr(T) is defined by (44). Alternatively, |A ⇒ B| T may be defined as the largest c for which cr(T) A ⇒ c ⊗ B:
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