Automated entity relation extraction (RE) from literature provides an important source for constructing biomedical database, which is more efficient and extensible than manual curation. However, existing RE models usually ignore the information contained in sentence structures and target entities. In this paper, we propose BERE, a deep learning based model which uses Gumbel Tree-GRU to learn sentence structures and joint embedding to incorporate entity information. It also employs word-level attention for improved relation extraction and sentence-level attention to suit the distantly supervised dataset. Because the existing dataset are relatively small, we further construct a much larger drug-target interaction extraction (DTIE) dataset by distant supervision. Experiments conducted on both DDIExtraction 2013 task and DTIE dataset show our model's effectiveness over state-of-the-art baselines in terms of F1 measures and PR curves.
Introduction
It has a long time that the knowledge bases (KBs) play an important role in the development of biomedical science.
Such structured databases as DrugBank [1] , CTD [2] and SIDER [3] , are all curated by human experts with huge time and effort from vast scientific articles. This tedious and time-consuming work gives birth to the biomedical information extraction (BioIE) technology, which extracts meaningful facts from unstructured text automatically. After that, with some proofreading, these data are fed into downstream tasks and bring sources to life sciences.
The information that researchers most care about generally includes 3 types: biomedical named entities, relations and events. In this work, Our main concern is the second type, relations implied between biomedical entities. Such A PREPRINT - JUNE 18, 2019 relations as drug-drug interaction (DDI) and drug-target interaction (DTI) are significant in many biomedical tasks.
For example, computational prediction for DTIs, is a crucial step in drug repurposing process. Traditionally, these relations are sorted out by experts from literature, and then published on certain KBs. With the rise of nature language processing (NLP) technology, more and more researches begin to use deep learning methods to accelerate this process.
The biomedical relation extraction (BioRE) task can be modeled as a classification problem. In detail, given a sentence s with annotated entity pair (e 1 ,e 2 ), we aim to predict the relation r ∈ R c between e 1 and e 2 with the support of s.
However, this definition requires the training data to have a single label for each instance, which suffers from abundant human annotations. To alleviate this problem, distant supervision (DS) [4] is adopted, where all the instances are labeled by the facts in KBs. Under this assumption, the relation between e 1 and e 2 is determined by a bag of sentences S = {s 1 , s 2 , . . . , s J } [5] . Obviously, there may be some sentences that do not express relations, and some sentences that express erroneous relations. This requires the model to be robust enough, only making judgments when all the relevant sentences have been read. So far, Distant supervision mechanism has been widely used in neural relation extraction (NRE) models [6, 7] . However, few BioRE models follow it, due to the lack of such distantly supervised biomedical relation datasets.
To obtain such relations from texts, a variety of deep learning based models have been proposed. Riedel et al. [5] first modeled this task as a multi-instance learning problem and typically designed elaborate features. Compared with traditional methods, deep learning models get rid of heavy engineering and achieve promising results. Zeng et al.
[8] proposed a piecewise convolutional neural network (PCNN), which uses a piecewise max pooling over segments separated by entities, but it just selects one valid instance for the relation classification. Lin et al. [6] introduced a sentence-level attention to solve it, which aggregates the information over a bag of sentences. RNN-based models are also widely used. Zhou et al. [7] used a word-level attention to integrate word features. Cai et al. [9] utilized the shortest dependency path (SDP) between entities to make an improved extraction. Lim et al. [10] first employed a recursive neural network (RvNN) to capture the constituent structure of sentences, which is based on Tree-LSTM [11] , and achieved the best performance on DDIExtraction 2013 task. However, this RvNN model is incompatible with batched computation and dependent on external parsers, which is very inconvenient in real-time BioRE system.
Although the SPINN [12] , which learns an internal parser, can be an alternative to the RvNN, it inevitably sacrifices the performance due to the imperfect replica of real parsers.
Inspired by recent latent tree learning methods, we propose BERE, an end-to-end biomedical entity relation extraction model which utilizes sentence structure information without the dependence on external parser. BERE also uses a joint embedding to incorporate the target entity information, which enables the model to distinguish the reference objects of the relation. We adopt a variant of Gumbel Tree-LSTM [13] , which is a novel RvNN that learns how to compose sentence structures from plain text data, and we make it more compatible with RE tasks and use multi-level attention mechanisms to improve the results.
The main contributions of our work are summarized as follows.
• We propose BERE, a novel RE model which utilizes sentence structure and entity reference information for more precise relation extraction.
• We introduce the distantly supervised architecture into BioRE system and adopt multi-level attentions for improved classification.
• In all the experiments, we demonstrate our BERE model outperforms other state-of-the-art baselines.
In the second chapter, we will briefly introduce some related work to this paper. Then, the architecture of BERE model is described in detail. In the experiment part, we talk about procedures for building the new dataset, along with several comparative trials. Finally, we make a summary about the proposed model and discuss the future work.
The source code and datasets used in this paper can be found at https://github.com/haiya1994/BERE/.
Related Work
Distant Supervision In the training process of the relation extraction model, a large amount of labeled data is indispensable. However, collecting such annotated data is a laborious work. To solve this problem, distant supervision is proposed [4] , which makes the assumption that if two entities participate in a relation, all sentences that mention these two entities express that relation. Nevertheless, this alignment does not always true. To alleviate the noise caused by mislabeling, Riedel et al. [5] relaxed the assumption into an expressed-at-least-once form, that is ,if two entities participate in a relation, at least one sentence that mentions these two entities might express this relation. Based on the above assumption, large-scale and reliable datasets can be built by the alignment of corpus and KBs. Riedel dataset is one of them, which aligns Freebase relations with New York Times (NYT) corpus.
Attention Model Recently, the attention mechanism has been widely used in deep learning models to capture the non-local features [14, 15, 16] and de-emphasize the noise impact [6, 7] . The attention mechanism used in BERE model includes both of them. One related work for non-local feature calculation is proposed by Wang et al. [15] , in which the response at a position is the weighted sum of features at all locations. In the original paper, this non-local block is plugged into the computer vision architectures, but it is also well compatible with NLP framework to capture the global dependencies for each word. Another sort of attention is like a voting mechanism, which is used for denoising. Zhou et al. [7] adopted a word-level attention to de-emphasize the influence of trivial words. In this manner, the model could judge the importance of tokens automatically. Similarly, sentence-level attention is widely used in distantly supervised datasets to evaluate the significance of each sentence.
Latent Tree Learning In NLP area, traditional encoders include recurrent neural network (RNN) and long shortterm memory (LSTM [17] ), which transmit information according to sentence orders. Another common encoder, convolutional neural network (CNN [18] ), captures the sentence features from the perspective of n-gram model. Treestructured recursive neural network (TreeRvNN [19] ) has also been extensively studied in recent years, which propagates information from the bottom up according to the structure of the syntax tree. Obviously, this tree-like transmis-sion mechanism best embodies the construction principles of nature language sentences [20] . However, this method also has inevitable shortcomings. First, the model needs additional parsers to analyze the sentence structure. Second, different sentences have different structure, which makes it difficult to calculate in batches. Recent studies on latent tree learning ( [21, 22, 13] ) have been devoted to remedying these shortcomings. It enables models to learn to parse with indirect supervision from the downstream tasks like sentence classification. Gumbel Tree-LSTM [13] is a representative of them. It uses the Straight-Through (ST) Gumbel-Softmax estimator [23] to select the most appropriate combination among adjacent tokens and construct the syntax tree in this way. The Gubel-Softmax makes discrete selection to be continuous, so that the error signal is able to back-propagate. Further, this operation can be fully parallelized. The authors also imply that the Gumbel Tree-LSTM could even improve the downstream task performance, when compared with explicit parse tree. This may attributes to the advantage of dynamic parsing, which will put emphasis on different aspects for different tasks. The core idea of latent tree learning is to discover rules from the sentence itself and adjust the parsing process by specific tasks.
3 Method The architecture of BERE model is show in the Figure 1 . We use word embedding to represent the semantic information and part-of-speech (POS) embedding to express the grammar information. Two representations are then combined and fed into the word attention layer and Bi-GRU layer. After that, we use the Gumbel Tree-GRU to compose adjacent tokens one by one, until all the tokens are combined into a single node. Ultimately, we use a triple (T, E 1 , E 2 ), which represents the embedding at tree root, entity 1 and entity 2, respectively, to make the sentence classification.
For datasets created by distant supervision, a selective attention across bag of sentences is adopted to predict the label from multiple instances. The details of each module will be discussed in the later.
Input Embedding
The input representation for each sentence with M tokens is composed of word embedding and POS embedding. For word embedding, we use the word vectors pretrained by Pyysalo et al. [24] from PubMed abstracts and PMC full-text articles 1 , which are then fine-tuned by our relation extraction task. In the most case, word embedding is designed to measure the semantic similarity between different words, ignoring the grammar information, which exactly plays an important role in the construction of syntax tree, so that we use POS embedding to measure this characteristic. Finally, we combined these two embeddings and stacked them together to get the sentence representation s ∈ R
where d a is the size of word embedding; d b is the size of POS embedding.
Word Attention
Before the input is fed into the next layer, a word attention operation is exerted to each sentence. That is designed to capture the global dependencies of words. The attention operation here is similar to the multi-head self-attention described in Vaswani's work [14] , but a parameterized short-cut connection [25] to the next layer, so the output of word attention x ∈ R M×d is given by,
where γ is a learned parameter to determine the direction and numerical ratio of attention results; o ∈ R M×d is the output of multi-head attention layer, as in:
where
size. We initialize γ = 0 and fix h = 10 in all our experiments.
From the experiments results, we find that γ will converge to a small negative value, which implies that the model prefer finding global differences to adding more global information.
Bi-GRU
The Bi-GRU, which is a variant of Bi-LSTM [17] , reduces the RAM usage while retrains the advantages of long term memory. The bi-directional information propagation enables it to understand sentences from both the past and the future. These characteristics make Bi-GRU have dominant position in sentence processing. Although position embedding combined with CNN has been used in some articles to replace LSTM [6, 14] , we find, in our model, Bi-GRU still works better. Denote the output of word attention for sentence x as:
We get the output of Bi-GRU as:
where the output for the t th word is concatenated from two direction as:
where h t is derived from:
where W S ∈ R u×d and U S ∈ R u×u are learned weight matrices and u is the hidden size; ⊙ is the element-wise product.
In our model, we choose h e1 ∈ R 2u and h e2 ∈ R 2u as part of the final embedding, where e 1 and e 2 is the index of head entity and tail entity. This makes our model different from other RNN-based or CNN-based models, which use attention or pooling mechanism to aggregate features [7] . The advantage of our method is, the referential ambiguity of the relation is eliminated. This ambiguity refers to the situation that the relation may exist outside the designated entities. Figure 2 : An example of one layer in Gumbel Tree-GRU. The orange arrows denote the selected combination and the others will be discarded. It is worth to note that, only adjacent tokens are combined, in order to satisfy the rules of the constituent structure.
Gumbel Tree-GRU
Gumbel Tree-GRU is a variant of Gumbel Tree-LSTM [13] , which is used to have an inherent syntactic cognition of the target sentence. It consists of two parts, a Tree-GRU to propagate information from children to parent and a selective attention to choose the best parent. To generate sentence constituent structures, it greedily selects the most suitable adjacent tokens and combines them level by level. An example of the construction process is depicted in Figure 2 . All the adjacent tokens are combined with Tree-GRU, and then the selective attention is used to score them.
Finally, the candidate with the highest score will be marked as a real combination. The other tokens remain still. This process will be repeated until only one token is left, which is the root node as well as the tree representation. The root embedding h root ∈ R 2u is concatenated with two entity embeddings as the sentence vector z = [h root ; h e1 ; h e2 ]. The details of Tree-GRU and selective attention will be described next.
Tree-GRU Tree-structured GRU, which is a variant of Tree-LSTM [11, 26] , is naturally applied to binarized constituent tree. Here, for each node in the tree, it receives inputs from its two children. Suppose h l t−1 and h r t−1 are left child and right child in layer t − 1 respectively, the update formulas for parent node h t is:
where W L ∈ R 2u×2u and U L ∈ R 2u×2u are projection matrices.
Selective Attention Selective attention is used to score combination candidates and selects the one with the highest score. We denote the hidden states H t ∈ R N ×2u for candidates in t th layer as:
Then, the score vector α t for candidates is calculated as follows:
where W G ∈ R 1×dV and V G ∈ R dV ×2u are projected matrices, and d V is a hyper-parameter. We set d V = 2u/10 as default. Here, GumbelSof tmax is the Straight-Through Gumbel Estimator proposed by Jiang et al. [23] , which emits the discrete ont-hot result in the forward propagation and approximates the categorical distribution via smooth GumbelSoftmax distribution in the backward propagation. Given unnormalized probabilities π i , . . . , π k , Gumbel-Softmax is defined by:
where g i is gumbel noise and τ is temperature parameter. Gumbel-Softmax distribution is identical to categorical distribution when τ = 0. In practice, we set τ as a learnable parameter with initial value 1.
Sentence Attention
Following Lin et al. [6] , to make our model compatible with distant supervision dataset, we adopt sentence-level attention to obtain a representation for each sentence bag. Given a bag Z = {z 1 , z 2 , . . . , z J } containing J instances, its representation B ∈ R 6u is the weighted sum of all instances. The weight β i for each instance is calculated as follows:
Here q denotes a learnable query vector. z i ∈ R 6u is the feature vector for sentence. For non-distant supervision dataset, each bag contains only one instance, so B = z 1 .
Classifier
Finally, we calculate the probability of entities relation r = {r 1 , r 2 , . . . , r c } for bag of sentences with a softmax classifier:p
where W 1 ∈ R dS×6u , W 2 ∈ R c×dS and relu is the rectified linear unit function. We set d S = 6u/10 in all the experiments.
The objective function is the cross-entropy loss:
where θ indicates all parameters used in model; c is the number of target classes; r is the one-hot represented ground truth.
Results
We evaluate our model on two datasets: the drug-drug interaction extraction dataset (DDIE) and a brand new, much larger drug-target interaction extraction (DTIE) dataset, which is created by distant supervision. In this chapter, we will describe the evaluation metric and experiment results on both datasets and then, make some discussion about our model.
Experiment on DDIE Dataset

Dataset
DDI'13 corpus [27] is a human-annotated drug-drug interaction dataset. It annotates each sentence with drug mention
and each drug pair with relation classification. It is a single-instance single-label dataset, so that no sentence attention is needed here. The DDIE dataset has been widely used as a benchmark for biomedical entity relation extraction since the SemEval 2013 competition [28, 29, 30, 31] . To achieve a better performance, this dataset is preprocessed by different ways in many works. We do not need data preprocessing, but for a fair comparison, we simply use the dataset 2 in previous work [10] , which is preprocessed by negative instance filtering to adjust the proportion of negative samples.
The details of DDIE dataset are shown in the 
Experiment Setup
Following the previous work, we use Micro F1-score to evaluate the performance on DDIE dataset, which is calculated by summing all the true positives (TP), false negatives (FN) and false positives (FP) for each positive sample.
In the experiment of our model, we use a 200D pre-trained word embedding and a 50D random initialized part-ofspeech (POS) embedding. Both of them are trained with the model. The POS tagging for each word is obtained by NLTK, except the target entities, with ent1 and ent2 instead. To make the computation in batches, all the sentences are padded or cropped to a fixed length. The maximum length is set as 60 in all the experiments. We find our model robust enough even when only part of the sentence is used.
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The hidden size u is set as 250, and the other hyper-parameters of our model are set as default, which is referred in Section 3. In the training process, we use Adam [32] optimizer with batch size = 128 and epochs = 50. To alleviate over-fitting problem, we also apply dropout [33] (p = 0.5) mechanism after the input embedding and before the classifier. We use a grid search on validation set to determine the learning rate of Adam among {0.0001, 0.0002, . . ., 0.001}.
In DDIE experiment, lr is set as 0.0007 for our model.
Baselines
We use almost the same baselines as Lim et al. [10] , including the RvNN model adopted in his work. The syntax convolutional neural network (SCNN) [28] uses a novel syntax word embedding based on shortest dependency path to employ the syntactic information. The CNN-bioWE [29] directly adopts a CNN with word embedding pre-trained by biomedical texts. The MCCNN [30] uses a multi-channel word embedding to represent different aspects of input words. The Joint AB-LSTM [31] combines two Bi-LSTM networks with different pooling strategies. The RvNN [10] applies a tree-LSTM to capture the information of sentence syntax, which is produced by an external parser.
Results
The experiment results are shown in the Table 2 , including a qualitative comparison against the baseline models and an ablation study. We observe an obvious improvement in the precision, recall and F-score measurement for our model, which performs 2.2% better than RvNN used by Lim et al. [10] on F-score. This indicates BERE model can still perform better when no external parsers are used. It is worth noting that our method is much faster than RvNN, due to the feasibility of batched computation.
In the ablation study, we remove each module in our model respectively, and watch how this affects performance.
We find that, without word attention, Bi-GRU or Gumbel Tree-GRU, the performance drops obviously, but is still comparable to the baseline methods. The last ablation experiment is done by removing the joint embedding from sentence vector, with single root embedding of constituent tree instead. In this situation, the model still outperforms all the baselines.
Experiment on DTIE Dataset
DTIE Dataset Construction
Although there exists some datasets for extracting biological entity relations from literature, such as DDI'13 [27] , CDR [34] and CPR [35] , they are all relatively small and artificially labeled. To best of our knowledge, there is no systematic relation extraction dataset that represents the links between drugs and drug targets. Therefore, we create a brand new drug-target interaction extraction (DTIE) dataset by distant supervision. It annotates all the sentences from PubMed abstracts with relations aligned by DrugBank [1] . To construct such dataset, we first segment abstracts into sentences, followed by a dictionary-based named entity recognition (NER) to mark drugs and targets. To distinguish ambiguous name, we make a forbidden list to filter common words. After NER, all entity relations in sentences are labeled according to the DrugBank. The same drugtarget relations are grouped into one bag. We also set an upper bound for bag size to avoid memory explosion.
The details of this DTIE dataset are shown in the given a joint name, other. We split the dataset into training set, validation set and test set, which account for 98%, 1%
and 1% respectively. The positive-negative sample ratio is close to 1 : 56.
We believe this dataset is huge enough to let the deep learning model show its ability and get rid of the over-fitting problem caused by lacking data. In the biological sense, it is still meaningful. Drug-target interactions could be extracted automatically from the vast literature by a well-trained model on this dataset, which will in turn help the construction of knowledge base like DrugBank.
Experiment Setup
In the experiment on new DTIE dataset, we use a more general evaluation criterion in neural relation extraction (NRE) tasks. Following the previous work, we evaluate our model with precision-recall curve.
All the hyper-parameters except the learning rate are set as the same in previous experiment, referring to Section 4.1. For a fair comparison, the learning rates for our model and baseline methods are all searched among {0.0001, 0.0002, . . ., 0.001} on validation set. In DTIE experiment, lr is set as 0.0001 for our model. Table 3 : The statistics of DTIE dataset. NA indicates no interaction for the mentioned drug and target is implied. Substrate indicates the drug is a molecule upon which the target acts. Inhibitor indicates the drug binds to the target and decreases its activity. Agonist indicates the drug binds to the target and activates it to produce a biological response. Unknown indicates the sentence states an interaction, but the action mechanism is unknown. Other is a joint name for that relations with fewer occurrences.
Baselines
To evaluate BERE, we compare it against the following baselines: PCNN+AVE, PCNN+ATT [6] , BiGRU+ATT and
BiGRU+2ATT. PCNN [8] is proposed by Zeng et al. and we average its features over bag sentences. BiGRU+2ATT is a modified version of Zhou's work [7] , which uses LSTM instead of GRU.
• PCNN+AVE: A CNN based model which uses piecewise max-pooling to capture the sentence features from segments separated by head and tail entities.
• PCNN+ATT: A CNN based model with piecewise max-pooling as well as a sentence-level attention to aggregate the features over bag sentences.
• BiGRU+ATT: A bidirectional GRU based model with only sentence-level attention.
• BiGRU+2ATT: An improved version of BiGRU+ATT with another word-level attention to aggregate the word embeddings.
Results
The precision-recall curve on DTIE dataset is shown in the Figure 3 . We find our BERE model outperforms all the other baselines with an obvious edge, which performs 6.7% better in the area under precision-recall (AUPR) curve. In addition, this experiment also reflects the effect of word-level attention and sentence-level attention in turn. Figure 4 and Figure 5 give the examples of tree structures built by BERE model for different sentences. In the first example, the drug Irinotecan and target UGT1A1 are combined with toxicity and activity respectively, forming two pairs of noun phrases. In the second example, adjectives new and long-acting are used to modify angiotensin-converting enzyme inhibitor, forming the objective of the sentence. Both of them conform to the intuitive understanding. In this work, we propose BERE, a novel biomedical entity relation extraction model, which exploit the sentence information from both semantic and syntactic aspects. It uses latent tree learning method to make the parsing process independent of the external parser. It also employs a word-level attention to capture non-local features for each word, and a sentence-level attention to reduce the impact of trivial sentences.
Visualization of Parse Tree
Through extensive experiments on different datasets, we demonstrate that BERE outperforms all the other state-of-theart baselines, performing 2.2% better on DDIE task and 6.7% better on DTIE task.
Our experiments also prove the effectiveness of latent tree learning method. This ability of analyzing syntactic structures is potentially developed by indirect supervised learning, which finds the general rules of sentence composition and help to understand sentences in turn. Different from external parser, this neural parser is dynamic to tasks, which means for different tasks, it could fine-tunes the parse tree. However, as described in Williams's work [36] , this parsing strategies are not consistent across random restarts, so that how to set a initial state to make the parsing stable should be studied in the future.
For the next step, we intend to build an online service system with the support of our BERE model, which will use the well-trained model to extract drug-target interactions over larger-scale or real-time biomedical literature.
