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ABSTRACT
Traditional rigid-bodied robots are designed for speed, precision, and repeatability. These traits
make them well suited for highly structured industrial environments, but poorly suited for the
unstructured environments in which humans typically operate.
Soft robots are well suited for unstructured human environments because they can safely
interact with delicate objects, absorb impacts without damage, and passively adapt their shape to
their surroundings. This makes them ideal for applications that require safe robot-human interac-
tion, but also presents modeling and control challenges. Unlike rigid-bodied robots, soft robots
exhibit continuous deformation and coupling between structure and actuation and these behav-
iors are not readily captured by traditional robot modeling and control techniques except under
restrictive simplifying assumptions.
The contribution of this work is a modeling and control framework tailored specifically to
soft robots. It consists of two distinct modeling approaches. The first is a physics-based static
modeling approach for systems of fluid-driven actuators. This approach leverages geometric re-
lationships and conservation of energy to derive models that are simple and accurate enough to
inform the design of soft robots, but not accurate enough to inform their control. The second is a
data-driven dynamical modeling approach for arbitrary (soft) robotic systems. This approach lever-
ages Koopman operator theory to construct models that are accurate and computationally efficient
enough to be integrated into closed-loop optimal control schemes.
The proposed framework is applied to several real-world soft robotic systems, enabling
the successful completion of control tasks such as trajectory following and manipulating objects
of unknown mass. Since the framework is not robot specific, it has the potential to become the
xvi
dominant paradigm for the modeling and control of soft robots and lead to their more widespread
adoption.
xvii
CHAPTER 1
Introduction
1.1 Motivation
Human technology is primarily composed of stiff and rigid materials. From skyscrapers to pa-
perclips and everything in between, rigid structures are ubiquitous in engineered systems. This
preference for rigidity manifests in our robots too. The vast majority of robots in use today are
composed of rigid links actuated by strong heavy motors. They are fast and precise, but also mas-
sive and dangerous. Therefore, they are almost exclusively utilized in industrial settings where
they can be physically separated from humans by cages and other barriers. Over the last sev-
eral decades, these types of robots have facilitated increases in productivity and efficiency in the
manufacturing sector [2], but have been of little use outside of factories.
Robots could facilitate similar improvements to our day-to-day lives, but this will require them
to perform tasks within the unstructured environments inhabited by humans. In such settings, speed
and precision are less important than safety and reliability, making the predominant morphology
of current industrial robots poorly suited to address this challenge. For robots to operate safely and
effectively alongside humans, a new paradigm in their design and control is needed.
We need not look far for inspiration. We are surrounded by systems in nature that safely and ef-
fectively operate within unstructured environments. These natural systems, designed by thousands
of years of trial-and-error, utilize primarily soft materials to achieve performance capabilities that
exceed the current state of the art in robotics. While human engineers prefer materials that are stiff
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and rigid, nature most often opts for softness and flexibility.
Softness has some clear and well understood benefits. The most immediate benefit is the way
in which softness mitigates contact with the environment. In collision, soft materials dissipate
energy through deformation, making physical interactions with soft structures inherently safer than
with rigid ones. Softness also facilitates more robust grasping and navigation by enabling passive
conformity to the shapes of external objects and environments.
Despite the acknowledged benefits of softness, our affinity for rigid structures runs deep. For
example, Robots like Boston Dynamics’ Spot [3], the Fetch Mobile Manipulator [4], and others
that are intended for human collaboration are all constructed from rigid materials. These robots
may be smaller and lighter than their industrial forebearers, but they are similarly capable of induc-
ing injury [5]. If softness promotes safer interactions between robots and humans, why aren’t any
of these popular commercial robots made of soft materials? The answer may lie in the way we are
conditioned to think. Our predilection for rigidity is not merely reflected in the robots we design, it
is also reflected in the way we model the physical world. For example, elementary physics classes
assume that masses act as if concentrated at points and that solid bodies are perfectly rigid. Such
abstractions are undoubtedly convenient, but untrue. While this way of thinking about the world is
sufficient for designing and analyzing rigid things, it is hopelessly inadequate for describing things
that are the soft and flexible. Years of conditioning makes our imaginations, and consequently our
robots, inflexible.
The field of soft robotics has emerged to challenge the dominant paradigm. This field, which
seeks to utilize and exploit soft materials to create ever more capable robots, has grown consider-
ably over the last several years. Inspired by the way animals use soft materials to move in complex,
unpredictable environments, soft robots could revolutionize emerging robotic application domains
such as medicine, disaster response, and in-home human assistance [6].
Soft robots have the potential to exceed the capabilities of traditional rigid-bodied robots by
exploiting the inherent benefits of softness. Softness allows them to adapt their overall shape to
navigate unstructured environments, to safely interact with humans, to grasp delicate objects, and
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to absorb impacts without damage [7]. Already, thousands of novel soft robotic devices such as
grippers [8], crawlers [9], and swimmers [10] have been developed that exploit the flexibility of
their bodies to achieve coarse behaviors such as grasping and locomotion. Despite their promise,
however, soft robots have yet to be widely adopted. Unfortunately, softness introduces modeling
and control challenges that have so far rendered soft robots incapable of achieving the precision
needed for more useful tasks such as object manipulation.
Soft robots are fundamentally different from rigid-bodied robots in ways that demand a new
set of modeling and control approaches tailored specifically to them. Soft robots do not exhibit
localized deformation at discrete joints, but instead deform continuously along their bodies and
have infinite degrees-of-freedom. In the absence of joints, there is no obvious choice of state
variables to describe the geometry of a soft robot. As a result, it is unclear how best to describe the
configuration of a soft robot with a finite set of parameters. Things are further complicated by the
nonlinear properties of soft materials such as compliance, damping, and hysteresis which change
a system’s behavior over time. Because of these unique challenges, soft robots have yet to replace
rigid-bodied robots in applications such as feeding [11], packing boxes in a warehouse [12], and
other human assistive tasks where their inherent safety would be of value.
The central aim of this dissertation is to increase the capabilities of soft robots by developing
a universal modeling and control framework for them. Models offer valuable insight into the be-
havior of robotic systems, allowing engineers to evaluate the efficacy of proposed designs before
physically constructing them, or synthesize controllers that achieve desired performance specifi-
cations. For design, models are desired that can roughly predict system behavior based on a set
of design parameters before the system is constructed. For control, models are desired that can
accurately and efficiently predict system behavior based on a set of control inputs, and are com-
patible with existing model-based control techniques. It is difficult to construct models that satisfy
both of these requirements simultaneously, therefore it is often useful to construct different models
for the design and control of the same system. This dissertation presents methods for constructing
both types of models for soft robots as well as methods for synthesizing accurate model-based
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controllers from them.
1.2 State of the Art
A canonical approach to modeling soft robotic systems does not yet exist. Therefore, many dif-
ferent approaches have been utilized to model soft robots, depending on the intended application.
These models can broadly be separated into two categories: physics-based models and data-driven
models.
Physics-based models are constructed from observations of component material properties and
first-principles, enabling them to make predictions about a system’s behavior before the system is
physically constructed. Thus, they are often used to inform the design of soft robots intended for
particular tasks. For example, [13] and [14] present models for a class of soft actuators known
as fiber-reinforced elastomeric enclosures (FREEs) which describe their kinematics and range of
motion (respectively) in terms of design parameters such as length, diameter, and fiber angle. In
[15] and [16], kinematic models for continuum manipulators are presented which describe their
continuous geometry in terms of just a small set of design parameters. These models have proven
useful for optimal model-based design of soft robotic manipulators [17]. However, due to the dif-
ficulty of representing infinite degrees of freedom and the nonlinear properties of soft materials,
these physics-based models still fall short of completely capturing the complex behavior of soft
robots. They are fundamentally limited in accuracy by the simplifying assumptions upon which
they are based. For example, the popular piecewise constant curvature model [18] provides a
low-dimensional description of the shape of continuum robots, but only under the assumption that
bending occurs in sections of constant curvature. Other reduced-order models such as pseudo-
rigid-body mechanics [19, 20], quasi-static [21, 22, 23], or simplified geometry [24, 25, 26] have
been validated on real soft robotic systems, but they are only able to describe behavior in the subset
of conditions over which their simplifying assumptions hold. Hence their accuracy is sufficient for
informing design but still falls short of what is required to perform model-based control satisfac-
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torily.
Data-driven models can more accurately capture the complex behavior of soft robots by utiliz-
ing observations of real systems. A primary benefit of data-driven modeling techniques is that a
description of an input-output relationship suitable for model-based control can be obtained from
system observations without explicitly defining a system state. This is especially useful for ob-
taining reduced-order models of soft robots that have essentially infinite-dimensional kinematics,
without making simplifying physical assumptions. A potential downside of data-driven model-
ing is that it requires system behavior to be observed under a wide range of operating conditions,
including those that may be dangerous to a robot or its surroundings. Fortunately, compared to
conventional rigid-bodied robots, soft robots pose much less of a physical threat to themselves and
their surroundings. It is hence possible to automatically and safely collect data under a wide range
of operating conditions, making soft robots well suited for data-driven modeling approaches.
Within the class of data-driven methods, deep learning of neural networks has been the primary
choice for describing the input-output behavior of soft manipulators. For instance, [27] used deep
reinforcement learning to achieve open-loop position control of a soft manipulator comprised of
fiber-reinforced actuators; [28] utilized a linearization of a neural network model and model predic-
tive control to control the position of a bellows-actuated manipulator; and [29] used a combination
of a recurrent neural network and supervised reinforcement learning to achieve closed-loop control
of a pneumatically-driven soft manipulator. This controller was shown to compensate for distur-
bances such as end effector loading. While these results are promising, there are fundamental
downsides to using neural network models for control. Namely, building a neural network model
requires solving a nonlinear optimization problem for which global convergence may not be guar-
anteed [30], and its accuracy depends on the number of hidden layers, number of nodes per layer,
activation function, and termination condition used during training, which must be tuned through
trial and error until acceptable results are achieved. Furthermore, utilizing a neural network model
at run-time is non-trivial since the control input usually appears nonlinearly within the computed
model.
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An alternative data-driven system identification method, which will be explored in detail in
this dissertation, is based on Koopman operator theory. The Koopman operator provides a way
to describe the evolution of the states of a (potentially) nonlinear dynamical system as a linear
operation. This linearity is achieved by embedding the system’s dynamics in a higher dimensional
space of scalar valued functions. Because the Koopman operator is linear, it can be approximated
via linear regression. Thus Koopman-based system identification avoids some of the undesirable
features of nonlinear optimization such as the manual initialization and and tuning of training
parameters.
The ability to approximate nonlinear dynamical systems globally as linear systems is valuable
from a controls perspective, because it allows them to be controlled using linear control tech-
niques. A growing body of literature is exploring ways of exploiting Koopman representations
for control [31, 32, 33]. In [34], a low-dimensional analytical nonlinear system is converted to
a linear system via the Koopman operator, then a linear quadratic regulator (LQR) formulation
is used to construct a feedback control law. The Koopman-based linear control law is shown to
be superior to those based on local linearizations of the system. In [35], a data-driven approach
to identifying an approximation of the Koopman operator is presented called Extended Dynamic
Mode Decomposition (EDMD). In [36], Koopman models identified via EDMD are combined
with model predictive control (MPC) to achieve receding horizon control of nonlinear systems. So
far, these methods have been extensively validated on simulations of dynamical systems, but rarely
applied to real physical robotic systems. Notable exceptions are [37] which used a Koopman-based
learning approach to control a Sphero SPRK robot and a Rethink Sawyer robot, and [38] which
utilized a Koopman-based LQR controller to control a swimming fish robot. This dissertation
presents the first successful adaptation and application of this theory to soft robots.
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1.3 Contributions
This dissertation focuses on modeling approaches for soft robots that can inform their design or
enable accurate real-time control. Each of the presented modeling approaches is validated on a real
soft robotic system to demonstrate its real-world utility. This dissertation has four contributions.
The first two are distinct modeling approaches, the third is a model-based control approach, and
the final contribution is an extension of the previously presented modeling and control approaches
to account for loading.
The first contribution is a physics-based static modeling framework for arbitrary combinations
of fluid-driven actuators. Fluid-driven actuation is widely used in soft robotics, so the approach is
broadly, even if not universally, applicable. This approach is applied to fiber-reinforced fluidic ac-
tuators to illustrate its ability to predict static behavior and inform the choice of design parameters.
Much of this work originally appeared in [24] and [39].
The second contribution is a data-driven dynamic modeling framework based on Koopman
operator theory. This approach provides a way to construct global linear, bilinear, and nonlinear
realizations of the characteristically nonlinear dynamics of soft robots using standard least-squares
linear regression. The approach is validated on a simulated planar 3-link arm and a real pneumatic
soft robot arm. Much of this work originally appeared in [40].
The third contribution is a Koopman-based model predictive control framework that is capa-
ble of achieving accurate control of soft robots. This framework yields model predictive control
optimization problems that are convex, making them computationally efficient enough to perform
closed-loop control. This is exemplified by a demonstration of fully autonomous real-time control
of a simulated planar 3-link arm and a real pneumatically actuated soft manipulator. Much of this
work originally appeared in [41].
The fourth contribution is an extension of the Koopman-based modeling and control framework
to explicitly account for external loading conditions. The framework consists of a modified system
identification approach to incorporate loading conditions into a Koopman model, and a control
algorithm that estimates loading conditions online. This improved framework is used to achieve
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load invariant control of a simulated planar 3-link arm and the first successful demonstration of a
fully autonomous pick-and-place task by a real soft manipulator arm.
Each chapter corresponds to one of the contributions outlined above and has a similar structure:
A brief introduction, followed by a theoretical exposition, then one or more sections describing the
theory applied to an actual system. An effort has been made to keep mathematical notation con-
sistent across chapters, but some symbols may have been assigned more than one meaning. In
such cases, the intended meaning should be apparent from context. Although each chapter has
been adapted from a previously published manuscript, each chapter also contains new theory, ex-
periments, and results. Additionally, much of the previously published content has been expanded
upon and reorganized in an attempt to make for a more complete and coherent whole.
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CHAPTER 2
Physics-based Modeling
Physics-based models are constructed from first-principles and are useful for the insights they pro-
vide about a proposed robotic system without requiring it to be physically constructed first. Even
though most of the tasks robots are designed to perform involve dynamic movements, physics-
based static models are particularly valuable due to their interpretability and computational tractabil-
ity. Physics-based static models can be used to describe the relationship between actuator forces
and end effector forces, determine actuator requirements, and estimate a robot’s workspace under
loading. The broad insights provided by such models enable roboticists to evaluate competing
robot designs, which saves time and resources in the development of novel robots.
The theory of statics for rigid-bodied robots is well developed [42]. Joint torques are propor-
tionally related to end effector forces by a Jacobian matrix whose derivation is based on the law of
conservation of energy and the duality of force and velocity. However, these well-established re-
sults are not compatible with soft robotic systems since they are premised upon the assumption of
rigid-bodies and localized deformation at joints. The goal of this chapter is to present an analogous
Jacobian-based theory of statics for systems that exhibit continuous and distributed deformation,
like soft robots. The key contribution of the proposed framework is an extension of the concept of
the Jacobian to fluid-driven systems.
Although not all soft robots are fluid-driven, most are actuated by fluid-driven soft actuators
that can produce forces without imposing a rigid structure [43, 44, 10, 9]. In these actuators, a
pressurized fluid such as water or air creates a targeted deformation of a soft structure that encloses
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a fluid-filled cavity. To achieve a desired type and direction of deformation, and not merely a
homogeneous expansion, the stiffness of the soft structure is patterned in a specific way by adding
reinforcing elements such as fibers, beams, or plates [45, 46, 7]. Prevalent examples of this type of
actuator are bellows [47] McKibben actuators [48], and pneu-nets [49].
Due to their deformable structure, fluid-driven soft actuators differ in a fundamental way from
traditional actuators. An electric motor, for example, essentially combines a kinematic constraint
(the rotation axis of the motor, which is physically defined by a pair of bearings) with a force
generating element (the electromagnetic forces, which create the motor torque). Since the motion
of such an actuator is inherently limited to one dimension, multiple actuator stages are typically
combined in series to achieve multiple degree of freedom (DOF) motions (Fig. 2.1a). This is the
prevalent design, for example, in industrial robotic arms. In contrast, in a soft actuator, the force
generating element is not supported by any physical kinematic constraints. The actuator produces
a spatial force without constraining the motion to happen exclusively in the direction of this force.
Because of this, soft actuators are particularly well suited to be combined in parallel, where the
forces of the individual actuators are superimposed to generate a multi-dimensional spatial force
(Fig. 2.1b). Such parallel combinations enable particularly compact designs of multi-DOF motion
stages, which are prevalent in soft robotic manipulators [43, 46, 50].
This chapter introduces a generalized static model of parallel combinations of fluid-driven
actuators. It is an adaptation of work originally presented in [24] and [39]. Section 2.1 presents the
derivation of a static model for a single actuator and validation experiments on a real soft actuator.
Section 2.3 extends this approach to arbitrary parallel combinations of fluid driven actuators and
investigates how such combinations can be configured to enable effective control of multi-DOF
forces.
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(a) (b)
Figure 2.1: (a) A linear actuator and motor combined in series has the ability to generate 2-
dimensional forces at the end effector (shown in red), but is constrained to motions only in the
directions of these forces. (b) Three soft actuators combined in parallel can generate the same
2-dimensional forces at the end effector (shown in red), without imposing kinematic constraints
that prohibit motion in other directions (shown in blue).
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2.1 Force Generation by a Single Fluid-driven Actuator
The static modeling approach for fluid-driven robots is based on the notion of a fluid Jacobian,
which maps the geometrical deformation of a soft actuator, or of a system of actuators, to a change
in their volume. Under certain assumptions, the transpose of this Jacobian linearly maps the in-
ternal fluid pressure to the spatial forces that the actuator generates. One can think of this fluid
Jacobian as the soft and multi-dimensional equivalent of the cross sectional area of a traditional
pneumatic or hydraulic cylinder, since this cross section similarly relates cylinder pressure to force,
and piston movement to fluid displacement.
Fluid-driven actuators contain a fluid-filled cavity and operate on the principle of converting
fluid energy into mechanical work. This transmission of energy is mediated by the geometric
structure of the actuator. The fluid Jacobian captures the way in which an actuator’s structure
constrains the volume v of the fluid cavity so that specific motions can be induced by changing the
volume.
We denote by q a generalized vector of spatial deformations that fully describe the geometry
of an actuator. Then, the volume of its fluid-filled cavity can be represented as a function of q, i.e.
v = v (q). The derivative of this volume yields an expression v˙ for the volumetric fluid flow into
the actuator:
v˙(q, q˙) =
∂v
∂t
=
∂v
∂q
∂q
∂t
= Jq(q)q˙, (2.1)
where the fluid Jacobian is defined as Jq = ∂v∂q with respect to the deformation q.
Let τq denote the vector of generalized forces exerted by the actuator. It is important to note that
τq and q˙ live in dual spaces. That is, forces in τq correspond to linear motion in q˙, and moments
in τq correspond to angular motion in q˙. In the most general case, these are 6-dimensional vectors
with three translations and three rotations. In such a case, Jq is a 1× 6 matrix.
Assuming that the actuator does not store energy, energy conservation dictates that the me-
chanical power Pmech generated by the actuator must equal the fluid power Pfluid that goes into the
12
actuator:
Pmech = Pfluid =⇒ q˙ Tτq = v˙p, (2.2)
where p > 0 is the gauge pressure of the fluid inside the actuator. Substituting (2.1) into (2.2),
yields an expression for the generalized actuator force that is linear with respect to the fluid pres-
sure:
τq(q, p) = J
>
q (q)p (2.3)
The fluid Jacobian thus describes the directions in which a fluid-driven actuator can produce forces
and moments. Since the input pressure p needs to be strictly positive to avoid collapsing of the
fluid cavity, forces can only be produced in the positive direction defined by Jq.
2.2 Application: Fiber-Reinforced Elastomeric Enclosure
A particularly versatile type of fluid-driven soft actuator is the fiber-reinforced elastomeric enclo-
sure (FREE) [13, 51, 52], also known as the fiber-reinforced soft actuator (FRSA) [45, 53, 54].
A FREE consists of a fluid-filled elastomeric tube wound with reinforcing fibers that pattern its
stiffness to yield a desired mode and direction of deformation upon pressurization. By changing
the angles and arrangement of these fibers, a FREE can be customized to yield a large variety
of desired deformations and forces [13]. This customizability combined with their flexibility and
tube-like shape makes these actuators well suited for applications such as a pipe inspection [53],
catheter devices [55], or continuum manipulators [43].
One of the benefits of using FREEs as actuators is their mechanical programmability. By
changing the fiber angle, Γ, of a single set of evenly distributed parallel fibers (Fig. 2.2), a FREE
can be configured to produce a variety of combinations of forces along its main axis as well as
twisting moments about this axis. The principle behind this adaptability can best be understood
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Figure 2.2: A fiber-reinforced elastomerc enclosure (FREE) is a soft fluid-driven actuator com-
posed of an elastomer tube with fibers wound around it to impose deformations such as extension
and twisting under an increase in volume.
by considering a fiber being pulled in a plane (Fig. 2.3a). For a given fiber tension, T , the ratio
between the x and y components of T is determined by the angle Γ (Fig. 2.3b). In the case of a
FREE, this plane is wrapped into a cylinder (Fig. 2.3c). Now the x-component of the force pulls
along the direction of the central axis of the cylinder, while the y-component exerts the twisting
moment. Additional effects, such as the changing radius of the FREE and the fluid pressure acting
on its end-caps introduces deformation dependence [24], but the ratio between the axial force and
twisting moment at the initial undeformed state is fully determined by the fiber angle Γ (Fig. 2.3d).
A number of researchers have developed ways of modeling fiber-reinforced actuators. Kr-
ishnan et. al. characterized the range of achievable motions based on fiber angles [51], explor-
ing beyond the scope of previous literature which had focused on McKibben actuators only [48].
Bishop-Moser et. al. formalized a geometry-based kinematic model of FREEs [13], which was
subsequently codified and expanded upon by others [14, 56]. Connolly et. al. took another ap-
proach, using finite element methods to predict the motions of fiber-reinforced actuators [53].
Bishop-Moser [52], Bruder [24], and Sedal [25], introduced force prediction models based upon
the principle of virtual work, force balance, and continuum mechanics, respectively. Furthermore,
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Figure 2.3: By changing the fiber angle of a FREE, it can be configured to produce a large range
of force/moment combinations. To understand this, we consider how (a) the angle at which a fiber
is pulled in a plane affects (b) the ratio between the x and y components of the pulling force.
Similarly, by (c) wrapping the plane into a cylinder and accounting for an internal pressure force
pushing out on the end-cap, the (d) ratio between axial force and twisting moment can be arbitrarily
set by changing the fiber angle.
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several papers have been written describing kinematic models of parallel combinations of fiber-
reinforced actuators [26, 57, 58]. The distinguishing trait of the fluid Jacioan approach is that it
can be applied to any fluid-driven actuators whereas these previous models apply specifically to
FREEs.
To apply the fluid Jacobian approach to a FREE, we make a number of simplifying assump-
tions. They are consistent with those made in prior work on the modeling and control of individual
FREEs [13, 24]. In particular, we assume that the fibers are inextensible and that they are uniformly
distributed around an elastomeric cavity with negligible wall thickness. Under these assumptions,
a FREE can be modeled as a composition of an energy transforming element (the fibers) and an en-
ergy storing element (the compliance of the elastomer body). The generalized forces generated by
each of these separate elements can be superimposed to characterize the net force τFREE produced
by the FREE:
τFREE = τq + τelast (2.4)
where τq and τelast are the generalized forces and torques attributed to the fiber and elastomer,
respectively. The fluid Jacobian approach exclusively describes the active general forces τq that
are generated by the fibers and that can be controlled by varying the pressure of the fluid. A
supplementary elastomer model is needed to describe the elastomer force contribution.
2.2.1 Derivation of the Fluid Jacobian
The formulation of the fluid Jacobian for a FREE stems from the idea that the reinforcing fibers
create a kinematic constraint on the internal volume v of the fluid cavity. Without the reinforc-
ing fibers, this cavity could expand freely, since it is made from soft material. With the fibers,
however, the volume is limited. This limitation on volume depends on the mechanical parameters
of the FREE (e.g., the relaxed fiber angle or fiber length) and on the current state of geometric
deformation of the FREE, represented by the generalized vecotr of spatial deformations q.
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(a)
(b)
Figure 2.4: Geometric parameters of an ideal cylindrical FREE in (a) the relaxed configuration
where q = 0 (top), and (b) a deformed configuration where q = [∆l , ∆φ]T (bottom).
To make the computation of the fluid Jacobian more tractable, we rely on another common
assumption for FREES: that they maintain the geometry of an ideal cylinder [13]. This neglects
the tapering of a FREE towards the end-caps and any potential bending along its main axis. An
ideal cylindrical FREE in its relaxed configuration (i.e. when gauge fluid pressure is zero and no
external loads are applied) can be described by a set of three parameters, L, R, and Γ, where L
represents the relaxed length of the FREE, R represents the radius, and Γ the fiber angle (Fig. 2.4).
For notational convenience, we define two other constants from these parameters:
B =
∣∣∣∣ Lcos Γ
∣∣∣∣ (2.5)
N = − L
2piR
tan Γ (2.6)
where B is the length of one of the FREE fibers, and N is the total number of revolutions the fiber
makes around the FREE in the relaxed configuration.
The assumption that a FREE is cylindrical with inextensible fiber-reinforcements implies that
changes in its radius, length, and twist are coupled via the right triangle relationship shown in Fig.
2.5. Therefore, its geometrical deformation can be fully defined in terms of just two parameters,
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(a) (b) (c)
Figure 2.5: (a) A FREE contains many parallel fibers, all part of the same fiber family. (b) One
isolated fiber forms a helical constraint. (c) The FREE radius r, twist ∆φ, and length change ∆l
are geometrically related via the right triangle formed by unwinding a fiber and laying it flat.
a change in its length ∆l and a twist about its main axis ∆φ. These two values constitute the
vector of generalized deformations q = [∆l,∆φ]T . Consequently, the generalized torque vector
τ = [F,M ]T describes a force along the main axis, F , and a torsional moment about that axis, M .
Using this notation, the length l, radius r, and volume v of a deformed FREE are given by the
following expressions:
l = L+ ∆l, (2.7)
r =
B
|2piN + ∆φ|
√
1−
(
L+ ∆l
B
)2
, (2.8)
v(q) = pir2l =
pi(L+ ∆l)(B2 − (L+ ∆l)2)
(2piN + ∆φ)2
. (2.9)
The fluid Jacobian, which is the partial derivative of volume v with respect to deformation q, then
evaluates to:
Jq(q) =
∂v
∂q
=
[
pi(B2−3(L+∆l)2)
(2piN+∆φ)2
2pi(L+∆l)((L+∆l)2−B2)
(2piN+∆φ)3
]
. (2.10)
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2.2.2 Experimental Validation
The fluid Jacobian modeling approach was applied to two FREEs with fiber angle Γ = 40◦, radius
R = 5 mm, and lengths L = 80 mm and 144 mm. The Jacobian for each FREE was calculated
according to (2.10).
Data was collected so that model predictions could be compared to actual behavior. For each
FREE, one end was fixed while the other end was free to translate and rotate. The unconstrained
end of the FREE was connected to a rotary and linear encoder to measure displacement, as shown
in Fig. 2.6. A fixed torsional load was applied to the unconstrained end, then the gauge pressure
inside the FREE was slowly swept from 0 to 100 kPa while the displacement was recorded at
various points.
As stated in the previous section, we characterize the net force generated by a FREE to be the
sum of an energy transforming element and an energy storing element (2.4). The fluid Jacobian
provides a method for computing the force contribution of the energy transforming element τq, but
a model for the elastomeric force contribution τelast is still needed. For this example, we assume
that the elastomer tube acts as a coupled axial and rotational linear spring pair. This means that the
elestomer force can be expressed as a function of displacement in the following form:
τelast(q) = Kelastq =
K11 K12
K12 K22

∆l
∆φ
 (2.11)
where Kelast is a symmetric linear stiffness matrix. The components K11, K12, K22 for a partic-
ular FREE are identified via linear regression on actual system measurements according to the
following procedure:
1. Measure qi = [∆li,∆φi]> of the FREE over a set ofK input pressures {pi ∈ [0, 300]kPa}Ki=1
using the apparatus shown in Fig. 2.6.
2. Compute the active force τq,i = J>q (qi)pi for each i = 1, ..., K.
3. Set τelast,i = −τq,i, since measurements were taken at static equilibrium and no external load
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Figure 2.6: With one end of a pressurized FREE fixed in place (not shown), this sensor test setup
uses linear and rotary encoders to measure the axial and rotational displacements of the other end.
was applied.
4. Define the following regression matrices:
T =

τelast,1
...
τelast,K
 , Q =

∆l1 ∆φ1 0
0 ∆l1 ∆φ1
...
...
...
∆lK ∆φK 0
0 ∆lK ∆φK

, Kvec =

K11
K12
K22
 (2.12)
5. Estimate the stiffness components Kvec as
Kvec = Q
†T (2.13)
where † denotes the Moore-Penrose psuedoinverse.
We used this procedure to characterize the elastomer stiffness of our two FREEs. To evaluate
the quality of the resulting model, we compare its predictions with empirical data of the measured
rotation of one end of the FREE with respect to the other. All measurements were taken using the
testing setup shown in Figure 2.6.
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Figure 2.7 superimposes the predicted values generated by the model with those measured
empirically with several torsional loads applied across various input pressures. Only model pre-
dictions for rotation are evaluated, because the FREEs demonstrated negligible changes in length.
The error for each loading condition is quantified in Table 2.1.
The average model prediction error is less than 20◦ for all but one of the loading conditions.
This level of accuracy would not be sufficient for high-precision tasks, but has been shown to
enable coarser tasks such as opening a combination lock [24]. It should be noted that more accurate
predictions could be acheived using the fluid Jacobian approach if it is supplemented with a more
sophisticated elastomer model such as a continuum model [25, 59] or computed finite element
model [53, 60].
L = 80 mm, R = 5 mm, Γ = 40◦ L = 144 mm, R = 5 mm, Γ = 40◦
Figure 2.7: Predicted (-) and measured (*) rotation versus pressure for various torsional loads
applied to a single FREE. Results for the 80 mm and 144 mm long FREEs are shown on the left
and right, respectively.
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Table 2.1: Model Prediction Error for Single FREEs
Load (Nm) Rotation Error (◦)
Average Std. Dev.
L
=
80
m
m
0×10−3 13.5 8.2
10×10−3 18.9 10.8
19×10−3 19.4 11.3
40×10−3 10.6 7.3
L
=
14
4
m
m
0×10−3 18.3 16.3
10×10−3 24.2 20.9
19×10−3 11.4 8.4
30×10−3 13.1 13.4
2.3 Force Generation by Parallel Combinations of Fluid-driven
Actuators
We can extend the concept of a fluid Jacobian to systems with multiple actuators that are mounted
in parallel. Actuators that are mounted in parallel each have one end attached to a common ground
and the other rigidly attached to an end effector. The position and orientation of this end ef-
fector is given by a deformation vector x, and we assume that an inverse kinematics function
allows the computation of the state qi (x) for each individual actuator. To express forces and mo-
ments in a common reference frame, we define a body-fixed reference point and coordinate system
that are attached to the end effector (Fig. 2.8). Expressed in these coordinates, a position vec-
tor di =
[
dxˆei d
yˆe
i d
zˆe
i
]>
defines the point where the ith actuator is attached, and a unit vector
aˆi =
[
axˆei a
yˆe
i a
zˆe
i
]>
, expresses the direction of the associated actuator axis.
Let τx,i be the vector of generalized forces exerted by the ith actuator and expressed in end
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effector coordinates:
τx,i =
[
F xˆei F
yˆe
i F
zˆe
i M
xˆe
i M
yˆe
i M
zˆe
i
]>
, (2.14)
where F xˆei is the component of force along the x-axis of the end effector frame and M
xˆe
i is the
moment about the x-axis of that frame. The components of this vector can be computed from the
axial force Fi and twisting torque Mi of the ith actuator as:
[
F xˆei F
yˆe
i F
zˆe
i
]>
= aˆiFi, (2.15)
and
[
M xˆei M
yˆe
i M
zˆe
i
]>
= bdi×caˆiFi + aˆiMi, (2.16)
where bdi×c is the matrix notation for the cross-product with di defined as follows:
bdi×c =

0 −dzˆei dyˆei
dzˆei 0 −dxˆei
−dyˆei dxˆei 0
 . (2.17)
Combining (2.15) and (2.16) into a single transformation yields:
τx,i = Diτq,i, (2.18)
where Di is the 6× 2 matrix defined as follows:
D¯i =

[
aˆi 03×1
]
[
bdi×caˆi 03×1
]
+
[
03×1 aˆi
]
 . (2.19)
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(a) (b)
Figure 2.8: (a) When multiple actuators are attached in parallel to the same end effector, shown
on the left, we must consider their relative positions and orientations. (b) This is determined by
the vector di of the displacement of the attachment point of an actuator relative to the origin of the
end effector frame, and by the unit vector aˆi that is aligned with the actuator axis at the attachment
point, shown in the zoomed-in view on the right.
Since the actuators are mounted in parallel, the total force τx is the sum of the individual forces
of all n actuators connected to the end effector:
τx(q,p) =
n∑
i=1
τx,i =
n∑
i=1
DiJ>q,i(qi)pi =
n∑
i=1
J>x,i(x)pi, (2.20)
where Jx,i = Jq,iD>i is the fluid Jacobian of an individual actuator expressed in end effector
coordinates and p is the vector of all actuator internal pressure values.
This can be written compactly in matrix notation as
τx(x,p) = J
>
x (x)p, (2.21)
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with the overall fluid Jacobian Jx:
Jx =
[
J>x,1 J
>
x,2 · · · J>x,n
]>
(2.22)
Equation (2.21) shows that the force capability of the parallel combination of multiple actuators
is a linear function of the pressures in the individual actuators. Since the fluid Jacobian Jx depends
on the end effector state x, the ability of such a system to generate forces at the end effector will
vary based on its displacement. For some values of x it may be possible to generate spacial forces
in multiple directions, while for others the span of possible forces may be narrower. The force
zonotope of a parallel combination of actuators, similar to the force ellipsoid of rigid manipulators,
describes the set of forces that can be generated at the end effector with a bounded set of input
pressures.
Definition 2.3.1 (Force Zonotope) For a parallel combination of n fluid-driven actuators, the
force zonotope is the set of active general forces that can be generated in a specific end effec-
tor state, x,
Z(x) =
{
J>x (x)p : pi ∈ [0, pmaxi ]
}
(2.23)
where pmaxi is the maximum pressure allowed for the i
th actuator.
Note that the force zonotope is the convex hull of all spacial forces generated when pi ∈
{0, pmaxi }. This makes it viable to compute using a convex hull algorithm. By calculating the
zonotope over a range of states, it can be used to verify that a given parallel actuator design is
capable of generating the desired forces over the range of its workspace.
The force zonotope is a useful tool for design of fluid actuated systems. For example, con-
sider the parallel combination of FREEs shown in Figure 2.9. Here, pairs of FREEs with opposite
chirality are connected to the two sides of an end effector. This end effector is constrained to
slide and rotate exclusively along and about its z-axis. Since the motion of the end-effector is
25
two-dimensional, we would like to achieve controllable forces within these two dimensions; that
is, have control authority over F ze and Mze . When constructing the zonotope one FREE at time
(Figure 2.9a-d), one can observe how all four FREEs are needed to achieve this control authority.
In particular, it becomes evident that to achieve full control in n dimensions, at least n+ 1 individ-
ual FREEs are required in an antagonistic configuration. The additional FREE is needed because
these soft actuators cannot be driven with negative pressure hence they cannot produce bidirec-
tional forces. One can also observe that if the FREEs are chosen or arranged poorly such that
the directions in Jx do not cover the space of desired forces (such as in Fig. 2.9c), this minimum
number of actuators might not be sufficient.
2.4 Application: Parallel Combination of Fiber-Reinforced Elas-
tometic Enclosures
To demonstrate the viability of the fluid Jacobian modeling methodology for parallel combinations
of actuators, we show experimentally how, through the deliberate combination and configuration
of parallel FREEs, full control over 2-dimensional spacial forces can be achieved by using only the
minimum combination of three FREEs. To this end, we carefully chose the fiber angle Γ of each of
these actuators to achieve a well-balanced force zonotope (Fig. 2.10). We combined a contracting
and counterclockwise twisting FREE with a fiber angle of Γ = 48◦, a contracting and clockwise
twisting FREE with Γ = −48◦, and an extending FREE with Γ = −85◦. All three FREEs were
designed with a nominal radius of R = 5 mm and a length of L = 100 mm.
2.4.1 Experimental Setup
To measure the forces generated by this actuator combination under a varying state x and pressure
input p, we developed a custom built test platform (Fig. 4.3). In the test platform, a linear actuator
(ServoCity HDA 6-50) and a rotational servomotor (Hitec HS-645mg) were used to impose a 2-
dimensional displacement on the end effector. A force load cell (LoadStar RAS1-25lb) and a
26
F zˆe
M zˆe
F zˆe
M zˆe
F zˆe
M zˆe
F zˆe
M zˆe
(a) (b)
(c) (d)
Figure 2.9: An end effector is driven by the parallel combination of two pairs of FREEs with
opposing chirality. The zonotope (grey areas) is the range of forces that can be produced by
applying strictly positive pressure to the individual FREEs. It is spanned by the individual force
vectors that each FREE produces at maximal pressure (plotted here in the color corresponding to
the FREE’s appearance in the diagram above). By constructing the zonotope for (a) one FREE, (b)
two FREEs, (c) three FREEs, (d) four FREEs in parallel, one can observe that all four actuators
are needed to gain full control authority over forces along and torques about the z-axis. In this
poorly designed system (with fiber angles and attachments points as shown in the top diagram),
the theoretical minimum of 3 actuators is not sufficient to achieve full control authority.
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Figure 2.10: In the experimental evaluation, we employed a parallel combination of three FREEs
(top) to yield forces along and moments about the z-axis of an end effector. The FREEs were
carefully selected to yield a well-balanced force zonotope (bottom) to gain full control authority
over F zˆe and M zˆe . To this end, we used one extending FREE and two contracting FREEs which
generate antagonistic moments about the end effector z-axis.
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Figure 2.11: This experimental platform is used to generate a targeted displacement (extension and
twist) of the end effector and to measure the forces and moments created by a parallel combination
of three FREEs. A linear actuator and servomotor impose an extension and a twist, respectively,
while the net force and moment generated by the FREEs is measured with a force load cell and
moment load cell mounted in series.
moment load cell (LoadStar RST1-6Nm) measured the end-effector forces F zˆe and moments M zˆe ,
respectively. During the experiments, the pressures inside the FREEs were varied using pneumatic
pressure regulators (Enfield TR-010-g10-s).
The FREE attachment points (measured from the end effector origin) were measured to be:
d1 =
[
0.013 0 0
]>
m (2.24)
d2 =
[
−0.006 0.011 0
]>
m (2.25)
d3 =
[
−0.006 −0.011 0
]>
m (2.26)
All three FREEs were oriented parallel to the end effector z-axis:
aˆi =
[
0 0 1
]>
, for i = 1, 2, 3 (2.27)
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Based on this geometry, the transformation matrices D¯i were given by:
D1 =
0 0 1 0 −0.013 0
0 0 0 0 0 1

>
(2.28)
D2 =
0 0 1 0.011 0.006 0
0 0 0 0 0 1

>
(2.29)
D3 =
0 0 1 −0.011 0.006 0
0 0 0 0 0 1

>
(2.30)
These matrices were used in equation (2.20) to yield the state-dependent fluid Jacobian Jx and to
compute the resulting force zontopes.
2.4.2 Isolating the Active Force
To compare our force predictions (which focus only on the active forces induced by the fibers) to
those measured empirically on the physical system, we had to remove the net elastic force due to
the elastomer composition of each of the FREEs. Under the assumption that the elastomer force is
merely a function of the displacement x and independent of pressure p [24], this force component
can be approximated by the measured end effector force τx,meas at a pressure of p = 0. That is:
τx,elast(x) = τx,meas(x, 0) (2.31)
With this, the active generalized forces were measured indirectly by subtracting off the force gen-
erated at zero pressure:
τx(x,p) = τx,meas(x,p)− τx,meas(x, 0) (2.32)
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2.4.3 Experimental Protocol
The force and moment generated by the parallel combination of FREEs about the end effector
z-axis was measured in four different geometric configurations: neutral, extended, twisted, and
simultaneously extended and twisted (see Table 2.2 for the exact deformation amounts). At each
of these configurations, the forces were measured at all pressure combinations in the set
P =
{[
α1 α2 α3
]>
pmax : αi =
{
0,
1
4
,
1
2
,
3
4
, 1
}}
(2.33)
with pmax = 103.4 kPa. The experiment was performed twice using two different sets of FREEs
to observe how fabrication variability might affect performance. The results from Trial 1 are
displayed in Fig. 4.7 and the error for both trials is given by Table 2.2.
2.4.4 Results
(a) ∆l = 0,∆φ = 0 (b) ∆l = 5mm,∆φ = 0 (c) ∆l = 0,∆φ = 20◦ (d) ∆l = 5mm,∆φ = 20◦
M
om
en
t,
M
zˆ
e
(N
-m
)
Force, F zˆe (N) Force, F zˆe (N) Force, F zˆe (N) Force, F zˆe (N)
Figure 2.12: For four different deformed configurations (top row), we compare the predicted and
the measured forces for the parallel combination of three FREEs (bottom row). Data points and
predictions corresponding to the same input pressures are connected by a thin line, and the convex
hull of the measured data points is outlined in black. The Trial 1 data is overlaid on top of the the-
oretical force zonotopes (grey areas) for each of the four configurations. Identical colors indicate
correspondence between a FREE and its resulting force/torque direction.
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For comparison, the measured forces are superimposed over the force zonotope generated by
our model in Fig. 4.7a- 4.7d. To quantify the accuracy of the model, we defined the error at the jth
evaluation point as the difference between the modeled and measured forces
eFj =
(
F zˆepred,j − F zˆemeas,j
)
(2.34)
eMj =
(
M zˆepred,j −M zˆemeas,j
)
(2.35)
and evaluated the error across allN = 125 trials of a given end effector configuration. As shown in
Table 2.2, the root-mean-square error (RMSE) is less than 1.5 N (8× 10−3 Nm), and the maximum
error is less than 3 N (19× 10−3 Nm) across all trials and configurations.
Table 2.2: Root-mean-square error and maximum error
Disp. RMSE Max Error
(mm, ◦) F (N) M (Nm) F (N) M (Nm)
Tr
ia
l1
0, 0 1.13 3.8× 10−3 2.96 7.8× 10−3
5, 0 0.74 3.2× 10−3 2.31 7.4× 10−3
0, 20 1.47 6.3× 10−3 2.52 15.6× 10−3
5, 20 1.18 4.6× 10−3 2.85 12.4× 10−3
Tr
ia
l2
0, 0 0.93 6.0× 10−3 1.90 13.3× 10−3
5, 0 1.00 7.7× 10−3 2.97 19.0× 10−3
0, 20 0.77 6.9× 10−3 2.89 15.7× 10−3
5, 20 0.95 5.3× 10−3 2.22 13.3× 10−3
It should be noted, that throughout the experiments, the FREE with a fiber angle of−85◦ exhib-
ited noticeable buckling behavior at pressures above≈ 50 kPa (Fig. 2.13). This behavior was more
pronounced during testing in the non-extended configurations (Fig. 4.7a and 4.7c). The buckling
might explain the noticeable leftward offset of many of the points in Fig. 4.7a and Fig. 4.7c, since
it is reasonable to assume that buckling reduces the efficacy of of the FREE to exert force in the
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Figure 2.13: At high fluid pressure the FREE with fiber angle of−85◦ started to buckle. This effect
was less pronounced when the system was extended along the z-axis.
direction normal to the force sensor.
2.4.5 Discussion
We envision the force zonotope becoming an instrumental tool in the design of soft robotic systems.
This approach could be used to choose a suitable arrangement of FREEs to actuate a compliant
manipulator arm, soft orthotic device, or any other application where a custom force profile is de-
sired. Here, we used it to systematically arrange the three FREEs in the experimental validation
to ensure that the forces and torques created by the individual actuators covered all desired dimen-
sions. Furthermore, studying the zonotope as a function of state (Fig. 2.14) allows us to make
predictions about the achievable workspace of a soft robotic system. For example, the zonotope
of the experimental system presented in this work will collapse for compressions of more than
-10 mm. Beyond this point, it will become impossible to create contracting axial forces.
The fluid Jacobian and force zonotope models captures the physical behavior of FREEs well
enough to be useful in the design of robotic applications. However, several modeling assumptions
limit its accuracy and precision as they might be needed for high-fidelity control. First, FREEs are
assumed to be cylindrical. This assumption introduces inaccuracy when a FREE is bent, buckled,
or kinked, requiring the development of further models to predict the conditions under which these
undesirable behaviors will occur. Fortunately, the fluid Jacobian approach is not inherently limited
to cylindrical models and could be extended to more complicated geometrical descriptions of a
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Figure 2.14: A visualization of how the force zonotope of the parallel combination of three FREEs
(see Fig. 4.3) changes as a function of the end effector state x. One can observe that the change
in the zonotope ultimately limits the work-space of such a system. In particular the zonotope
will collapse for compressions of more than -10 mm. For scale and comparison, the convex hulls
of the measured points from Fig. 4.7 are superimposed over their corresponding zonotope at the
configurations that were evaluated experimentally.
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FREE. A second, more fundamental assumption is that the model does not explicitly describe
the elastomer contributions to force. That is, our approach must be supplemented with a suitable
elastomer model to fully capture the force characteristics of of FREEs. While this was not the
focus of the current work, such a model could be linear based on empirical data [24], derived as a
continuum model from first principles [25], or computed via finite element analysis [53].
For soft robots to leverage the advantages in maneuverability, safety, and robustness of non-
rigid structures, they require actuators that do not inhibit their compliance. A soft actuator such
as a FREE meets this criterion because it generates a spacial force without constraining motion
to occur in the direction of that force. A FREE also has the added benefit of a customizable
force direction based on fiber angle; a property that was explicitly exploited in this work. Parallel
combinations of FREEs can be constructed to generate arbitrary spacial forces while still retaining
compliance. By characterizing the forces generated by parallel combinations of FREEs, this work
lays the foundation for future applications of complex soft robotic manipulators.
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CHAPTER 3
Data-driven Modeling
Recently, data-driven modeling techniques have emerged as a powerful tool to address the chal-
lenge of modeling soft robots. A primary benefit of these techniques is that a description of an
input-output relationship can be obtained from system observations without explicitly defining a
system state. This is especially useful for obtaining reduced-order models of continuum robots that
have essentially infinite-dimensional kinematics, without making simplifying physical assump-
tions such as piecewise constant curvature [18], pseudo-rigid-body mechanics [19], quasi-static
behavior [39, 29, 22, 23], or simplified geometry [59, 24, 25, 26]. A potential downside of data-
driven modeling is that it requires system behavior to be observed under a wide range of operating
conditions, including those that may be dangerous to a robot or its surroundings. Fortunately,
compared to conventional rigid-bodied robots, soft robots pose much less of a physical threat to
themselves and their surroundings. It is therefore possible to automatically and safely collect data
under a wide range of operating conditions, making soft robots well suited for data-driven model-
ing approaches.
Soft robots exhibit dynamical behaviors that are distinctly nonlinear [7]. Unfortunately, identi-
fying a nonlinear dynamical model from data typically consists of solving a nonlinear, non-convex
optimization problem, for which global convergence is not guaranteed [30]. Furthermore, most
nonlinear system identification methods require the manual initialization and tuning of training
parameters, which have an obscure impact on the resulting model. A neural network, for example,
may be able to capture the nonlinear behavior of a soft robot [61]; however, its accuracy depends
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Figure 3.1: By providing an infinite-dimensional linear representation of a dynamical system,
Koopman operator theory enables linear system identification of nonlinear systems. This process
proceeds in three steps, as described in Section 3.1: (1) Measured states of the system are lifted to
the space of real-valued functions of the state and input. (2) Least-squares regression is performed
on the lifted data to obtain an approximation of the Koopman operator, Kτ . (3) An approxima-
tion of the nonlinear vector field F can then be obtained via its one-to-one relationship with the
Koopman operator.
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on the number of hidden layers, number of nodes per layer, activation function, and termination
condition used during training, which must be selected through trial and error until acceptable re-
sults are achieved. Linear model identification, on the other hand, does not suffer from the typical
shortcomings of nonlinear identification since linear models can be identified via linear regression
[62], but linear models are poorly suited to capture the nonlinear behavior of soft robots.
This chapter describes a method to generate data-driven dynamical models of soft robots via
linear regression that actually do capture their nonlinear behavior (see Fig. 3.1). This approach
relies on the idea of lifting nonlinear dynamical systems to an infinite-dimensional function space
where those systems have a linear representation. In this space, it is possible to describe the
dynamical behavior of a system by a linear operator rather than a nonlinear vector field [32]. This
linear operator, called the Koopman operator, is identified via linear regression [35], so it does not
suffer from the convergence and tuning problems that are characteristic of neural networks and
other nonlinear system identification methods.
Our primary contribution is demonstrating, on a real soft robotic system, a data-driven method
for constructing globally valid dynamical models that does not require the manual tuning of many
training parameters. To do so, we apply a Koopman-based system identification method similar to
that described in [63] and [64] to create a dynamical model of a soft robot arm and verify that it
captures the system’s true dynamical behavior better than the models generated by several other
state-of-the-art nonlinear system identification methods including a neural network, a nonlinear
auto-regressive with exogenous inputs model (NLARX), a nonlinear Hammerstein-Wiener model,
and a linear state space model.
The rest of this chapter is organized as follows: In Section 3.1 we formally introduce the Koop-
man operator and describe the system identification method. In Section 3.2 we apply the method
to a simulated rigid-body system and explore the differences between several model realizations
that can be constructed using the Koopman approach. In Section 3.3 we apply the method to a real
soft robot system and compare the identified model’s performance to that of several other mod-
els generated by various state of the art nonlinear system identification techniques. Most of the
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contents of this chapter originally appeared in [40], but an attempt has been made to clarify and
expand upon the original exposition of the material. Notably, this work introduces the concept of
bilinear model realizations, and presents new simulation results which were absent in the original
text.
3.1 Koopman-based System Identification Method
This section presents an overview of a system identification method to construct state space mod-
els of nonlinear controlled dynamical systems from input-output data. Rather than describing the
evolution of a dynamical system’s state directly, which may be a nonlinear mapping, the Koopman
operator describes the evolution of scalar-valued functions of the state, which is a linear map-
ping in the infinite-dimensional space of all scalar-valued functions. A matrix approximation of
this Koopman operator acting over a finite-dimensional subspace of scalar-valued function can be
identified using least-squares regression on data. Then, a state space model can be constructed
from the Koopman matrix. The Koopman operator is defined in Section 3.1.1, the process used
to identify the Koopman matrix from data is described in Section 3.1.2, and methods for realizing
linear, bilinear, and nonlinear state space models from a Koopman matrix are described in Section
3.1.3.
3.1.1 The Kooman Operator
Consider an input-output system governed by the following differential equation for the output:
y˙(t) = F (y(t),u(t)) (3.1)
where y(t) ∈ Y ⊂ Rn is the output and u(t) ∈ U ⊂ Rm is the input of the system at time
t ∈ [0,+∞), F is a continuously differentiable function, and Y and U are compact subsets.
Denote by φτ : Y × U → Y × U the flow map, where φτ (y(0),u(0)) = (y(τ),u(0)) and y(τ)
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is the solution to (3.1) at time τ when beginning with the initial condition y(0) at time 0 and a
constant input u(0) applied for all time between 0 and τ .
The system can be lifted to an infinite-dimensional function space F composed of all square-
integrable real-valued functions with compact domain Y × U ⊂ Rn×m. Elements of F are called
observables. In F , the flow of the system is characterized by the set of Koopman operators
Kτ : F → F , for each τ ≥ 0, which describe the evolution of the observables f ∈ F along
the trajectories of the system according to the following definition:
Kτf = f ◦ φτ , (3.2)
where ◦ indicates function composition. A consequence of this definition is that for a specific time
step τ , the Koopman operator Kτ defines an infinite-dimensional linear discrete dynamical system
that advances the value of an observable by τ ,
f(y(t+ τ), u˜) = Kτf(y(t), u˜) (3.3)
where u˜ is a constant input over the interval [t, t+τ ]. Since this is true for any observable function
f , the Koopman operator can be used to advance the output itself by applying it to the set of
functions {fi : fi(y(t), u˜) = yi(t)}ni=1 where yi(t) represents the ith component of the vector y(t),
advancing their values according to (3.3), and stacking the results as a vector:
y(t+ τ) =

Kτf1
(
y(t), u˜
)
...
Kτfn
(
y(t), u˜
)
 . (3.4)
In this way, the Koopman operator provides an infinite-dimensional linear representation of a non-
linear dynamical system [32]. For a specific sampling time τ = Ts, (3.4) can be rewritten as a
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discrete dynamical system using the following bracket notation
y[i+ 1] =

KTsf1
(
y[i], u˜
)
...
KTsfn
(
y[i], u˜
)
 (3.5)
where i ∈ N is the discrete time index and y[i] = y(iTs). In the remainder of this document,
square brackets occurring after a time domain function will be used in this way to denote a discrete
time index.
3.1.2 Identification of the Koopman Operator from Data
Since the Koopman operator is an infinite-dimensional object, we have to settle for its projection
onto a finite-dimensional subspace, which can be represented as a matrix. Using the Extended
Dynamic Mode Decomposition (EDMD) algorithm [35, 63, 64], we identify a finite-dimensional
matrix approximation of the Koopman operator via linear regression applied to observed data. The
remainder of this subsection describes the mathematical underpinnings of this process.
Define F¯ ⊂ F to be the subspace of F spanned by N > n+m linearly independent basis
functions {ψi : Y × U → R}Ni=1, and define the lifting function ψ : Y × U → RN as:
ψ(y˜, u˜) :=
[
ψ1(y˜, u˜) · · · ψN(y˜, u˜)
]>
, (3.6)
where y˜ ∈ Y and u˜ ∈ U . Any observable f¯ ∈ F¯ can be expressed as a linear combination of the
basis functions
f¯ = θ1ψ1 + · · ·+ θNψN (3.7)
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where each θi ∈ R is a constant. Thus f¯ evaluated at y˜, u˜ can be concisely expressed as
f¯(y˜, u˜) = θ>ψ(y˜, u˜) (3.8)
where θ := [θ1 · · · θN ]> acts as the vector representation of f¯ .
Given this vector representation for observables, a linear operator on F¯ can be represented as
an N ×N matrix. We denote by K¯τ ∈ RN×N the approximation of the Koopman operator on F¯ ,
which operates on observables via matrix multiplication:
K¯τθ = θ′ (3.9)
where θ,θ′ are each vector representations of observables in F¯ . Our goal is to find a K¯τ that
describes the action of the infinite dimensional Koopman operator Kτ as accurately as possible in
the L2-norm sense on the finite dimensional subspace F¯ of all observables.
For K¯τ to perfectly mimic the action of Kτ on any observable f¯ ∈ F¯ ⊂ F , according to (3.2)
the following should be true for all y˜ ∈ Y and u˜ ∈ U ,
K¯τ f¯(y˜, u˜) = f¯ ◦ φτ (y˜, u˜) (3.10)
(K¯τθ)>ψ(y˜, u˜) = θ>ψ ◦ φτ (y˜, u˜) (3.11)
K¯>τ ψ(y˜, u˜) = ψ ◦ φτ (y˜, u˜), (3.12)
where (3.11) follows by substituting (3.8) and (3.12) follows since the result holds for all f¯ . Since
this is a linear equation, it follows that for a given y˜ ∈ Y and u˜ ∈ U , solving (3.12) for K¯τ yields
the best approximation of Kτ on F¯ in the L2-norm sense [65]:
K¯τ =
(
ψ(y˜, u˜)>
)†
(ψ ◦ φτ (y˜, u˜))> (3.13)
where superscript † denotes the Moore-Penrose pseudoinverse.
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To approximate the Koopman operator from a set of experimental data, we take K discrete
measurements in the form of so-called “snapshots” {a(k), b(k),u(k)}Kk=1 where
a(k) := y[i(k)] (3.14)
b(k) := y[i(k) + 1], (3.15)
i(k) denotes the discrete time index corresponding to the kth measurement, u(k) is the constant
input applied between a(k) and b(k), and Ts is the sampling period, which is assumed to be identical
for all snapshots. Note that consecutive snapshots do not have to be generated by consecutive
measurements. We then lift all of the snapshots according to (3.6) and compile them into the
following K ×N matrices:
Ψa :=

ψ(a(1),u(1))>
...
ψ(a(K),u(K))>
 , Ψb :=

ψ(b(1),u(1))>
...
ψ(b(K),u(K))>
 . (3.16)
K¯Ts is chosen so that it yields the least-squares best fit to all of the observed data, which, following
from (3.13), is given by
K¯Ts := Ψ†aΨb. (3.17)
According to Newton’s Laws, the dynamics of mechanical systems are described by second
order differential equations. Expressed in state space form, the state of such a system includes
both the positions and velocities of a set of generalized coordinates. Therefore, when identifying
the dynamics of a mechanical system from data, it is prudent to include velocities in the state. For
a discrete system representation, velocity information can be included to by incorporating a delay
into the set of snapshot pairs, since it encodes the change in the value of the measured state over a
single time step. To incorporate these delays, we can modify the snapshots to have the following
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form
a(k) :=

y[i(k)]
...
y[i(k) − d]
u[i(k) − 1]
...
u[i(k) − d]

, b(k) :=

y[i(k) + 1]
...
y[i(k) − d+ 1]
u[i(k) − 1]
...
u[i(k) − d]

(3.18)
where d is the number of delays. We then modify the domain of the lifting function such that
ψ : R(n+(n+m)d)×m → RN to accommodate the larger dimension of the snapshots. Once these
snapshots have been assembled, the Koopman matrix identification procedure is identical to the
case without delays.
3.1.3 Model Realizations
The Koopman operator advances the values of real-valued functions along trajectories of a dynam-
ical system, but does not directly describe the evolution of the system itself. This section describes
how to utilize a matrix approximation of the Koopman operator to construct model realizations
that describe the input-output behavior of a system.
Section 3.1.3.1 describes how to construct linear model realizations. Linear models are desir-
able for many reasons, primarily due to their compatibility with computationally efficient linear
control design techniques. The theory for controlling linear dynamical systems is mature and there
are many off-the-shelf software tools available for linear control applications. Furthermore, opti-
mal control problems for linear systems are convex, meaning that they have unique globally opti-
mal solutions which can often be computed quickly enough for use in real-time control schemes.
The downside of linear realizations is that they require a severe restriction on the choice of basis
functions used for approximation of the Koopman operator. Specifically, no nonlinear functions of
the input can be included. For some systems, this restriction fundamentally limits the accuracy of
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the model, no-matter how many basis functions are included in the set.
Section 3.1.3.1 describes how to construct bilinear model realizations. Bilinear models are
similar to linear models but with the addition of terms that are products of the state and input.
They require a less severe restriction on the choice of basis functions, endowing them with a
greater expressiveness than strictly linear models.
The downside of bilinear realizations is they are not compatible with linear control design tech-
niques, and optimal control problems for bilinear models are not convex. However, bilinear models
do still have some useful structure that can be exploited for computational efficiency. Specifically,
they are linear with respect to the state for a fixed input, and linear with respect to the input for
a fixed state. Thus, linear control algorithms actually can be applied indirectly to bilinear sys-
tems within a suboptimal optimization framework. Bilinear systems strike a balance between the
computational efficiency of linear systems and the expressiveness of fully nonlinear systems, mak-
ing them an attractive option for representing systems for which linear models are insufficient but
closed-loop controllability is still desired.
Section 3.1.3.1 describes how to construct nonlinear model realizations. Nonlinear models can
be constructed from arbitrary sets of basis functions, making them the most expressive of the three
realizations presented. Nonlinear model realizations tend to be the most accurate, but the least
computationally efficient for control applications. They are wholly incompatible with linear con-
trol design techniques, and nonlinear optimal control problems are non-convex, initialization de-
pendent, and do not have convergence guarantees. This makes them suitable for open-loop control
applications where accurate predictions are required, but not suitable for closed-loop applications.
3.1.3.1 Linear Model Realization Based on the Koopman Operator
We can use the Koopman operator to construct discrete linear models of dynamical systems with
inputs of the form
z[i+ 1] = Az[i] +Bu[i]
y[i] = Cz[i]
(3.19)
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for each i ∈ N, where y[0] ∈ Y ⊂ Rn is the initial output, z[0] is the initial state, andu[i] ∈ U ⊂ Rm
is the input applied between at the ith and (i + 1)th steps. Specifically, we desire a representation
in which the input appears linearly, because models of this form are amenable to real-time, convex
optimization techniques for feedback control design, as we describe in Section 4.1.
With a suitable choice of basis functions {ψi}Ni=1, the Koopman matrix K¯Ts can be constructed
such that it is decomposable into a linear system representation like (3.19). One way to achieve
this is to define the first N −m basis functions as functions of the output only, and the last m basis
functions as indicator functions on each component of the input. For some y˜ ∈ Y and u˜ ∈ U we
define the basis functions as,
ψi(y˜, u˜) = gi(y˜), ∀i ∈ {1, . . . , N −m} (3.20)
ψi(y˜, u˜) = u˜i, ∀i ∈ {N −m+ 1, . . . , N} (3.21)
where gi : Rn → R and u˜i denotes the ith element of u˜. This choice ensures that the input only
appears in the last m components of the lifted vector ψ(y˜, u˜), and an N −m dimensional lifted
state can be defined as z˜ = g(y˜) ∈ RN−m, where g : Rn → RN−m is defined as
g(y˜) :=
[
g1(y˜) · · · gN−m(y˜)
]>
. (3.22)
Following from (3.17), the transpose of K¯Ts is the best transition matrix between the elements
of the lifted snapshots in the L2-norm sense. This implies that given the lifting functions defined
in (3.20) and (3.21), K¯Ts is the minimizer to
min
Kˇ
K∑
k=1
∥∥∥∥∥∥∥Kˇ>
g(a(k))
u(k)
−
g(b(k))
u(k)

∥∥∥∥∥∥∥
2
2
. (3.23)
Also note that given z[i] = g(y[i]) is the state of our linear system (3.19), the best realizations of
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Algorithm 1: Koopman Linear System Identification
Input: λ , {a(k), b(k)} and u(k) for k = 1, ..., K
Step 1: Lift data via (3.16)
Step 2: Approx. Koopman operator K¯Ts via (3.17) or (3.48)
Step 3: Extract model matrices A,B via (3.25)
Step 4: (optional) Identify projection operator P via (3.51)
Output: A, B, C :=
[
In×n On×(N−n)
]
,
(optional) Aˆ := PA, Bˆ := PB
A and B in the L2-norm sense are the minimizers to
min
Aˇ,Bˇ
K∑
k=1
∥∥∥Aˇg(a(k)) + Bˇu(k) − g(b(k))∥∥∥2
2
. (3.24)
By comparing (3.23) and (3.24), one can confirm that A and B are embedded in K¯Ts and can be
isolated by partitioning it as follows:
K¯>Ts =
A{(N−m)×(N−m)} B{(N−m)×m}
O{m×(N−m)} I{m×m}
 (3.25)
where I denotes an identity matrix, O denotes a zero matrix, and the subscripts in curly brackets
denote the dimensions of each matrix.
For convenience, we can define the first n basis functions as indicator functions on each com-
ponent of the output, i.e.
gi(y˜) = y˜i ∀i ∈ {1, . . . , n}. (3.26)
Then, the output matrix C is defined as the matrix which projects the first n elements of the state
onto the output-space,
C =
[
I{n×n} O{n×(N−n)}
]
. (3.27)
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3.1.3.2 Bilinear Model Realization Based on the Koopman Operator
We can use the Koopman operator to construct discrete bilinear models of dynamical systems with
inputs of the form
z[i+ 1] = Az[i] +Bu[i] +
m∑
j=1
Hjz[i]uj[i]
y[i] = Cz[i].
(3.28)
for each i ∈ N, where y[0]n is the initial output, z[0] is the initial state, and uj[i] denotes the j th
component of the input applied between at the ith and (i+ 1)th steps. This model is simultaneously
linear with respect to the input and linear with respect to the state, but it includes terms that are
products of the state and input.
With a suitable choice of basis functions {ψi}N(m+1)+mi=1 , the Koopman matrix K¯Ts can be con-
structed such that it is decomposable into a bilinear system representation like (3.28). The first N
basis functions {gi : Rn → R}Ni=1 are defined as functions of the output only, the next Nm basis
functions are defined as the product of the first N basis functions and each component of the input,
and the last m basis functions are defined as indicator functions on each component of the input.
For some y˜ ∈ Y and u˜ ∈ U the basis functions have the following form,
ψi(y˜, u˜) =

gi(y˜) i ∈ {1, ..., N}
gi−N(y˜) u˜1 i ∈ {N + 1, ..., 2N}
...
gi−Nm(y˜) u˜m i ∈ {Nm+ 1, ..., N(m+ 1)}
u˜i−N(m+1) i ∈ {N(m+ 1) + 1, ..., N(m+ 1) +m}
(3.29)
We desire the lifted state to be defined in terms of the system outputs only. Thus, we define the
lifted state z˜ corresponding to an output y˜ to be the vector composed of the first N basis functions
evaluated at y˜, i.e. z˜ = g(y˜) ∈ RN , where g : Rn → RN is defined as the vector concatenation of
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the first N basis functions,
g(y˜) :=
[
g1(y˜) · · · gN(y˜)
]>
. (3.30)
Following from (3.17), the transpose of K¯Ts is the best transition matrix between the elements
of the lifted snapshots in the L2-norm sense. This implies that given the lifting functions defined
in (3.29), K¯Ts is the minimizer to
min
Kˇ
K∑
k=1
∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥
Kˇ>

g(a(k))
g(a(k))u
(k)
1
...
g(a(k))u
(k)
m
u(k)

−

g(b(k))
g(b(k))u
(k)
1
...
g(b(k))u
(k)
m
u(k)

∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥
2
2
(3.31)
Also note that given z[i] = g(y[i]) is the state of our bilinear system (3.28), the best realizations
of A , B , and {Hj}mj=1 in the L2-norm sense are the minimizers to
min
Aˇ,Bˇ,{Hˇj}mj=1
K∑
k=1
∥∥∥∥∥∥Aˇg(a(k)) + Bˇu(k) +
m∑
j=1
Hˇjg(a
(k))u
(k)
j − g(b(k))
∥∥∥∥∥∥
2
2
(3.32)
By comparing (3.31) and (3.32), one can confirm that A , B , and {Hj}mj=1 are embedded in K¯Ts
and can be isolated by partitioning it as follows:
K¯>Ts =
A{N×N} H1 {N×N} · · · Hm {N×N} B{N×m}... ... · · · ... ...
 (3.33)
where the subscripts in curly brackets denote the dimensions of each matrix.
Just as with the linear model realization, we can simplify the projection from the lifted state to
the output by defining the first n basis functions as indicator functions on each component of the
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Algorithm 2: Koopman Bilinear System Identification
Input: λ , {a(k), b(k)} and u(k) for k = 1, ..., K
Step 1: Lift data via (3.16)
Step 2: Approx. Koopman operator K¯Ts via (3.17) or (3.48)
Step 3: Extract model matrices A,B, {Hj}mj=1 via (3.33)
Step 4: (optional) Identify projection operator P via (3.51)
Output: A, B, {Hj}mj=1, C :=
[
In×n On×(N−n)
]
,
(optional) Aˆ := PA, Bˆ := PB, {Hˆj}mj=1 := {PHj}mj=1
output, i.e.
gi(y˜) = y˜i ∀i ∈ {1, . . . , n}. (3.34)
Then, C is defined as the matrix which projects the first n elements of the state onto the output-
space,
C =
[
I{n×n} O{n×(N−n)}
]
. (3.35)
3.1.3.3 Discrete Nonlinear Model Realization
We can use the Koopman operator to construct discrete nonlinear models of dynamical systems
with inputs of the form
y[i+ 1] = T (y[i],u[i]) (3.36)
for each i ∈ N, where T : Y ×U → Rn is a (nonlinear) discrete map, y[0] is the initial output and
u[i] is the input applied between the ith and (i+ 1)th steps.
This representation admits nonlinear input terms, so we allow all of the basis functions to
depend on both the input and output {ψi : Y × U → R}Ni=1, except for the first n basis functions
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which are specified to be indicator functions on each component of the output, i.e.
ψi(y˜, u˜) = y˜i ∀i ∈ {1, ..., n} (3.37)
for some y˜ ∈ Y . Hence, the lifting function ψ : Y × U → RN is defined as
ψ(y˜, u˜) =

y˜
ψn+1(y˜, u˜)
...
ψN(y˜, u˜)

(3.38)
for some y˜ ∈ Y and u˜ ∈ U .
Following from (3.17), the transpose of K¯Ts is the best transition matrix between the elements
of the lifted snapshots in the L2-norm sense. This implies that K¯Ts is the minimizer to
min
Kˇ
K∑
k=1
∥∥∥∥∥∥∥∥∥∥∥∥∥∥
Kˇ>

a(k)
ψn+1(a
(k),u(k))
...
ψN(a
(k),u(k))

−

b(k)
ψn+1(b
(k),u(k))
...
ψN(b
(k),u(k))

∥∥∥∥∥∥∥∥∥∥∥∥∥∥
2
2
(3.39)
Therefore, the discrete map T : Y × U → Rn that best describes the transition from a(k) to b(k)
in the L2-norm sense over all k can be constructed by isolating the first n rows of the transpose of
the Koopman matrix K¯Ts and multiplying by the lifting function ψ,
T (y˜, u˜) =
[
I{n×n} O{n×(N−n)}
]
K¯>Tsψ(y˜, u˜) (3.40)
where I denotes an identity matrix, O denotes a zero matrix, and the subscripts in curly brackets
denote the dimensions of each matrix. Algorithm 3 summarizes this discrete nonlinear system
identification process.
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Algorithm 3: Koopman Nonlinear System Identification (Discrete)
Input: λ , {a(k), b(k)} and u(k) for k = 1, ..., K
Step 1: Lift data via (3.16)
Step 2: Approx. Koopman operator K¯Ts via (3.17) or (3.48)
Step 3: Identify discrete map T by (3.40)
Output: T : Y × U → Rn
3.1.3.4 Continuous Nonlinear Model Realization
So far we have only introduced methods for constructing discrete model realizations from a matrix
approximation of the Koopman operator, but a Koopman matrix can also be used to identify a
continuous nonlinear dynamical model of the form
y˙(t) = F (y(t),u(t)) (3.41)
for t ≥ 0, where F : Y × U → Rn is a (nonlinear) continuous map, y(0) is the initial output and
u(t) is the input applied at time t. Using the same lifting function (3.38) defined in the previous
section, the Koopman operator is once again approximated using least-squares regression via (3.16)
and (3.17).
To construct a model in the form of (3.41), we introduce the infinitesimal generator of the
Koopman operator G : F → F [66, Equation 7.6.5], which is defined in terms of the vector field
F as,
G = F · ∇y (3.42)
This generator describes the dynamics of the observables along trajectories of the system, whereas
the set of Koopman operators describes the flow of observables. Framed in terms of the more
familiar context of finite-dimensional linear systems, an observable is analogous to the state, G
is analogous to the A matrix describing the dynamics of the state, and Kt is analogous to the
state-transition matrix for time t. The state-transition matrix of a finite-dimensional linear system
is related to its A matrix via the matrix exponential, and similarly, the relationship between the
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Koopman operator and its generator is given by the following matrix exponential expression:
Kt = eGt =
∞∑
k=0
tk
k!
Gk (3.43)
With an approximation of the Koopman operator K¯Ts in hand, we can solve for its infinitesimal
generator G¯ by inverting (3.43):
G¯ =
1
Ts
log K¯Ts ∈ RN×N (3.44)
where log denotes the principal matrix logarithm [67, Chapter 11]. Note that the principal matrix
logarithm is only defined for matrices whose eigenvalues all have non-negative real parts, and
that K¯Ts may have zero or negative eigenvalues when the number of data points is too small [63].
Therefore this method might fail if the number of data points is insufficient. In this instance, more
system measurements can be taken to resolve the issue.
With G¯ known, (3.42) can be used to identify F . Consider G applied to an observable f¯ ∈ F¯
at some point (y˜, u˜) ∈ Y × U . According to (3.42), this is equivalent to the inner product of the
vector field F and the gradient of f¯ with respect to y:
G¯f¯(y˜, u˜) =
∂f¯(y˜, u˜)
∂y
F (y˜, u˜). (3.45)
Using θ to denote the vector representation of f¯ from (3.8) yields the following equivalent expres-
sion,
(G¯θ)Tψ(y˜, u˜) = θT
∂ψ(y˜, u˜)
∂y
F¯ (y˜, u˜). (3.46)
We seek the vector field F such that (3.46) holds as well as possible in the L2-norm sense for
all observed data. Therefore, we choose the least-squares solution to (3.46) over the set of all
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Algorithm 4: Koopman Nonlinear System Identification (Continuous)
Input: λ , {a(k), b(k)} and u(k) for k = 1, ..., K
Step 1: Lift data via (3.6)
Step 2: Approx. Koopman operator K¯Ts via (3.17) or (3.48)
Step 3: Identify infinitesimal generator G¯ by (3.46)
Step 4: Solve for vector field F via (3.47)
Output: F : Y × U → Rn
snapshots, which is given by
F =

∂ψ(a(1),u(1))
∂y
...
∂ψ(a(K),u(K))
∂y

† 
G¯T
...
G¯T
ψ. (3.47)
Algorithm 4 summarizes this continuous nonlinear system identification process. For a more thor-
ough treatment, see [63, 64].
3.1.4 Practical Considerations
3.1.4.1 Overfitting and Sparsity
A pitfall of data-driven modeling approaches is the tendency to overfit. While least-squares regres-
sion yields a solution that minimizes the total L2-norm error with respect to the training data, this
solution can be particularly susceptible to outliers and noise [68]. To guard against overfitting to
noise while identifying K¯Ts , we utilize the L1-regularization method of Least Absolute Shrinkage
and Selection Operator (LASSO) [69]:
#»KTs = arg min#»
K´Ts
|| #»Ψa
#»
K´Ts −
#»
Ψb||22 + λ||
#»
K´Ts||1 (3.48)
where λ ∈ R+ is the weight of the L1 penalty term, and #»· denotes a vectorized version of each
matrix with dimensions consistent with the stated problem. For λ = 0, (3.48) provides the same
unique least-squares solution as (3.17); as λ increases it drives the elements of KˆTs to zero. For an
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Figure 3.2: An illustration of the effect of deviating from the image of the lifting function M
and how it can be remedied by defining a projection operation as described in Section 3.1.4. The
evolution of the finite-dimensional system in the output space Y from y[0] is depicted as a red
curve. The lifted version of this evolution is depicted as the blue curve which is contained in
M. The discrete time system representation in the higher-dimensional space created by iteratively
applying the state matrix A to z[i] may generate a solution that is outside ofM. Though one can
still applyC to z¯ to project it back to Y , this may result in poor performance. Instead, by projecting
z¯[i] onto the manifold at each discrete time step to define a new lifted state zˆ[i], the deviation from
M is reduced, which improves overall predictive performance.
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overview of the LASSO method and its implementation see [69].
The benefit of using L1-regularization to reduce overfitting rather than L2-regularization (e.g.
ridge regression) comes from its ability to drive elements to zero, rather than just making them
small. This promotes sparsity in the resulting Koopman operator matrix (and consequently the A
and B matrices of the linear model). In addition to reducing model complexity, sparsity is also
desirable because it reduces the memory needed to store model matrices on a computer, enabling
a higher dimensional set of basis functions to be used to construct the lifting function ψ.
Though sparsity is desirable, it can carry a cost in prediction accuracy. Consider a linear re-
alization of the form (3.19) and let M denote the image of g, which maps an output y˜ to its
corresponding lifted state z˜. Because A,B are data-driven approximations, there is no guarantee
that Ag(y[i])+Bu[i] will map ontoM for all i. In other words, advancing the lifted state forward
in time using the identified linear model matrices A,B may cause it to leave the space of “legit-
imate” lifted states. Deviating from this space will incur prediction error when projecting back
down into the output space. This effect is illustrated in Fig. 3.2 for a system with zero input. As
model sparsity increases, so does the magnitude of deviations fromM, and consequently predic-
tion error increases as well. To minimize this prediction error induced by sparsity, we desire a way
to minimize the distance fromM at each iteration.
For a linear model realization in the form of (3.19), this can be accomplished by applying a
projection operator at each time step. For each snapshot pair, the ideal projection operator P should
satisfy the following for all k
P
(
Ag(a(k)) +Bu(k)
)
= g(b(k)) (3.49)
56
To build an approximation to this operator, we construct the following K ×N matrix,
Ωa :=

(
Ag(a(1)) +Bu(1)
)>
...(
Ag(a(K)) +Bu(K)
)>
 . (3.50)
Then the best projection operator in the L2-norm sense based on our data is given by
P :=
(
Ω†aΨb
)>
. (3.51)
Composing P with the A and B matrices in (3.19) yields a modified linear model that reduces the
distance fromM at each iteration,
z[i+ 1] = Aˆz[i] + Bˆu[i] (3.52)
where Aˆ := PA and Bˆ := PB. Algorithm 1 summarizes the proposed linear model construction
process with this added projection.
For a bilinear model realization in the form of (3.28), the same procedure can be applied. In
this case, the ideal projection operator P should satisfy the following for all k
P
Ag(a(k)) +Bu(k) + m∑
j=1
Hjg(a
(k))u
(k)
j
 = g(b(k)). (3.53)
If we construct a K ×N matrix
Ωa :=

(
Ag(a(1)) +Bu(1) +
∑m
j=1Hjg(a
(1))u
(1)
j
)>
...(
Ag(a(K)) +Bu(K) +
∑m
j=1Hjg(a
(K))u
(K)
j
)>
 , (3.54)
then the best projection operator in the L2-norm sense based on our data is given by (3.51). Com-
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posing P with the A, B, and {Hj}mj=1 matrices in (3.28) yields a modified bilinear model that
reduces the distance fromM at each itearion,
z[i+ 1] = Aˆz[i] + Bˆu[i] +
m∑
j=1
Hˆjz[i]uj[i] (3.55)
where where Aˆ := PA and Bˆ := PB, and Hˆj := PHj . Algorithm 2 summarizes the proposed
bilinear model construction process with this added projection.
The projection procedure is not necessary for nonlinear model realizations because they ad-
vance the value of the output directly rather than indirectly via a lifted state. The output is not
lifted to a higher dimensional space, thus there is no danger of future predictions accumulating
error by leaving the set of legitimate lifted states.
3.1.4.2 Dimensional Reduction
The effectiveness of a finite-dimensional approximation K¯Ts in representing the actions of the
infinite-dimensional Koopman operator KTs depends greatly upon the the span of the basis func-
tions selected (i.e. the subspace F¯). We can use data to intelligently inform our choice of basis
functions, rather than choosing them naively. This enables us to reduce the dimension of Koop-
man models without significantly impacting accuracy, thus making them more computationally
tractable.
This process consists of computing the singular value decomposition (SVD) of a data matrix
of lifted experimental measurements to find an orthogonal basis for the finite-dimensional function
space F¯ . A new lower-dimensional subspace F˜ spanned by the basis functions associated with the
largest singular values can then be used for Koopman-based system identification.
The first step in this dimensional reduction process is to lift the snapshots {a(k)}Kk=1 using an
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initial set of N basis functions {gi}Ni=1 and compile them into a K ×N data matrix, denoted by Υ,
Υ =

g1(a
(1)) · · · gN(a(1))
...
...
g1(a
(K)) · · · gN(a(K))
 . (3.56)
If we then compute the SVD of this matrix,
Υ = UΥΣΥV
>
Υ , (3.57)
the columns of VΥ, also called the right singular vectors, provide an orthonormal basis for the row
space of Υ, and the corresponding singular values provide a measure of the correlation between
the data and each of the vectors. Each right singular vector vi =
[
v1 · · · vN
]>
also describes a
function hi as a linear combination of the initial basis functions {gi}Ni=1,
hi = v1g1 + · · ·+ vNgN (3.58)
We could define a new basis for the function space F¯ as the set of all such functions {hi}Ni=1, and
use this basis to identify an approximation of the Koopman operator. However, doing so would
have no computational benefit since the dimension is not reduced.
To achieve a dimensional reduction, we use the so-called “truncated SVD” instead. The trun-
cated SVD is similar to the full SVD, but it yields a decomposition of a lower rank approximation
of Υ rather than Υ itself. This is achieved by only retaining the subset of left and right singular
vectors corresponding to singular values above some threshold [70]. This reduced numberN ′ < N
of right singular vectors can then be used to construct a basis for an N ′ dimensional function space
F˜ , and an approximation of the Koopman operator in that space can be identified via the methods
presented in the preceding sections.
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3.2 Application: Planar 3-link Arm
We claim that the Koopman operator can be used to construct accurate models of soft robotic sys-
tems from data. However, before applying the system identification methods described in Section
3.1 to a soft robotic system, we applied them to the simulated planar arm system shown in Fig. 3.3.
This simpler example is used to explore and highlight the differences between linear, bilinear, and
nonlinear model realizations of the same system.
The arm has 3-links each of mass 100g and length 0.33m and 3 joints each with a stiffness of
1 × 10−5 N/rad and a viscous damping coefficient of 1 Ns/rad. The input into the system is a set
of m = 3 applied joint torques and the output is the location of the end of each link expressed as a
n = 6 dimensional vector of Cartesian coordinates,
u(t) =
[
τ1(t) τ2(t) τ3(t)
]>
(3.59)
y(t) =
[
α1(t) β1(t) α2(t) β2(t) α3(t) β3(t)
]>
(3.60)
as shown in Fig. 3.3. A set of 12000 snapshots was collected for a time step of Ts = 0.05 seconds
over a range of randomized initial conditions and inputs for the purposes of identifying matrix ap-
proximations of the Koopman operator as well as linear, bilinear, and nonlinear model realizations
of the system.
3.2.1 Model Prediction Comparison
The predictive accuracy of various models identified using the Koopman approach depends on both
the model type (e.g. linear, bilinear, or nonlinear) as well as the number of basis functions chosen.
We identified several models according to Algorithms 1, 2, and 3 using monomial basis functions.
The sets of basis functions used for identifying the linear models consisted of all monomials of
the elements of the output up to a specific degree denoted ρ, plus the indicator functions on each
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Figure 3.3: Three link planar arm system with input defined as joint torques and output defined as
the locations of the end of each link.
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component of the input, i.e.
{ψi(y˜, u˜)}Ni=1 =
{
y˜ρ11 · · · y˜ρnn
∣∣(ρ1, ..., ρn) ∈ Nn0 , ρ1 + · · ·+ ρn ≤ ρ} ∪ {u˜i∣∣i ∈ {1, ...,m}}
(3.61)
where N = (n+ ρ)!/(n!ρ!) +m, and N0 indicates the set of natural numbers including zero. The
sets of basis functions used for identifying bilinear models consisted of the same monomials as
well as the product of each monomial with each component of the input, i.e.
{ψi(y˜, u˜)}N(m+1)i=1 =
{
(y˜ρ11 · · · y˜ρnn )uˆ
∣∣(ρ1, ..., ρn) ∈ Nn0 , ρ1 + · · ·+ ρn ≤ ρ, uˆ ∈ {1, u˜1, ..., u˜m}}
(3.62)
where N = (n + ρ)!/(n!ρ!). The sets of basis functions used for identifying discrete nonlinear
models consisted of monomials up to degree ρ of both the input and the output, i.e.
{ψi(y˜, u˜)}Ni=1 =
{
(y˜ρ11 · · · y˜ρnn )(u˜ρn+11 · · · u˜ρn+mm )
∣∣∣(ρ1, ..., ρn+m) ∈ N(n+m)0 , ρ1 + · · ·+ ρn+m ≤ ρ}
(3.63)
where N = (n+m+ ρ)!/((n+m)!ρ!).
Six linear models were identified for values of ρ = 1, .., 6. Four bilinear and four nonlinear
models were identified for values of ρ = 1, ..., 4. Table 3.1 indicates the total number of basis
functions, i.e. dim
(
ψ(y˜, u˜)
)
, used for identifying the Koopman operator matrix for each model.
The prediction accuracy of each model was evaluated by comparing model simulations to valida-
tion data and computing the average error over all validation data points. This error was quantified
as the Euclidean distance between the predicted and real outputs in R6.
Fig. 3.4 displays the prediction error verses the dimension of the Koopman operator matrix for
each model. The error shown in the plot is normalized by the average error incurred by the zero
response. The accuracy of the linear model increases very little, even when the dimension of the
system is increased by several orders of magnitude. The bilinear model become more accurate as
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Table 3.1: Number of Monomial Basis Functions for Identified Models
# of basis functions, i.e. dim
(
ψ(y˜, u˜)
)
ρ
Linear Bilinear Nonlinear
1 10 28 10
2 31 112 55
3 87 336 220
4 213 - 715
5 465 - -
6 927 - -
the dimension increases, but eventually becomes unstable. The nonlinear model becomes more
accurate as the dimension increases and does not become unstable.
3.2.2 Discussion
The noticeable differences in performance between the linear, blinear, and nonlinear models stems
from the differences in the sets of basis functions used in the system identification process. Because
the Koopman operator is linear, Koopman-based system identification methods yield a discrete
flow map that is a linear combination of basis functions. Hence, if the true discrete flow map of the
system contains nonlinear terms that are not included in the set of basis functions, the identified
system model will be limited in its ability to capture the true system behavior.
Based on the results shown in Fig. 3.4, the nonlinear Koopman modeling approach appears to
be the best choice. Indeed, a nonlinear model achieves the lowest prediction error overall, and the
nonlinear models do not become unstable for the larger sets of basis functions. Their accuracy can
be attributed to the richness of the sets of basis functions used for identification, and their stability
is perhaps due to the fact that the nonlinear systems flow the output forward in R6 rather than
flowing a lifted state forward in RN where there is more opportunity to overfit.
The downside of nonlinear models is that they are not compatible with efficient linear control
techniques. Therefore, the nonlinear models generated using the Koopman operator may be the
best option when open-loop prediction accuracy is desired, but will be of little value in synthesizing
computationally efficient closed-loop controllers.
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Figure 3.4: The model prediction error for several linear, bilinear, and nonlinear Koopman model
realizations identified from the same set of data. As the number of basis functions increases, the
error of the linear model changes little, the error of the bilinear model decreases before becoming
unstable, and the the error of the nonlinear model decreases monotonically.
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Linear models are compatible with a myriad of efficient and well-established closed-loop con-
trol design techniques. For this system, however, the linear models perform poorly compared to
the bilinear and nonlinear models. Furthermore, prediction accuracy does not significantly improve
with increases to the number of basis functions. This seems to indicate that linear combinations of
the type of basis functions described by (3.61) may be fundamentally incapable of approximating
some non-linear terms of the true system dynamics.
The bilinear models exhibit accuracy nearly identical to that of the nonlinear models and be-
come more accurate as the dimension increases, up to a point. Eventually one of the bilinear
models becomes unstable and the prediction error increases dramatically. This can likely be at-
tributed to over-fitting. While the basis functions described by (3.62) are capable of approximating
nonlinearities that the linear model basis functions fail to capture, including too many of them can
lead to an overly complex model. Such over-fitting could be mitigated by applying the techniques
presented in Section 3.1.4.
The bilinear models exhibit predictive performance on par with the nonlinear models, while
being significantly less complex. Because the bilinear models use basis functions that do not in-
clude any higher order input terms, they reduce to linear models for a fixed value of the output.
This feature can be exploited to synthesize computationally efficient linear controllers from bilin-
ear models, simultaneously taking advantage of the accuracy of bilinear models while retaining
the computational tractability of linear control algorithms. This topic of utilizing bilinear system
models for control applications will be more fully explored in Section 4.1.3.
3.3 Application: Pneumatic Soft Robot Arm
To evaluate how well the Koopman-based modeling approach stacks up against the current state
of the art on a real soft robotic system, we applied the Koopman nonlinear system identification
method (Algorithm 4) to a continuously deformable soft robot arm and compared the resulting
model to those generated by several other nonlinear system identification techniques. In the fol-
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lowing, we describe in detail the robotic hardware, experimental setup, measurement procedure,
and the data processing involved in the system identification process, as well as the process by
which performance was evaluated and compared across models.
3.3.1 Hardware Description
The soft robot used in this experiment consisted of three pneumatically driven McKibben actua-
tors (also known as Pneumatic Artificial Muscles or PAMs) adhered together by latex rubber and
connected to a common base mount on one end and to an end effector on the other (see Fig. 3.5).
During the trials, the pressure inside each actuator was varied using a pneumatic pressure regulator
(Enfield TR-010-g10-s), and the displacement and velocity of the end effector was measured at a
frequency of 60 Hz using a commercial motion capture system (Phase Space Impulse X2E).
For this robot, it is our primary interest to control the motion of the end effector. Hence, we
chose an output which is capable of describing the dynamics of the end effector as an ordinary
differential equation, namely the position and velocity of the end effector with respect to a global
coordinate frame, as shown in Fig. 3.5
y(t) =
[
y1(t) y2(t) y3(t) y˙1(t) y˙2(t) y˙3(t)
]>
(3.64)
3.3.2 Data Collection
To generate a representative sampling of the system’s behavior over its entire operation range, a
randomized input was applied. The control input into the system u was a set of three 0 − 10V
signals into the pressure regulators corresponding to actuator pressures of ≈ 0− 140 kPa
u(t) =
[
u1(t) u2(t) u3(t)
]T
, ui ∈ [0, 10] (3.65)
Before each trial, a 3 × Ku table Υ of uniformly distributed random numbers between zero and
ten was generated to be used as an input lookup table. Ku was chosen to be large enough to
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Table 3.2: Data Collection Parameters
Trial
1 2 3 4 5 6
Length (min) 40:06 31:26 8:16 26:09 28:38 31:35
Tu (s) 3.0 3.5 4 5 5 8
provide inputs over the entire length of each trial. Each control input was smoothly varied between
elements in consecutive columns of the table over a transition period Tu with a time offset of Tu/3
between each of the three control signals,
ui(t) =
(Υi,k+1 −Υi,k)
Tu
(
t+
(i− 1)Tu
3
)
+ Υi,k (3.66)
where k = floor
(
t/Tu
)
is the current index into the lookup table at time t.
Data collection proceeded in 6 trials each lasting an average of ≈ 27 minutes. The input
transition period Tu varied from trial to trial, taking values between 3 and 8 seconds (see Table 3.2
for the specific values for each trial). After collecting data, raw position and velocity measurements
were put through a moving average filter with window size of 1s to reduce noise, then sampled
uniformly with a period Ts = 0.02 seconds. Sampled velocity measurements were put through a
second moving average filter with window size of 1 second due to the higher noise content of the
velocity signal. The time-series data from each trial was partitioned into training and validation
sets. Three 10 second validation sets were extracted from each trial and the remainder of the trial
data was used for training.
3.3.3 Model Comparison
We generated a state space model from the technique described by Algorithm 4 using a monomial
basis of maximum degree ρ = 3 and the collected training data. We then evaluated its accuracy by
comparing model simulations to each of the validation data sets (Fig. 3.6). Goodness of fit for the
trajectory of the j th component of the output yj was calculated using the normalized root-mean-
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Motion-capture
 Markers
Figure 3.5: System identification was performed on a soft robot consisting of three PAMs adhered
together. Active motion capture markers on the base and end effector enabled tracking of the
position and velocity of the end effector relative to the fixed global coordinate frame marked by
unit vectors yˆ1, yˆ2, yˆ3 where yˆ1 is pointing into the page. The robot’s range of motion given control
inputs defined in (4.14) is depicted.
68
square error (NRMSE), defined:
RMSE =
√∑Ntotal
k=1
(
yj[k]− yˆj[k]
)2
Ntotal
(3.67)
NRMSE =
(
RMSE
yj,max − yj,min
)
· 100% (3.68)
where yˆj is the simulated value of the j th component of output, Ntotal is the total number of points,
and yj,min/max are the measured minimum/maximum values of the j th component of the output
observed over all trials.
The performance of our model was benchmarked against a linear state space, nonlinear Ham-
merstein Wiener, nonlinear auto-regressive with exogenous inputs (NLARX), and a feedforward
neural network model. The models were trained and evaluated on the same non-lifted time-series
data as the Koopman model, and generated using either the Matlab System Identification Toolbox
or Neural Network Toolbox [71]. The state space model was generated using the subspace method
[62, Chapter 7] and specified to be 6 dimensional, i.e. the same dimension as the state defined
in 3.64. The neural network model was trained using the Levenberg-Marquardt backpropogation
algorithm and sigmoid activation functions. It was trained several times using combinations of 10-
30 hidden neurons and 1-10 delays. Only the results for the best of these models, corresponding to
10 hidden neurons and 10 delays, is displayed in Fig. 3.7 and Table 4.2.
3.3.4 Results
The model generated by the Koopman system identification method has a total RMSE averaged
across position states and velocity states of 5.98 mm and 3.66 mm/s, respectively. As shown in
Table 4.2, this corresponds to a total NRMSE averaged across all states of 2.1%. By this metric,
it performs more than twice as well as the best competing linear and nonlinear models which have
average NRMSEs of 4.6% and 4.5%, respectively (see Fig. 3.7). The Koopman model also exhibits
the smallest standard deviation of the NRMSE across states. This implies that the Koopman model
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Figure 3.6: The measured position of the robot end effector over a 30 second time window
(black, dotted) superimposed with the position predicted by the Koopman-based model (blue)
given the same initial condition and control inputs. Coordinates are defined with respect to the
global coordinate frame depicted in Fig. 3.5.
more consistently captures the real behavior of all six states of the system, rather than just a subset
of them. Fig. 3.6 illustrates the ability of the Koopman-based model to predict the position of the
end effector over a 30 second time horizon.
3.3.5 Discussion
We have successfully applied a system identification technique based on Koopman operator theory
to a soft robot and shown that the model generated outperforms those constructed by several other
state-of-the-art nonlinear system identification methods. Perhaps unsurprisingly, the linear state
space model was unable to capture the nonlinear dynamics of the robot as well as the Koopman
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Figure 3.7: Shown is the total NRMSE averaged across all states for each of the models, with
the standard deviation designated by the black bar. The average NRMSE of the Koopman-based
model is less than half of that of the other models, with a standard deviation of less than one third
of the other models.
Table 3.3: Total NRMSE (%) over all validation trials
States Std.Model
y1 y2 y3 y4 y5 y6
Avg. Dev.
Koopman 2.4 2.0 2.9 1.7 1.5 2.0 2.1 0.5
Neural Net 5.8 4.0 6.6 3.9 2.8 3.5 4.5 1.5
State Space 5.1 3.1 9.9 3.0 1.8 4.8 4.6 2.9
Ham.-Weiner 7.0 4.5 6.9 3.0 2.3 3.1 4.5 2.0
NLARX 5.0 3.0 12.0 3.8 2.1 2.8 4.8 3.7
71
model. As for the nonlinear models, there are several likely reasons why the performance of the
Koopman model was superior. Since the Koopman model is a state space model, simulations can
be initialized from the same initial condition as the real system. This is not the case for the other
learned nonlinear models which do not have an internal state corresponding to the physical state
of the robot. Rather, they act as black-box models only capable of mapping inputs to outputs.
Another advantage of the Koopman model is that its quality does not depend on an initial
model estimate or tuning parameters. By iterating over the set of all initializations and tuning
parameters, one may be able to generate better performing models than those shown; unfortunately,
this multivariate trial-and-error process may not affect results in a predictable way. In contrast, the
only tuning parameter involved in the Koopman method is the maximum degree of the monomial
basis functions, which has a magnitude that is directly proportional to model accuracy.
While the results here are promising, there are practical challenges to extending the Koopman
approach to higher dimensional systems. As the dimension of the state space increases, so does
the size of the monomial basis set of the finite-dimensional subspace of observables. This greatly
increases the size of the matrix equations that must be solved, leading to computational intractabil-
ity for sufficiently high dimensional systems. However, if some information about the system is
known beforehand, this issue could be counteracted by choosing a more suitable basis for the ob-
servables. For example, if the system exhibits oscillatory motion, a lower dimensional fourier basis
may be more suitable than a monomial basis to represent the behavior. Such an extension of the
method is left to future work.
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CHAPTER 4
Model-based Control
Soft robots differ from rigid-bodied robots in several ways that make them uniquely difficult to
control. Namely, soft robots exhibit distributed rather than localized deformation and actuation,
soft materials exhibit nonlinear characteristics that are negligible in rigid materials, and soft robots
span such a wide range of designs that it is difficult to generalize control results from one robot
to another. These differences render many of the standard approaches used to control rigid-bodied
robots insufficient for soft robots. Thus, novel control approaches for soft robots are needed.
Model-free control approaches have emerged as a convenient way to construct control policies
directly from data, without first identifying a system model. For instance, [27] used deep rein-
forcement learning to achieve open-loop position control of a soft manipulator comprised of fiber-
reinforced actuators, and [29] used a combination of a recurrent neural network and supervised
reinforcement learning to achieve closed-loop control of a pneumatically-driven soft manipula-
tor. These data-driven approaches rely on machine learning techniques to identify suitable control
policies for a specific task, but without an underlying system model, they do not generalize well to
arbitrary tasks.
A system model enables the design of model-based controllers that leverage model predictions
to choose suitable control inputs for arbitrary tasks. In particular, model-based controllers can
anticipate future events, allowing them to optimally choose control inputs and facilitate better
control performance. When an accurate model is available, predictive controllers can be built
by using the model to calculate a feedforward term, then adding a feedback term to account for
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minor model uncertainty and disturbances. If an accurate model is unavailable, feedback must
be relied upon more heavily. This poses several problems for soft robots. First, feedback requires
sensing, but the morphology of soft robots precludes the use of most conventional sensors. Suitable
alternatives are currently in development [72, 73, 74, 75], but are not yet readily available. Second,
relying heavily on feedback to compensate for an inaccurate model has been illustrated to reduce
the compliance of soft robotic systems [76]. That is, excessive feedback negates the desirable
compliance of a soft robot by replacing its natural dynamics with those of a slower, stiffer system.
Therefore, accurate models are required to control soft robots in a manner that reduces dependence
on feedback and simultaneously preserves compliance.
Many model-based controllers have been developed for soft robots, but the majority of them
are static and rely on simplifying assumptions such as piece-wise constant curvature [18]. Such
controllers have proven sufficient for static control of uniform, low-mass manipulators, but they
have been insufficient for dynamic control of more complex soft robotic systems [21]. Dynamic
control of a soft manipulator has been achieved by supplementing a piece-wise constant curvature
model with data-driven trajectory optimization [77], but the approach requires task specific train-
ing. Few model-based controllers have been derived from more realistic physics-based models due
to their computational complexity.
As seen in Chapter 3, Koopman operator theory offers a way to construct linear or bilinear
model realizations of nonlinear dynamical systems from data. Such realizations are computation-
ally efficient without relying on physical simplifying assumptions. Several researchers have ex-
ploited these properties to construct model-based controllers from Koopman representations [31].
In [34] they construct an LQR feedback law from a linear Koopman representation and use it to
successfully control the the underlying nonlinear dynamical system, and a similar approach is uti-
lized in [38] to control a swimming fish robot. In [36], linear Koopman realizations are combined
with model predictive control (MPC), a popular model-based control design technique wherein
one optimizes the control input over a finite time horizon, applies that input for a single time-step,
and then optimizes again, repeatedly [78].
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This chapter builds upon those contributions within the specific context of soft robot control.
We develop several Koopman-based model predictive control algorithms and demonstrate their
efficacy in controlling a real soft robotic system. In Section 4.1 we formally introduce model
predictive control and describe methods for constructing MPC controllers from Koopman model
realizations. In Section 4.2, we construct a linear, bilinear, and nonlinear MPC controller for
the simulated planar 3-link arm system from Section 3.2, and compare the performances of the
controllers in a trajectory following task. In Section 4.3, we construct several MPC controllers for
a real soft robot arm, and evaluate the efficacy of each controller in performing trajectory following
tasks. Our results show that Koopman-based MPC controllers outperform benchmark controllers
for soft robotic systems. Most of the contents of this chapter originally appeared in [41], but an
attempt has been made to clarify and expand upon the original exposition of the material. Notably,
this work introduces nonlinear and suboptimal bilinear MPC in addition to linear MPC and presents
new simulation results which were absent in the original text.
4.1 Model Predictive Control
Model predictive control algorithms optimally choose a sequence of control inputs given a desired
output trajectory and system model. This system model can be either linear or nonlinear, but
linear models have computational advantages over nonlinear ones. Namely, the MPC optimization
problem for linear models is convex, while for nonlinear models it is not.
Convex optimization problems, i.e. those which have a convex cost function and convex fea-
sible set, have global extrema and can be solved very reliably and efficiently using interior-point
methods or other special methods for convex optimization [30]. Non-convex optimization prob-
lems, on the other hand, may have multiple local extrema and there is no standard method for
finding global solutions. The most efficient non-convex optimization methods only find local so-
lutions, which depend on an initial guess for the optimization variable. Thus, for real-time optimal
control problems, convexity is desired.
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The MPC optimization problem for linear systems is convex because it has a quadratic cost
function and linear constraints. Since it is convex, it has a unique globally optimal solution that
can efficiently be constructed without initialization even for models with thousands of states and
inputs [30, 79, 80]. This contrasts sharply with the MPC formulation for nonlinear systems which
requires solving an optimization problem with nonlinear constraints and a (potentially) nonlinear
cost function [81]. As a result, algorithms to solve such problems typically require initialization
and can struggle to find globally optimal solutions [82]. Though techniques have been proposed
to improve the speed of algorithms to solve nonlinear MPC problems [83, 84] or even globally
solve such problems without requiring initialization [85], these formulations still take orders of
magnitude more time per iteration, which can make them too slow to be applied for real-time
control. This difference is highlighted in Sections 4.2 and 4.3 via computation time comparisons
between linear and nonlinear MPC controllers for several robotic systems.
The remainder of this section describes the formulation of MPC algorithms for linear and non-
linear Koopman realizations, as well as a suboptimal MPC control algorithm for bilinear Koopman
realizations. These algorithms, when combined with Koopman-based models derived using the
methods of Chapter 3, can be used to control real soft robotic systems.
4.1.1 Linear MPC
For linear systems, MPC consists of iteratively solving a convex quadratic program. This is also the
case for Koopman-based model predictive control (K-MPC), wherein one solves for the optimal
sequence of control inputs over a receding horizon according to the following quadratic program
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Algorithm 5: Koopman-based Linear MPC (K-MPC)
Input: Prediction horizon: Nh
Cost matrices: Q[i], R[i], q[i], r[i] for i = 0, ..., Nh
Constraint matrices: E[i], F [i], bi for i = 0, ..., Nh
Model matrices: A,B
for k = 0, 1, 2, ... do
Step 1: Set z´[0] = g(y[k])
Step 2: Solve (4.1) to find optimal input (u[i]∗)Nhi=0
Step 3: Set u[k] = u[0]∗
Step 4: Apply u[k] to the system
end
at each time instance k of the closed-loop operation:
min
{u´[i]∈Rm}Nhi=0
{z´[i]∈RN}Nhi=0
z´[Nh]
TQ[Nh]z´[Nh] + q[Nh]
T z´[Nh]+
+
Nh−1∑
i=0
(
z´[i]TQ[i]z´[i] + u´[i]TR[i]u´[i] + q[i]T z´[i] + r[i]T u´[i]
)
s.t. z´[i+ 1] = Az´[i] +Bu´[i], ∀{i}Nh−1i=0
E[i]z´[i] + F [i]u´[i] ≤ b[i], ∀{i}Nh−1i=0
z´[0] = g(y[k])
(4.1)
where Nh ∈ N is the prediction horizon, Q[i] ∈ RN×N and R[i] ∈ Rm×m are positive semidefinite
matrices, and where each time the program is called, the predictions are initialized from the current
lifted state ψ(x[k]). The matrices E[i] ∈ Rc×N and F [i] ∈ Rc×m and the vector b[i] ∈ Rc define
state and input polyhedral constraints where c denotes the number of imposed constraints. While
the size of the cost and constraint matrices in (4.1) depend on the dimension of the lifted state N ,
[36] shows that these can be rendered independent of N by transforming the problem into its so-
called “dense-form.” Algorithm 7 summarizes the closed-loop operation of this Koopman-based
linear MPC controller.
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4.1.2 Nonlinear MPC
For nonlinear systems, nonlinear model predictive control (NMPC) typically consists of iteratively
solving a non-convex optimization problem. Non-convexity is introduced by the set of nonlinear
constraints that prohibit the decision variables from violating the system’s dynamics (highlighted
in red in (4.2) and (4.6)). NMPC algorithms exist for both discrete and continuous nonlinear
dynamical systems. Their general formulations are presented in the following subsections.
4.1.2.1 Discrete NMPC
For discrete nonlinear systems, the NMPC cost function and state and input polyhedral constraints
are identical in form to those of linear MPC, but the constraints that enforce the dynamics are
not linear. For Koopman-based nonlinear model predictive control (K-NMPC) one solves for the
optimal sequence of control inputs over a horizon according to the the following nonlinear program
starting from the kth time-step of the system:
min
{u´[i]∈Rm}Nhi=0
{y´[i]∈Rn}Nhi=0
y´[Nh]
TQ[Nh]y´[Nh] + q[Nh]
T y´[Nh]+
+
Nh−1∑
i=0
(
y´[i]TQ[i]y´[i] + u´[i]TR[i]u´[i] + q[i]T y´[i] + r[i]T u´[i]
)
s.t. y´[i+ 1] = T (y´[i], u´[i]), ∀{i}Nh−1i=0
E[i]y´[i] + F [i]u´[i] ≤ b[i], ∀{i}Nh−1i=0
y´[0] = y[k]
(4.2)
where Nh ∈ N is the prediction horizon, Q[i] ∈ Rn×n and R[i] ∈ Rm×m are positive semidefinite
matrices, and where each time the program is called, the predictions are initialized from the current
output y[k].
The time required to solve this problem depends on the dimension of the model, the length
of the horizon, the complexity of the dynamics, and the efficiency of the optimization software
used. Often the solving time will exceed the time-step of the the discrete dynamical model, mak-
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ing it impossible to update the control at every time-step. In this case, the optimal control inputs
can be computed offline then applied to the system in open-loop. Without feedback, however,
the controller is incapable of overcoming model error that causes performance to degrade as the
time-horizon increases. To counteract this shortcoming, a nonlinear MPC controller can be sup-
plemented with a linear feedback controller based on the local linearization of the nonlinear model
about a reference trajectory (see [86, Section 5.4]).
The linearized error dynamics are represented as a discrete-time linear time-variant (LTV) sys-
tem of the following form:
δy[k + 1] =A[k]δy[k] +B[k]δu[k] (4.3)
where
δy[k] =y[k]− y[k]
δu[k] =u[k]− u[k]
A[k] :=
∂F
∂y
∣∣∣∣y=y[k]
u=u[k]
∈ Rn×n
B[k] :=
∂F
∂u
∣∣∣∣y=y[k]
u=u[k]
∈ Rn×m
(4.4)
and where at the kth time-step y[k] is the reference trajectory andu[k] is the control input computed
by solving (4.6) or (4.2), δy[k] is the difference between actual state and reference state, while
δu[k] is the difference between actual input and reference input. At each time-step k, the optimal
input u∗[k] is then given by the sum of the open-loop control input computed by solving the
aforementioned NMPC offline, denoted u[k], and a feedback term based on the local linearization
that is computed online, denoted δu[k],
u∗[k] = u[k] + δu[k] (4.5)
where δu[k] is chosen such that it drives the locally linearized dynamics to zero. In practice, δu[k]
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Algorithm 6: Koopman-based Discrete Nonlinear MPC (K-NMPC)
Input: Prediction horizon: Nh
Cost matrices: Q[i], R[i], q[i], r[i] for i = 0, ..., Nh
Constraint matrices: E[i], F [i], b[i] for i = 0, ..., Nh
Model discrete map: T : Y × U → Rn
for k = 0, 1, 2, ... do
Step 1: Set y´[0] = y[k])
Step 2: Solve (4.2) to find optimal input (u[i]∗)Nhi=0
Step 3: Set u[k] = u[0]∗
Step 4: Apply u[k] to the system
end
is computed at each time-step by solving a linear MPC program with structure similar to (4.1).
4.1.2.2 Continuous NMPC
NMPC controllers can also be constructed for continuous-time nonlinear Koopman models. For
continuous Koopman-based NMPC, one solves for an optimal function describing the evolution of
control inputs over a horizon starting from an instance of time τ of the system according to the the
following nonlinear program:
min
u´∈L2([t0,tf ];Rm)
y´(tf )
>Qf y´(tf ) + q>f y´(tf )
+
∫ tf
t0
(
y´(t)>Qy´(t) + u´(t)>Ru´(t) + q>y´(t) + r>u´(t)
)
dt
s.t. ˙´y(t) = F¯
(
y´(t), u´(t)
)
, ∀t ∈ [t0, tf ]
L(y´(t), u´(t)) ≤ 0q, ∀t ∈ [t0, tf ]
y´(t0) = y(τ)
(4.6)
whereL2([t0, tf ];Rm) is the space of square integrable functions from [t0, tf ] toRm,G,Gf ∈ Rn×n
and H ∈ Rm×m are positive semidefinite matrices, L : Rn × Rm → Rc defines state and input
constraints where c denotes the total number of imposed constraints, and 0c is the vector of all 0’s
with c-elements.
There are commercial software tools designed specifically to solve problems of this type such
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as GPOPS-II [83], CasADi [87], SNOPT [88], and Frost [84]. However, just as in the discrete-time
case, the time required to solve this problem is usually too large to be used for closed-loop control.
Therefore, open-loop control sequences are typically computed offline and feedback strategies
based on local linearizations of the dynamics are employed to make these open-loop trajectories
more robust to disturbances.
4.1.3 Suboptimal Bilinear MPC
K-MPC and K-NMPC controllers each present different strengths and weaknesses. K-MPC con-
trollers are computationally efficient enough to be updated in real time to make up for modeling
error and recover from disturbances, but they are based on linear Koopman realizations which
are generally less accurate than nonlinear Koopman realizations of the same system. K-NMPC
controllers are based on the more accurate nonlinear Koopman realizations, but cannot adapt to
changing conditions because they require solutions to be computed offline.
Luckily, there is another controller which combines the complementary strengths of K-MPC
and K-NMPC that is based on bilinear Koopman realizations. Bilinear Koopman realizations gen-
erate predictions that are nearly as accurate as nonlinear Koopman realizations (see Section 3.2.1),
but they have a structure that is “almost linear”. Due to this feature, under some minor assump-
tions, a bilinear model predictive control problem can be recast as a linear model predictive control
problem that can be solved efficiently.
Our proposed Koopman-based bilinear model predictive control (K-BMPC) algorithm, deter-
mines a sequence of control inputs over a receding horizon by approximating the solution to the
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following optimization problem at each time instance k of the closed-loop operation:
min
{u´[i]∈Rm}Nhi=0
{z´[i]∈RN}Nhi=0
z´[Nh]
TQ[Nh]z´[Nh] + q[Nh]
T z´[Nh]+
+
Nh−1∑
i=0
(
z´[i]TQ[i]z´[i] + u´[i]TR[i]u´[i]+
+ q[i]T z´[i] + r[i]T u´[i]
)
s.t. z´[i+ 1] = Aˆz´[i] + Bˆu´[i] +
m∑
j=1
Hˆjz´[i]u´j[i], ∀{i}Nh−1i=0
E[i]z´[i] + F [i]u´[i] ≤ b[i], ∀{i}Nh−1i=0
z´[0] = g(y[k])
(4.7)
where Nh ∈ N is the prediction horizon, Q[i] ∈ RN×N and R[i] ∈ Rm×m are positive semidefinite
matrices, and where each time the program is called, the predictions are initialized from the current
lifted state g(y[k]). The matrices E[i] ∈ Rc×N and F [i] ∈ Rc×m and the vector b[i] ∈ Rc define
state and input polyhedral constraints where c denotes the number of imposed constraints. This is
identical to the linear MPC optimization problem (4.1) except the dynamics constraint (highlighted
in red) now enforces that the solution be consistent with a bilinear Koopman realization rather than
a linear one. Unfortunately, this set of constraints renders the problem non-convex, so it may not
be possible to solve it quickly enough for real-time control.
The optimization problem can be made convex by replacing the dynamics constraints with
linear approximations constructed by replacing z´[i] in the bilinear terms with z´[0], i.e.
z´[i+ 1] = Aˆz´[i] + Bˆu´[i] +
m∑
j=1
Hˆjz´[0]u´j[i], ∀{i}Nh−1i=0 (4.8)
= Aˆz´[i] +
(
Bˆ +
[
Hˆ1z´[0] · · · Hˆmz´[0]
])
u´[k], ∀{i}Nh−1i=0 (4.9)
The resulting linear dynamics approximate the evolution of the system in a neighborhood of the
initial lifted state z´[0]. This introduces prediction error, but turns (4.7) into a convex quadratic
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Algorithm 7: Koopman-based Suboptimal Bilinear MPC (K-BMPC)
Input: Prediction horizon: Nh
Cost matrices: Q[i], R[i], q[i], r[i] for i = 0, ..., Nh
Constraint matrices: E[i], F [i], b[i] for i = 0, ..., Nh
Model matrices: Aˆ, Bˆ, {Hˆj}mj=1
for k = 0, 1, 2, ... do
Step 1: Set z´[0] = g(y[k])
Step 2: Solve (4.1) to find optimal input (u[i]∗)Nhi=0
Step 3: Set u[k] = u[0]∗
Step 4: Apply u[k] to the system
end
program which can be solved quickly enough to be updated at every time-step:
min
{u´[i]∈Rm}Nhi=0
{z´[i]∈RN}Nhi=0
z´[Nh]
TG[Nh]z´[Nh] + g[Nh]
T z´[Nh]+
+
Nh−1∑
i=0
(
z´[i]TG[i]z´[i] + u´[i]TH[i]u´[i]+
+ g[i]T z´[i] + h[i]T u´[i]
)
s.t. z´[i+ 1] = Aˆz´[i] +
(
Bˆ +
[
Hˆ1z´[0] · · · Hˆmz´[0]
])
u´[k], ∀{i}Nh−1i=0
E[i]z´[i] + F [i]u´[i] ≤ b[i], ∀{i}Nh−1i=0
z´[0] = g(y[k])
(4.10)
The main difference between the K-BMPC controller and the other model predictive control
algorithms is that it does not generate optimal solutions with respect to the model upon which
it is based. Instead, the solutions it generates are optimal with respect to a linear approximation
of the actual bilinear model predictive control problem. It is important to note, however, that all
Koopman realizations constructed from data are mere approximations of the true dynamics of a
system. Hence, even the optimal solutions to the model predictive control problems (4.1), (4.2),
and (4.6) are not necessarily optimal with respect to the true dynamics of the system. For this
reason, in practice K-BMPC may outperform K-MPC and K-NMPC, despite its suboptimality.
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4.2 Application: Trajectory Following with Planar 3-Link Arm
To highlight the relative strengths and weaknesses of the Koopmans-based control techniques de-
scribed in the previous section, we applied them to the simulated 3-link planar arm system from 3.2
(shown in Fig. 3.3). A K-MPC controller, K-BMPC controller, and discrete K-NMPC controller
was constructed from the linear, bilinear, and nonlinear model realizations identified in Section 3.2
for ρ = 3. Each controller was then employed to perform the same trajectory following task.
4.2.1 Control Performance Comparison
Each controller computed solutions over a Nh = 10 step horizon, had identical cost functions,
and no state or input polyhedral constraints. The desired task was to move the end effector of the
arm along a planar reference trajectory. Therefore, a cost function was chosen that penalizes the
distance between the actual end effector coordinates (α3, β3) and the desired coordinates (αref3 , β
ref
3 )
at each time-step:
Cost
(
{y´[i]}Nhi=0, {u´[i]}Nhi=0
)
=100
C refy´[Nh]−
αref3 [Nh]
βref3 [Nh]


>C refy´[Nh]−
αref3 [Nh]
βref3 [Nh]

+
+
Nh−1∑
i=0
10
C refy´[i]−
αref3 [i]
βref3 [i]


>C refy´[i]−
αref3 [i]
βref3 [i]

+
+ (1× 10−3) u´[i]>

3 0 0
0 2 0
0 0 1
 u´[i]
(4.11)
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where C ref is a selection matrix that isolates the coordinates of the end effector which are the last
two components of y´[i]:
C ref =
0 0 0 0 1 0
0 0 0 0 0 1
 (4.12)
Notice that (4.11) also includes a term that penalizes the magnitude of the input to distinguish
between multiple robot configurations that all achieve the desired end effector placement.
Control trials were conducted in simulation. At each time-step the current output of the system
is measured and used to initialize the MPC optimization problem. Once a solution is computed,
the system is simulated forward one time-step (Ts = 0.05 seconds) under the optimal input. This
procedure is repeated until the end of the reference trajectory is reached.
The reference trajectory chosen traces out the shape of a block letter M over a time period of
15 seconds, starting from the robot’s hanging position. Fig. 4.1 shows the path of the end effector
using each of the controllers, and Fig. 4.2 displays the mean tracking error and mean computation
time over all time-steps. The tracking error at each time-step is quantified as the Euclidean distance
between the actual and desired end effector locations. The computation time per iteration is the
amount of time it takes to solve the MPC optimization problem and does not include the time to
simulate the response of the system. All three trials were run on a computer with 64 GB RAM and
a 2.4 GHz CPU.
4.2.2 Discussion
It is clear by inspection of Fig. 4.1 that the K-MPC controller performs very poorly. This is con-
firmed quantitatively in Fig. 4.2 which shows that its mean tracking error is more than 15× larger
than that of the other controllers. This poor performance can be attributed to the inaccuracy of the
linear Koopman model realization upon which it is based, which was documented in Section 3.2.
The K-BMPC and K-NMPC controllers track the desired trajectory with much greater fidelity, re-
flecting the greater accuracy of the bilinear and nonlinear model realizations upon which they are
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Figure 4.1: The end effector trajectories generated by each Koopman-based model predictive con-
troller superimposed over the same reference trajectory, shown in grey.
based.
In the previous section, we asserted that K-NMPC is much less computationally efficient than
the other controllers, and that is confirmed by the results of this experiment. As seen in Fig. 4.2,
the mean computation time for K-NMPC is more than 500× larger than that of the other two
controllers. This computation time greatly exceeds the 50 ms duration of a single time-step, making
it incompatible with closed-loop operation. Hence, if this robot were a real physical system, the
control inputs would have to be computed offline.
Based on the results of this experiment, only K-BMPC would be a viable closed-loop controller
for this system. Its mean computation time is much less than a single time-step, and despite the
suboptimality of its solutions, its mean tracking error is nearly equivalent to that of K-NMPC.
Roughly speaking, K-MPC fast but inaccurate, K-NMPC is accurate but slow, and K-BMPC is
both fast and accurate.
The benefits of using a bilinear Koopman realization to model and control a robot are illustrated
by this example, but the difference in performance between K-BMPC and K-MPC may not always
be so pronounced. Some systems are described very accurately by linear Koopman models, in
which case a K-MPC controller may be sufficient. It is up to the control designer to determine
which realization and controller is best suited for each particular system.
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Figure 4.2: The mean tracking error (blue) and the mean computation time (orange) for each
controller plotted on a logarithmic scale. The K-BMPC controller has a mean tracking error com-
parable to K-NMPC and a mean computation time comparable to K-MPC, proving it to be both
accurate and computationally efficient.
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4.3 Application: Trajectory Following with Soft Robot Arm
This section describes a soft robot platform and the set of experiments used to demonstrate the
efficacy of the Koopman-based controllers described in Section 4.1 applied to a real soft robotic
system. Footage of the soft robot performing several trajectory following tasks can be found in a
supplementary video file1, and code used to construct the Koopman-based models and controllers
for these experiments can be found in a publicly accessible repository2.
4.3.1 Robot Description: Soft Arm with a Laser Pointer
We experimentally evaluated the Koopman model predictive control approach on a soft robot arm
performing the task of drawing shapes with a laser pointer, similar to the handwriting task de-
scribed in [89]. The robot is a suspended soft arm with a laser pointer attached to the end effector
(see Fig. 4.3). The laser dot is projected onto a 50 cm× 50 cm flat board which sits 34 cm beneath
the tip of the laser pointer when the robot is in its relaxed position (i.e. hanging straight down).
The position of the laser dot is measured by a digital webcam overlooking the board.
The arm consists of two bending sections. The interior of each section is composed of three
pneumatic artificial muscles or PAMs (also known as McKibben actuators [48]) adhered to a cen-
tral foam spine by latex rubber bands (see Fig. 4.3). The exterior is composed of polyurethane
foam which serves to dampen high-frequency oscillations. The PAMs in the upper and lower sec-
tions are internally connected so that only three input pressure lines are required, and they are
arranged such that for any bending of the upper section, bending in the opposite direction occurs
in the lower section. This ensures that the laser pointer mounted to the end effector points approx-
imately vertically downward and the laser light strikes the board at all times. The pressures inside
the actuators are regulated by three Enfield TR-010-g10-s pneumatic pressure regulators, which
accept 0− 10V command signals corresponding to pressures of approximately 0− 140 kPa. In
the experiments, the input is three-dimensional and corresponds to the voltages applied to the three
1https://youtu.be/FgZmlQh3Ffc
2https://github.com/ramvasudevan/soft-robot-koopman
88
Camera
Laser Pointer
PAMs
Foam Spine
Pressure
Regulators
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Figure 4.3: The soft robot consists of two bending segments encased in a foam exterior with a
laser pointer attached to the end effector. A set of three pressure regulators is used to control the
pressure inside of the pneumatic actuators (PAMs), and a camera is used to track the position of
the laser dot.
pressure regulators. The state is two-dimensional and corresponds to the position of the laser dot
with respect to the center of the board in Cartesian coordinates.
4.3.2 Characterization of Stochastic Behavior
Most mechanical systems demonstrate stochastic behavior (i.e. when an identical input and state
produces a different output) to some extent. Stochastic behavior is characteristic of electronic
pressure regulators, which can limit the precision of pneumatically driven soft robotic systems and
undermine the predictive capability of models.
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Figure 4.4: The left plot shows the average response of our soft robot system over a single period
when the sinusoidal inputs of varying frequencies described by (4.13) are applied. All of the par-
ticular responses are subimposed in light grey. The right plot shows the distribution of trajectories
about the mean, with all distances within two standard deviations (0.43 cm) highlighted in grey.
The width of the distribution illustrates how it is possible for identical inputs to produce outputs
that vary by almost 1 cm.
We quantified the stochastic behavior of our soft robot system by observing the variations in
output from period-to-period under sinusoidal inputs to the three actuators of the form
u[k] =

6 sin(2pi
T
kTs) + 3
6 sin(2pi
T
kTs − T3 ) + 3
6 sin(2pi
T
kTs − 2T3 ) + 3
 (4.13)
for periods of T = 6, 7, 8, 9, 10, 11, 12 seconds and a sampling time of Ts = 0.083 seconds with a
zero-order-hold between samples. Under these inputs, the laser dot traces out a circle with some
variability in the trajectory over each period. In Fig. 4.4 the trajectories over 210 periods are super-
imposed along with the average over all trials. The standard deviation of this distribution is 0.215
cm. This inherent stochasticity will limit the tracking performance of the system, independent of
the employed controller.
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4.3.3 Data Collection and Model Identification
Data for constructing models was collected over 12 trials lasting approximately 5 minutes each. A
randomized “ramp and hold” type input was applied during each trial to generate a representative
sampling of the system’s behavior over its entire operating range. To ensure randomization, a
matrix Υ ∈ [0, 10]3×1000 of uniformly distributed random numbers between zero and ten was
generated to be used as an input lookup table. Each control input was varied between elements in
consecutive columns of the table over a transition period Tu, with a time offset of Tu/3 between
each of the three control signals, and with a sampling time of Ts = 0.083 seconds with a zero-
order-hold between samples
ui[k] =
(Υi,j+1 −Υi,j)
Tu
(
kTs +
(i− 1)Tu
3
)
+ Υi,j (4.14)
where j = floor
(
kTs/Tu
)
is the current index into the lookup table at time t. Three trials were
conducted using each of the transition periods Tu = 2, 3, 4, 5 seconds.
Four models were fit from data: a linear state-space model using the subspace method [90], a
linear Koopman model using the approach from Section 3.1.3.1, a nonlinear Koopman model using
the approach from Section 3.1.3.4, and a Nonlinear Autoregressive with External Input (NARX)
neural network model identified using the Levenberg-Marquardt backpropogation algorithm. Each
of theses models was trained from the same set of randomly generated data just once, independent
of any specific task.
The linear state-space model provides a baseline for comparison and was identified using the
MATLAB System Identification Toolbox [71]. It is a four dimensional linear state-space model
expressed in observer canonical form.
The linear Koopman model was identified using a set of 45, 103 snapshot pairs {a(k), b(k)} that
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incorporate a single delay d = 1:
a(k) =

y(k)
y(k−1)
u(k−1)
 , b(k) =

y(k+1)
y(k)
u(k)
 (4.15)
and used an N = 36 dimensional set of basis functions consisting of all monomials of maximum
degree 2. To find the sparsest acceptable matrix representation of the Koopman operator, (3.48)
was solved for λ = 0, 1, 2, ..., 50. Predictions from the resulting models were evaluated against a
subset of the training data, with the error quantified as the average Euclidean distance between
the prediction and actual trajectory at each point, normalized by the average Euclidean distance
between the actual trajectory and the origin. Fig. 4.5 shows that as λ increases so does this error,
but the density of the Aˆ matrix of the lifted linear model decreases. The model chosen used a value
of λ = 50, because it yielded an Aˆ matrix with roughly 80% of its elements equal to zero without
significantly increasing the model prediction error.
The nonlinear Koopman model was identified using a set of 45, 103 snapshot pairs {a(k), b(k)}
that have the input appended, but do not incorporate any delays:
a(k) =
y(k)
u(k)
 , b(k) =
y(k+1)
u(k)
 (4.16)
and used an N = 35 dimensional set of basis functions consisting of all monomials of maximum
degree 3. To construct the Koopman operator matrix for this model, (3.48) was solved with λ = 0,
which corresponds to the least-squares solution.
The NARX neural network model was identified using the same set of 45, 103 snapshot pairs
as the linear Koopman model, which incorporates a single delay d = 1. The model had 10 hidden
neurons, used sigmoid activation functions, and was trained using the MATLAB Neural Network
Toolbox [71].
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Figure 4.5: As the weight of λ (the L1 penalty term in (3.48)) increases, the density of the lifted
system matrix Aˆ decreases compared to the least-squares solution which occurs at λ = 0. If the
projection operator P (defined in (3.51)) is not applied (shown by the the solid lines), this decrease
in density produces a large increase in model prediction error. If the projection operator P is
applied (shown by the dashed lines), the decrease in density is less significant, but the increase in
model prediction error is negligible. Here, a model prediction error of 0 denotes perfect tracking,
and a model prediction error of 1 denotes the tracking error of a prediction that remains at the
origin for all time.
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Table 4.1: Average Prediction Error Under Sinusoidal Inputs (cm)
Period of Sinusoidal Inputs (seconds)Model
6 7 8 9 10 11 12
Avg.
L
in
ea
r
Koop. (linear) 2.12 2.08 2.00 1.98 1.89 1.82 1.74 1.92
State Space 5.56 5.17 4.97 4.83 4.64 4.44 4.24 4.74
N
on
lin
ea
r
Koop. (nonlinear) 1.35 1.47 1.56 1.63 1.70 1.69 1.69 1.61
Neural Network 3.23 3.29 3.36 3.31 3.20 3.07 2.94 3.18
4.3.4 Experiment 1: Model Prediction Comparison
The accuracy of the predictions generated by each of the four models was evaluated by comparing
them to the actual behavior of the system under the sinusoidal inputs defined in (4.13). This com-
parison data was not part of the training set. The model responses were simulated over one period
of the sinusoidal inputs given the same initial condition and input as the real system. Table 4.1
displays the average Euclidean distance between the predicted laser dot position and the actual
position at each point in time, and Fig. 4.6 shows the tracking performance for the case when the
inputs have period T = 6 seconds. These results illustrate that the Koopman models generate more
accurate predictions than the state space and neural network models with the nonlinear Koopman
model’s predictions being the best.
4.3.5 Experiment 2: Model-Based Control Comparison
Three of the identified models were used to construct four model predictive controllers denoted by
the following abbreviations:
L-MPC : Linear MPC controller based on the linear state-space model,
K-MPC : Linear MPC controller based on the linear Koopman model,
K-NMPC : Nonlinear MPC controller based on the nonlinear Koopman model,
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Figure 4.6: The actual response and the model predictions for the robot with the sinusoidal inputs
described in (4.13) with period T = 6 seconds applied. The left plot shows the actual trajectory of
the laser dot along with model predictions. The error displayed on the bottom plot is defined as the
Euclidean distance between the predicted laser dot position and the actual position at each point in
time.
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Figure 4.7: The results of the L-MPC controller (row 1, red), the K-MPC controller (row 2, blue),
the K-NMPC controller (row 3, orange), and the K-NMPC+LL controller (row 4, purple) in per-
forming trajectory following tasks 1-3. The reference trajectory for each task is subimposed in
black as well as a grey buffer with width equal to two standard deviations of the noise probability
density shown in Fig. 4.4.
96
K-NMPC+LL : Nonlinear MPC controller based on the nonlinear Koopman model plus a linear
feedback term.
The neural network model was not used to construct a nonlinear MPC controller. Due to the
inherent computational advantages of linear MPC, we were only interested in comparing it against
the best-case version of nonlinear MPC. The nonlinear Koopman model demonstrated superior
prediction accuracy in Experiment 1, therefore we considered the inclusion of a neural network-
based NMPC controller to be superfluous.
The two controllers based on linear models (L-MPC , K-MPC ) both solve an optimization
problem in the form of (4.1) at each time step using the Gurobi Optimization software [91]. They
run in closed-loop at 12 Hz, feature an MPC horizon of 2 seconds (Nh = 24), and a cost function
that penalizes deviations from a reference trajectory yref over the horizon with both a running and
terminal cost:
Cost
(
{y´[i]}Nhi=0
)
=100
(
y[Nh]− yref[Nh]
)> (
y[Nh]− yref[Nh]
)
+
+
Nh−1∑
i=0
0.1
(
y[i]− yref[i]
)> (
y[i]− yref[i]
) (4.17)
In the L-MPC case, y[i] = CLxL[i] where xL is the four dimensional system state and CL is the
projection matrix that isolates the states describing the current laser dot coordinates. In the K-MPC
case, y[i] = Cz[i], where C is defined as in (3.35).
The two controllers based on the nonlinear Koopman model (K-NMPC , K-NMPC+LL ) com-
pute open-loop inputs offline that refresh at a rate of 2 Hz for an entire task by solving an optimiza-
tion problem in the form of (4.6) offline, withQ = 100× I2×2, R = I3×3. The K-NMPC controller
then applies these inputs to the system in open-loop without any feedback. The K-NMPC+LL
controller utilizes the same open-loop inputs, but also computes online feedback based on a local
linearization of the nonlinear Koopman model about the reference trajectory, and applies inputs in
the form of (4.5) at a rate of 10 Hz. In all four controllers, the inputs are constrained to be in [0, 10],
since a voltage outside of this interval is not a valid command signal into the pressure regulators.
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Table 4.2: Average Error in Trajectory Following Tasks (cm)
Task Std.Controller
1 2 3
Avg. Dev.
L-MPC 3.25 3.86 3.25 3.45 0.35
K-MPC 0.44 0.52 0.43 0.46 0.05
K-NMPC (open-loop) 0.95 0.96 0.99 0.96 0.02
K-NMPC (with feedback) 0.43 0.37 0.39 0.40 0.03
The tracking performance of the controllers was assessed with respect to a set of three trajectory
following tasks. Each task was to follow a reference trajectory as it traced out one of the following
shapes over a specified amount of time:
1. Task 1: Pacman (90 seconds)
2. Task 2: Star (120 seconds)
3. Task 3: Block letter M (180 seconds)
The error for each trial was quantified as the average Euclidean distance from the reference trajec-
tory at each time step over the length of the trial:
Error =
∑Nsteps
i=0
√(
y[i]− yref[i])> (y[i]− yref[i])
Nsteps
(4.18)
where Nsteps denotes the total number of time steps in a trial. The performances of all four con-
trollers in completing Tasks 1, 2, and 3 are shown visually in Fig. 4.7, and the error for each trial
is shown in Table 4.2.
The K-NMPC open-loop control inputs took 2.80, 11.57, and 15.82 hours to compute offline
for Tasks 1, 2 and 3, respectively, using GPOPS-II on a high-end computer setup with 1 TB RAM
and 144 CPUs running at 2.4 GHz. The L-MPC and K-MPC controllers computed control inputs
over a 2 second receding horizon in less than 0.083 seconds on a computer with 16 GB RAM and
a 3.6 GHz CPU, requiring no offline computations.
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4.3.6 Discussion
In all three tasks, the K-NMPC+LL controller achieved the best tracking performance, exhibiting
an overall average error of 0.40 cm, followed closely by the K-MPC controller with an average
error of 0.46 cm. The K-NMPC controller exhibited a larger average error of 0.96 cm as it was
unable to correct for errors online without the assistance of feedback. The L-MPC controller
exhibited the worst tracking performance with an average error of 3.45 cm, which is more than 3
times larger than the average error of any of the Koopman-based controllers.
The K-NMPC controller had the lowest standard deviation in its error which is evident by the
relative smoothness of its trajectories compared to those of the other controllers. This can likely be
attributed to the fact that the K-NMPC controller optimized the control input over the entire trial at
once, and did not have any way to correct for deviations online. The other controllers use feedback
to try to correct for tracking errors online, which resulted in some overshooting and oscillations
about the desired trajectory. In some applications, the reduced accuracy of the K-NMPC controller
may be preferable to the higher frequency behavior of the other controllers. It should be noted,
however, that this higher frequency behavior could likely be reduced by tuning the MPC cost
function parameters to eliminate overshoot. Therefore, the oscillatory behavior observed in these
experiments does not necessarily reflect a fundamental feature of the proposed MPC algorithms
themselves, but is likely just an artifact of this particular instance of them.
Considering that the standard deviation under repeated inputs as described in Section 4.3.2 is
0.215 cm, even a perfect controller would be expected to have an average error of approximately
0.215 cm. If we normalize that by the 50 cm width of the robot’s square-shaped workspace, it
amounts to an error of 4.3 × 10−3 %. Normalized the same way, the average errors exhibited by
the K-MPC and K-NMPC+LL controllers are 9.2×10−3 % and 8.0×10−3 %, respectively. Hence,
their performance may be considered on par with what is expected from a perfect controller in the
sense that their normalized error is of the same order of magnitude. In contrast, the normalized
L-MPC error is 6.9× 10−2 %, a full order of magnitude larger than that of the other controllers.
The poor performance of L-MPC can be attributed to the inaccuracy of the linear state-space
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model upon which it was based, since it is identical to the K-MPC controller in every other way.
This should not be surprising considering the results of Experiment 1, in which the linear state-
space model consistently provided the worst predictions over a 2 second horizon (shown in Table
4.1).
While the K-NMPC+LL controller achieved a slightly better tracking performance than the
K-MPC controller, the K-MPC controller would still be preferable for most applications due to
its vastly superior computational efficiency. The K-NMPC optimization problem took so long to
solve (> 2 hours) that its solution had to be be computed offline, whereas the K-MPC optimization
problem could be repeatedly solved in less than 0.083 seconds over a 2 second receding horizon
online. The K-MPC controller is also capable of adapting to a changing reference trajectory online
since it does not rely on linearizations about a predetermined path. This makes it much more
reliable in the presence of external disturbances, which is a topic that could be explored in future
work.
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CHAPTER 5
Model-based Control Under Loading
One of the primary benefits of soft robots is that they can safely interact with humans. This
makes them desirable for human-assistive tasks, many of which require object manipulation. Un-
fortunately, interacting with objects significantly modifies the dynamics of soft robots since soft
materials exhibit substantial non-localized deformation under loading. This poses a challenge for
model-based control, which relies on an accurate dynamical model to choose suitable control in-
puts for a given task. Thus, for a controller to achieve consistent performance in tasks that involve
variable loading conditions, it must account for the loading induced changes in the underlying
system dynamics.
This chapter presents a Koopman-based framework that explicitly incorporates loading condi-
tions into a dynamical system model to enable real-time control design. By incorporating loads
into the model as states, this approach is able to estimate loading online via an observer within
the control loop (see Fig. 5.3). This observer infers the most likely value of the loading condition
given a series of input-output measurements. The knowledge that is gained in this process enables
consistent control performance under a wide range of loading conditions. In fact, the idea of esti-
mating loading conditions has been explored for rigid-bodied robots in the past [92, 93], but has
not been explored for robots that experience continuous deformations under load. By using our
proposed Koopman-based approach, we are able to transfer these rigid-body results into the world
of soft robots.
In Section 5.1, we describe how to incorporate loading conditions into a Koopman model
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and how to construct an observer to estimate them. In Section 5.2 we apply this approach to
the planar 3-link arm from previous chapters with external loads applied, and demonstrate that
online load estimation greatly improves controller performance under variable loading conditions.
In Section 5.3, we demonstrate real-time, fully autonomous control of a pneumatically actuated
soft continuum manipulator using this approach. In several validation experiments our controller
proves itself to be more accurate and more precise across various payloads than several other
model-based controllers which do not incorporate loading. This experiment amounts to the first
implementation of a closed-loop controller that explicitly accounts for loading on a soft continuum
manipulator and the first demonstration of autonomous pick and place for objects of unknown mass
on a soft continuum manipulator.
5.1 Incorporating Loading Conditions into Koopman Models
We desire a way to incorporate loading conditions into our dynamic system model and to estimate
them online. We can achieve this by including a parametrization of the loading conditions within
the lifted states of a Koopman realization of the system, and then constructing an online observer
to estimate them. This strategy utilizes the Koopman model to infer the most likely value of the
loading conditions given a receding horizon of past input-output measurements.
The proposed observer estimates the loading condition by solving an optimization problem on-
line, but the computational benefits of utilizing a linear or bilinear Koopman realization described
in previous chapters would be negated by adding a computationally inefficient observer into the
control loop. Therefore, the proposed load-estimation framework incorporates the load into the
system such that the load estimation optimization problem is a convex linear program.
5.1.1 Load Estimation for Linear Models
Letw[i] ∈ W ⊂ Rp be a parametrization of the loading conditions on a system at the ith time-step.
For example,w[i] might specify the mass at the end effector of a manipulator arm, or the direction
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of gravity, or both. We incorporate the loading condition into the lifted state z[i] using a new lifting
function γ : Y ×W → R(N−m)(p+1) which accepts w[i] as a second input and is defined as:
z[i] = γ(y[i],w[i]) =

g(y[i])
g(y[i])w1[i]
...
g(y[i])wp[i]

=

g(y[i]) · · · 0
... . . .
...
0 · · · g(y[i])

︸ ︷︷ ︸
Γ(y[i])
 1
w[i]
 (5.1)
where g is the original lifting function (3.22), Γ(y[i]) ∈ R((N−m)(p+1))×(p+1) is the matrix formed
by diagonally concatenating g(y[i]) (p+ 1) times, and wj[i] denotes the j th element of w[i]. We
purposely define the lifted state as an affine function of the load condition to ensure that solving
for it will be computationally efficient. Note that because this lifting function requires the loading
condition as an input, it must also be included in the snapshots (a(k), b(k),u(k),w(k)) to construct
a Koopman model that accounts for loading.
Although the loading condition is not measured directly, its value can be inferred based on the
system model and past input-output measurements. We construct an observer that estimates its
value at the ith time-step, w[i], by solving a linear least-squares problem using data from the Nw
previous time-steps. Notice that the output at the ith time-step y[i] can be expressed in terms of the
input u[i − 1], the output y[i − 1], and the load w[i − 1] at the previous time-step by combining
the linear model equations of (3.19) and then substituting (5.1) for z[i− 1],
y[i] = C
(
Az[i− 1] +Bu[j − 1]) (5.2)
= CAΓ(y[i− 1])
 1
w[i− 1]
+ CBu[i− 1]. (5.3)
Solving for the best estimate ofw[i−1] in the L2-norm sense, denoted w¯[i−1] yields the following
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expression,
 1
w¯[i− 1]
 = (CAΓ(y[j − 1]))† (y[j]− CBu[j − 1]) (5.4)
where † denotes the Moore-Penrose psuedoinverse.
Under the assumption that the loading is equal to some constant w˜ over the previous Nw time
steps, i.e. w[i] = w˜ for i = j − Nw, . . . , j, we can similarly find the best estimate over all Nw
timesteps. Since this estimate is based on more data it should be more accurate and more robust to
noisy output measurements. We define the following two matrices,
ΛA =

CAΓ(y[j − 1])
...
CAΓ(y[j −Nw])
 (5.5)
ΛB =

y[j]− CBu[j − 1]
...
y[j −Nw + 1]− CBu[k −Nw]
 (5.6)
Then, following from (5.4), the best estimate for w˜ over the past Nw time-steps in the L2-norm
sense, denoted w¯, is given by
 1
w¯
 = Λ†AΛB, (5.7)
where † again denotes the Moore-Penrose psuedoinverse.
5.1.2 Load Estimation for Bilinear Models
The load estimation problem for bilinear realizations is very similar to the linear case. The lifted
state z[i] is again defined as in (5.1). Then, the output at the ith time-step y[i] can be expressed in
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terms of the input u[i− 1], the output y[i− 1], and the load w[i− 1] at the previous time-step by
combining the bilinear model equations of (3.28) and then substituting (5.1) for z[i− 1],
y[i] = C
Az[i− 1] +Bu[i− 1] + m∑
j=1
Hjz[i− 1]uj[i− 1]
 (5.8)
= C
AΓ(y[i− 1]) + m∑
j=1
HjΓ(y[i− 1])uj[i− 1]

 1
w[i− 1]
+ CBu[i− 1] (5.9)
Solving for the best estimate ofw[i−1] in the L2-norm sense, denoted w¯[i−1] yields the following
expression,
 1
w¯[i− 1]
 =
CAΓ(y[i− 1]) + C m∑
j=1
HjΓ(y[i− 1])uj[i− 1]
† (y[j]− CBu[j − 1])
(5.10)
where † denotes the Moore-Penrose psuedoinverse.
Again, under the assumption that the loading condition is equal to some constant w˜ over the
previous Nw time steps, we can find the best estimate over all Nw time-steps. We define the
following two matrices,
ΛA =

CAΓ(y[i− 1]) + C∑mj=1 HjΓ(y[i− 1])uj[i− 1]
...
CAΓ(y[i−Nw]) + C
∑m
j=1HjΓ(y[i−Nw])uj[i−Nw])
 (5.11)
ΛB =

y[j]− CBu[j − 1]
...
y[j −Nw + 1]− CBu[k −Nw]
 (5.12)
Then, following from (5.10), the best estimate for w˜ over the past Nw time-steps in the L2-norm
sense, denoted w¯, is given by (5.7).
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5.1.3 Load Estimation for Nonlinear Models
In contrast to the linear and bilinear cases, nonlinear Koopman realizations advance the output
directly, rather than via a lifted state. To incorporate loading conditions into a nonlinear Koopman
model, we begin by defining a new lifting function that accepts the loading condition w[i] as an
additional input γ : Rn×m×p → RN(p+1), defined as
γ(y[i],u[i],w[i]) =

ψ(y[i],u[i])
ψ(y[i],u[i])w1[i]
...
ψ(y[i],u[i])wp[i]

=

ψ(y[i],u[i]) · · · 0
... . . .
...
0 · · · ψ(y[i],u[i])

︸ ︷︷ ︸
Γ(y[i],u[i])
 1
w[i]
 (5.13)
where ψ is the original nonlinear lifting function (3.38), Γ(y[i],u[i]) ∈ R(N(p+1))×(p+1) is the
matrix formed by diagonally concatenating ψ(y[i],u[i]) (p+ 1) times, and wj[i] denotes the j th
element of w[i].
Using this lifting function, the nonlinear discrete flow map T : Y × U ×W → Rn resulting
from the system identification technique described in Section 3.1.3.3 will be,
T (y[i],u[i],w[i]) =
[
In×n On×(N−n)
]
K¯>Tsγ(y[i],u[i],w[i]) (5.14)
=
[
In×n On×(N−n)
]
K¯>TsΓ(y[i],u[i])
 1
w[i]
 . (5.15)
Using this expression for the discrete flow map, the output at the ith time-step y[i] can be expressed
in terms of the input u[i− 1], the output y[i− 1], and the load w[i− 1] at the previous time-step,
y[i] =
[
In×n On×(N−n)
]
K¯>TsΓ(y[i− 1],u[i− 1])
 1
w[i− 1]
 . (5.16)
Solving for the best estimate ofw[i−1] in the L2-norm sense, denoted w¯[i−1] yields the following
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expression,
 1
w¯[i− 1]
 = ([In×n On×(N−n)] K¯>TsΓ(y[i− 1],u[i− 1])
)†
y[i]. (5.17)
Then, under the assumption that the loading condition is equal to some constant w˜ over the previ-
ous Nw time steps, we can find the best estimate over all Nw time-steps. We define the following
two matrices,
ΛA =

[
In×n On×(N−n)
]
K¯>TsΓ(y[i− 1],u[i− 1])
...[
In×n On×(N−n)
]
K¯>TsΓ(y[i−Nw],u[i−Nw])
 (5.18)
ΛB =

y[j]
...
y[j −Nw + 1]
 (5.19)
Then, following from (5.17), the best estimate for w˜ over the past Nw time-steps in the L2-norm
sense, denoted w¯, is given by (5.7).
5.1.4 Online Load Observer
A Koopman model that incorporates loading conditions is perfectly compatible with the model-
based controllers described in Chapter 4. In this case, the controller predictions depend on the
estimate of the loading conditions w¯. This estimate must be periodically updated using the method
described in the preceding three sections. By construction, solving (5.7) to estimate the load is
computationally efficient because it is a convex least-squares problem. However, for systems with
relatively stable loading conditions, it is still inefficient to compute a new load estimate at every
time-step. Therefore, we define a load estimation update period Ne as the number of time steps
to wait between load estimations. Increasing Ne will likely increase the accuracy of each load
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Algorithm 8: Koopman MPC with Load Observer
Input: Prediction horizon: Nh
Koopman Model Realization: Linear (3.19), Bilinear (3.28), or Nonlinear (3.36)
for k = 0, 1, 2, ... do
if k mod Ne = 0 then
Estimate w¯′[j] via (5.7)
w¯[k] = mean(w¯′[j], w¯[k − 1], . . . , w¯[k −Nr])
j = j + 1
else
w¯[k] = w¯[k − 1]
end
Step 1: Solve MPC problem to find optimal input (u[i]∗)Nhi=0
Step 2: Set u[k] = u[0]∗
Step 3: Apply u[k] to the system
end
estimate, but will also reduce responsiveness to changes in the loading conditions. To balance
accuracy with responsiveness, we update w¯ every Ne time steps by setting it equal to the average
of the new load estimate and the previous Nr load estimates, where Nr is another user defined
constant. Algorithm 7 summarizes the closed-loop operation of a Koopman-based MPC controller
with these periodic load estimation updates.
5.2 Application: Planar 3-Link Arm with Loads
In Section 3.2 we introduced a planar 3-link arm system, and in Section 4.2 we illustrated how it
could be accurately controlled using an MPC controller based on a bilinear Koopman realization.
We now consider the same system, but with loads applied.
The loading condition w[i] ∈ R2 is defined as the mass of the end effector and the direction
of gravity at the ith time-step. Specifically w1[i] is equal to the mass of the the end effector, and
w2[i] is equal to the angle between the direction of gravity and the βˆ coordinate axis, as shown
in Fig. 5.1. Note that the load condition defined here does not conform to the colloquial use of
the word “load” to mean a force. The framework presented in this chapter is flexible enough to
accommodate any sort of external condition that affects the dynamics of the system, even if strictly
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w2
Figure 5.1: Three link planar arm system with joint torques defined as the input and locations of
the end of each link defined as the output. A load with mass w1 kg is attached to the end effector
and the direction of gravity with respect to the unit vector βˆ is described by the angle w2.
speaking it would not usually be referred to as a load. For this reason, some may prefer to callw[i]
an “uncontrolled input” rather than a loading condition.
To showcase the benefits of explicitly accounting for loading conditions in Koopman-based
models and controllers, we compare the performance of a controller that does account for loading
conditions to one that does not. In Section 4.2 it was concluded that only the MPC controller
based on the bilinear Koopman realization (K-BMPC) was a viable closed-loop controller for the
system. Therefore, we construct a new bilinear model with lifted state defined as in (5.1) and
controller with load observer as described by Algorithm 8, then compare the performance of this
controller to that of the K-BMPC controller from Section 4.2. This new controller is denoted
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KL-BMPC for “Koopman-based loaded bilinear model predictive controller”.
5.2.1 Control Performance Comparison
A bilinear model with loading incorporated into it was identified using data from a collection of
22 trials of length 40 seconds during which randomized “ramp and hold” type inputs were applied.
One trial was conducted for every combination of end effector loads in the set {0, 1} kg and gravity
directions in the set {−pi
2
+ k pi
10
∣∣k = 0, . . . , 10}, for the total of 22 trials. The approximation of
the Koopman operator was constructed using the lifted state as defined in (5.1), where the output
dependent lifting function g : Y → RN is defined for some y˜ ∈ Y ⊂ R6 as,
g(y˜) =
[
g1(y˜) · · · gN(y˜)
]>
, (5.20)
and the set of functions {gi : Y → R}Ni=1 is defined as all monomials of the elements of the
output up to degree 3 such that N = (6 + 3)!/(6!3!) = 84. The complete lifting function
ψ : Y × U ×W → RN(p+1)(m+1) is defined for some y˜ ∈ Y , u˜ ∈ U and w˜ ∈ W as,
ψ(y˜, u˜, w˜) =

γ(y˜, w˜)
γ(y˜, w˜)u˜1
...
γ(y˜, w˜)u˜m
u˜

. (5.21)
ψ(y˜, u˜, w˜) is 1008 dimensional since N = 84, p = 2,m = 3, but using the dimensional reduction
technique described in Section 3.1.4.2 this dimension was reduced to 384. The bilinear realization
matrices A,B, {Hj}mj=1 were identified according to Algorithm 2, without an L1-penalty term or
projection matrix.
This loaded bilinear realization was used to construct a model predictive controller in the
form of Algorithm 8, which we refer to by the abbreviation KL-BMPC. The prediction horizon
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Table 5.1: Average Tracking Error for Circular Trajectory Following with Load (cm)
Loading Condition
w = [1,−pi
3
]> w = [1, 0]> w = [1, pi
3
]>
K-BMPC 13.8 3.8 19.6
KL-BMPC 4.3 1.8 3.8
is Nh = 10, and the cost function and constraints are identical to those of the K-BMPC controller
from Section 4.2. For the load observer, the load estimation horizon is Nw = 20, the number of
steps between load estimate updates is Ne = 10, and the number of previous estimates to aver-
age over is Nr = 1. In terms of time units, the load estimation horizon is 1 second and the time
between load estimate updates is 0.5 seconds, since the length of one time-step for the system is
Ts = 0.05 seconds.
The K-BMPC and KL-BMPC controllers were each tasked with moving the end effector
along a 15 second circular reference trajectory under the constant loading conditions in the set{
[1,−pi
3
]>, [1, 0]>, [1, pi
3
]>
}
. Note that these loading conditions were not among those used in the
training trials. The performance of each controller is shown in Fig. 5.2, and the average tracking
error over all time-steps for each trial is given in Table 5.1.
5.2.2 Discussion
The KL-BMPC controller achieved a more accurate and consistent control performance across
various loading conditions. This showcases the advantage of explicitly incorporating loading con-
ditions into the model and controller. Even though neither controller was provided with explicit
knowledge of the loading condition, the KL-BMPC controller was able to improve the accuracy of
its model over time by computing load estimates online.
Across all three trials, the average tracking error of the K-BMPC was 2 to 5 times larger
than that of the KL-BMPC controller. The smallest difference in performance occurred under
the loading condition w = [1, 0]>. This may be due to the fact that this loading condition is the
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Figure 5.2: The performance of the K-BMPC (red) and KL-BMPC (purple) controllers for a circu-
lar trajectory following task under several loading conditions. Each column shows the results for a
different direction of the gravitational field, which is illustrated by grey arrows. The top row shows
the trajectory of each controller superimposed over the reference trajectory (grey). The bottom row
shows the tracking error for each controller over the 15 second trajectory.
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most similar to the conditions under which K-BMPC’s model was trained (i.e. w = [0, 0]>).
The error plots in Fig. 5.2 show that at the beginning of each trial, both controllers have nearly
identical tracking error. However, as more time passes the load estimates computed by the KL-
BMPC controller improve, causing the overall tracking error to decrease significantly. In contrast,
the K-BMPC controller is incapable of improving its tracking performance over time because it
does not have the capacity to incorporate load information into its model.
5.3 Application: Soft Continuum Manipulator with Payload
Using the modeling and control approach presented in Section 5.1.1, we demonstrate consistent
control of a pneumatically-driven soft continuum manipulator arm under various loading condi-
tions. This section describes the soft continuum manipulator and the set of experiments used to
demonstrate the efficacy of its controller and load observer. Footage from these experiments can
be found in a supplementary video file1.
5.3.1 System Identification of Soft Robot Arm
To validate the modeling and control approach described in Section 5.1, we applied it to a soft
robot arm capable of picking-up objects and moving its end effector in three-dimensional space.
The robot, shown in Fig. 5.4, is 70 cm long and has a diameter of 6 cm. It is made up of three pneu-
matically actuated bending sections and an end effector comprised of a granular jamming vacuum
gripper [1]. Each section is actuated by three pneumatic artificial muscles (PAMs) [48] which are
adhered to a central spine consisting of an air hose encased in flexible PVC foam tubing. Another
much larger sleeve of flexible PVC foam surrounds the actuators, which serves to dampen high
frequency oscillations and make the body of the arm softer overall. The air pressure inside the ac-
tuators is regulated by 9 Enfield TR-010-g10-s pneumatic pressure regulators that accept 0− 10V
command signals corresponding to pressures of approximately 0− 275 kPa, and are connected to
1https://youtu.be/g2yRUoPK40c
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Figure 5.3: A soft continuum manipulator is tasked with following a reference trajectory r[k]
while carrying an unknown payload. At each time step a model predictive controller computes the
optimal input u[k] to follow the reference trajectory based on a linear Koopman operator model,
and the position of the end effector y[k] is measured by a motion capture system. An observer
computes a payload estimate w¯ based on the previously measured inputs and outputs, which is
then incorporated into the state of the model z[k] via a lifting function.
Air 
Hoses
Granular jamming gripper
PAMs
Motion-capture
markers
Pressure regulators
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exterior
Figure 5.4: The soft robot arm consists of three bending sections, each actuated by three pneumatic
artificial muscles (PAMs). The actuators are surrounded by a sleeve of flexible PVC foam, and
pressurized air is supplied to the actuators via air hoses that wind around the exterior. The end
effector consists of a granular jamming vacuum gripper [1], which is connected to a vacuum pump
by a hose that runs along the interior of the arm.
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the actuators by air hoses that wrap around the outside of the foam sleeves. The exterior of the
arm is covered in retro-reflective markers which are tracked using a commercial OptiTrack motion
capture system.
We quantified the stochastic behavior of our soft robot system by observing the variations in
output from period-to-period under sinusoidal inputs with a period of 10 seconds and a sampling
time of Ts = 0.083 seconds with a zero-order-hold between samples. Over 60 periods, the trajec-
tory of the end effector deviated from the mean trajectory by an average of 9.45 mm and with a
standard deviation of 7.3 mm. This inherent stochasticity limits the tracking performance of the
system, independent of the employed controller.
For the purposes of constructing a dynamic model for the arm, the input was chosen to be the
command voltages into the 9 pressure regulators and at each instance in time was restricted to
[0, 10]9. The output was chosen to live in R9 and corresponds to the positions of the ends of each
of the 3 bending sections in Cartesian coordinates with the last 3 coordinates corresponding to the
end effector position. The parametrization of the loading condition lives in R+ and is chosen to be
the mass of the object held by the gripper.
Data for constructing models was collected over 49 trials lasting approximately 10 minutes
each. A randomized “ramp and hold” type input and a load from the set {0, 50, 100, 150, 200, 250, 300}
grams was applied during each trial to generate a representative sampling of the system’s behavior
over its entire operating range.
Three models were fit from the data: a linear state-space model using the subspace method [90],
a linear Koopman model that does not take loading into account using the approach described in
Section 3.1.2, and a linear Koopman model that does incorporate loading using the approach from
Section 5.1.1. Each of theses models was fit using the same set of 325, 733 randomly generated
data points just once, independent of any specific task.
The linear state-space model provides a baseline for comparison and was identified using the
MATLAB System Identification Toolbox [71]. This model is a 9 dimensional linear state-space
model expressed in observer canonical form.
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The first Koopman model (without loading) was identified on a set of K = 325, 732 snapshot
pairs {a(k), b(k),u(k)}Kk=1 that incorporate a single delay d = 1:
a(k) =

y(k)
y(k−1)
u(k−1)
 , b(k) =

y(k+1)
y(k)
u(k)
 . (5.22)
Note that the dimension of each snapshot is 2n+m = 2(9) + 9 = 27 due to the inclusion of the
delay, and we denote by yd[k] ∈ R27 one of these outputs which has delays included at some time
k. The the lifting function ψ : R27×9 → R111 was defined as
ψ(yd[k],u[k]) =
g(yd[k])
u[k]
 (5.23)
where the range of g has dimension N = 102, gi(yd[k]) = ydi [k] for i = 1, ..., 27, and the re-
maining 75 basis functions {gi : R27 → R}102i=28 are polynomials of maximum degree 2 that were
selected using the SVD dimensional reduction method described in Section 3.1.4.2.
The second Koopman model (with loading) was identified on the same set of snapshot pairs
as the first model, but with the loading included {a(k), b(k),u(k),w(k)}Kk=1. The lifting function
ψ : R27×9 → R231 was defined as,
ψ(yd[k],u[k],w[k]) =
γ(yd[k],w[k])
u[k]
 =

g(yd[k])
g(yd[k])w[k]
u[k]
 (5.24)
where the range of g has dimension N = 111, gi(yd[k]) = ydi [k] for i = 1, ..., 27, and the re-
maining 84 basis functions {gi : Rn → R}111i=28 are polynomials of maximum degree 2 that were
selected using the SVD dimensional reduction method described in Section 3.1.4.2 once again.
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5.3.2 Description of Controllers
Three model predictive controllers were constructed using the data-driven models described in the
previous section. Each controller uses one of the identified models to compute online predictions
and is denoted by an abbreviation specifying which model,
• L-MPC: Uses the linear state-space model
• K-MPC: Uses the Koopman model without loading
• KL-MPC: Uses the Koopman model with loading
All three controllers solve a quadratic program at each time step using the Gurobi Optimization
software [91]. They run in closed-loop at 12 Hz, feature an MPC horizon of 1 second (Nh = 12),
and a cost function that penalizes deviations of the position of the end effector from a reference
trajectory over the prediction horizon.
5.3.3 Experiment 1: Trajectory Following with Known Payload
We first evaluated the relative performance of the three controllers when the payload at the end
effector is known. With this information given, the manipulator is tasked with moving the end ef-
fector along a three-dimensional reference trajectory lasting 20 seconds. Six trials were completed
for payloads of 25, 75, 125, 175, 225, and 275 grams. The actual paths traced out by the end
effector and the tracking error over time for 3 of the trials are displayed in Fig. 5.5, and the RMSE
tracking error for all 6 trials is compiled in Table 5.2. It should be noted that only the KL-MPC
controller is capable of actually utilizing knowledge of the payload, since the other 2 controllers
are based on models that do not incorporate loading conditions.
5.3.4 Experiment 2: Online Estimation of Unknown Payload
We evaluated the performance of the online load observer under randomized “ramp and hold” type
inputs and a sampling time of Ts = 0.083 seconds. New estimates were calculated every Ne = 12
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Figure 5.5: Experiment 1 Results: The end effector trajectories for the L-MPC (left), K-MPC
(center), and KL-MPC (right) controllers when the true value of the payload is known. Trajectories
corresponding to a payload of 25g are shown in blue, trajectories with a payload of 125g are shown
in red, trajectories with a payload of 225g are shown in yellow, and the reference trajectory is
shown in grey.
Table 5.2: Experiment 1: RMSE (mm) over entire trial
Payloads (grams) Std.Controller
25 75 125 175 225 275
Avg. Dev.
L-MPC 73.0 72.9 72.6 71.9 72.3 74.3 72.8 0.8
K-MPC 55.4 33.9 29.5 20.0 24.8 27.8 31.9 12.4
KL-MPC 26.1 23.7 20.6 19.5 18.2 20.4 21.4 2.9
time-steps by solving (5.7) using measurements from the previous Nw = 30 time-steps, and w¯ was
computed by averaging over the most recentNr = 360 estimates. Three trials were conducted with
payloads of 25, 125, and 225 grams, none of which were in the set of payloads used for system
identification, and the results are displayed in Fig. 5.6
5.3.5 Experiment 3: Trajectory Following with Unknown Payload
To evaluate the efficacy of the combined control and load estimation method summarized by Al-
gorithm 8, we measured the manipulator’s performance in tracking a periodic reference trajectory
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Figure 5.6: Experiment 2 Results: Online payload estimation under random inputs using the
method described in Section 5.1.1. Three trials are shown for payloads of 25g, 125g, and 225g,
with the actual payload used for each trial marked by a dotted line, and the payload estimate marked
a solid line. Results for the 25g payload are shown in blue, results for the 125g payload are shown
in red, and results for the 225g payload are shown in yellow.
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Figure 5.7: Experiment 3 Results: Periodic trajectory following with an unknown payload. The
payload estimate over time (top) and tracking error over time (bottom) are shown for three trials
with payloads of 25g, 125g, and 225g. Results for the 25g payload trial are shown in blue, results
for the 125g payload trial are shown in red, and results for the 225g payload trial are shown in
yellow.
when the payload is not known. Once again three trials were conducted with payloads of 25, 125,
and 225 grams. The periodic reference trajectory was a circle with a diameter of 200 mm. Note that
this trajectory was not part of the training data. The KL-MPC controller was run at 12 Hz and w¯
was updated according to the same parameters as in Experiment 2 (Ne = 12, Nw = 30, Nr = 360).
Results of this experiment are shown in Fig. 5.7.
5.3.6 Experiment 4: Automated Object Sorting (Pick and Place)
The load estimation algorithm and KL-MPC controller were utilized to perform automated object
sorting by mass. Five objects were selected, each with mass between 0 and 250 grams, and five
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Figure 5.8: Objects used for Experiment 4: In each trial, the soft manipulator sorted a set of five
objects according to their mass, based on an estimate computed by the online observer described
in Section 5.1.1. The set of objects used for each trial are separated by row, and the mass of each
object is written below it.
cups were placed in front of the manipulator, each corresponding to a 50 gram interval between
0 and 250 grams (i.e. 0-50, 50-100, etc.). The range from 250-300 grams was not used for this
experiment, because such loads too severely reduce the workspace of the robot. The objects used
and their masses are shown in Fig. 5.8. Given one of these objects, the task was to place the
object into the cup corresponding to its mass. For each trial, a human assists the manipulator with
grabbing the object, then the manipulator performs KL-MPC with load estimation (Algorithm 8)
while following a circular reference trajectory for 15 seconds. After 15 seconds, load estimation
stops, and a “drop-off” reference trajectory is selected that will move the end effector towards the
cup corresponding to the most recent payload estimate. The manipulator then uses KL-MPC to
follow the “drop-off” trajectory and deposits the object into the cup. This cycle repeats until all 5
objects are sorted into the proper cup. Using this strategy, the manipulator properly sorted 5 out of
5 objects in 2 separate trials, using a different set of objects each time (see Fig. 5.8). Footage of
these trials can be seen in a supplementary video file2.
2https://youtu.be/g2yRUoPK40c
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5.3.7 Discussion
This section uses a Koopman operator based approach to model and estimate a variable payload of
a soft continuum manipulator arm and employs this knowledge to improve control performance.
Experiments confirms that incorporating knowledge about the payload into the model improves
tracking accuracy and makes the controller more robust to changes in the loading conditions. In
Experiment 1, the KL-MPC controller, which incorporated the payload value, reduced the RMSE
tracking error averaged over all payloads by approximately 33% compared to the K-MPC con-
troller that did not utilize information about the payload and reduced the standard deviation of the
tracking error by about 77% (see Table 5.2).
To automate the process of identifying payload values, we implemented an observer that was
able to automatically estimate unknown payloads within 25 grams in a time of about 15 seconds
(see Fig. 5.6). It is notable that this approach was capable of estimating loads other than those
presented in the training data set that was used during model-identification. We did not observe
over-fitting to the behavior seen under limited loading conditions which suggests that, despite the
fact that the approach is data-driven, the identified Koopman model is able to capture the actual
physical effect of various loading conditions.
By combining the estimation, modeling, and control into a single MPC algorithm (Algo-
rithm 8), we demonstrated the effectiveness of our approach to improve control accuracy under
unknown loading conditions. We first tracked periodic trajectories with an unknown payload.
Since the controller needs some time to establish an accurate estimate of the load, the tracking er-
ror gradually decreases over time as the load estimate becomes more reliable. After approximately
15 seconds, the tracking error decreased to less than 30 mm, which was about equal to the error
with a known load value.
As a final demonstration, we implemented successful pick-and-(mass-based)-place object ma-
nipulation using the same algorithm. Unknown objects were successfully sorted by mass, taking
advantage of the fact that the payload estimate was accurate enough to choose the correct con-
tainer for each object and that the tracking error of the “drop-off” trajectory was small enough not
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to miss the cup. This required a payload estimate accuracy of less than 50 grams, and a tracking
error accuracy of less than 45 mm (the radius of the cups).
While the manipulator exhibited sufficient accuracy to complete this task, several modifica-
tions could be made to the robot and controller to improve performance even further. First, the
workspace of the manipulator could be greatly enlarged by replacing some of the current actuators
with more powerful ones. This could be done without significantly increasing size or weight just
by increasing the diameter of the PAMs [48]. Second, a model and controller could be identified
with a shorter sampling time, which would enable the model to account for higher frequency be-
havior and track more dynamic trajectories. This could be achieved by making upgrades to our
computational hardware and optimizing our code. Even with these changes, the system’s inher-
ent stochasticity would limit tracking accuracy, but these improvements would likely enable much
more accurate control.
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CHAPTER 6
Conclusion
The goal of this dissertation was to increase the capabilities of soft robots by providing a universal
modeling and control framework for them. To that end, two distinct modeling approaches were
presented. The first, a static modeling approach for fluid-driven systems, provides a geometry de-
pendent mapping between fluid pressure and force. Because pneumatics and hydraulics remain the
most common methods of actuation for soft robotic systems, this framework has broad relevance
across the field. The second, a dynamic modeling approach based on Koopman operator theory,
provides a data-driven way to represent the input-output behavior of arbitrary soft robotic systems
in a computationally efficient manner. These modeling approaches combined with model-based
optimal control techniques comprise a novel modeling and control framework catered specifically
to soft robots.
The results presented in this dissertation constitute a clear advancement of the state of the art,
but there is still much work left to do before the capabilities of soft robots are on par with their
rigid-bodied counterparts. This chapter seeks to articulate some of the remaining challenges and
avenues for future work in light of the present contributions.
6.1 Discussion of Contributions
The value of the modeling and control framework presented in this dissertation lies in its ability to
be applied to any soft robotic system. Hopefully by reducing the time and effort spent developing
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custom models for each robot this framework will accelerate the development and deployment of
novel soft robotic systems. Each chapter presents one aspect of this overall framework:
Chapter 2 presents a static modeling approach for systems of fluid-driven actuators, which
are the most common type of actuators used in soft robots. Unlike the the data-driven approach
presented and utilized in later chapters, this approach is physics-based. This means that it can
be used to inform the design of hypothetical soft robots before actually constructing them. The
downside of this modeling approach is that it is based on a myriad of simplifying assumptions
which limit its accuracy. While a valuable design tool, the approach does not yield models that are
sufficiently accurate for control.
Chapter 3 presents a dynamic modeling approach for finite-dimensional (nonlinear) dynamical
systems. Unlike the approach from Chapter 2, this one is data-driven and avoids physics-based
simplifying assumptions. This approach cannot be used to inform design, but captures the behavior
of soft robots accurately enough to inform control. Unlike many other data-driven models, which
identify black-box models via nonlinear optimization, this approach identifies control-oriented
models via linear regression. This makes accurate dynamical models easier to construct, enabling
the rapid development of control strategies that exploit the unique characteristics of soft robots.
Chapter 4 builds on the contributions of Chapter 3 by incorporating data-driven models into a
model-based optimal control scheme. This scheme was proven capable of achieving accurate real-
time control of a real soft robotic system, and outperforming several other benchmark controllers.
Chapter 5 extends the modeling and control methods from Chapter 3 and Chapter 4 to accom-
modate loading conditions. These loading conditions need not be external forces or masses, but
can be a representation of any external disturbances that modify the dynamics of the system. Using
this approach, we demonstrated real-time, fully autonomous control of a pneumatically actuated
soft continuum manipulator, and executed the first successful demonstration of a soft manipulator
performing a pick and place task for objects of unknown mass. While, so far, the approach has
only been validated on one specific instance of a pneumatically-actuated soft manipulator, it theo-
retically should be compatible with other types and classes of soft robotic systems. We thus believe
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that the work presented in this dissertation lays the foundation towards enabling the widespread
use of automated soft robots in real-world applications.
6.2 Future Directions
The ultimate aim of this work is to actualize soft robots that are capable of deftly assisting humans
within in complex, unpredictable environments. This dissertation make progress towards this goal,
but falls short of achieving it. This section outlines some of the remaining challenges and potential
avenues for future investigation.
6.2.1 Optimal Bilinear Control
In Chapter 3 it was shown that, for some systems, bilinear Koopman realizations are are signifi-
cantly more accurate than linear realizations and significantly less computationally complex than
nonlinear Koopman realizations. Chapter 4 illustrated how this feature could be utilized in a sub-
optimal bilinear MPC controller to achieve control accuracy exceeding that of optimal linear and
nonlinear MPC controllers. Further work should investigate theoretical guarantees for bilinear
controllers, and explore new approaches to optimal control of bilinear dynamical systems.
6.2.2 Model Adaptation Over Time
A downside of the Koopman-based modeling approach presented herein is that models are identi-
fied offline. Thus, any changes made to a robot after training are not reflected in its model. Soft
materials exhibit viscoelastic behaviors that operate on very long time scales (e.g. days, weeks).
These effects will not be captured by training data taken in a single day, and over time the dy-
namics of the system will drift away from the initially identified model. An algorithm that peri-
odically updates its Koopman operator approximation using more recent data could remedy this
problem. Since identifying the Koopman operator is a least-squares regression problem, model
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updates could be computed online in a similar fashion to the way the load estimates are computed
online in Algorithm 8. Further work might investigate optimal model update strategies.
6.2.3 Contact with the Environment
Chapter 5 extends the scope of the Koopman-based modeling and control approach to account for
loading conditions by adding them into the model as states. An implicit assumption of this strategy
is that the loading conditions continuously vary the dynamics of the systems. This assumption
breaks down in the case of contact with immovable objects in the environment such as walls. In
this case, a hybrid dynamical model [94] offers a more appropriate way of representing the discrete
transition between contact conditions. A hybrid dynamical system framework could be adopted
to model soft robots in contact with the environment. In such a framework, several Koopman
realizations would be constructed for different contact conditions, then hybrid optimal control
approaches would be utilized to perform tasks that involve contact with the environment.
6.2.4 Combining Physics-based and Data-driven models
The data-driven modeling technique presented in Chapter 3 was shown to be capable of accurately
predicting the behavior of real robots. However, a shortcoming of all data-driven models is that
their predictions can only be trusted within the range of operating conditions observed in their
training data set. Physic-based models, on the other hand, offer predictions that are independent
from observations. Such models are more broadly generalizable, but typically less accurate than
data-driven models under well observed operating conditions. A combined modeling approach
that simultaneously utilizes the accuracy of data-driven models and the generalizability of physics-
based models would have many benefits.
One such benefit would be the ability to perform sparse model learning. A robot could begin
with a physics-based model only, and use its predictions in a model-based control framework to
explore its state space and collect data. As more data is collected, a Koopman-based data-driven
model could be constructed online to supplement the physics-based model or capture its error
127
dynamics. Because the Koopman model would no longer be constructed “from scratch”, less data
would be sufficient for training.
A combined physics-based and data-driven approach might also aid in the construction of hy-
brid dynamical models. Changes in the loading and contact conditions of the robot could be in-
ferred based on its deviation from the physics-based model predictions. Then, a data-driven model
could be constructed for that specific condition, and stored as one of the modes of a hybrid dynam-
ical model. This type of modeling approach would enable soft robots to learn through contact with
the environment, leveraging their softness to do so in an inherently safe way.
6.3 Concluding Remarks
In the past several years the field of soft robotics has generated a lot of excitement. New journals
[95] and conferences [96] have been created that are dedicated to the subject, and soft robots have
been been popularized in the media as the “robots of the future” [97, 98]. Indeed, it is exciting
to imagine a future in which soft robots assist with cooking and cleaning in the home, deploy
in disasters to perform search and rescue operations, aid with medical procedures, and venture
into outer space to explore new worlds. Despite the optimism surrounding the field, however, the
remaining challenges to actualizing this future are numerous and nontrivial. For soft robots to be
valued for more than their novelty, they need to prove capable of reliably performing tasks that
are actually useful. The tools developed in this dissertation lay the groundwork for making that
happen, and will hopefully help lead to the development of highly capable soft robots in the future.
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