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Ocene parametrov ve£razseºne normalne porazdelitve z metodo
najve£jega verjetja
Povzetek
V diplomski nalogi obravnavamo primera podatkov z manjkajo£imi podatki in pri-
mer brez manjkajo£ih podatkov, ki izhajajo iz zaporedja slu£ajnih vektorjev, ki so
neodvisno enako porazdeljeni z ve£razseºno normalno porazdelitvijo s parametroma
vektorjem matemati£nega upanja µ in kovarian£no matriko Σ. Za vsako obliko
podatkov lahko po metodi najve£jega verjetja izra£unamo cenilki parametrov po-
razdelitve. Pristopov za izra£un cenilke po metodi najve£jega verjetja je ve£, v delu
obravnavamo pristopa z matri£nim odvajanjem in matri£no transformacijo. Obrav-
navamo ²e monoton vzorec, ki je poseben primer manjkajo£ih podatkov, za katerega
prav tako izra£unamo cenilki za parametra po metodi najve£jega verjetja.
Estimation of multivariate normal distribution with maximum
likelihood estimation
Abstract
In this paper we consider sample with missing data and sample without missing
data, that comes from multivariate normal distribution with parameters mean vec-
tor µ and covariance matrix Σ. No matter the shape of the data we can estimate
parameters with maximum likelihood estimation. There are various techniques for
estimating parameters with maximum likelihood estimation. We consider two te-
chniques, namely, matrix dierentiation and matrix transformation. With both
techniques we must derivate likelihood function that we get from the sample. We
also consider monotone sample, which is a special case of missing data for which we
can also estimate parameters with method of maximum likelihood estimation.
Math. Subj. Class. (2010): 62H12, 62F10
Klju£ne besede: ve£razseºna normalna porazdelitev, metoda najve£jega verjetja,
matri£no odvajanje, monoton vzorec
Keywords: multivariate normal distribution, maximum likelihood estimation, ma-
trix dierentiation, monotone sample
1. Uvod
Ve£razseºna normalna porazdelitev s parametroma µ in Σ, ki predstavljata vek-
tor matemati£nih upanj in kovarian£no matriko, v statistiki najpogosteje nastopa,
kot vektor enorazseºnih normalnih porazdelitev. Za vzorec, ki pripada zaporedju
X1, . . . , XN neodvisno enako porazdeljenih slu£ajnih vektorjev, ki so p-razseºno nor-
malno porazdeljeni s parametroma µ in Σ, lahko z uporabo cenilk, ki ju dobimo po
metodi najve£jega verjetja, ocenimo parametra porazdelitve. Cenilki po metodi naj-
ve£jega verjetja izra£unamo na splo²nem vzorcu tako, da zapi²emo funkcijo verjetja
L(µ,Σ; x) = fX1(x1) · · · fXN (xN), iz katere izra£unamo cenilki µ in Σ tako, da je za
njiju najve£ja moºna verjetnost oz. jo maksimiziramo glede na µ in Σ. Osnovni
pristop je ena£anje prvega odvoda z ni£, ker maksimiziramo vektor in matriko mo-
ramo poznati nekaj formul za matri£no odvajanje. Maksimizacijo si lahko olaj²amo s
transformacijo matrik in tako preuredimo matri£no funkcijo v funkcijo realne spre-
menljivke. Razvitih je bilo ²e veliko drugih tehnik, vendar za noben pristop ne
moremo re£i, da je naju£inkovitej²i. Za prakti£no vsako obliko podatkov je bil raz-
vit poseben pristop in nekateri pristopi delujejo samo na to£no dolo£enih oblikah
podatkov.Vedno pa je potrebno na tak²en ali druga£en na£in maksimizirati funkcijo
verjetja. e imamo poleg vzorca podane ²e kak²ne dodatne pogoje, kot je omejitev
ranga matrike, uporabimo Lagrangeve multiplikatorje.
V diplomski nalogi obravnavamo dva primera vzorcev in sicer vzorec z manjkajo-
£imi podatki in vzorec brez manjkajo£ih podatkov.V prvem razdelku obravnavamo
vzorec, kjer nimamo manjkajo£ih podatkov in izra£unamo cenilki za µ in Σ z od-
vajanjem funkcije verjetja. Cenilko za Σ izra£unamo tudi z transformacijo matrik.
V drugem razdelku obravnavamo dva razli£na vzorca, v katerih nam del podatkov
manjka, ker se nam matri£na funkcija verjetja s transformacijo ne poenostavi v funk-
cijo realne spremenljivke, se transformacije ne posluºejemo in kar direktno odvajamo
funkcijo verjetja. V zadnjem razdelku obravnavamo popoln monoton vzorec, ki je
poseben primer manjkajo£ih podatkov in eden najpomembnej²ih, saj v takem vzorcu
dobimo dovolj podatkov za oceno parametrov. Obi£ajno namre£ v vzorcih z manj-
kajo£imi podatki ne dobimo dovolj podatkov za oceno parametrov porazdelitve. V
tem razdelku je prav tako zapisan algoritem za uporabo v Mathematici.
2. Ocenjevanje ve£razseºne normalne porazdelitve, ko nimamo
manjkajo£ih podatkov
Za p-razseºno normalno porazdelitev X ∼ Np(µ,Σ), kjer je µ = (µ1, . . . , µp)T
vektor matemati£nih upanj in Σ = (σij)(p×p) > 0 kovarian£na matrika, zapi²emo
gostoto:
(1) fX(x) = (2π)−
p
2 (detΣ)−
1
2 e−
1
2
(x−µ)T Σ−1(x−µ).
Z Σ > 0 smo ozna£ili pozitivno denitno matriko. Za zaporedje slu£ajnih vektor-
jev X = {Xi = (Xi,1, . . . , Xi,p)T ; i = 1, . . . , N}, ki so neodvisno enako porazdeljeni s
p-razseºno normalno porazdelitvijo, lahko zapi²emo funkcijo verjetja za nek poljuben
vzorec:
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L(µ,Σ; x) =
N∏
i=1
(2π)−
p
2 (det Σ)−
1
2 e−
1
2
(xi−µ)T Σ−1(xi−µ)
= (2π)−
pN
2 (det Σ)−
N
2 e−
1
2
∑N
i=1(xi−µ)T Σ−1(xi−µ).
Iz funkcije verjetja ºelimo izra£unati cenilki za µ in Σ tako, da bo verjetnost
za njiju najve£ja moºna. Ker je logaritemska funkcija nara²£ajo£a, je ekvivalentno
maksimizirati logaritem funkcije verjetja:
l(µ,Σ; x) = −pN
2
log 2π − N
2
log (det Σ) + log e−
1
2
∑N
i=1(xi−µ)
T Σ−1(xi−µ)
= −pN
2
log 2π − N
2
log (det Σ)− 1
2
N∑
i=1
(xi − µ)T Σ−1 (xi − µ).
Za izra£un cenilke µ moramo maksimizirati samo vsoto. Preden maksimiziramo,
se spomnimo dejstva, da, £e je A pozitivno denitna matrika, ima kvadratna forma
oblike:
(2)
1
2
xTAx− bTx+ c,
enoli£en minimum za x. Ker je Σ pozitivno denitna, je potem tudi Σ−1 pozitivno
denitna. Vidimo, da sumandi iz vsote, ki nastopajo v logaritmu funkcije verjetja,
ustrezajo kvadratni formi iz (2), kar pomeni, da ima vsak sumand enoli£en minimum,
iz £esar sledi, da ga ima tudi vsota. Ker imamo vsoto pomnoºeno z −1, bomo dobili
z odvajanjem maksimum. Maksimum poi²£emo z ena£enjem prvega odvoda z 0, pri
£emer moramo poznati spodnje formule za odvajanje vektorja. Spodnjo denicijo
najdemo na [3, str. 4, Denicija 3].
Denicija 2.1. Naj bo y = Ψ(x), kjer je y m× 1 in x n× 1, potem je odvod po y
glede na x matrika dimenzije m× n
∂y
∂x
=

dy1
dx1
. . . dy1
dxn
... . . .
...
dym
dx1
. . . dym
dxn
 .
Dokaz spodnje trditve za odvajanje vektorja najdemo na [3, str. 7, Trditev 9].
Trditev 2.2. Naj bo α = xTAx, kjer je x n× 1 in A je n× n simetri£na matrika,
ki ni odvisna od x, potem je odvod α po x enak
∂α
∂x
= 2xTA.
Dokaz naslednje trditve najdemo na [3, str. 8, Trditev 14].
Trditev 2.3. Naj bo α = xTAx, kjer je x n× 1 funkcija odvisna od vektorja z in A
je m× n simetri£na matrika ter neodvisna od z, potem je
∂α
∂z
= 2xTA
∂x
∂z
.
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Z maksimizacijo logaritma funkcije verjetja dobimo:
∂l(µ,Σ; x)
∂µ
=
N∑
i=1
Σ−1 (xi − µ̂) = 0
N∑
i=1
(xi − µ̂) = 0
µ̂ =
1
N
N∑
i=1
xi.
Tako smo pokazali, da je cenilka za matemati£no upanje enaka µ̂ = 1
N
∑N
i=1 Xi =
X̄. Opazimo, da je cenilka enaka kot cenilka, ki jo dobimo po metodi najve£jega
verjetja za enorazseºno normalno porazdelitev.
2.1. Iskanje cenilke Σ z odvajanjem. Za izra£un cenilke Σ preuredimo logari-
tem funkcije verjetja tako, da zamenjamo matemati£no upanje z njegovo cenilko in
upo²tevamo, da je (xi − x̄)TΣ−1(xi − x̄) skalar za poljuben i = 1, . . . , N ter, da je
sled skalarja enaka skalarju. Tako dobimo slede£i logaritem funkcije verjetja:
l(µ,Σ;x) = −pN
2
log 2π − N
2
log (det Σ)− 1
2
N∑
i=1
tr
((
xi − x̄)TΣ−1(xi − x̄
))
= −pN
2
log 2π − N
2
log (det Σ)− N
2
tr
(
Σ−1
1
N
N∑
i=1
(xi − x̄)(xi − x̄)T
)
= −pN
2
log 2π − N
2
log (det Σ)− N
2
tr(Σ−1V )
= −pN
2
log 2π +
1
2
Nf(Σ;V ),
kjer sta:
V =
1
N
N∑
i=1
(xi − x̄)(xi − x̄)T ,
f(Σ;V ) = − log (det Σ)− tr(Σ−1V ).
V izpeljavi smo v prehodu iz prve v drugo vrstico upo²tevali cikli£nost sledi in to,
da je vsota sledi enaka sledi vsot. Matrika V p× p predstavlja vzor£no kovarian£na
matriko in funkcija f(Σ;V ) je funkcija, katero bomo maksimizirali glede na Σ, saj
samo v tej funkciji nastopa Σ. e v funkcijo f(Σ;V ) vstavimo Ψ = Σ−1 in se
spomnimo, da velja det (A)−1 = (detA)−1 dobimo:
(3) g(Ψ;V ) = log (det Ψ)− tr(ΨV ).
Pripomnimo ²e, da je V vedno simetri£na pozitivno semidenitna matrika. Sime-
tri£nost sledi ºe iz same denicije matrike, semipozitivnosti pa ni teºko pokazati:
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yTV y = yT (
1
N
N∑
i=1
(xi − x̄)(xi − x̄)T )y
=
1
N
N∑
i=1
yT (xi − x̄)(xi − x̄)Ty
=
1
N
N∑
i=1
((xi − x̄)Ty)2 ≥ 0,
kar velja za vsak neni£eln vektor y ∈ Rp, torej je V pozitivno semidenitna. Vidimo,
da je zgornji izraz enak ni£ natanko tedaj, ko obstaja tak y, da za vsak i = 1, . . . , N
velja (xi − x̄)Ty = 0, kar je res, ko je y pravokoten na vsak (xi − x̄). e je N > p
potem je V pozitivno denitna z verjetnostjo 1 (povzeto po [2, str. 149, Razdelek 2]).
Izkaºe se, da je cenilka za Σ po metodi najve£jega verjetja enaka V = 1
N
∑N
i=1(Xi−
X̄)(Xi − X̄)T . To bomo pokazali na dva na£ina. Prvi na£in je z matri£nim odva-
janjem funkcij f(Σ;V ) in g(Ψ;V ), drugi pa z transformacijo matrik Σ in V in od-
vajanjem poenostavljenih funkcij. Za odvajanje matri£nih funkcij bomo potrebovali
naslednjo denicijo in trditvi. Spodnjo denicijo najdemo na [3, str. 8, Denicija 5].
Denicija 2.4. Naj bo A matrika dimenzije m × n, katere elementi so funkcije
parametra α. Potem je odvod A glede na α enak
∂A
∂α
=

da11
dα
da12
dα
. . . da1n
dα
da21
dα
da22
dα
. . . da2n
dα
...
... . . .
...
dam1
dα
dam2
dα
. . . damn
dα
 =
m∑
i=1
n∑
j=1
daij
dα
Eij,
kjer je Eij matrika z 1 na (i, j)-tem mestu in 0 drugje.
Dokaz trditve o odvodu inverza matrike, najdemo na [3, str. 8-9, Trditev 15].
Trditev 2.5. Naj bo A nesingularna matrika dimenzije n × n katere elementi so
funkcije parametra α. Potem velja
∂A−1
∂α
= −A−1∂A
∂α
A−1.
Trditev o odvodu determinante, najdemo na [2, str. 150, Trditev 2].
Trditev 2.6. Naj bo A n × n nesingularna matrika, potem je odvod determinante
matrike A enak
∂ det (A)
∂aij
= (2− δij)Aij (daij) ,
kjer je δij Kroneckerjeva delta
δij =
{
1; i = j
0; sicer
Element na (i, j)− tem mestu matrike A ozna£imo z aij, Aij ozna£uje kofakor ma-
trike glede na i− to vrstico in j− ti stolpec, torej je to predzna£ena poddeterminanta
A glede na (i, j)− ti element matrike.
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2.1.1. Odvajanje f(Σ;V ). Preden se lotimo odvajanja se je potrebno prepri£ati o
obstoju maksimuma. Ko se Σ pribliºuje meji pozitivno denitnih matrik oz., ko se
vsaj ena lastna vrednost matrike Σ pribliºuje ni£, gre funkcija f(Σ;V ) proti minus
neskon£no, kar pomeni, da mora biti maksimum na obmo£ju pozitivno denitnih
matrik. Da gre f(Σ;V ) proti minus neskon£no, ko se lastna vrednost Σ pribliºuje ni£,
vidimo iz dejstva, da je det Σ = λ1 · · ·λp, kjer je λi lastna vrednost Σ za i = 1, . . . , p,
torej gre determinanta proti ni£, ko gre lastna vrednost proti ni£ in − log(det Σ) proti
neskon£no, −tr(Σ−1V ) pa gre proti minus neskon£no, ker je Σ−1 = 1
det Σ
adj(Σ) in ko
gre determinanta proti ni£, gre 1
det Σ
proti neskon£no in zato gre nasprotna vrednost
sledi proti minus neskon£no. Funkcija f(Σ;V ) gre proti minus neskon£no, ker sled
hitreje pada proti minus neskon£no kot logaritem nara²£a proti neskon£no. Funkcija
ni ne konveksna, ne konkavna, ker je − log (det Σ) konveksna, −tr(Σ−1V ) pa je
konkavna. Vendar se kljub temu izkaºe, da ima ena£ba, ki jo dobimo z odvajanjem
samo eno re²itev, kar pomeni, da je maksimum enoli£en. Za izra£un maksimuma
najprej odvajamo posebej logaritem determinante in sled produkta matrik, pri £emer
uporabimo izrek za odvajanje determinante (glej 2.6), formulo za odvod matrike (glej
2.4) in formulo za odvod inverza matrike (glej 2.5):
∂
∂σij
(− log (det Σ)) = (2− δij)
(
− Σij
det Σ
dσij
)
,
∂
∂Σ
(
−trΣ−1V
)
= tr
(
Σ−1 (dΣ) Σ−1V
)
= (2− δij)tr
(
Σ−1EijΣ
−1V
)
dσij, ∀i ≤ j.
Z Σij smo ozna£ili kofaktor matrike Σ glede na i-to vrstico in j-ti stolpec, z δij
smo ozna£ili Kroneckerjevo delto, ki je 1, £e je i = j in 0 sicer in Eij je matrika, ki
ima 1 na (i, j)-tem mestu in 0 povsod drugje. Sledi, da je odvod f(Σ;V ) enak:
d [f (Σ;V )]ij = (2− δij)
{
− Σij
det Σ
dσij + tr
(
Σ−1EijΣ
−1V
)
dσij
}
= 0
(2− δij)
{
− Σij
det Σ
+ tr
(
EijΣ
−1V Σ−1
)}
= 0.
Z upo²tevanjem Σ−1 = 1
det Σ
adj (Σ) lahko zapi²emo zgornji sistem ena£b, kot
matri£no ena£bo:
−Σ̂−1 + Σ̂−1V Σ̂−1 = 0
Σ̂−1V Σ̂−1 = Σ̂−1
V Σ̂−1 = I
Σ̂ = V
2.1.2. Odvajanje g(Ψ;V ). Zopet se je potrebno prepri£ati o obstaju in enoli£nosti
maksimuma. Ko se Ψ pribliºuje meji pozitivno denitnih matrik, gre g(Ψ;V ) proti
minus neskon£no, kar vidimo na podoben na£in, kot smo za funkcijo f(Σ;V ) le, da
gresta tu oba £lena funkcije proti minus neskon£no. Ker je log (det Ψ) konkavna in
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trΨV linearna, je celotna funkcija g(Ψ;V ) konkavna. Torej imamo enoli£en maksi-
mum na obmo£ju pozitivno denitnih matrik in bomo z odvajanjem dobili najve£jo
vrednost funkcije. e odvajamo g(Ψ;V ), dobimo:
d [g(Ψ;V )]ij = (2− δij)
{
Ψij
det Ψ
dψij − (trEijV ) dψij
}
= 0, ∀ i ≤ j.
Za ta sistem ena£b lahko zapi²emo matri£no ena£bo:
Ψ̂−1 − V = 0.
Cenilka za Ψ je enaka Ψ̂ = V −1, kar pomeni, da je cenilka za Σ enaka V . Tako
smo pokazali, da dobimo isto cenilko za Σ ne glede na to, £e odvajamo f(Σ;V ) ali
g(Ψ;V ), vendar imamo pri odvajanju slednje nekoliko manj dela.
2.2. Iskanje cenilke za Σ z transformacijo matrik. Namesto, da odvajamo
matri£no funkcijo, jo lahko s transformacijo matrik preoblikujemo v funkcijo realne
spremenljivke in se tako izognemo matri£nemu odvajanju. Za poljubno transforma-
cijo V = CCT , kjer je C kvadratna obrnljiva matrika, lahko zapi²emo:
Σ̃ = C−1Σ(CT )−1, Ψ̃ = CTΨC.
Z upo²tevanjem tega se funkciji f (Σ;V ) in g (Ψ;V ) preoblikujeta v:
f
(
Σ̃;V
)
= − log
(
detCΣ̃CT
)
− tr
((
CΣ̃CT
)−1
V
)
= − log
(
detC det Σ̃ detCT
)
− tr
(
(CT )−1Σ̃−1C−1CCT
)
= − log
(
detV det Σ̃
)
− tr
(
Σ̃−1CT (CT )−1
)
= − log (detV )− log
(
det Σ̃
)
− trΣ̃−1,
g
(
Ψ̃;V
)
= log
(
det(CT )−1Ψ̃C−1
)
− tr
(
(CT )−1Ψ̃C−1CCT
)
= log
(
det(
(
CT
)−1
C−1) det Ψ̃
)
− tr(Ψ̃CT (CT )−1)
= − log (detV ) + log
(
det Ψ̃
)
− trΨ̃.
Ker ºe poznamo V , je log (detV ) konstanta in ne vpliva na maksimum. S trans-
formacijo matrike Σ̃ oz. Ψ̃ lahko prevedemo zgornji matri£ni funkciji na funkcijo
realne spremenljivke. V nadaljevanju bomo transformirali matriko Ψ̃ in tako pre-
vedli matri£no funkcijo g(Ψ̃;V ) na funkcijo realne spremenljivke. Uporabili bomo
naslednje tri transformacijske izreke. Dokaz razcepa Choleskega najdemo na [8, str.
84, Trditev 3.20].
Trditev 2.7. Razcep Choleskega e je H > 0, potem obstaja spodnje trikotna
matrika T = (tij) tako, da velja H = TT T , kjer so diagonalni elementi tii > 0, za
i = 1, . . . , p.
Spodnji trditvi sta povzeti po [2, str. 153, Trditev 4 in Trditev 5].
Trditev 2.8. e je H > 0, potem velja H = DRD, kjer je D = Diag(
√
h11, . . . ,
√
hpp),
hii > 0 za i = 1, . . . , p in R je korelacijska matrika, kar pomeni, da je pozitivno de-
nitna matrika z enkami na diagonali.
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Trditev 2.9. Schurov izrek Naj bo H simetri£na, potem obstaja ortogonalna ma-
trika U tako, da velja H = UDdUT , kjer je Dd = Diag (d1, . . . , dp) in d1 ≥ · · · ≥ dp
so urejene lastne vrednosti matrike H. e je H > 0 potem je dp > 0.
2.2.1. Transformacija z razcepom Choleskega. Z uporabo (2.7) dobimo Ψ̃ = TT T ,
kjer je T = (τij) spodnje trikotna matrika s pozitivnimi diagonalnimi elementi. e
transformacijo upo²tevamo v g(Ψ̃; I) dobimo:
g
(
Ψ̃; I
)
= log
(
detTT T
)
− trTT T
= log
(
p∏
i=1
τii
p∏
i=1
τii
)
−
p∑
i=1
(
τ 2ii +
p∑
i>j
τ 2ij
)
=
p∑
i=1
(
log
(
τ 2ii
)
− τ 2ii −
p∑
i>j
τ 2ij
)
.
Pri tem smo upo²tevali, da je determinanta produkta matrik enaka produktu
determinant matrik. Za sled pa upo²tevamo, da je produkt matrik enak:
TT T =
 τ11 0 0... . . . 0
τp1 · · · τpp
 τ11 · · · τp10 . . . ...
0 0 τpp
 =
 τ 211 ∗ ∗∗ . . . ∗
∗ ∗ τ 2p1 + · · ·+ τ 2pp
 .
Vidimo, da bo vrednost funkcije g(Ψ̃; I) najve£ja takrat, ko je
∑p
i>j τ
2
ij = 0 oz.
ko je vsak τij enak ni£ za i > j. Preostali del ena£be moramo odvajati. Preden
se lotimo dela, se je potrebno prepri£ati o obstoju maksimuma na danem obmo£ju.
Lahko je preveriti, da je log (τ 2ii)− τ 2ii konkavna funkcija na τii > 0, torej maksimum
na danem obmo£ju obstaja in je enoli£en. Z odvajanjem dobimo spodnjo ena£bo:
dg(Ψ̃; I)
dτii
=
2
τ̂ii
− 2τ̂ii = 0
τ̂ 2ii = 1.
Ker so diagonalni elementi matrike T strogo ve£ji od ni£, mora biti maksimum
enak τii = 1 za i = 1 . . . , p. Kar pomeni, da sta cenilki za matriki T in Ψ̃ identiteti.
Cenilka za Ψ pa je enaka:
Ψ̂ = (CT )−1 ˆ̃ΨC−1 = (CT )−1C−1 = V −1.
Sledi, da je cenilka za Σ enaka V .
2.2.2. Transformacija z vektorsko matriko. Z uporabo (2.8) imamo slede£o trans-
formacijo:
ψ̃ = DPD, P = (ρij) , D = Diag
(√
ψ̃11, . . . ,
√
ψ̃pp
)
.
e to transformacijo upo²tevamo v funkciji g(Ψ̃; I), dobimo:
10
g
(
Ψ̃; I
)
= log (detDPD)− tr(DPD)
= log
(
detD2
)
+ log (detP )− tr(PD2)
= log
p∏
i=1
ψ̃ii + log (detP )−
p∑
i=1
ψ̃ii
=
p∑
i=1
(
log ψ̃ii − ψ̃ii
)
+ log (detP ).
Upo²tevali smo, da je produkt diagonalnih matrik enak D2 = Diag (ψ11, . . . , ψpp)
in da ima korelacijska matrika P na diagonali enke in je zato sled enaka tr (D2P ) =∑p
i=1 ψii. Maksimum log (detP ) je enak 0, kar pokaºemo s Hadamardovo neenako-
stjo. Dokaz Hadamardove neenakosti najdemo v [10].
Trditev 2.10. Hadamardova neenakost Naj bo A n×n kvadratna nesingularna
matrika in ai njeni stolpci. Potem velja neenakost
| detA| ≤
n∏
i=1
‖ai‖2 .
Ker je P pozitivno denitna matrika, lahko zapi²emo alternativno razli£ico Ha-
damardove neenakosti. Za P zapi²emo razcep Choleskega P = NNT , iz £esar sledi
neenakost detP = (detN)2 ≤
∏p
i=1‖vi‖22 =
∏p
i=1 pii. Ker je P korelacijska matrika,
so diagonalni elementi enaki 1. Opazimo, da enakost za Hadamardovo neenakost
nastopi za P = I, iz £esar sledi, da je maksimum log (detP ) enak 0. e preden
ena£imo prvi odvod z ni£ preostalega dela funkcije, se moramo zopet prepri£ati o
obstaju in enoli£nosti maksimuma. Vidimo, da je funkcija log ψ̃ii − ψ̃ii konkavna,
zato z odvajanjem res dobimo enoli£en maksimum:
∂g(Ψ̃; I)
∂ψ̃ii
=
1
ˆ̃ψii
− 1 = 0
ˆ̃ψii = 1.
Sledi, da je ˆ̃Ψ = I in cenilka za Ψ je enaka:
Ψ̂ = CT
−1 ˆ̃ΨC−1 = CT
−1
C−1 = V −1.
2.2.3. Transformacija z lastnimi vrednostmi. Z uporabo transformacije (2.9) imamo
slede£o transformacijo matrike Ψ̃:
Ψ̃ = GDλG
T , Dd = Diag (λ1, . . . , λp) ,
kjer je G ortogonalna matrika in λ1 ≥ · · · ≥ λp, so urejene lastne vrednosti matrike
Ψ̃, ker je Ψ̃ > 0, so lastne vrednosti pozitivne. Z upo²tevanjem te transformacije
dobimo:
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g
(
Ψ̃; I
)
= log
(
detGDλG
T
)
− tr
(
GDλG
T
)
= log
(
det
(
GGT
)
detDλ
)
− tr
(
DλG
TG
)
= log (detDλ)− trDλ
= log
p∏
i=1
λi −
p∑
i=1
λi
=
p∑
i=1
(log (λi)− λi) .
Tak²no funkcijo smo odvajali ºe v prej²nem razdelku in ima maksimum v λi = 1
za i = 1, . . . , p. Posledi£no je D̂λ = I, cenilka za Ψ pa je enaka:
Ψ̂ = CT
−1 ˆ̃ΨC−1 = CT
−1
C−1 = V −1.
2.2.4. Redukcija dveh matrik hkrati. Namesto da transformiramo matriki V in Σ
posebej, lahko z transformacijo obeh matrik hkrati poenostavimo matri£no funk-
cijo f(Σ;V ) oz. g(Ψ;V ) na funkcijo ene spremenljivke. Uporabili bomo spodnjo
transformacijo, povzeto po [2, str. 154, Trditev 6].
Trditev 2.11. e sta V in Σ velikosti p × p pozitivno denitni matriki, potem
obstaja nesingularna matrika L tako, da velja V = LLT in Σ = LDλLT , kjer je
Dλ = Diag (λ1, . . . , λp) in λ1 ≥ · · · ≥ λp > 0, ki so ni£le karakteristi£nega polinoma
det (Σ− λV ) = 0.
Z upo²tevanjem transformacije v funkciji f(Σ;V ) dobimo
f (Σ;V ) = − log (det Σ)− tr
(
Σ−1V
)
= − log
(
detLDλL
T
)
− tr
((
LT
)−1
D−1λ L
−1LLT
)
= − log
(
detLLT
)
− log (detDλ)− tr
(
D−1λ L
T (LT )−1
)
= − log (detV )− log (detDλ)− trD−1λ
= − log (detV )−
p∑
i=1
(
log λi +
1
λi
)
.
Upo²tevajmo, da V ºe poznamo in je zato log (detV ) konstanta, torej ne vpliva
na maksimum. Funkcija − log λi − 1λi sicer ni ne konveksna, ne konkavna, vendar,
ker gre funkcija proti minus neskon£no, ko λi nara²£a preko vseh meja, se mora na
danem obmo£ju nahajati maksimum in izkaºe se, da je ta enoli£en. Z odvajanjem
dobimo maksimum v λi = 1 za i = 1, . . . , p, iz £esar sledi, da je D̂λ = I, cenilka za
Σ pa je enaka:
Σ̂ = LD̂λL
T = LILT = LLT = V.
Tako smo na ve£ na£inov pokazali, da je cenilka za Σ enaka V . Obstaja ²e nekaj
metod s katerimi pokaºemo Σ̂ = V na vzorcu brez manjkajo£ih podatkov, vendar se
bomo raje osredoto£ili na vzorce z manjkajo£imi podatki.
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3. Ocenjevanje µ in Σ na vzorcu, kjer deloma poznamo matemati£no
upanje ali pa manjka del podatkov
Do sedaj smo obravnavali primer, kjer nimamo manjkajo£ih podatkov, vendar se
v statistiki velikokrat sre£amo s podatki, kjer del le teh manjka. Za ²tevilne vzorce
z manjkajo£imi podatki lahko zapi²emo spodnjo funkcijo za ocenjevanje Σ:
f (Σ) ≡ −N log (det Σ)−Ntr
(
Σ−1V
)
−M log (det Σ11)−Mtr
(
Σ−111 W
)
,
kjer je Σ p × p blo£na pozitivno denitna matrika oblike Σ = (Σij) za i, j = 1, 2 z
blokoma Σ11 k×k, Σ22 (p−k)×(p−k), V p×p pozitivno denitna matrika,W k×k
pozitivna semidentna matrika in M ter N sta pozitivni konstanti oz. velikosti
vzorca. e ozna£imo Ψ = Σ−1 in Schurov komplement Ψ11·2 = Ψ11−Ψ12Ψ−122 Ψ21 ter
upo²tevamo Σ−111 = Ψ11·2, potem se zgornja funkcija preoblikuje v:
g (Ψ) = N log (det Ψ)−Ntr (ΨV ) +M log (det Ψ11·2)−Mtr (Ψ11·2W ) .
Da pokaºemo enakost Σ−111 = Ψ11·2, je potrebno poznati formulo za inverz blo£ne
matrike:
Σ−1
=
[
Σ11 Σ12
ΣT12 Σ22
]−1
=
[
Σ−111 + Σ
−1
11 Σ12
(
Σ22 − ΣT12Σ−111 Σ12
)−1
ΣT12Σ
−1
11 −Σ−111 Σ12
(
Σ22 − ΣT12Σ−111 Σ12
)−1
−
(
Σ22 − ΣT12Σ−111 Σ12
)−1
ΣT12Σ
−1
11
(
Σ22 − ΣT12Σ−111 Σ12
)−1
]
,
ki jo upo²tevamo v Schurovi formi:
Ψ11·2
= Ψ11 −Ψ12Ψ−122 Ψ21
= Σ−111 + Σ
−1
11 Σ12
(
Σ22 − ΣT12Σ−111 Σ12
)−1
ΣT12Σ
−1
11
− Σ−111 Σ12
(
Σ22 − ΣT12Σ−111 Σ12
)−1 ((
Σ22 − ΣT12Σ−111 Σ12
)−1)−1 (
Σ22 − ΣT12Σ−111 Σ12
)−1
ΣT12Σ
−1
11
= Σ−111 + Σ
−1
11 Σ12
(
Σ22 − ΣT12Σ−111 Σ12
)−1
ΣT12Σ
−1
11 − Σ−111 Σ12
(
Σ22 − ΣT12Σ−111 Σ12
)−1
ΣT12Σ
−1
11
= Σ−111 .
V naslednjih dveh razdelkih bomo predstavili dva primera vzorcev, iz katerih lahko
zapi²emo zgornji funkciji za izra£un cenilke Σ.
3.1. Primer, ko delno poznamo matemati£no upanje. Recimo, da imamo
(k+l)-razseºno normalno porazdelitev oblike Z = (X, Y ) = (X1, . . . , Xk, Y1, . . . , Yl)T ,
za katero matemati£no upanje X-a poznamo in brez ²kode za splo²nost lahko pred-
postavimo, da je E(X) = 0. Matemati£nega upanja Y -a pa ne poznamo in ga
ozna£imo z E(Y ) = µ. Kovarian£na matrika za (X, Y ) je blo£na matrika oblike
Σ = (Σ) za i, j = 1, 2 z Σ11 : k × k in Σ22 : l × l. Za vzorec, ki izhaja iz zapo-
redja Z1, . . . , ZN neodvisno enako porazdeljenih slu£ajnih vektorjev, lahko zapi²emo
logaritem funkcije verjetja:
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l(µ,Σ; z) = −(k + l)N
2
log 2π − N
2
log (det Σ)− 1
2
N∑
i=1
(xi, yi − µ)T Σ−1 (xi, yi − µ)
= −(k + l)N
2
log 2π +
N
2
log (det Ψ)− 1
2
N∑
i=1
(xi, yi − µ)T Ψ (xi, yi − µ).
Za izra£un cenilke µ moramo maksimizirati samo vsoto. Vidimo, da so sumandi
vsote oblike (2) in da je Ψ pozitivno denitna matrika, torej ima vsak sumand
enoli£en minimum, torej ga ima tudi vsota. Pred vsoto nastopa ²e minus, kar pomeni
da imamo enoli£en maksimum. Za izra£un cenilke µ lahko izpustimo minus in i²£emo
minimum vsote. Vsoto lahko ²e nekoliko preoblikujemo:
N∑
i=1
(xi, yi − µ)T Ψ (xi, yi − µ)
=
N∑
i=1
(xi − x̄+ x̄, yi − ȳ − (µ− ȳ))T Ψ (xi − x̄+ x̄, yi − ȳ − (µ− ȳ))
=
N∑
i=1
((xi − x̄, yi − ȳ)T Ψ (xi − x̄, yi − ȳ)− 2 (xi − x̄, yi − ȳ)T Ψ (−x̄, µ− ȳ)
+ (−x̄, µ− ȳ)T Ψ (−x̄, µ− ȳ))
=
N∑
i=1
(
(xi − x̄, yi − ȳ)T Ψ (xi − x̄, yi − ȳ)
)
+N (x̄, ȳ − µ)T Ψ (x̄, ȳ − µ) .
Ker v vsoti µ ne nastopa, jo zanemarimo, prav tako na minimum N ne vpliva in
ga zato zanemarimo. e razpi²emo izraz dobimo:
(x̄, ȳ − µ)T
(
Ψ11 Ψ12
ΨT12 Ψ22
)
(x̄, ȳ − µ)
= (x̄TΨ11x̄+ (ȳ − µ)TΨT12x̄+ x̄TΨ12(ȳ − µ) + (ȳ − µ)TΨ22(ȳ − µ))
= (x̄TΨ11x̄+ (ȳ − µ)TΨ22Ψ−122 ΨT12x̄+ x̄TΨ12(ȳ − µ) + (ȳ − µ)TΨ22(ȳ − µ)
+ x̄TΨ12Ψ
−1
22 Ψ
T
12x̄− x̄TΨ12Ψ−122 ΨT12x̄)
= ((ȳ − µ)T + x̄TΨ12Ψ−122 )Ψ22((ȳ − µ)T + x̄TΨ12Ψ−122 )T + x̄TΨ11x̄− x̄TΨ12Ψ−122 ΨT12x̄
= ((ȳ − µ)T + x̄TΨ12Ψ−122 )Ψ22((ȳ − µ)T + x̄TΨ12Ψ−122 )T + x̄TΨ11·2x̄.
Za ksen Ψ minimiziramo glede na µ. Prvi £len je nenegativen za vsak µ, kar
pomeni, da bo najmanj²i, kadar je enak ni£. V drugem £lenu pa µ ne nastopa
in ne vpliva na ekstrem. O£itno je cenilka enaka µ̂ = ȳT + x̄TΨ12Ψ−122 , £e cenilko
upo²tevamo v funkciji verjetja dobimo:
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l(µ,Σ; z) = −(k + l)N
2
log 2π − N
2
log (det Σ)
− 1
2
N∑
i=1
(
(xi − x̄, yi − ȳ)T Ψ (xi − x̄, yi − ȳ)
)
− N
2
x̄TΨ11·2x̄
= −(k + l)N
2
log 2π − N
2
g(Ψ),
kjer je:
g (Ψ) = log (det Ψ)− tr
(
Ψ
N∑
i=1
1
N
(xi, yi − ȳ) (xi, yi − ȳ)T
)
− x̄TΨ11·2x̄
= log (det Ψ)− tr (ΨV )− tr
(
Ψ11·2x̄x̄
T
)
.
3.2. Vzorec z dodatnimi podatki. Drug primer, ki ga bomo obravnavali, je pri-
mer, ko imamo vzorec velikosti N za p razseºno normalno porazdelitev s kovarian£no
matriko Σ in vektorjem matemati£nega upanja (µ, ν), kjer je µ k-razseºen in ν (p-k)-
razseºen. Imamo ²e vzorec velikosti M , ki pa ima samo k opaºanj na isti p-razseºni
porazdelitvi. Torej imamo vzorec velikosti N +M na p-razseºni normalni porazde-
litvi, kjer zadnjih (p− k) opaºanj manjka pri zadnjih M podatkih iz vzorca. Naj
bo (x̄, ȳ) vzor£no upanje na vzorcu N , kjer je x̄ dimenzije k in ȳ dimenzije (p− k).
Vzor£no upanje vzorca M , kjer imamo samo prvih k opaºanj, je enako z̄. Na takem
vzorcu lahko zapi²emo logaritem funkcije verjetja:
−pN
2
log (2π)− N
2
log (det Σ)− 1
2
N∑
i=1
(xi − µ, yi − ν)T Σ−1 (xi − µ, yi − ν)
−kM
2
log (2π)− M
2
log (det Σ11)−
1
2
M∑
i=1
(zi − µ)T Σ−111 (zi − µ).
Po istem premisleku kot v prej²nem primeru vidimo, da je za izra£un cenilke
matemati£nega upanja dovolj, £e minimiziramo slede£ izraz:
N(x̄− µ, ȳ − ν)TΣ−1(x̄− µ, ȳ − ν) +M(z̄ − µ)TΣ−111 (z̄ − µ).(4)
Za izra£un cenilke µ imamo slede£ problem:
(5) min
µ
{
N(x̄− µ)TΣ−111 (x̄− µ) +M(z̄ − µ)TΣ−111 (z̄ − µ)
}
.
Ker je Σ pozitivno denitna, je potem tudi Σ−111 in kvadratni formi iz (5) sta
podobni (2), kar pomeni, da imamo enoli£en minimum. Z odvajanjem, dobimo:
− 2N (x̄− µ̂)T Σ−111 − 2M (x̄− µ̂)
T Σ−111 = 0 / Σ11
N (x̄− µ̂)T +M (x̄− µ̂)T = 0
µ̂ =
1
N +M
(Nx̄+Mz̄) .
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Za izra£un cenilke ν moramo minimizirati samo levi £len izraza (4). Ta je nene-
gativen in bo najmanj²i, ko bo enak 0. e razpi²emo ta £len, kot smo to naredili v
prej²nem razdelku, dobimo spodnjo ena£bo:
N((ȳ − ν)T + (x̄− µ̂)TΨ12Ψ−122 )Ψ22((ȳ − ν)T + (x̄− µ̂)TΨ12Ψ−122 )T = 0.
Vidimo, da je cenilka za ν enaka ν̂ = ȳT + (x̄− µ̂)T Ψ12Ψ−122 = ȳT + MN+M (x̄ −
z̄)TΨ12Ψ
−1
22 . e izra£unani cenilki vklju£imo v funkcijo verjetja, dobimo:
N log (det Ψ)−NtrΨV +M log (det Ψ11·2)−MtrΨ11·2W,
kjer je:
W =
1
M
M∑
i=1
(
(zi − z̄) (zi − z̄)T
)
+
N
N +M
(x̄− z̄) (x̄− z̄)T .
3.3. Izra£un cenilke kovarian£ne matrike. Za izra£un cenilke za kovarian£no
matriko bi lahko zopet uporabili transformacijski izrek, vendar se nam v tem primeru
ohrani matri£na funkcija in moramo ²e vedno matri£no odvajati funkcijo. Zato je
enostavneje, £e direktno odvajamo funkcijo f(Σ) oz. g(Ψ). Premislek o obstoju
in enoli£nosti maksimuma je enak kot za funkcijo, ki jo dobimo na vzorcu brez
manjkajo£ih podatkov. Z uporabo izrekov za odvajanje matrik dobimo:
∂
dσij
f(Σ) = (2− δij) {−N
Σij
det Σ
dσij −M
Aij
detA
daijεij
+Ntr
(
Σ−1EijΣ
−1V
)
dσij +Mtr
(
Σ−111 EijΣ
−1
11 W
)
daijεij} = 0
Zaradi poenostavitve smo zapisali A = (aij)k×k ≡ Σ11, Σij in Aij sta kofaktorja
matrik Σ in A za i, j = 1, . . . , p in εij pa je 1, £e velja i, j ≤ k in 0 sicer. Ena£bo
lahko zapi²emo v matri£ni obliki:
−NΣ−1 +NΣ−1V Σ−1 −M
(
Σ−111 0
0 0
)
+M
(
Σ−111 WΣ
−1
11 0
0 0
)
= 0,
z mnoºenjem z leve in desne z Σ dobimo:
−NΣ +NV −M
(
Σ11 Σ12
ΣT12 Σ22
)(
Σ−111 0
0 0
)(
Σ11 Σ12
ΣT12 Σ22
)
+
+M
(
Σ11 Σ12
ΣT12 Σ22
)(
Σ−111 WΣ
−1
11 0
0 0
)(
Σ11 Σ12
ΣT12 Σ22
)
= 0,
nato ²e zmnoºimo blo£ne matrike med sabo:
−NΣ +NV −M
(
Σ11 Σ12
ΣT12 Σ
T
12Σ
−1
11 Σ12
)
+M
(
W WΣ−111 Σ12
ΣT12Σ
−1
11 W Σ
T
12Σ
−1
11 WΣ
−1
11 Σ12
)
= 0.
Matri£no ena£bo lahko zapi²emo kot sistem ena£b:
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−NΣ11 +NV11 −MΣ11 +MW = 0,
−NΣ12 +NV12 −MΣ12 +MWΣ−111 Σ12 = 0,
−NΣT12 +NV T12 −MΣT12 +MΣT12Σ−111 W = 0,
−NΣ22 +NV22 −MΣT12Σ−111 Σ12 +MΣT12Σ−111 WΣ−111 Σ12 = 0.
Iz prve ena£be lahko izra£unamo cenilko za Σ11:
Σ̂11 (N +M) = NV11 +MW
Σ̂11 =
1
N +M
(NV11 +MW ) .
Cenilko za Σ12 izrazimo iz druge ena£be tako, da zamenjamo Σ−111 z V
−1
11 in v
zadnjem £lenu ena£be zamenjamo Σ12 z V12 in tako dobimo:
−NΣ̂12 +NV12 −MΣ̂12 +MWV −111 V12 = 0
(N +M) Σ̂12 = NV
T
12 +MWV
−1
11 V12
Σ̂12 =
1
N +M
(NV11 +MW )V
−1
11 V12.
Ker, je Σ21 = ΣT12 je tudi cenilka za Σ21 enaka transponirani cenilki za Σ12. Cenilko
za Σ22 dobimo iz zadnje ena£be tako, da zamenjamo Σ12 z V12 in Σ−111 z V
−1
11 :
−NΣ̂22 +NV22 −MV T12V −111 V12 +MV T12V −111 WV −111 V12 = 0
− (N +M) Σ̂22 +MΣ22 +NV22 −MΣT12Σ−111 Σ12 +MΣT12Σ−111 WΣ−111 Σ12 = 0
(N +M) Σ̂22 = M(V22 − V T12V −111 V12) +NV22 +MV T12V −111 WV −111 V12
Σ̂22 =
1
N +M
(
MV22·1 +NV22 +MV
T
12V
−1
11 WV
−1
11 V12
)
.
4. Popoln monoton vzorec podatkov
Poseben primer vzorca z manjkajo£imi podatki je popoln monoton vzorec. e
imamo zaporedje slu£ajnih vektorjev X = {Xi = (Xi1, . . . , Xip)T ; i = 1, . . . , n},
iz katerega izhaja vzorec, ki ga lahko uredimo v p podvzorcev tako, da v prvem
podvzorcu ni manjkajo£ih podatkov, v drugem podvzorcu imamo v opaºanjih en
manjkajo£ podatek, v tretjem podvzorcu dva manjkajo£a podatka in k-tem podv-
zorcu k− 1 manjkajo£ih prvih podatkov. V tem primeru re£emo, da imamo popoln
monoton vzorec:
(6)
x
(1)
i1 , . . . , x
(1)
ik , . . . , x
(1)
ip za i = 1, . . . , n1;
. . . ...
...
x
(k)
ik , . . . , x
(k)
ip za i = 1, . . . , nk;
. . . ...
...
x
(p)
ip za i = 1, . . . , np
17
Za p-razseºno normalno porazdelitev X ∼ Np(µ,Σ), kjer sta µ = (µ1, . . . , µp)T
vektor matemati£nega upanja in Σ = (σij)(p×p) > 0 kovarian£na matrika, lahko za
k = 1, . . . , p zapi²emo (p−k+1)-razseºno normalno porazdelitev Np−k+1(µ(k),Σ(k)),
kjer sta µ(k) podvektor vektorja matemati£nega upanja µ in Σ(k) desna spodnja
podmatrika matrike Σ oblike
(7) µ(k) =
 µk...
µp
 , Σ(k) =
 σkk . . . σkp... . . . ...
σpk . . . σpp
 .
Zaporedje slu£ajnih vektorjev, ki je oblike popolnega monotonega vzorca in
ustreza p-razseºni normalni porazdelitvi, je za k = 1, . . . , p in i = 1, . . . , nk enak
X
(k)
i ∼ Np−k+1(µ(k),Σ(k)). Za vzorec oblike {x
(j)
i = (x
(j)
ik , . . . , x
(j)
ip )
T : i = 1, . . . , nj;
j = 1, . . . , k}, ki izhaja iz opisanega zaporedja slu£ajnih vektorjev, lahko deniramo
za vsak k = 1, . . . , p vzor£no upanje:
Nk =
k∑
j=1
nj,
x̄k =
1
Nk
k∑
j=1
nj∑
i=1
(x
(j)
ik , . . . , x
(j)
ip )
T .
Za vsak k = 1, . . . , p deniramo matriki Sk in Rk
Sk =
k∑
j=1
nj∑
i=1
((x
(j)
ik , . . . , x
(j)
ip )
T − x̄k)((x(j)ik , . . . , x
(j)
ip )
T − x̄k)T ,
Rk =
k∑
j=1
nj∑
i=1
((x
(j)
ik , . . . , x
(j)
ip )
T − µ(k))((x(j)ik , . . . , x
(j)
ip )
T − µ(k))T .
Rk lahko zapi²emo tudi v druga£ni obliki. e v vsakem vektorju, ki tvorita skalarni
produkt pri²tejemo in od²tejemo x̄k dobimo
Rk =
k∑
j=1
nj∑
i=1
(x
(k)
i − x̄k − (µ(k) − x̄k))((x
(k)
i − x̄k − (µ(k) − x̄k))T
=
k∑
j=1
nj∑
i=1
((x
(k)
i − x̄k)(x
(k)
i − x̄k)T − 2(x
(k)
i − x̄k)(µ(k) − x̄k)T
+ (µ(k) − x̄k)(µ(k) − x̄k)T )
= Sk +Nk(µ
(k) − x̄k)(µ(k) − x̄k)T
Za inverz kovarian£ne matrike Σ−1 obstaja razcep Choleskega Σ−1 = HHT , kjer
je H spodnje trikotna matrika in hk k-ti stolpec matrike H, v katerem prvih (k− 1)
elementov manjka. Za popoln monoton vzorec na p-razseºni normalni porazdelitvi,
je logaritem funkcije verjetja enak:
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l(µ,Σ;x) =
p∑
k=1
(−nk
2
log (det Σ(k))− 1
2
nk∑
i=1
(x
(k)
i − µ(k))T (Σ(k))−1(x
(k)
i − µ(k)))
=
p∑
k=1
(−nk
2
log (det Σ(k))− 1
2
nk∑
i=1
tr((x
(k)
i − µ(k))T (Σ(k))−1(x
(k)
i − µ(k))))
=
p∑
k=1
(−nk
2
log (det Σ(k))− 1
2
tr(
nk∑
i=1
(x
(k)
i − µ(k))(x
(k)
i − µ(k))T (Σ(k))−1))
=
p∑
k=1
(−nk
2
log (det Σ(k))− 1
2
tr((Σ(k))−1R(k)))
Zanemarili smo konstanto, ki ne vpliva na ekstrem in upo²tevali, da je sled matrike
cikli£na. Za nadaljno izpeljavo bomo potrebovali Liu-jevo lemo, ki je povzeta po [5,
str.201, Lema 1].
Lema 4.1. Liu-jeva lema Naj bo Σ−1 = HHT razcep Choleskega, kjer je H spodnje
trikotna matrika, potem je (Σ(k))−1 = H(k)(H(k))T , kjer je H(k) (p−k+1)×(p−k+1)
spodnja desna podmatrika H.
e upo²tevamo razcep Choleskega za matriko Σ−1 in uporabimo Liu-jevo lemo
dobimo:
l(µ,H;x) =
1
2
p∑
k=1
nk log det(H
(k)H(k)
T
)− 1
2
p∑
k=1
tr(H(k)H(k)
T
R(k))
=
1
2
p∑
k=1
nk log(
p−k+1∏
i=1
h2ii)−
1
2
p∑
k=1
tr(H(k)R(k)H(k)
T
)
=
p∑
k=1
p−k+1∑
i=1
nk log hii −
1
2
p∑
k=1
hk
TRkhk
=
p∑
k=1
Nk log hkk −
1
2
p∑
k=1
hTk Skhk −
1
2
p∑
k=1
hTkNk(µk − x̄k)(µk − x̄k)Thk.
Zapi²imo matriko D =
(
HDiag(N1, . . . , Np)H
T
)−1 in vektor
θ = (HT )−1(hT1 x̄1, . . . , h
T
p x̄p)
T . Razpi²imo zadnji £len zgornje funkcije in upo²te-
vajmo ravnokar zapisano matriko in vektor:
l(µ,H;x) =− 1
2
p∑
k=1
Nk(µkh
T
k hkµ
T
k − µkhTk hkx̄Tk − hTk x̄khkµTk + hTk x̄khkx̄Tk )
=− 1
2
(µHDiag(N1, . . . , Np)H
Tµ
−µHDiag(N1, . . . , Np)(hT1 x̄1, . . . , hTp x̄p)T
−(hT1 x̄1, . . . , hTp x̄p)Diag(N1, . . . , Np)HTµ
+(hT1 x̄1, . . . , h
T
p x̄p)Diag(N1, . . . , Np))(h
T
1 x̄1, . . . , h
T
p x̄p)
T )
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=− 1
2
(µ− (HT )−1(hT1 x̄1, . . . , hTp x̄p)T )T (HDiag(N1, . . . , Np)HT )
·(µ− (HT )−1(hT1 x̄1, . . . , hTp x̄p)T )
=− 1
2
(µ− θ)TD−1(µ− θ).
Za nadaljno izpeljavo potrebujemo razcep Choleskega S−1k = CkC
T
k . Denirajmo
²e vektor tk = (tkk, . . . , tkp)T = C−1k hk za k = 1, . . . , p in matriko T = (t1, . . . , tp), £e
ju upo²tevamo v funkciji verjetja skupaj z zgornjim izra£unom dobimo:
l(µ,H;x) =
p∑
k=1
Nk log hkk −
1
2
p∑
k=1
hTk
(
CTk
)−1
C−1k hk −
1
2
(µ− θ)TD−1(µ− θ)
=
p∑
k=1
Nk log tkk −
1
2
p∑
k=1
tTk tk −
1
2
(µ− θ)TD−1(µ− θ).
Iz te funkcije ºelimo izra£unati cenilko za µ in Σ. Za izra£un cenilke Σ moramo
izra£unati cenilko za matriko H iz razcepa Choleskega. Cenilko za H dobimo iz
stolpcev matrike T , saj v njih nastopajo stolpci matrike H. e odvajamo zgornjo
funkcijo po matriki T , bomo dobili maksimum funkcije in ta je enoli£en. Premislek
je enak, kot v prej²nih primerih. Z odvajanjem logaritma funkcije verjetja glede na
matriko T dobimo:
∂l(µ,H;x)
∂T
=
p∑
k=1
Nk
t̂k,k
(1, 0, . . . , 0)− 1
2
p∑
k=1
2t̂k = 0
p∑
k=1

t̂2k,k
t̂k,k · t̂k,k+1
...
t̂k,k · t̂k,p
 =
p∑
k=1

Nk
0
...
0
 .
Iz £esar vidimo:
t̂k = (
√
Nk, 0, . . . , 0)
T za k = 1, . . . , p,
ĥk = Ck(
√
Nk, 0 . . . , 0)
T za k = 1, . . . , p,
Σ̂ = (ĤĤT )−1.
(8)
Za izra£un cenilke µ odvajamo samo zadnji £len funkcije, ker samo tam nastopa
µ. Z odvajanjem bomo dobili maksimum, saj je D produkt treh pozitivno denitnih
matrik in je zato tudi D pozitivno denitna matrika. Vemo, da imajo funkcije oblike
(2) enoli£en minimum, zaradi minusa pa bomo dobili maksimum. Z odvajanjem
funkcije glede na µ dobimo:
∂l(µ,H;Y )
∂µ
=(µ̂− θ)D−1 = 0
µ̂D−1 = θD−1
µ̂ = (ĤT )−1(ĥ1x̄1, . . . , ĥpx̄p)
T .
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Tako smo izpeljali cenilki za µ in Σ na popolnem monotonem vzorcu. e nimamo
popolnega monotonega vzorca, ga lahko dopolnimo s pomo£jo dela vzorca, kjer ni-
mamo manjkajo£ih podatkov, do popolnega monotonega vzorca. Vzorec dopolnimo
z EM algoritmom, ki pa ga ne obravnavamo.
4.1. Implementacija. Primer ocenjevanja parametrov ve£razseºne normalne po-
razdelitve na popolnem monotonem vzorcu naredimo v Mathematici. Ker nimamo
dejanskih podatkov, jih zgeneriramo sami. S spremenljivko p ozna£imo dimenzijo
normalne porazdelitve. Pozitivno denitno kovarian£no matriko zgeneriramo z upo-
rabo transformacije (2.9), ki nam pove, da se da pozitivno denitno matriko razcepiti
kot Σ = QTDQ, kjer je Q neka ortogonalna matrika, D pa diagonalna matrika z
lastnimi vrednostmi Σ na diagonali. Torej, £e nastavimo D = I in zmnoºimo na-
klju£no matriko z njeno transponirano matriko, bomo dobili neko pozitivno denitno
matriko. Ustvarimo ²e naklju£en vektor matemati£nih upanj, velikost vzorca in ve-
likosti podvzorcev. Za ustvarjen vektor matemati£nih upanj in kovarian£no matriko
ustvarimo vzorec dolo£ene velikosti.
p = 2 ;
q = Table [ RandomReal [{−2 , 2} ] , {p} , {p } ] ;
kovar ianca = Transpose [ q ] . q ;
upanje = Table [ RandomReal [ { 2 , 10} ] , p ] ;
v e l i k o s t i = RandomInteger [ 100 , p ] ;
n = Total [ v e l i k o s t i ] ;
vzorec = RandomVariate [
Mul t inormalDi s t r ibut ion [ upanje , kovar ianca ] , n ] ;
Dobljeni vzorec je sicer vzorec brez manjkajo£ih podatkov, vendar ga obravna-
vamo kot da je popoln monoton vzorec. To naredimo tako, da pri ra£unanju na
vsakem podvzorcu zanemarimo en podatek ve£. Na tak na£in izra£unamo vzor£na
upanja x̄k in matrike Sk za vsak podvzorec.
precne = {} ;
For [ k = 1 , k <= p , k++,
delno = Total [ v e l i k o s t i [ [ 1 ; ; k ] ] ] ;
precne = Append [ precne , Total [ vzorec [ [ 1 ; ;
Total [ v e l i k o s t i [ [ 1 ; ; k ] ] ] , k ; ; ] ] ] / de lno ] ]
S = {} ;
For [ k = 1 , k <= p , k++,
t = ConstantArray [ 0 , {p − k + 1 , p − k + 1 } ] ;
For [ l = 1 , l <= p − k + 1 , l++,
For [ v = l , v <= p − k + 1 , v++,
t [ [ l , v ] ] = Sum[ ( vzorec [ [ i , k + l − 1 ] ] − precne [ [ k , l ] ] )
∗( vzorec [ [ i , k + v − 1 ] ] − precne [ [ k , v ] ] ) ,
{ i , 1 , Total [ v e l i k o s t i [ [ 1 ; ; k ] ] ] } ] ;
t [ [ v , l ] ] = t [ [ l , v ] ] ] ] ;
S = Append [ S , t ] ]
Za izra£un razcepa Choleskega matrike S−1k za k = 1, . . . , p bi lahko najprej iz-
ra£unali inverz matrike Sk in nato izra£unali razcep Choleskega S−1k = CkC
T
k . Ven-
dar je numeri£no stabilneje, £e najprej izra£unamo razcep Choleskega Sk = BkBTk
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in nato izra£unamo inverz razcepa (BTk )
−1 = Ck. Ta postopek deluje, ker velja
S−1k = (B
T
k )
−1B−1k = CkC
T
k . Za izra£un razcepa Choleskega bi lahko uporabili ºe
vgrajeno funkcijo, vendar smo natan£nej²i, £e uporabimo spodaj zapisani algoritem,
ki deluje tako, da izra£unamo vrstice matrike od spodaj navzgor in vsako vrstico
tako, da najprej izra£unamo diagonalni element, nato pa se pomikamo od prvega
elementa vrstice proti diagonalnemu:
bii = (sii −
∑p
j=i+1 b
2
ji)
1/2,
bij = (sij −
∑p
l=i+1 bliblj)/bii, i = p− k + 1, . . . , 1, j = 1, . . . , i− 1.
Za izra£un inverza uporabimo ºe vgrajeno funkcijo.
B = {} ;
For [ k = 1 , k <= p , k++,
b = ConstantArray [ 0 , {p − k + 1 , p − k + 1 } ] ;
For [ i = p − k + 1 , i >= 1 , i−−,
b [ [ i , i ] ] = Sqrt [ S [ [ k ] ] [ [ i , i ] ] −
Sum[ ( b [ [ j , i ] ] ) ^ 2 , { j , i + 1 , p − k + 1 } ] ] ;
For [ v = 1 , v <= i − 1 , v++,
b [ [ i , v ] ] = (S [ [ k ] ] [ [ i , v ] ] − Sum[ b [ [ l , i ] ] ∗ b [ [ l , v ] ] ,
{ l , i + 1 , p − k + 1} ] ) / b [ [ i , i ] ] ] ] ;
B = Append [B, b ] ]
i nve r z = {} ;
For [ k = 1 , k <= p , k++, inv = Inverse [B [ [ k ] ] ] ;
i nve r z = Append [ inverz , inv ] ]
Sedaj lahko ocenimo Σ−1 tako, da izra£unamo oceno za matriko H po postopku
opisanem v (8), ki izhaja iz razcepa Choleskega Σ−1 = HHT . Oceno Σ bi lahko
direktno izra£unali iz njenega inverza, vendar je, kot ºe vemo, numeri£no stabilneje,
£e izra£unamo inverz matrike H in njene transponirane matrike in ju nato zmnoºimo
med sabo. Torej oceno dobimo po ena£bi Σ = (HT )−1H−1.
H = ConstantArray [ 0 , {p , p } ] ;
For [ k = 1 , k <= p , k++,
vektor = ConstantArray [ 0 , p − k + 1 ] ;
vektor [ [ 1 ] ] = Sqrt [Total [ v e l i k o s t i [ [ 1 ; ; k ] ] ] ] ;
s t o l p e c = inve r z [ [ k ] ] . vektor ;
H [ [ k ; ; p , k ] ] = s t o l p e c ]
c en i l k a = Inverse [Transpose [H ] ] . Inverse [H ] ;
Za konec ²e ocenimo matemati£no upanje z uporabo cenilke za matemati£no upa-
nje. Za razliko od ocene kovarian£ne matrike tu nimamo opravka z numeri£nimi
napakami in dobimo s tem postopkom zelo natan£no aproksimacijo matemati£nega
upanja. e imamo opravka z celimi ²tevili, napak ni, £e pa ocenjujemo matemati£no
upanje z realnimi ²tevili, pa so razlike med dejanskimi in ocenjenimi vrednostmi skri-
vajo na drugem decimalnem mestu.
vektor = ConstantArray [ 0 , p ] ;
For [ k = 1 , k <= p , k++,
vektor [ [ k ] ] = H [ [ k ; ; p , k ] ] . precne [ [ k ] ] ]
mu = Inverse [Transpose [H ] ] . vektor
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4.2. Rezultati. e obravnavamo 2-razseºno normalno porazdelitev, vidimo, da se z
ve£anjem vzorca ocena matemati£nega upanja vedno bolj pribliºuje pravi vrednosti,
kar prikazujeta spodnja grafa. Za majhne vzorce se ocene matemati£nega upanja
od prave vrednosti razlikujejo za pribliºno 1, z ve£anjem vzorca pa ta razlika hitro
pada. Za vzorec velikosti 300 se ocena od prave vrednosti razlikuje le ²e za 0.2.
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Slika 1. Odstopanje
ocene µ1 od prave vredno-
sti z ve£anjem vzorca.
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Slika 2. Odstopanje
ocene µ2 od prave vredno-
sti z ve£anjem vzorca.
Ocena kovarian£ne matrike prav tako z ve£anjem vzorca pada. Sicer so za majhne
vzorce odstopanja od prave vrednosti ve£ja, kot so odstopanja ocen matemati£nih
upanj, vendar se z ve£anjem vzorca ocena kovarian£ne matrike prav tako pribliºuje
pravi vrednosti. Sicer moramo za zelo natan£ne ocene obravnavati ve£je vzorce kot
za oceno matemati£nega upanja, saj je za vzorec velikosti 100 napaka ²e vedno pri-
bliºno 1, medtem ko je napaka ocene matemati£nega upanja pribliºno 0,3. Opisana
opaºanja predstavljajo spodnji trije gra.
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Slika 3. Odstopanje
ocene σ1 od prave vredno-
sti z ve£anjem vzorca.
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Slika 4. Odstopanje
ocene σ12 od prave vre-
dnost z ve£anjem vzorca.
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Za zaklju£ek pripomnimo, da se z ve£anjem dimenzije ve£razseºne normalne po-
razdelitve ocene matemati£nega upanja in kovarian£ne matrike ne slab²ajo. Tako
lahko zaklju£imo, da je natan£nost cenilke za matemati£no upanje zelo natan£na
ne glede na podatke medtem ko je cenilka kovarian£ne matrike za nizke vrednosti,
natan£na, za velike vrednosti pa natan£nost mo£no pade oz. moramo obravnavati
dosti ve£ji vzorec.
Slovar strokovnih izrazov
Hadamard's inequality Hadamardova neenakost  za determinanto matrike A,
z stolpci ai, velja neenakost detA ≤
∏n
i=1 ‖ai‖2
matrix dierentation matri£no odvajanje
monotone sample monoton vzorec
multivariate normal distribution ve£razseºna normalna porazdelitev
sample covariance matrix vzor£no kovarian£na matrika
sample mean vector vektor vzor£nih upanj
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