We study the problem of multivariate integration over R d with integrands of the form f (x)ρ d (x) where ρ d is a probability density function. Practical problems of this form occur commonly in statistics and mathematical finance. The necessary step before applying any quasi-Monte Carlo method is to transform the integral into the unit cube [0, 1] d . However, such transformations often result in integrands which are unbounded near the boundary of the cube, and thus most of the existing theory on quasi-Monte Carlo methods cannot be applied. In this paper we assume that f belongs to some weighted tensor product reproducing kernel Hilbert space H d of functions whose mixed first derivatives, when multiplied by a weight function ψ d , are bounded in the L 2 -norm. By exploiting the isometry between H d and the corresponding space of transformed integrands defined over (0, 1) d , we proved that good randomly-shifted lattice rules can be constructed component-by-component to achieve a worst case error of order O(n −1/2 ), where the implied constant can be independent of d. We experimented with problem using the rules constructed in several variants of the new function space. Our results are as good as those obtained in the anchored Sobolev spaces and they are significantly better than those obtained by the Monte Carlo method.
Introduction
Many problems arising from statistics, industrial and financial mathematics require the evaluation of multivariate integrals. It has been observed empirically in [22] that quasi-Monte Carlo (QMC) methods are very efficient for approximating integrals arising from financial derivatives known as collateralized mortgage obligations (CMO). Recall that QMC methods approximate multivariate integrals over the unit cube
using the following simple form . We will refer to such integrals as classical integrals. There is a vast and deep theory devoted to the study of QMC methods, especially to the good selection of the sampling points t i , see e.g., [6, 18, 27] and papers cited therein. However, most studies assume that the integrands g have certain regularity. At least, it is assumed that g and all its mixed partial derivatives of order one are bounded in the L p -norm, i.e.,
Then, for an appropriately chosen point set {t 1 , . . . , t n }, the error of Q n,d (g) satisfies
as n → ∞.
The observation from [22] that QMC methods are very efficient for finance problems was counterintuitive, since those problems violate the classical assumptions mentioned above. Indeed, many financial problems, including the one addressed in [22] , call for approximating ρ d -weighted integrals of the form e.g., [8, 11, 12, 17, 23, 24, 32, 33, 34, 35] . The other approach tries to explain why QMC methods work so well for problems, for which they were not designed, see e.g., [9, 10, 21, 36] .
The present paper takes the latter approach, and could be viewed as a continuation and extension of the ideas in [10] and [36] . In [10] , ρ d and the space H d of integrands are the same as in the present paper. It is shown there in a non-constructive way that (under suitable assumptions) there exist QMC methods with the worst case error (see below) of order O(n −1 /2 ). In [36] , ρ d is Gaussian and f belongs to a weighted tensor product space of functions with convergent power-series representations. Those functions f are analytic, and the corresponding functions g = f (Φ −1 d (·)) over [0, 1] d are almost always unbounded near the boundary of the unit cube. The main result of [36] states that good randomly-shifted lattice rules can be constructed component-by-component to achieve a worst case error of order O(n . A brief review of shifted lattice rules is given in Section 3. This paper extends the ideas of [36] in two ways. Firstly, we consider more general probability density functions than Gaussian. Secondly, and more importantly, we consider a class of functions f that are only once differentiable (in each direction), as opposed to being analytic. In our opinion, the latter extension is especially important since it makes our algorithms applicable to much wider classes of integrands with the same error bound of
). Moreover, by using an additional weight function ψ (as in [33, 35] ), we can tune the space H d to suit specific applications. We believe that our algorithms work well even for functions that do not belong to the space H d , including functions arising from finance problems. This is why we test the algorithms on the Asian option pricing problem (see Section 4) .
More specifically, we are interested in approximating ρ d -weighted integrals over R d of the form (4), where ρ d is a density function of a probability measure of the form 
In particular, we would like to know if there is a family of methods Q n,d (i.e., if there is a corresponding family of point sets {τ Of course, the existence of such methods depends on our choice of the function space H d , which we will discuss shortly. First we would like to present the change of variables mentioned earlier. By setting
Thus the worst case error (with respect to H d ) of a QMC method that uses the points τ
is the same as the worst case error of the QMC method approximating I d (g) that uses the points t
Therefore, the study of the ρ d -weighted integration problem can be conducted by analyzing the classical integration problem I d (g) with the integrands from the space H d .
We are ready to discuss the function space H d . As in [30] and many other papers that followed, we consider H d which is a weighted tensor product of spaces of scalar functions. The weighted tensor product form is necessary for positive results, see [19] . Roughly speaking, the weights allow us to model the situation where some variables are more important than others, as is often the case in financial problems. We now know that many practical problems have low effective dimension, see e.g., [2, 31] . That is, even though the nominal dimension can be hundreds or even thousands, the number of important variables is relatively small, or the important interactions between variables are of relatively low order.
Our particular choice of H d follows the one proposed in [33, 35] , see also [9, 10, 17] . For simplicity, here we only outline the case of d = 1; the general case is discussed in the next section. For a given Lebesgue measurable function ψ, the space H 1 consist of absolutely continuous functions f whose the first order derivative, when multiplied by ψ, is bounded in the L 2 -norm. That is, f ψ L 2 (R) < ∞. This is a reproducing kernel Hilbert space when equipped with the norm
The weight function ψ gives us the flexibility to make the space H 1 very big or very small. . In particular, we show that the result can be achieved by randomly-shifted lattice rules and we provide a componentby-component algorithm for constructing these points. Following the fast implementation technique of [20] , the cost of the algorithm is O(n log n d) operations, at the expense of O(n) pre-computations and memory storage.
In Section 4 we construct new randomly-shifted lattice rules to price an Asian call option. They significantly outperform the Monte Carlo method and perform in line with lattice rules generated under the Sobolev space setting. Finally in Section 5 we give a brief summary.
Function spaces
In this section we define the spaces of functions considered in this paper. Since the spaces are weighted tensor products of spaces of scalar functions, we begin the discussion with the case of d = 1. ρ(x) dx = 1, and we consider approximating an integral of the form 
Univariate Functions
This space is a separable Hilbert space when equipped with the following inner product and norm
Here γ > 0 is a weight parameter. Clearly γ does not change the space H 1 , it only changes the inner product and the norm in H 1 . The role of γ will become apparent when we introduce the multivariate case. Notice that the space H 1 depends on the choice of ψ. For simplicity of the notation, we shall in general not make this dependency explicit. Later we will use the notation H 1,γ when there is a need to refer to H 1 with different values of γ. We assume that
Then H 1 is a reproducing kernel Hilbert space with the kernel K 1 given by
Here and elsewhere, 1 − and 1 + denote the indicator functions of the half lines (−∞, 0] and [0, +∞), respectively. The reproducing kernel K 1 satisfies
The significance of the weight function ψ is in the fact that by a proper choice, we could make the space H 1 very large or very small. To see this, consider a = −∞ and b = ∞, i.e., D = R. By letting ψ(x) = exp(−αx 2 ) with α > 0, the corresponding space contains polynomials, exponential functions of the form exp(β|x|) for every β, and even exp(+βx 2 ) as long as β < α. On the other hand, if ψ(x) is bounded away from zero when |x| → ∞, then among all polynomials only constant functions belong to H 1 . Let e(0; H 1 ) denote the initial error for the integration problem defined in H 1 , i.e.,
For the problem to be well defined we have to assume that e(0; H 1 ) is finite. From (5) it can be shown that this assumption is equivalent to
and we have e(0;
. Furthermore, we assume an even stronger condition
Again it follows from (5) that we require
Clearly we have C 1 ≥ C 0 for all choices of ψ and ρ.
Example 1 Consider D = R and a Gaussian distribution
we see that both (6) and (7) hold if ψ(x) converges to zero (with |x| → ∞) slower than any Gaussian density. If we take ψ(x) = exp(−|x|/α), then (6) and (7) hold for all α > 0, and the space H 1 contains functions such as exp(|x|/β) provided that β > α. If we take
, then it is easy to see that (6) holds iff α > λ and (7) holds iff α > 2λ. Moreover, the space H 1 contains even such fast diverging functions as exp(+x 2 /(2β)) as long as β > α.
If ψ(x) converges to zero slower than any function with an exponential decay then (6) and (7) are satisfied. Consider therefore ψ(x) = exp(−x/α). Then (6) holds iff α > λ and (7) holds iff α > 2λ. Clearly in this case the space H 1 contains functions such as exp(+x/β) if β > α.
Example 3 Consider D = R and a two-tailed exponential distribution
Taking ψ(x) = exp(−|x|/α) we see that (6) holds iff α > λ and (7) holds iff α > 2λ. With this choice of ψ, the space H 1 contains functions such as exp(|x|/β) provided that β > α.
Example 4 Consider D = R and a logistic distribution
This density function has a bell shape similar to Gaussian, but its tails have exponential decay, since
Then it is not hard to see that (6) holds iff α > λ and (7) holds iff α > 2λ. This choice of ψ leads to a space H 1 containing functions such as exp(|x|/β) provided that β > α.
. Then (6) holds iff α < λ − 3/2 and (7) holds iff α < λ/2 − 1. Clearly now H 1 contains polynomials of degree smaller than α + 1/2.
The space
be the inverse of the cumulative density function
Then after the change of variables u = Φ(x), as discussed in Introduction, we have
It is a reproducing kernel Hilbert space with the kernel given by
Note that we use calligraphic letters for the space defined over [0, 1] 
the condition (6) guarantees that every function g from H 1 is integrable. Moreover, we have
Hence the condition (7) implies that
, and all functions g in H 1 are square-integrable. We end this section with a discussion on the shift-invariant kernel (see e.g., [12] ) associated with K 1 , which is defined by
where {x} = x − x . From this definition, it is not hard to see that K
Here is the derivation of K sh 1 (u, v) together with some properties that will be needed later.
Lemma 1 The shift-invariant kernel associated with K 1 is of the form
where θ(w) = Υ(w) + Υ(1 − w), with
Moreover, θ is non-negative, symmetric along w = 1/2, and
where C 0 and C 1 are as defined in (6) and (7).
where
Similarly, one can show that
Hence we have θ(w) = Υ(w) + Υ(1 − w), with
It is easy to show that
,
Thus
This completes the proof. 2
Multivariate Functions
For d ≥ 2, we study d-dimensional integrals of the form
We now define the spaces of d-variate functions as tensor products of the spaces H 1 (D) and
For a given sequence of weights {γ j } ∞ j=1 , we define the reproducing kernel K d as the tensor product of the kernels K 1,γ j ,
) is then the Hilbert space generated by the kernel K d .
Alternatively, the space H d can be characterized in terms of its inner product
Here and elsewhere u stands for the set of "active" variables. That is, by (x u , 0) we mean a vector whose jth coordinate is x j if j ∈ u and zero otherwise. Moreover,
the space H d is the completion of
with respect to the norm
Similarly to the one-dimensional case, we will now define the corresponding space
). Again we use calligraphic letters to make a distinction between these two spaces. Using the substitution
The reproducing kernel in H d is given by
with the associated shift-invariant kernel
As we have said in Introduction, we are interested in the effectiveness of QMC methods. However, most QMC methods (and in
) by exploiting the isometry between the two spaces.
Remark 1
We can have a more general setting by allowing a different ψ and a different ρ for each variable x j , that is,
). This will result in different constants C 0,j and C 1,j in each dimension. For simplicity we shall not go down this path, although the results of this paper can be easily generalized.
Worst case analysis in
We approximate the integral
).
The worst case error for
It is well known that the reproducing property of the kernel K d yields the following expression for the squared worst case error:
By M n,d we denote the QMC mean which is defined as the root mean square QMC worst case error over all possible points t
Clearly there exists a set of points t 1 , . . . , t n such that
This leads to a O(n
) rate of convergence. Moreover, the implied constant can be independent of d provided that ∞ j=1 γ j < ∞. We shall use the QMC mean as a benchmark for our lattice rules below.
Shifted rank-1 lattice rules are QMC methods with points given by
, known as the generating vector, is an integer vector having no factor in common with n, and ∆ ∈ R d is a real vector known as the shift. It is convenient to assume that n is prime. Therefore, without loss of generality we take z ∈ Z . Lattice rules, traditionally without shifts, were applied only to periodic integrands (see [18, 27] for a survey of early works). Their role for non-periodic integrands was discovered only in the last decade or so. Inspired by the existence results in [30] , we now have constructive algorithms for finding good generating vectors that achieve the optimal rate of convergence in a number of variants of the weighed Sobolev spaces, see e.g., [4, 5, 14, 15, 16, 20, 28, 29] .
Let e sh-lat n,d (z, ∆) denote the worst case error for a shifted rank-1 lattice rule in H d . Because we are interested in shifted rank-1 lattice rules with random shifts, we study the "shiftaveraged error" defined by
where an explicit expression for θ can be found in Lemma 1. We shall refer to e ran-sh-lat n,d
(z) as the worst case error for randomly-shifted rank-1 lattice rules, and we seek a generating vector z so that e ran-sh-lat n,d
(z) is as small as possible. This quantity has yet another role: since it is the root mean square average of e sh-lat n,d (z, ∆) over all shifts ∆, for any z there must exist a shift ∆ ∈ [0, 1)
In other words, it serves as an upper bound for the worst case error of shifted rank-1 lattice rules with deterministic shifts.
We see from Lemma 1 that
The fact that θ is convex and symmetric about w = 1/2 implies that (see Lemma 2 of [36])
which is an essential step for our analysis below. As in [36] (see also [29] ), we use a component-by-component (CBC) algorithm to construct the generating vector z. This is a greedy algorithm, in that at each step the next component is selected by minimizing the worst case error while holding all previous components constant. The vector z constructed this way has a worst case error not greater than the QMC mean.
Algorithm 1 Let n be a prime number.
1. Set z 1 = 1.
For each
d = 2, 3, . . . , d max , with z 1 , . . . , z d−1 fixed, choose z d ∈ Z n = {1, 2, . . . , n − 1} so that e ran-sh-lat n,d (z 1 , . . . , z d−1 , z d ) is minimized.
Theorem 1 For n prime, the generating vector z
Proof. We prove this theorem by induction. Clearly the result holds in one dimension. Suppose we have e ran-sh-lat n,d
We can write
[e ran-sh-lat n,d+1
Now we average this expression over all possible z d+1 ∈ Z n . Clearly only the last term in (11) depends on z d+1 . For fixed i satisfying 1 ≤ i ≤ n − 1, the numbers iz d+1 (mod n) as z d+1 goes from 1 to n − 1 are just 1 to n − 1 in some order. Using this property and (10), we see
Thus the average over all z d+1 ∈ Z n of the last term in (11) is bounded from above by
where we made use of the expression (9) by separating out the i = n term. Using this bound in (11) we conclude that
where the last inequality follows from the induction hypothesis e ran-sh-lat n,d
To implement this algorithm, we use a modified version of the fast CBC implementation first given in [20] . This fast implementation reduced the cost of the algorithm from O(n 2 d) to O(n log n d) operations. The function θ needs to be evaluated at multiples of 1/n; this will require O(n) storage. Some comments concerning the evaluation of θ at these points are given in the next section.
We end this section with a lower bound for the worst case error. Using the fact that θ is non-negative and dropping the terms in (9) where i = n, we obtain
Using this as lower bound and the QMC mean M n,d as upper bound, it follows that the condition ∞ j=1 γ j < ∞ is both necessary and sufficient for e ran-sh-lat n,d
(z) to be bounded independently of d.
Numerical experiments
In this section we test the performance of our new randomly-shifted lattice rules on a "real world" problem -the pricing of an Asian call option -which has no closed form solution. For a comprehensive study of financial mathematics, see e.g., [7, 13] . Our numerical experiment here is similar to the experiment carried out in [36] , to which the interested reader is directed for a more detailed explanation of the problem.
The problem of pricing an Asian call option involves evaluating the integral
Here S 0 is the stock price at time 0, r is the risk-free interest rate, σ is the volatility of the stock price, T = t d is the expiry time, K is the strike price, and t j = jT /d. Using a factorization Λ = AA T , this integral may be written as
The standard construction uses the Cholesky factorization of Λ, while the Principal Component Analysis (PCA) construction takes A = ( In terms of our earlier notation (4), we have a weighted integral over
Equivalently, we can write
where Φ is the inverse of the univariate cumulative standard normal distribution. That is, we have a classical integral with g(u) = e −rT
. Thus the density ρ is pre-determined, but we have the freedom to choose the weight function ψ. We must stress at this point that, no matter how we choose ψ, the function space H d will not include this function f . Nevertheless, we will ignore this fact and proceed to choose ψ to capture some features of f . A closer examination of (12) indicates that, at least in one dimension, f behaves like exp(σx) when |x| → ∞. Thus we shall choose ψ so that (6) and (7) both hold with respect to a Gaussian ρ, and we want H 1 to include the function exp(σx). Three possibilities are:
, α > 2.
Two-tailed exponential
See Examples 1, 3, and 4 for a discussion of these choices. Note that in order to calculate the worst case error, we must evaluate the function θ, or equivalently, the function Υ given in (8) , at multiples of 1/n. In this case Φ is the cumulative normal distribution function, which can be evaluated with any standard computational package. The integral in Υ can be evaluated using a one-dimensional quadrature formula. The values of C 0 and C 1 may be calculated in a similar fashion.
Remark 2 It is not entirely true that the density ρ is fixed in this case. It is always possible to write
where ρ d can be the product of any univariate probability density. By using a different density, we can change the feature of the transformed integrand, making it bounded or unbounded near the boundary of the cube. Consider for example the one dimensional integral
When ρ is the standard normal density, the transformed integrand in the unit interval is exp(σΦ −1 (u)), which is clearly unbounded at u = 1. If we take instead ρ(
, then the transformed integrand is
which is bounded on the entire interval [0, 1]. The question we should ask ourselves is thenis it better to work with an unbounded integrand arising from the natural transformation, or is it better to seek a transformation which ensures that the transformed integrand is bounded? This falls outside the scope of the present paper. But it is our opinion that an unbounded integrand with weak singularities is easier to handle in practice than a bounded integrand with huge norms resulting from the large derivative values near the boundary.
As in [36] , we use the parameters
We consider a total of six cases: for a Gaussian ψ we take α = 5 and α = 10; for a two-tailed exponential ψ we take α = 4.5 and α = 2; and for a logistic ψ we take α = 4.5 and α = 2. In each case, we carry out the fast CBC algorithm with d = 100 and prime numbers n = 1009, 2003, 4001, 8009, 16001, 32003, and 64007, using three different "styles" of weights:
(fast decaying), and γ j ∝ 1 (equal).
Note that each of the six cases corresponds to a different function space, with different values of C 0 , C 1 , and initial error e 0,d . Clearly we cannot directly compare the worst case errors. It follows from the upper and lower bounds in the previous section that the normalized worst case error satisfies
Thus if we choose the "scaling" of the weights so that R is the same in all six cases, then we have the same upper and lower bounds in each case, and thus the normalized worst case errors would be roughly comparable. How should we choose this number R? Clearly we have R > 1 and it follows from the upper bound that a small value of R means small normalized worst case errors. On the other hand, if R is large comparing to n, then it is possible for the lower bound to be greater than 1, which means that the worst case error can be larger than the initial error. To ensure that this never happens, we take R = 2, which leads to a value of 1 for both the upper and lower bounds at n = 1.
Remark 3
By rescaling the weights, as above, we make them dependent on d; whereas so far we assumed that γ j 's are independent of d. The latter assumption was made only for the simplicity of presentation and the results of this paper can be easily generalized to the case of γ j = γ d,j depending on d. The problem of finding a good scaling for the weights was already considered in [5] with a conclusion that the sum of the weights should be in a certain range (e.g., between d and 2d) to reduce the error. Our approach here is very similar and, in particular, the quantity R corresponds to an exponential function of the sum of weights. For the purpose of our experiments here, we consider d = 100 to be given and fixed, and we treat the scaling factors in each case as if they were constants. Our next step is to compute the price of the Asian call option using these newly constructed randomly-shifted lattice rules. Each evaluation of the integral I uses a random shift; we carry out 10 such evaluations Q 1 , . . . , Q 10 using 10 independent random shifts and we take the average Q = (Q 1 + · · · + Q 10 )/10 as our final approximation to the integral I. An unbiased estimate of the standard error for this approximation can be computed by
The results are presented in Tables 1-3 . Each table contains the estimated standard errors using those randomly-shifted lattice rules generated in all six cases based on a particular style and a specific scaling of weights. The scaling factors are included in the third row of each table. For example, the weights for the case of a Gaussian ψ with α = 5 in Table 1 are given by γ j ≈ 0.773/j 2 . These seemingly arbitrary scaling factors were chosen to keep R = 2 within each table. The last row of each table corresponds to the observed order of convergence O(n −r ), which is estimated by taking a least square fit. Also included in the final column of Tables 1-3 are the standard errors in the Sobolev space anchored at the center of the unit cube (1/2, . . . , 1/2). See [28, 29] and the references therein for a discussion of the anchored Sobolev space. As a comparison, Table 4 includes results obtained from three sets of calculations using Monte Carlo methods. All entries were computed using the same 10 random shifts. We report here only the results from the PCA construction since it consistently gives better QMC approximations than the standard construction. The PCA construction has the effect of reallocating most of the variance to the first few integration variables, thus reducing the effective dimension of the problem (see [1, 31] ). Note that it has no effect on MC approximations, since the MC error depends only on the total variance of the integrand, which is unchanged under the PCA construction.
We see from the numbers that, regardless of the choice of ψ, the rules from our new spaces perform as well as the rules from the anchored Sobolev spaces. The empirical rate of convergence is much better than the theoretically predicted O(n −1/2 ). We must stress once again that the integrand from the Asian option problem lies in neither the anchored Sobolev spaces nor in our H d spaces. It fails to lie in the Sobolev spaces for two reasons: it is unbounded at the boundaries of the unit cube and its mixed first derivatives do not exist. With the spaces H d , the first of these problems is remedied; however, the second is yet to be rectified.
Summary
In this paper we provide a CBC algorithm for constructing randomly-shifted lattice rules to approximate multivariate ρ d -weighted integrals with the worst case error at least proportional to 1/ √ n. This result holds for a rather wide class of integrands: the function space can be tuned, by way of an additional weight function ψ, to suit a specific application. That is, for a given integrand, one can choose the weight ρ to write the integral in the form (4), and next the weight ψ. Once (6) and (7) are satisfied, and the corresponding norm of f exists, one can then apply the CBC algorithm. We stress that for any specific application, there is no unique pair (ρ, ψ) satisfying (6) and (7) . Unfortunately, choosing the best (or almost best) pair might be a difficult task. Nevertheless, we believe that this approach can be successfully used for many practical problems including numerous maximum likelihood integrals in statistics (see, e.g., [3] ). It can also be used for integrands that cannot be modeled by any choice of (ρ, ψ) as illustrated by the numerical experiments with the Asian option problem.
