Abstract. We study the systems of partial differential equations with diffusion that model the dynamics of infectious diseases without life-time immunity, in particular the cases of cholera from [16] and avian influenza from [15] . In both works, similarly to all others in the literature on various models of infectious diseases and more, it had to be assumed for a technical reason that the diffusivity coefficients of the susceptible, infected and recovered individuals, humans or birds, had to be identical in order to prove the existence of their unique solutions for all time. Considering that such uniform diffusivity strengths among the susceptible, infected and recovered hosts may not always be plausible in real world, we investigate the global well-posedness issue when such conditions are relaxed. In particular for the cholera model from [16], we prove the global well-posedness with no condition on the diffusivity coefficients at all. For the avian influenza model from [15], we prove the global well-posedness with no condition on the diffusivity coefficients if the spatial dimension is one, and under a partial condition that the diffusivity coefficients of the susceptible and the infected hosts are same otherwise.
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Introduction: diffusivity coefficients of reaction-diffusion model
As the world population sustains its steady growth, environmental issues such as global warming remain at large, and consequently ecosystems become invaded by one another, we have witnessed emergence and reemergence of both new and old infectious diseases that have taken health and even lives of many victims. Moreover, globalization in particular has led to more convenient international travel which in fact has created a new threat that disease may be spread at an unprecedented rate; recall e.g. the case of Ebola outbreak in 2014 which spread inter-continentally over not only Guinea, Sierra Leone, Liberia, but also Italy, Mali, Nigeria, United Kingdom, U.S.A., Senegal, and Spain ([18, 19, 20, 21, 22, 23] ). Hence, the concern of infectious disease outbreaks have now become a major concern not only for the developing countries but worldwide, and has received much attention from many researchers (see [13] for a comprehensive review).
For mathematical models that describe the evolution of the spread of infectious disease, one of the most important research directions is to determine the basic reproduction number R 0 , and prove the threshold dynamics, specifically that the disease free equilibrium (DFE) is globally attractive if R 0 < 1 and that uniform persistence occurs if R 0 > 1 (e.g. [1, 17] ). However, in order to describe the asymptotic behavior of the solution to such a system of reaction-diffusion equations, it must be first rigorously demonstrated that the unique solution that is continuous and non-negative exists for all time.
As convenient models of our current study, let us consider the following cholera model from [16, 26, 27] : for x ∈ Ω, where Ω = [0, 1], t > 0,
equipped with boundary conditions of ∂Z ∂x x=0,1 = 0, Z = S, I, R,
where S = S(x, t), I = I(x, t), R = R(x, t) measure the number of susceptible, infected, and recovered human hosts at location x and time t respectively, B = B(x, t) denotes the concentration of the bacteria (vibrios) in the water environment; we describe the rest of the model parameters that are all positive in Table 1 . In particular the diffusion terms capture the movement of human hosts and bacteria in a heterogeneous environment. We also comment that boundary condition of B in (2b) is from [26, 27] (see also pg. 147 [14] ); the case U = 0 so that the boundary conditions for all of S, I, R, B are Neumann type was studied in [16] and Theorem 2.1 concerning the system (1a)-(1c) subjected to (2a)-(2b) may be extended to the case U = 0 as well with no problem. Furthermore, we consider for x ∈ Ω, t > 0, where Ω ⊂ R n , n ∈ N, is a bounded domain representing the habitat of host bird species,
∂I ∂t
equipped with boundary conditions of
where S = S(x, t), I = I(x, t), R = R(x, t) measure the number of susceptible, infected, recovered birds, V = V (x, t) denotes the avian influenza virus concentration in water. The function c(x) > 0 represents the viral decay rate that depends on environmental conditions such as temperature, pH and salinity, and is assumed to be continuous on Ω. Concerning model parameters of (3a)-(3d), β 1 , β 2 remain the direct and indirect transmission parameters respectively, and the rest are provided in Table 2 . Hereafter let us write A ≈ a,b B, A a,b B when there exists a constant 
for the solution and its initial data to (1a)-(1d), (3a)-(3d), namely (S, I, R, B), (S, I, R, V ), respectively. We denote the standard space for the solutions to (1a)-(1d), (3a)-(3d), namely
the space of R 4 -valued functions that are continuous in x ∈ Ω with the usual sup norm u C(Ω,R 4 ) 4 i=1 u i C(Ω,R) and define analogously
We denote the Lebesgue spaces L p (Ω), p ∈ [1, ∞], with their norms defined by
as well as homogeneous and non-homogeneous Sobolev spaces byẆ
For both systems (1a)-(1d) and (3a)-(3d), it can be shown that the solution exists on [0, T ) for some T = T (φ) ∈ (0, ∞] and if T < ∞, then u C(Ω) +∞ as t T (see Lemma 3.2 and Lemma 3.3). Firstly, concerning the system (3a)-(3d), the authors in [15] assumed that
The advantage of (8) is that by defining
we see that, summing (3a), (3b), (3c) and considering (4), W satisfies for t > 0,
(see equation (15) pg. 2832 [15] ) so that by Lemma 3.1, the solution W exists on [0, ∞) and is bounded. Thus, by non-negativity of the solution (S, I, R, V ) due to its local theory, all of S C(Ω,R) , I C(Ω,R) , R C(Ω,R) are bounded on [0, ∞) by some constant M > 0. This allows us to solve (3d) as
and deduce
wherec min
is also bounded on [0, ∞) and therefore the solution (S, I, R, V ) exists in X + for all time t > 0. In [26] , concerning the system (1a)-(1d), the authors also assumed (8) so that W S + I + R satisfies for t > 0,
However, the approach of the authors in [26] was unique in a way that they did not follow the approach of comparison principle and an application of Lemma 3.1 (see also the Appendix of [27] ). They used energy estimates to show that the solution exists globally in time because for any T > 0 fixed a priori, the solution is uniformly bounded on [0, T ] and thus although it does not imply that the solution is bounded on [0, ∞), it does not become unbounded in finite time; we remark that subsequently in [27] , under the condition that g < δ, it was shown that the solution map is point dissipative (see Proposition 3 [27] ). Let us briefly elaborate on the approach of [26] . In general, for a system of nonlinear partial differential equations (PDE) such as (1a)-(1d) and (3a)-(3d), some conserved quantity is needed in order to execute energy estimates and improve to better bounds. In particular, the equations (1b) and (3b) are non-linear due to the term β 1 SI. For example, suppose that for some norm · Y , it has been shown that T 0 S Y ds < ∞, and for some norm · X such that φ 2 X < ∞,
Then an application of Gronwall's inequality leads to
This strategy has no chance unless there is some conserved quantity to start with, such as T 0 S Y ds < ∞, and the advantage of (8) is that it allows us to cancel out the non-linear terms β 1 SI and β 2 S B B+K from (1a), (1b), as well as β 1 SI and β 2 SV from (3a), (3b) respectively upon adding these equations. Therefore, the assumption (8) concerning the equivalence of the diffusivity coefficients seems absolutely inescapable. We mention that the assumption (8) is in fact very common, e.g. we refer to equations (2), (4), (5) on pg. 546 -548 [10] for malaria model, equation (1.1) pg. 788 [28] for the Lyme disease model. Among models that are not necessarily of infectious disease, we also refer to equation (1.9) on pg. 2473 [7] for the internal storage model, equation (1.5) on pg. 820 [8] for the periodically-pulsed bio-reactor model, equation (2.1) on pg. 43 [5] for the hydraulic storage zone model, (3.1) on pg. 268 [9] for the zooplankton and harmful algae model.
However, in reality it seems very plausible that the diffusivity coefficients of S, I, R ought to differ. E.g. in the city and during non-winter season, the diffusivity of susceptible human hosts may be significantly larger than that of infected human hosts who may be hospitalized; the diffusivity of the recovered human hosts may also be smaller than those of the susceptible human hosts at an early stage after recovery before rejoining the group of susceptible human hosts after loss of immunity.
We mention that biologically, the reason for the need of the assumption (8) is the lack of life-time immunity; e.g. in case of the Ebola virus disease dynamics for which those who recovered from the disease are believed to possess life-time immunity, the existence of a unique solution for all time t > 0 may be shown without any assumption on diffusivity coefficients such as (8) (see [25] ). Indeed, analogously let us suppose that σ = 0 in (1a); then we immediately see that
due to (1a) and non-negativity of the solution from the local theory so that considering . This straightforward method of comparison principle in order to deduce L ∞ -bound is applied to a cholera model in [2] ; as expected, the model therein does not have the analogous term to σR in (1a) (see equation (1.1) on pg. 1430 [2] ) and thus comparison type argument is immediately employed (see equations (2.1), (2.2), (2.3), (2.4), (2.5), (2.6) on pg. 1433 [2] ). However, if σ > 0, then the comparison theorem argument on the equation of S forces us to simultaneously consider the equation of R and this in turn forces us to simultaneously consider the equation of I due to the term γI in (1c) and (3c); this causes a significant problem because comparison theorem argument on (1b) and (3b) is difficult.
We conclude this brief discussion emphasizing that the assumption (8) seems inevitable for the systems (1a)-(1d), (3a)-(3d), which are systems of non-linear PDE, unless the disease admits life-time immunity. The purpose of this manuscript is to show that in fact, both systems (1a)-(1d) and (3a)-(3d) in case dimension is one are globally well-posed without any restriction on the diffusivity coefficients. For the system (3a)-(3d) in case dimension is beyond one, the global well-posedness result continues to hold as long as the diffusivity D S = D I without any assumption on D R , essentially because even though β 1 SI, β 2 S( B B+K ), β 1 SI and β 2 SV in (1a), (1b), (3a) and (3b) respectively are non-linear, the terms σR and ηR in (1a) and (3a) respectively are linear. This reduction of a system of non-linear PDE to that of linear PDE is precisely why we may obviate from the challenge upon an application of Gronwall's inequality and deduce this remarkable result that holds for any dimension.
Statement of main results
Let us state our main results:
(1) Suppose dimension n = 1 and c ∈ C(Ω) ∩ W 1,∞ (Ω). Then for every φ ∈ X + ∩ H 1 (Ω), the system (3a)-(3d) subjected to (4) has a unique solution u(·, t, φ)
Remark 2.1.
(1) We emphasize again that for both Theorem 2.2 [26] and Theorem 3.3 [15] , it was crucial that D S = D I = D R = D, and thus both Theorem 2.1 and Theorem 2.2 are clear improvements. We also note that extending Theorem 2.1 for the system (1a)-(1d) with general domain may be readily done. (2) Concerning Theorem 2.1 and Theorem 2.2 (1), it was one of the two referees who pointed out to the author that the solutions to the systems (1a)-(1d) and (3a)-(3d) in fact enjoy an L 1 -norm bound (see Proposition 4.1, Proposition 5.1), and suggested that the author considers applying Lemma 2.1 of [2] to the system (1a)-(1d). The author could not determine whether or not Lemma 2.1 of [2] was applicable to the system (1a)-(1d) due to the coupling with B within (1a) and (1b) while the equation of B in (1d) has ∂ x B. Nevertheless, with this newly discovered L 1 -bound, the author was able to directly prove Theorem 2.1 and Theorem 2.2 (1) via energy estimates in the spirit of [26] , making this this manuscript self-contained and indicating clearly the difficulty in higher dimensional case.
(3) Concerning Theorem 2.2 (2), its proof was inspired by the work of [24] ; therein, the author extended the work of two-dimensional Euler equations to the two-dimensional Boussinesq system in which the temperature term in the velocity field equation was an obstacle but not too difficult because it was linear, very similarly to the cases of σR in (1a), and ηR in (3a). We emphasize here that the global well-posedness result claimed by Theorem 2.2 (2) remarkably holds independent of any dimension n > 1; typically in the literature of such a result that requires higher regularity estimates, L ∞ -norm bound in case of systems (1a)-(1d), (3a)-(3d) according to the blow-up criterion from Lemma 3.2, Lemma 3.3, for solutions to a system of semi-linear parabolic equations, the dimension of the domain has played a key role (see Theorem 2.2 of [2] , and also [3, 4] ) because its approach is usually to bootstrap from low regularity such as L 1 -norm bound and rely on Sobolev embedding at some point. Theorem 2.2 (2) holds for any dimension, because remarkably its proof does not depend on any conserved quantity to start with. (4) The reason why we cannot extend Theorem 2.1 and Theorem 2.2 (1) to higher dimensions boils down to the application of Sobolev embedding. Thus, for the system (3a)-(3d) with dimension n > 1, it remains unknown whether we may eliminate the conditions of D S = D I completely or even just extend this condition to
Preliminaries
The following useful result has found much applications:
Lemma 3.1. (Lemma 1 [10] , also Proposition 1 [27] ) For the scalar reactiondiffusion equation
where D > 0, d > 0 and g is continuous and positive on Ω, there exists a unique positive steady state w * which is globally attractive in C(Ω, R); moreover, if g(x) ≡ g for all x ∈ Ω, then w * = g d . Lemma 3.2. (Theorem 2.1 [26] ) For all φ ∈ X + , the system (1a)-(1d) subjected to (2a)-(2b) admits a unique mild solution on the interval of existence [0, T ) where T = T (φ). The solution (S, I, R, B)(t) remains nonnegative for all t ∈ [0, T ) and if T < ∞, then the sup norm of the solution becomes unbounded as t approaches T from below. Lemma 3.3. For all φ ∈ X + , the system (3a)-(3d) subjected to (4) admits a unique mild solution on the interval of existence [0, T ) where T = T (φ). The solution (S, I, R, V )(t) remains nonnegative for all t ∈ [0, T ) and if T < ∞, then the sup norm of the solution becomes unbounded as t approaches T from below.
Proof. The proof in case D S = D I = D R = D may be found on pg. 2832 [15] , which is essentially an application of Corollary 4 [12] . It is clear from its proof that allowing D S , D I , D R to vary creates no problem.
Proof of Theorem 2.1
The existence of a unique mild solution u to (1a)-(1d) on [0, T ) for some T = T (φ) > 0 is known due to Lemma 3.2. In order to extend the local solution to global in time, we apply a priori estimates and continuation of local theory. That is, we fix δ ∈ (0, T ) arbitrary, restart at timeδ ∈ (0, δ) so that we know there exists a unique solutionũ on [δ, T * ) for some T * >δ. By uniqueness,ũ = u on [δ, T * ). If T * > T , then we already extended the local solution beyond T . Thus, we assume that T * ≤ T . Then necessarily according to the blow up criterion from Lemma 3.2, we must have lim sup
Thus, it suffices to show that for all t < T * , there is a uniform bound on u C([0,1],R) . The following important observation was revealed to the author by one of the two referees, although in retrospect it seems to be a well-known fact in the study of basic population models (see pg. 2 [4] , also definition of N (t) on pg. 1431 [2] ). We state and prove it as a proposition for convenience of future references. 
Proof. Recalling our definition of W S + I + R from Section 1, by (1a), (1b), (1c) we see that
so that integrating (17) over [0, t] × [0, 1], using the non-negativity of the local solution according to Lemma 3.2 immediately deduce (16); the proof of Proposition 4.1 is complete.
We will be able to raise this to higher regularity via energy estimates now, only because dimension is one in the case of Theorem 2.1, as we point out below. 
Proof. We take L 2 ([0, 1])-inner products of (1a) with S and estimate
by (2a), the non-negativity of the local solution according to Lemma 3.2 and Young's inequality. Next, we take L 2 ([0, 1])-inner products of (1b) with I and
by (2a), the non-negativity of the local solution according to Lemma 3.2, Hölder's, Young's and Gagliardo-Nirenberg inequalities (see e.g. [11] ). It is worth mentioning that this application of Gagliardo-Nirenberg inequality is sharp in that any worse balance between I 1 2
H 1 , i.e. higher power in the H 1 -norm, will imply that the estimate could not be completed; this is why we are not able to extend this result to higher dimension. Next, we take L 2 ([0, 1])-inner products of (1c) with R and estimate
where we used (2a) and Young's inequality. Finally, we take L 2 ([0, 1])-inner products on (1d) with B to estimate
by (2b) and Young's inequality. In sum of (19)- (22) , after subtracting
from both sides we obtain
due to Proposition 4.1 so that Gronwall's inequality completes the proof of Proposition 4.2.
We are now ready to prove higher regularity. Since dimension is one, Sobolev em- 
Proof. We take L 2 ([0, 1])-inner products on (1a), (1b), (1c), (1d) with −∂ xx S, −∂ xx I, −∂ xx R, −∂ xx B respectively to deduce
Within the first bracket, we may estimate in order
by (2a), Hölder's, Gagliardo-Nirenberg and Young's inequalities. Within the second bracket, we may estimate in order
by (2a), Hölder's, Gagliardo-Nirenberg and Young's inequalities. Within the third bracket, we may estimate in order
by (2a) and Young's inequality. Within the fourth bracket, considering the more complex boundary values, we choose to obviate from integration by parts and simply estimate
by Young's inequality while
by Hölder's, Gagliardo-Nirenberg and Young's inequalities. Applying (25)- (36) to (24) deduces
from both sides, Gronwall's inequality completes the proof of Proposition 4.3. 
and additionally
Proof. Recalling our definition of W S + I + R from (9), by (3a), (3b), (3c) we see that
so that integrating over [0, t] × Ω, relying on (4) and non-negativity of the local solution according to Lemma 3.3 deduce (37). Moreover, using (11) deduces (38), competing the proof of Proposition 5.1.
We will be able to raise this to higher regularity via energy estimates now, only because dimension is one in the case of Theorem 2.2 (1), as we point out below. 
Proof. Similarly to (19), we may take L 2 (Ω)-inner products of (3a) with S and estimate
Next, similarly to (20), we may take L 2 (Ω)-inner products of (3b) with I and estimate 1 2
Next, similarly to (21), we may take L 2 (Ω)-inner products of (3c) with R and estimate
In sum of (40), (41) and (42), after subtracting
L 2 from both sides, applying Proposition 5.1 and Gronwall's inequality deduces
(43)
Using (11) and (43), we deduce
Now (43) and (44) 
Proof. We take L 2 (Ω)-inner products on (3a), (3b), (3c), (3d) with −∂ xx S, −∂ xx I, −∂ xx R, −∂ xx V respectively to deduce
similarly to (25) , (26), (28) and (29). Within the second bracket, we may estimate in order
similarly to (30) and (32). Within the third bracket, we may estimate in order
similarly to (33) and (34). Finally, within the fourth bracket, we estimate
due to integration by parts, (4), Young's and Hölder's inequalities. Applying (47) - (57) to (46), subtracting
and applying Gronwall's inequality complete the proof of Proposition 5.3.
Proof of Theorem 2.2 (2).
In case dimension n > 1, we were not able to deduce any better bound starting from L 1 (Ω)-bound. We must employ a completely different approach in this case that does not depend on any conserved quantity because such a dependence immediately faces the difficulty upon an application of Sobolev embedding. We see from (3a) and non-negativity of the local solution due to Lemma 3.3 that
we emphasize that it is crucial that we do not use the bound of −β 1 SI − β 2 SV ≤ 0. Similarly, we see from (3b), (3c), and non-negativity of the local solution due to Lemma 3.3 that
we also emphasize that it was crucial to bound γI ≤ γ(S + I). Thus, we are motivated to consider
for which we immediately see that the existence of local solution (W 1 , W 2 , W 3 , W 4 ) ∈ X + on [0, T ) for some T = T (φ) follows due to Corollary 4 [12] . Hence, the proof of Theorem 2.2 (2) would be complete once we prove the following proposition due to the identical continuation of local theory argument, comparison theorem, spatial continuity of the solution from local theory:
Proof. Summing (61a), (61b) leads to
so that multiplying (63) by
due to Hölder's inequality. We estimate
due to (61f) and thus applying (65) to (64) gives 1
Using that
and thus letting p → +∞, we see that
Next, we multiply (61c) with
by Hölder's inequality, where similarly as in (65),
Therefore, applying (70) in (69) leads to 1
which leads to using that
Summing (68) and (72) gives
Gronwall's inequality type argument leads to
On the other hand, we may simply solve (61d) to see that
due to that c(x) ≥c > 0 fora ll x ∈ Ω, and non-negativity of W 2 and (74). Summing (74) and (75) completes the proof of Proposition 5.4.
Conclusion
In the process of extending models of infectious disease dynamics to those of reaction-diffusion equations, it is common in the literature to assume that the diffusivity coefficients of the susceptible, infected and recovered hosts are identical, unless the disease permits life-time immunity to the recovered hosts. The mathematical difficulty is that without such a hypothesis, there is no obvious conservation whatsoever and thus even the global existence of a unique solution seems not clear. However, in reality, such an assumption may be seen to be far-fetched. In Theorem 2.1 for the cholera model and Theorem 2.2 (1) for the avian influenza model in case dimension is one, we have proven that the global well-posedness continues to hold regardless of the actual values of the diffusivity coefficients. Moreover, in Theorem 2.2 (2) for the avian influenza model, we have shown that as long as the diffusivity coefficients of the susceptible and infected hosts equal one another, the unique, continuous, non-negative solution exists for all time t > 0 regardless of its dimension. These results improve Theorem 2.2 [26] as well as Theorem 3.3 [15] , and our proofs may be extended to any other models of infectious diseases without life-time immunity and similar transmission structures. Indeed, e.g. in a typical SEIR-model (see e.g. pg. 619 [6] ), the nonlinear term of the type β 1 SI appears in the equation of the susceptible and the exposed hosts so that analogous results to Theorem 2.1 and Theorem 2.2 with hypotheses and proofs replacing the role of I by that of E may be readily pursued.
The core of the proof of Theorem 2.1 and Theorem 2.2 (1) relies on the newly discovered L 1 -bound and careful energy estimates using in particular GagliardoNirenberg inequality. The heuristic of the proof Theorem 2.2 (2) is the key observation that the hypothesis that the diffusivity strengths of the susceptible and the infected hosts are at the same level is enough to cancel out the non-linear terms upon summing the equations of the susceptible and infected hosts. An undesired by product of such a process is that it creates an additional term that we will need to estimate because neither cholera or avian influenza allows the recovered hosts to possess life-time immunity; nevertheless, this term is fortunately linear and hence turns out to be manageable via careful energy estimates.
The global existence of the unique solution emanating from initial data in X + allows us to define a solution semiflow to both systems (1a)-(1d), (3a)-(3d). Nevertheless, in order to prove issues such as global attractivity of the DFE or uniform persistence of disease outbreaks in cases R 0 < 1, R 0 > 1 respectively, we will need to demonstrate that the semiflow is point-dissipative; this remains open as a challenging problem. Finally, we conclude by emphasizing that in case of higher dimension n > 1 for the avian influenza model (3a)-(3d), it remains unknown whether we may eliminate the conditions of D S = D I completely or even just extend this condition to D I = D R or D S = D R instead. These issues may be further investigated in future works.
