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Abstract
This work if focused on the analysis and the development of Angle of Arrival (AoA) radio
localization methods. The radio positioning system considered is constituted by a radio
source and by a receiving array of antennas.
The positioning algorithms treated in this work are designed to have a passive and
opportunistic approach. The opportunistic attribute implies that the radio localization al-
gorithms are designed to provide the AoA estimation with nearly-zero information on the
transmitted signals. No training sequences or waveforms custom designed for localization
are taken into account. The localization is termed passive since there is no collaboration
between the transmitter and the receiver during the localization process. Then, the al-
gorithms treated in this work are designed to eavesdrop already existing communication
signals and to locate their radio source with nearly-zero knowledge of the signal and without
the collaboration of the transmitting node.
First of all, AoA radio localization algorithms can be classified in terms of involved
signals (narrowband or broadband), antenna array pattern (L-shaped, circular, etc.), sig-
nal structure (sinusoidal, training sequences, etc.), Differential-Time of Arrival (ToA)
(D-ToA)/Differential-Phase of Arrival (PoA) (D-PoA) and collaborative/non collabora-
tive.
Than, the most detrimental effects for radio communications are treated: the Multi-
path (MP) channels and the impaired hardware. A geometric model for the MP is analysed
and implemented to test the robustness of the proposed methods. The effects of MP on
the received signals statistics from the AoA estimation point-of-view are discussed. The
hardware impairments for the most common components are introduced and their effects
in the AoA estimation process are analysed.
Two novel algorithms that exploits the AoA from signal snapshots acquired sequen-
tially with a time division approach are presented. The acquired signals are Quadrature
Amplitude Modulation (QAM) waveforms eavesdropped from a pre-existing communica-
tion. The proposed methods, namely Constellation Statistical Pattern Identification and
Overlap (CSP-IDO) and Bi-dimensional (2D) CSP-IDO (BCID), exploit the probability
density functions (pdfs) of the received signals to obtain the D-PoAs. Both CSP-IDO and
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BCID use the statistical pattern of received signals exploiting the transmitter statistical
signature. Since the presence of hardware impairments modify the statistical pattern of
the received signals, CSP-IDO and BCID are able to exploit it to improve the perfor-
mance with respect to (w.r.t.) the ideal case. Since the proposed methods can be used with
a switched antenna architecture they are implementable with a reduced hardware contrari-
wise to synchronous methods like MUltiple SIgnal Classification (MUSIC) that are not
applicable.
Then, two iterative AoA estimation algorithms for the dynamic tracking of moving ra-
dio sources are implemented. Statistical methods, namely Particle Filtering (PF), are used
to implement the iterative tracking of the AoA from D-PoA measures in two different sce-
narios: automotive and Unmanned Aerial Vehicle (UAV). The AoA tracking of an electric
car signalling with a Institute of Electrical and Electronic Engineers (IEEE)802.11p-like
standard is implemented using a test-bed and real measures elaborated with a the proposed
Particles Swarm Adaptive Scattering (PSAS) algorithm. The tracking of a UAV moving
in the Three-dimensional (3D) space is investigated emulating the UAV trajectory using
the proposed Confined Area Random Aerial Trajectory Emulator (CARATE) algorithm.
Introduction 1
Radio localization techniques such as Angle of Arrival (AoA) algorithms play an impor-
tant role in the wider universe of positioning systems, exempli gratia (for the sake of an
example) (e.g.), Global Navigation Satellite Systems (GNSSs) [1] applications. The ad-
vantage of terrestrial radio localization based methods [2] with respect to (w.r.t.) GNSS
is its feasible deployment in environments where satellite visibility is not fully achievable,
id est (that is) (i.e.) indoor and canyon like scenarios [3]. Radio localization techiques can
be used to implement auto-positioning using known radio anchors or, dually, to remotely
locate unknown radio sources [4]. Furthermore, terrestrial radio localization techniques
such as AoA do not need the deployment of the extremely expansive and complex satellite
constellation infrastructure of GNSS. However, despite the complexity, GNSS provide ad
absolute auto-positioning where, in general, radio localization techniques provide a rela-
tive localization.
AoA algorithms are dependent on which type of signals the transmitter emits. Several
techniques have been developed to locate radio sources emitting specific waveforms, i.e.
narrow band signals [5, 6], broad band signals [7] and ad-hoc sequences [8]. Depending
on the received signals characteristics different AoA methods are applicable. Further-
more, the algorithms can be designed ad-hoc to use certain waveforms and protocols, or
they can work opportunistically by intercepting existing signals and requiring the min-
imum knowledge on the signal format itself. All local based methods [9], contrarily to
distributed ones that rely on a sensor network [10–14], exploit the position of the radio
source analysing the differences of its signal impinging on a receiving array of antennas.
In case of wideband impulsive signals such as Ultra Wide Band (UWB) transmissions, the
parameters that have to be estimated to obtain the AoA are the Time of Arrival (ToA) or
the Differential-ToA (D-ToA) [7]. The ToA can be used for ranging measurements [15,16]
and for AoA estimations in a passive multiple receiver scenario with a single active source
but its calculus needs synchronization between transmitter and receiver. Thus an ad-hoc
synchronized system must be settled [17] or a synchronization routine for the receiver
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must be developed [18]. The D-ToAs estimations don’t need synchronization between
transmitter and receiver because their computation does not involve ToAs knowledge di-
rectly [19]. However, D-ToAs method do not provide directly a raging estimation. The
accuracy achievable by ToA and D-ToA methods is extremely dependent on the time res-
olution of the received impulse, and then on its bandwidth, the wider the better. These
methods that measure the timing of signals fronts are sensitive to the distance between
sensors, the further the better, since received signals are more separated in time [20].
Hence, ToA and D-ToA methods for AoA estimation of impulsive broadband signals are
better suited for a distributed sensor localization approach such as Wireless Sensor Net-
works (WSNs) [21] or a cellular Base Station (BS) perspective [22]. In case of narrowband
signals, such as Radio Frequency (RF) carriers or numeric transmissions, the parameter
that has to be estimated to obtain the AoA is the Phase of Arrival (PoA). The PoAs
are the phases of the signals received by each antenna. The Differential-PoA (D-PoA)
approach for AoA detection imposes the employment of confined arrays w.r.t. ToA meth-
ods because of the limited periodic domain of the phase, forcing a local computation of
AoA w.r.t. distributed approaches. For the reasons exposed above, a local-based (not
distributed) localization approach is achievable using small arrays and a D-PoA approach
to exploit localization parameters from narrowband signalling. The aim of this work is to
exploit the AoA estimating the D-PoA from narrowband signals such as sine waves and
Quadrature Amplitude Modulation (QAM) waves received by an antenna array.
One of the most detrimental effects that affect the radio communication systems is the
Multi-path (MP). The MP affect also AoA systems reducing the localization precision.
For this reason in Ch. 4 a geometric scattering model for MP is considered to investigate
the robustness of the proposed algorithms. A radio-localization system consisting in Na
receiving antennas, 1 transmitting antenna and Np impairing scatterers is considered [4,9].
The receiving array pattern is arbitrary and can follow the most common L-shape [23]
or others geometries, such as circular arrays [24], arbitrary shapes [25] of optimized ones
[26, 27]. In Sec. 4.2 is described how to interpret a Uniformly Sampled Channel Impulse
Response (CIR) (US-CIR) in terms of geometric position of the scatterers. The relations
between the CIRs of different sensors of the same array w.r.t. the same radio source are
investigated in Sec. 4.3. The emulation of a geometric based MP channel for a complete
array relying on the position of its sensors and one main CIR is discussed in Sec. 4.4. The
effects of MP on QAM transmissions and the connection between scatterers positions and
the probability density function (pdf) of the received signals is investigated in Sec. 4.5.
Another detrimental cause that impairs the communication systems, comprising AoA
systems, is the non ideality of hardware components. The communication systems are
composed at the transmitter by a defined set of essential hardware components [28]. These
hardware blocks in real scenarios do not have an ideal behaviour and are affected by spe-
cific impairments that decrease their performance [29,30]. The reduction of hardware im-
3pairments effects on RF communications is achieved on one hand by improving hardware
components quality and on the other hand by developing compensation algorithms [31,32].
In Ch. 3 the RF communication systems affected by hardware non idealities are modelled
and analysed. The impairing effects on digital communications of a set of impaired hard-
ware components is discussed. In particular the effects caused by the impaired transmitter
components such as Direct Current (DC) Offset (DCO) (Sec. 3.3), I-Q Unbalance (IQU)
(Sec. 3.4), I-Q Skew (IQS) (Sec. 3.5) and Phase Offset (PO) (Sec. 3.6) are investigated.
The statistical patterns imposed on the pdfs of received signals by the impaired hardware
are interpreted in Ch. 5 such as hardware fingerprints in AoA discovery.
In Ch. 5 two AoA estimation algorithms that are designed to work opportunistically,
using random QAM signals, and passively, without the need of calibration or previously
agreed protocols are presented. In Sec. 5.1 the Constellation Statistical Pattern Identi-
fication and Overlap (CSP-IDO) algorithm is presented [33]. The main features of the
proposed technique, namely CSP-IDO, are its reduced hardware needs, its robustness to
the hardware impairments of the transmitter, and its fully passive/opportunistic appli-
cability. The CSP-IDO method, illustrated in Sec. 5.1.4, is based on the analysis of the
pdfs of successive signal snapshots taken from the antennas (asynchronous approach).
Contrariwise, other AoA methods, such as beamforming [34,35] and root-MUltiple SIgnal
Classification (MUSIC) (root-MUSIC) [36], have been conceived to synchronously (in par-
allel) acquire signals from the antenna elements (synchronous approach). In Sec. 5.2 an
extension of CSP-IDO is presented. The CSP-IDO method exploits the statistical phase
pattern of the received signals to estimate the D-PoA. Instead, the proposed CSP-IDO ex-
tension, namely Bi-dimensional (2D) CSP-IDO (BCID), exploits the D-PoA, from the full
bi-dimensional statistical pattern of received signals showing more robustness w.r.t. the
impairments of the receiver. Furthermore, both CSP-IDO and BCID are able to improve
their performance exploiting the transmitter impaired hardware signature introduced in
Ch. 3. Since the use of the proposed methods exploits the received signals pdfs, their
application is feasible with any type on numerically modulated signal, such as QAM. The
performance has been evaluated also in scenarios where the estimation process is affected
by MP and impaired by hardware at the receiver showing enough robustness. Proposed
techniques thanks to their passive/opportunistic approach to AoA localization and thanks
to the limited hardware usage are suited to be applied in a eavesdropping scenario with
low-end hardware.
Differently to the static methods proposed in Ch. 5 in Ch. 6 are discussed, imple-
mented and tested two possible applications for dynamic AoA tracking using Particle
Filtering (PF) algorithms. Sec. 6.1 is focused on the application of AoA estimation in the
automotive scenario. A vehicular communication network most likely based on Institute
of Electrical and Electronic Engineers (IEEE) 802.11p [37] will become soon a reality.
This will enable the establishment of ad-hoc car networks for the diffusion and gathering
4 Chapter 1 - Introduction
of sensor information and the implementation of a plethora of new services [38]. Among
all possible new applications, the most important ones are probably those that exploit
localization information, i.e., context aware services. In this respect, Global Position-
ing System (GPS) positioning plays an important role in the full development of this
ecosystem of services. However, the usage of other localization technologies is relevant
in situations where GPS does not fulfil the requirements, e.g., in terms of precision, re-
sponse time, and coverage. The usage of Road Side Units (RSUs)) that detect position
information from vehicles is interesting for instance to offer a traffic control monitoring
service for safety [39] or vehicle flows analysis and management [40], or it can be an
enabling service for consumer applications like driver assistance and in the emerging tech-
nology of self-driving cars. Therefore, a different type of localization method that exploits
an existing vehicular communication network infrastructure (and in particular the IEEE
802.11p network) in an “opportunistic” way is discussed. The proposed method tries to
obtain the vehicles position, in a certain area, by listening to Vehicle-to-Vehicle (V2V)-
Vehicle-to-Infrastructure (V2I) communication signals using an RSU. Such an approach
can avoid the use of GPS or complement it, provide more accuracy and reliability in
certain scenarios. Essentially, this approach is host-based, i.e., it is made directly by
the RSU node. This AoA estimation approach can be challenging because of hardware
impairments (as phase noise) and multipath propagation [41]. AoA estimation can be
done with subspace methods as the MUSIC algorithm [42] which detect multiple emitters
and compensate, in part, multipath effects. A simple AoA phase differential approach
is considered. Then, the AoA estimates are refined using a statistical method based on
PF [43]. Particle filtering was proposed originally for iteratively estimate the hidden state
of a dynamic system approximating its continuous pdf with a weighted set of M discrete
samples [44]. The experimental test bed visible in Fig. 6.1 has been deployed to evaluate
algorithm performance.
Sec. 6.2 is focused on the application the AoA estimation in a Unmanned Aerial
Vehicle (UAV) localization scenario. UAVs are attracting considerable attention since they
can be used for a number of consumer, industrial and military applications ranging, for
instance, from sport video making to environmental monitoring and parcel delivery [45,46].
A key component is the technology that allows to locate and navigate the UAVs. Presently,
GNSS and inertial sensors are used to provide information on position, speed and direction
of movement. Reliable localization is very important also in view of new regulations that
aim at better controlling the use and the status of the UAVs for higher safety and security
[47]. Furthermore recently UAVs technology has started to be under the spotlight of police
audits because of possible security threats [48].In Sec. 6.2, a radio localization approach
is considered and it is based on azimuth and elevation positioning using a transmitting
source as a reference. Azimuth and elevation are determined by processing with PF
the signals that impinge on a Three-Axial-Uniform Linear Array (ULA) (3A-ULA). The
53A-ULA can be mounted either on a ground base station or on the UAVs. In the first case,
namely Ground Localization Scenario (GL-S), the base station passively eavesdrops the
signals emitted by the UAVs to determine their angular coordinates. In the latter case,
namely Self Localization Scenario (SL-S), the ground node acts as a radio anchor allowing
UAVs self localization. The system can be used in a standalone way or to complement
existing GNSS or inertial sensors employing data fusion techniques [49].
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Radio localization techniques such as Angle of Arrival (AoA) algorithms play an impor-
tant role in the wider universe of positioning systems, exempli gratia (for the sake of an
example) (e.g.), Global Navigation Satellite Systems (GNSSs) [1] applications. The ad-
vantage of terrestrial radio localization based methods [2] with respect to (w.r.t.) GNSS
is its feasible deployment in environments where satellite visibility is not fully achievable,
id est (that is) (i.e.) indoor and canyon like scenarios [3]. Radio localization techiques can
be used to implement auto-positioning using known radio anchors or, dually, to remotely
locate unknown radio sources [4]. Furthermore, terrestrial radio localization techniques
such as AoA do not need the deployment of the extremely expansive and complex satellite
constellation infrastructure of GNSS. However, despite the complexity, GNSS provide ad
absolute auto-positioning where, in general, radio localization techniques provide a rela-
tive localization.
Introduction
The aim of AoA techniques (called also Direction of Arrival (DoA)) [2,4,9] is to estimate
the angular position φ of a radio source w.r.t. a receiver Fig. 2.1. Angular localization
of radio sources is used in a wide set of scenarios such as Unmanned Aerial Vehicle
(UAV) navigation and positioning [50], Radio Frequency (RF) Identification (RFID) tags
monitoring [51] and wildlife monitoring [52]. The AoA receiver is equipped with an
antenna array. The AoA estimations are made elaborating the signals impinging on each
sensor of the array. The AoA methods can be used jointly with data fusion techniques
[49, 53] using ranging sensors [54] to provide the full localization of the emitter. Full
Three-dimensional (3D) localization can also be reached using jointly AoA estimates of
several receivers in different positions [55].
Changing the point of view to a self localization perspective, AoA estimation, if applied
to a scenario with radio emitting anchors with known position or pattern, allows the
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Figure 2.1: AoA estimation array system.
receiver Bi-dimensional (2D) or 3D self positioning [6].
AoA algorithms are dependent on which type of signals the transmitter emits. Several
techniques have been developed to locate radio sources emitting specific waveforms, i.e.
narrow band signals [5,56], wide band signals [7,22,57,58] and ad-hoc training sequences
[8, 59]. Furthermore, the algorithm can be designed ad-hoc to use certain predetermined
waveforms or protocols [60] or it can work opportunistically by intercepting existing signals
and requiring minimum knowledge on the signal format itself Ch. 5.
In the following Sections features and techniques of AoA estimation methods applied
to different scenarios are presented.
Opportunistic and Assisted Techniques
One important feature of AoA techniques is how much the localization is coordinated and
concerted between the involved nodes.
In the most complete scenario, herein named Fully Assisted AoA (FA-AoA) scenario,
the transmitter and the receiver are connected with an ad-hoc service channel to allow
localization [10, 61–63]. Through this connection the receiver instructs the transmitter
and sends signals specification and scheduling times, allowing a fully assisted localization
approach. The evident quality of this technique is the flexibility on transmitted wave-
forms and its versatility for on-demand-like positioning applications. The drawback is the
complexity caused by the control channel and the high level protocols management, that
implies the creation of an ad-hoc communication protocol and more complex units.
Non assisted methods, namely Opportunistic AoA (O-AoA), have a totally passive
approach to localization, without the collaboration or the knowledge of the transmitter.
In the O-AoA the receiver exploits the position of the receiver from generalized RF signals.
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The receiver has only a low level knowledge about the transmitter, for example the the
modulation scheme, such as Quadrature Amplitude Modulation (QAM) [33], the central
frequency or the existence on training sequences such as orthogonal signatures like in Long
Term Evolution (LTE) [64,65],Universal Mobile Telecommunications System (UMTS) [66,
67] or channel estimation sequences [68] like in Global System for Mobile Communications
(GSM) [69].
Partially Assisted AoA (PA-AoA) methods have hybrid proprieties w.r.t. FA-AoA and
O-AoA techniques [70]. PA-AoA does not involve communication between transmitter
and receiver but uses a pre-agreed algorithm or known signal. In PA-AoA methods the
receivers can exploit the position of transmitter through previously agreed signals, sent
for example in planned times or intervals.
The collaborative multi receiver schemes designed to provide 2D or 3D localization
mentioned in Sec. 2.1 introduce the further complexity typical of Wireless Sensor Networks
(WSNs) [21]. In fact, to apply data fusion or in general data aggregation in a WSN
scenario several service channel must be deployed because of the intrinsic necessity to
spread/aggregate the information across the distributed architecture of sensors.
The aim of this work is to exploit AoA from radio signals opportunistically i.e. with-
out the need of coordination among nodes. Such techniques, implemented by non-
collaborative nodes, in general achieve less precision that ad-hoc methods but can be
applied in a broader set of scenarios and are more flexible. Then, the algorithms treated
in this work are designed to eavesdrop already existing communication signals and to
locate their radio source with nearly-zero knowledge of the signal and without the collab-
oration of the transmitting node.
Received Signals Types
A central characteristic that distinguish AoA methods is the type of signals involved in
the localization techniques. Depending on the received signals different AoA methods are
applicable. All local based methods, contrarily to distributed ones such as WSN, exploit
the position of the radio source analysing the differences of its signals impinging on a
receiving array of antennas.
In case of wideband impulsive signals with sharp patterns in time, the parameter
that has to be estimated to obtain the AoA is the Time of Arrival (ToA) or secondary
the Differential-ToA (D-ToA) [7, 71]. The ToA is the time that the sent signal takes
to go from the transmitter antenna to the receiver antenna. The ToA can be used for
ranging measurements and for AoA estimations in a multiple receiver scenario. The
ToA estimation needs synchronization between transmitter and receiver to be correctly
computed. Thus an ad-hoc synchronized system must be settled [17] or a synchronization
routine for the receiver must be developed [18]. The D-ToAs are the difference of arrival
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times of the emitted impulse between the couples of antenna sensors at the receiver.
The D-ToAs doesn’t need synchronization between transmitter and receiver because their
computation doesn’t involve ToAs knowledge directly [19].
The accuracy achievable by ToA and D-ToA is extremely dependent on the time du-
ration of the impulse and then to its bandwidth. Using a D-ToA approach with wideband
signals for DoA estimation the precision increases with the distance between array ele-
ments, since received signals are more separated in time [14,20]. Hence, ToA and D-ToA
methods for AoA estimation of impulsive broadband signals are better suited for a dis-
tributed sensor localization approach such as WSNs [21] or a cellular Base Station (BS)
perspective [22].
In case of narrowband signals, such as RF carriers or QAM transmissions, the param-
eter that has to be estimated to obtain the AoA is the Phase of Arrival (PoA). The PoAs
are the phases of the signals received by each antenna sensor. In particular, it is exploited
the Differential-PoAs (D-PoAs) that is the difference between the phases of the impinging
waveforms detected by each antenna. As discussed in Sec. 2.4, because of the periodic
support of the D-PoA, namely [−pi, pi[, it is necessary to force an upper bound in the inter
antenna distance of the array to uniquely detect the phase [20]. The D-PoA approach
for AoA detection allows/imposes the employment of more confined arrays w.r.t. D-ToA
methods, forcing a local computation of AoA w.r.t. the distributed approaches.
For the reasons exposed above, a local-based (not distributed) localization approach
is achievable using small arrays and a D-PoA approach to exploit localization parameters
from narrowband signalling. The aim of this work is to exploit the AoA from narrowband
signals such as sine waves or QAM waves.
Phase of Arrival Methods
As discussed in Sec. 2.2 and Sec. 2.3 the purpose of this work is to opportunistically esti-
mate the AoA of a transmitter exploiting its emitted narrowband signals. The standard lo-
calization scenario that will be considered in the following is visible in Fig. 2.1. It is consti-
tuted, at the receiver side, by an array of Na antennas each one positioned in the 3D space
at the coordinates [x(i), y(i), z(i)]. The transmitter is positioned in [x(TX), y(TX), z(TX)]. Sig-
nals emitted from transmitter are considered impinging receiver antenna array as plane
waves [72], for this reason its distance from receiver array must be substantially greater
than array size w.r.t. carrier wavelength λ0. Considering a numerical narrowband RF
transmission the demodulated signal sampled at rate 1/Tsymb, is
s(i)n = Anejψ
(i) + w(i)n , (2.1)
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where the index i identifies the antenna of the array and n represents the time instant
nTsymb. The Additive White Gaussian Noise (AWGN) is represented by the term w(i)n .
The numerical symbols transmitted by the numerical modulation such as Amplitude Phase
Shift Keying (PSK) (A-PSK) or QAM are defined by the parameter An = |an|ejξn ∈ A
that is considered a uniform random variable inside its limited set of values A. Tsymb
is the symbol period. The parameter ψ(i) represents the PoA of the transmitted signal
impinging to the i-th antenna, in particular
ψ(i) = 2pif0τ (i) (2.2)
where τ (i) = D(i)/c0 is the i-th ToA. The distance between the transmitting antenna
and the i-th receiving sensor of the antenna array is D(i) and f0 is the carrier frequency
of the RF numerical transmission. The constant c0 represents the speed of light an its
value is 299792458m/s. Since the parameter used for the AoA estimation θ is the D-PoA
δψ(i) = ψ(i+1) − ψ(i), its calculus is related to the inter-antenna distance d(i):
δψ(i) =
[
ψ(i+1) − ψ(i)
]
(mod 2pi)
=
[
2pif0(τ (i+1) − τ (i))
]
(mod 2pi)
=
[
2pid
(i)
λ0
sin
(
θ + δθ(i)
)]
(mod 2pi)
(2.3)
where δτ (i) is the D-ToA for the antenna i and the operator [·] (mod 2pi) represents the
modulo operator with interval 2pi . The parameter δθ(i) is a phase adjustment factor that
expresses the physical inclination of the i-th and the i + 1-th couple of antennas w.r.t.
the y axis. The support of the phase is limited and periodic, for this reason to uniquely
decode the D-PoA for every possible AoA θ between −pi and pi it must be that
|2pid
(i)
λ0
sin
(
θ + δθ(i)
)
| ≤ pi ∀(θ + δθ(i)) ∈ [−pi/2, pi/2) =⇒ d(i) ≤ λ0/2 (2.4)
where λ0 = c0/f0 is the carrier frequency wavelength. As discussed in [20] the constrain
in (2.4) limits the use of D-PoA methods to small sized antenna arrays. Considering the
scenario of (2.1) depicted in Fig. 2.1 the D-PoA δψ(i) can be calculated as
δψ˜(i) = s(i+1)n − s(i)n (2.5)
where
E
[
δψ˜(i)
]
= E
[
Ane
jψ(i+1) + w(i+1)n − Anejψ(i) + w(i)n
]
,
= Anejψ
(i+1) − Anejψ(i) ,
= ψ(i+1) − ψ(i) = δψ(i) .
(2.6)
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Figure 2.2: Arrays for AoA estimation. L array (left). X array (right).
and where δψ˜(i) is the estimation of the real D-PoA δψ(i) and the operator E[·] repre-
sents the expected value. The noise component in 2.1 does not affect 2.6 because of the
expectation operation. The value of δψ˜(i) is then used to estimate with θ˜(i) the AoA θ:
θ˜(i) = arcsin
(
−δψ˜
(i)
K(i)
)
− δθ(i) (2.7)
where, as depicted in Fig. 2.1, K(i) = 2pid(i)/λ0 expresses the inter element distance i
normalized to the wavelength λ0, in angles. Each antenna pair of the array produces an
AoA estimation θ˜(i), all estimations can be averaged in a single result. Otherwise, (2.7)
can be applied to an average D-PoA between the Npairs available antenna pairs of the
array δψ˜ = ∑Npairsi=1 δψ˜(i)/Npairs.
Antenna Array Patterns
The array of antennas used for AoA estimation is a fundamental part of receiver hardware
since the received signals rely on the sensors position and geometry. The position of
antennas in the array influences the received signals, in particular their time and phase
shifts, as explained in (2.3). Different array geometries rely on different parameters for
localization algorithms. The most common array configurations are Uniform Linear Array
(ULA) and L-shaped arrays [23] for Mono-dimensional (1D) and 2D angular positioning,
respectively (Fig. 2.2). Both systems described in Fig. 2.2 are composed of three branches
each one composed by a ULA lying in a different axis. The ULAs are arrays composed
by equispaced sensors lying on the same line, for this reason the schemes in Fig. 2.2 will
be herein considered as 3D-ULAs (3D-ULAs). Usually contiguous antennas of the same
branch have the same inter-element distance. As described in (2.4) inter-antenna distance
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is crucial for D-PoA estimators since it influences the estimation process. If a maximum
range is fixed for the AoA estimation (|θ| < θmax), the maximum value for the inter
element distance d is
d ≤ λ02
1
sin (θmax)
, (2.8)
where for the sake of simplicity the array is considered parallel to the y axis: δθ=0. On
the other hand if the carrier wavelength λ0 and the inter-element distance d are fixed, the
range of the AoAs θ that can be correctly detected |θ| < θmax is limited by
θmax = arcsin
(
λ0
2d
)
, (2.9)
where, again, for simplicity the array is considered parallel to the y axis: δθ=0. Limitation
expressed in (2.8) and (2.9) can be mitigated using complex arrays that lead to several
AoA estimations θ˜(i).
The arrays depicted in Fig. 2.2, exploit both azimuth and elevation coordinates of a
RF source. In particular the L-shaped 3D-ULA in Fig. 2.2 is constituted, for each one of
the 3 branches, by Na antennas. Each branch is labelled with a ∈ x, y, z to indicate along
which one of the axes it is displaced. An antenna of the same branch a is indexed with
i ∈ [1, 2, . . . , Na] to indicate its position along the branch. Thus, the coordinates of the
antennas can be written as
x(a,i) = (i− 1)dδxa ,
y(a,i) = (i− 1)dδya ,
z(a,i) = (i− 1)dδza ,
(2.10)
where δij is the Kronecker delta that is 1 for i = j and 0 otherwise and d is the constant
distance between antennas. The notation of received signal
s(a,i)n = Anejψ
(a,i)
n + w(a,i)n , (2.11)
is compliant to (2.1) for all branches a. The D-PoAs for the branch a are defined as
ψˆ(a)n = ψ(a,2i−1)n − ψ(a,2i)n ∀i ∈ [1, 2, . . . , Na/2]. In [73] a technique to estimate ψˆ(a)n is
described. Applying this technique for the model considered allows to exploit the D-PoAs
of the branches from the signal model introduced in (2.11). ψˆ(a)n are estimated as u(a)n ,
where · stands for the phase operator and where:
u(a)n =
2
Na
Na/2∑
i=1
s(a,2i−1)n s
(a,2i)∗
n , (2.12)
where an average over the Na/2 distinct antenna pairs is performed to mitigate the AWGN
effect. Using u(a)n , the angular spherical coordinates θn and φn are estimated respectively
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with θ˜n and φ˜n as following:
θ˜n = arctan
(√
( u(x)n )2 + ( u(y)n )2, u(z)n
)
,
φ˜n = arctan
(
u(y)n , u
(x)
n
)
,
(2.13)
where arctan(·, ·) is the arctangent function extended to the [0, 2pi) domain.
In this work ULAs are used for AoA estimation however several array geometries are
treated in literature, such as circular arrays [24] or more generic arrays [25]. Different tech-
niques have been proposed to optimized arrays geometries in different scenarios, mainly
minimizing the array Cramér-Rao Lower Bound (CRLB) w.r.t. AoA error [26,27].
Hardware Architectures
The elaboration of radio signals impinging on antenna sensors of a pre-determined array
for AoA exploitation can be performed using different receiving hardware schemes. Re-
ceiving architectures differ mainly on how much hardware is shared among each sensor
branch.
Full Parallel Architecture (FPA)
The more complete solution is depicted for the sake of the example in Fig. 2.3. It pro-
vides Na different receiving complex branches, each one comprising both In-phase (I) and
In-quadrature (Q) channels, it is herein named FPA. FPA provides two completely inde-
pendent complex receiving branches. Each antenna branch is provided by an independent
oscillator as reference for the RF down-converting process. In case of impairing hardware,
discussed in Ch. 3), each branch will provide completely independent received signals
modifications. The most impairing effect is the asymmetric Phase Offset (PO), the phase
misalignment between oscillators. For the sake of the example, this receiving scheme is
used in [74] for AoA estimation and for the characterization of hardware impairments.
Partially Parallel Architecture (PPA)
The PPA architecture scheme partially shares hardware components, it depicted for the
sake of the example in Fig. 2.4. This scheme provides Na different receiving complex
branches, each one comprising both I and Q channels, it is herein named PPA. The PPA
provides two completely independent complex receiving branches except for the oscillator,
that is in common between the branches. The common oscillator feeds all the mixers
trough a splitter circuit. In case of impairing hardware, discussed in Ch. 3), each branch
will provide different I-Q Unbalances (IQUs), Direct Current (DC) Offsets (DCOs) and I-
Q Skews (IQSs). Branches will experience the same PO caused by the common oscillator.
2.6 - Hardware Architectures 15
Figure 2.3: FPA receiving scheme, Na = 2.
However, PO asymmetries can be verified if circuits that connect the oscillator splitter
to the different mixers are affected by different delays. The difference between POs that
affects the system is 2pif0(l(2) − l(1))/c0, where l(1) and l(2) are the circuits lengths of the
two connections that goes from the first mixer to the splitter and from the second mixer
to the splitter, respectively.
Time Switched Architecture (TSA)
The Time Switched Architecture (TSA) architecture shares more components w.r.t. 2.6.1
and 2.6.2 and is treated in Ch. 5 and depicted for the sake of the example in Fig. 2.5. It
provides 1 receiving branch, that is shared among all receiving antennas. Antennas are
then time duplexed in the shared receiving architecture, namely TSA. Antenna branches
share, in the case of hardware impairments, the same IQU, DCO, PO and IQS. The TSA
provides also different PO because the oscillator is common for all antennas. However,
PO asymmetries can be verified if connections that connect the antenna switch to the
different antennas are affected by different delays. The difference between POs that
affects the system is 2pif0(L(2) − L(1))/c0, where L(1) and L(2) are the circuits lengths of
the two connections that goes from the first antenna to the switch and from the second
antenna to the switch, respectively. This type of architecture is used in Ch. 5 and [33] for
AoA purposes exploiting its impaired hardware fingerprint.
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Figure 2.4: PPA receiving scheme, Na = 2.
Figure 2.5: TSA receiving scheme, Na = 2.
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Error Evaluation
The AoA estimation algorithms performance are evaluated computing the root-mean-
square (RMS) error (RMSE) parameter. This value is defined as
θRMSE(θ) =
√∑N
n=1 (θ − θest)2)
N
(2.14)
where θ is the real AoA, θest is the estimated AoA and N is the number of estimations
processed by the algorithm. The RMSE, assuming an unbiased estimation, is the standard
deviation of the estimation error θ − θest. To fix the ideas in a 1D example, the value
θRMSE can be used to generate an angular uncertainty interval around the real value θ:
B(θ) = [θ−θRMSE, θ+θRMSE]. From the Čebyšëv’s inequality, about the 68% of estimations
for θ fall inside the uncertainty interval B(θ) if the error id Gaussian. Such error interval
B(θ) graphically shows how wide is the estimation error since it contains the 68% of the
iterated estimations.
Considering a 2D scenario where both azimuthal AoA φ and elevation AoA θ are
jointly estimated, an error evaluation parameter is herein proposed. A standard approach
is to calculate both RMSEs for azimuthal and elevation coordinates: θRMSE(θ, φ) and
θRMSE(θ, φ). Both RMSEs are dependent by φ and θ. However, in this 2D angular
scenario θRMSE(θ, φ) and φRMSE(θ, φ) do not give a correct error perception like in the
previous 1D scenario. In fact, if for the sake of the example we consider an estimation
algorithm with φRMSE = 5◦, the same RMSE value in θ = 10◦ will lead to a lower position
knowledge w.r.t. the same RMSE in θ = 85◦, see Fig. 2.6. This phenomenon is due to the
definition of the spherical coordinates system that lead to smaller circles of latitude near
the poles w.r.t. the equator.
In order to have a better angular error estimation parameter, a new metric is proposed,
the Solid Angle RMSE (SARS). The SARS ΩRMSE(θ, φ) is defined as the solid angle
occupied by the uncertainty surface B(θ, φ), that is lying on a unitary sphere. B(θ, φ)
is delimited along the elevation coordinate by the two circles of latitude located in θ −
θRMSE(θ, φ) and θ + θRMSE(θ, φ). The surface B(θ, φ) is bounded along the azimuthal
coordinate by the two meridians positioned in φ− φRMSE(θ, φ) and θ + θRMSE(θ, φ). The
considered surface is a spherical rectangle [75] centred in [θ, φ], its angular area can be
calculated as
ΩRMSE(θ, φ) =
1
pi
φRMSE(θ, φ) sin
(
θRMSE(θ, φ)
2
)
sin(θ) . (2.15)
ΩRMSE(θ, φ) is an a-dimensional parameter that express the angular area of B(θ, φ) in
steradians normalized by the angular area of the hemisphere, that is 2pi [sr]. In Fig. 2.6
are depicted on a unit hemisphere 5 examples of spherical rectangles B(θ, φ) generated
with the same RMSEs, namely θRMSE = φRMSE = 20◦, but in different coordinates. In
18 Chapter 2 - AoA Estimation Techniques
Figure 2.6: Example of 2D angular uncertainty surfaces B generated by the same 1D
angular uncertainties δφ = δθ = 20◦ and leading different Ω values.
Fig. 2.6 is evident how the same RMSEs generate different uncertainty surfaces at different
coordinates
Conclusions
In this Sec. an overview of AoA techniques for radio sources localization has been car-
ried out. In particular different scenarios have been introduced, such as AoA collabo-
rative/opportunistic approaches (Sec. 2.2), received signals types (Sec. 2.3), estimation
techniques (Sec. 2.4), receiving antenna arrays (Sec. 2.5) and hardware architectures
(Sec. 2.6). Finally a novel parameter, namely SARS, is proposed to evaluate the per-
formance of 2D AoA estimation algorithms. Then, the algorithms treated in the following
(Sec. 6 and Sec. 5) will be designed to eavesdrop already existing communication signals
and to locate their radio source with nearly-zero knowledge of the signal and without the
collaboration of the transmitting node.
Hardware Impairments in
AoA Estimation 3
In this Ch. the RF communication systems affected by hardware non idealities are mod-
elled and analysed (Sec. 3.2). The impairing effects on digital communications of a set
of impaired hardware components is discussed. In particular the transmitter components
effects such as DCO (Sec. 3.3), IQU (Sec. 3.4), IQS (Sec. 3.5) and PO (Sec. 3.6) are
investigated.
Introduction
Every communication system is, in general, composed at the transmitter by a defined set
of essential hardware components [28]. These hardware blocks in real scenarios do not
have an ideal behaviour and are affected by specific impairments that decrease their per-
formance [29,30]. The reduction of hardware impairments effects on RF communications
is achieved on one hand by improving hardware components characteristics and receiving
architectures and on the other hand by developing compensation algorithms [31,32].
Hardware System Models
Considering, for the sake of the example, the zero intermediate frequency (zero-IF) [76,77]
depicted in Fig. 3.1, the hardware modules that influence transmitted symbols are:
• the Digital-to-Analog Converter (DAC) for the digital-to-analogic signal conversion.
• the transmission filter that can be performed digitally before the DAC.
• the mixer for the frequency up-conversion,
• the oscillator that generates the sinusoidal signal for the frequency up-conversion,
• the 90◦ phase shifter for orthogonal bases generation needed in I and Q branches,
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Figure 3.1: zero-IF transmitter.
Figure 3.2: zero-IF receiver.
In the following of this Ch. the impaired hardware effects are treated and compared to
the ideal case. The effects of hardware impairments on numerical modulations such as
QAM and A-PSK [78,79] are treated. The transmitter architecture considered is depicted
in Fig. 3.1 as a zero-IF. The receiver architecture considered is depicted in Fig. 3.2
as a zero-IF. The RF signal impinging at the receiver’s antenna z(RF )(t) is generated
modulating a numeric symbol an with a transmitting interpolation filter g(t). Impinging
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signal z(RF )(t) is then down-converted by receiver branches generating
yn = y(I)n + jy(Q)n , (3.1)
where y(I)n and y(Q)n are the signals elaborated by the I and Q branches respectively. In the
ideal case where impairments are not considered and where receiving filter is synchronized
and matched with the transmitter’s one
yn = an + wn (3.2)
where symbols an are the elements of a unitary energy M -sized numerical constella-
tion . The parameter wn ∼ N (0, σw) is the sampled additive white Circular-AWGN
(C-AWGN) with zero mean and standard deviation σw. In Fig. 3.3 are depicted the ideal
bi-dimensional probability density functions (pdfs) of the received complex signal yn that
express a QAM modulation, after all the receiving chain. The Fig. 3.3.(a) depicts the
Cartesian Complex - pdf (C-CP) of yn that jointly depicts the pdfs of of R[yn] and I[yn].
The operators R[·] and I[·] represent the real part and the imaginary part operators,
respectively. In the ideal case, considered in this Sec. , the joint pdf of the real and
imaginary parts of yn, namely y(I)n and y(Q)n , is
f(yn) =
M∑
m=1
P [an = a(m)] · fN2
yn,
R(a(m))
I(a(m))
 , σ2wI2
 , (3.3)
where the matrix I2 is the 2 × 2 identity matrix. The symbol a(m) represents the m-th
element of an M sized numerical constellation and its occurrence probability is P [an =
a(m)]. The function fN2 in (3.3) represents the pdf of the Bivariate Normal Distribution
(BND) that is defined as
fN2(y, µ¯,Σ) =
1
2pi|Σ|1/2 e
1
2 (y¯−µ¯)TΣ−1(y¯−µ¯) ,
y¯ =
[
R(y) I(y)
]T
,
µ¯ =
[
R(µ) I(µ)
]T
,
Σ =
 σ2R ρσRσI
ρσIσR σ2I
 ,
(3.4)
where the vector y¯ comprises the real and the imaginary parts of y, and µ¯ is the mean
vector. The parameter Σ is the covariance matrix of the real and imaginary parts. The
variables σR and σI are the standard deviations of R(y) and I(y), respectively. The
parameter ρ is the correlation coefficient between R(y) and I(y).
The Fig. 3.3.(b) represents the Polar Complex - pdf (P-CP) of yn that jointly depicts
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the pdfs (3.3) of |yn| and ∠yn. The operators | · | and ∠· represent the absolute value and
the phase operator, respectively. Equivalently the Fig. 3.4 shows respectively in (a) and
(b) the P-CP and C-CP of yn in (3.3) expressing an A-PSK modulation. The analytical
Figure 3.3: Received 16−QAM signal pdfs, ideal case. (a) C-CP. (b) P-CP.
expression in (3.3) supported by Fig. 3.3.(a) and Fig. 3.4.(b)show that the pdfs of the
received signal are constituted by M BNDs translated into the complex coordinates of
transmitted symbols, where M is the cardinality of the constellation. Both patterns of
(3.3) generated by QAM and A-PSK show regular geometric behaviours, along x and y
in the Cartesian representations,Fig. 3.3.(a) and Fig. 3.4.(a), and along the phase axis in
the polar representations Fig. 3.3.(b) and Fig. 3.4.(b). In particular the depicted 16-QAM
C-CP exhibits a
√
M periods of symmetry for both x and y axis that are expressed in the
P-CP with 4 periods of symmetry along the phase axis. The depicted 12-4-A-PSK pdfs
exhibits in both a C-CP and P-CP 4 periods of symmetry along the phase axis. In the
following of the Ch. the varying behaviour of this patterns will be analysed considering
an impaired transmitter and an ideal receiver.
DC Offset (DCO)
The DC Offset (DCO) detrimental effect [31, 80] is caused by the non-ideal behaviour of
the the DAC. The DAC [76] purpose as depicted in Fig. 3.1 is to change the transmitted
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Figure 3.4: Received 8-4-A-PSK signal pdfs, ideal case. (a) C-CP. (b) P-CP.
symbols digital domain that is Z(Tsymb) to the analogic one R. Typically inside a trans-
mitter architecture are present two DACs, see Fig. 3.1, or a double input - double output
DAC to convert both I and Q channels is present. The DAC is followed by a proper
transmission filter g. The DACs I and Q input channels are respectively a(I)n and a(Q)n , the
real and imaginary parts of the transmitted symbols, respectively. Then, I and Q ideal
output channels are respectively xˆ(I)n and xˆ(Q)n , where:
xˆ
(I)
( t) = x(I)n ∗ g(t) ,
xˆ
(Q)
( t) = x(I)n ∗ g(t) ,
(3.5)
where the transmitted symbols are shaped with the transmitting filter g.
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DCO Hardware Causes
The input discrete signals of the DAC stage, namely a(I)n and a(Q)n don’t have, in general,
DC components:
lim
N→∞
N∑
n=0
a(I)n = 0 , (3.6)
lim
N→∞
N∑
n=0
a(Q)n = 0 , (3.7)
so that neither the continuous components xˆ(I)( t) and xˆ
(Q)
( t) have biases. The hardware
realization of the DACs because of non ideal characteristics of electronic components [81]
can generate a non zero bias for both real output channels xˆ(I)DCO(t) and xˆ
(Q)
DCO(t) w.r.t.
ideal ones, xˆ(I)(t) and xˆ(Q)(t), respectively:
xˆ
(I)
DCO(t) = xˆ(I)(t) + δ
(I)
DCO ,
xˆ
(Q)
DCO(t) = xˆ(Q)(t) + δ
(Q)
DCO ,
(3.8)
where respectively δ(I)DCO and δ
(Q)
DCO are the DC biases introduced by hardware imperfec-
tions by the DAC to I and Q channels, respectively.
DCO Effects on Constellations
The biases introduced by the impaired DCO [77] generate the following pdf at the receiver
side for yDCO,n = y(I)DCO,n + jy
(Q)
DCO,n
fDCO(yDCO,n) =
1
M
M∑
m=1
fN2
yDCO,n,
R(a(m) + δDCO)
I(a(m) + δDCO)
 , σwI2
 , (3.9)
where δDCO = δ(I)DCO + jδ
(Q)
DCO is the aggregated offset introduced to I and Q channels.
The DCO affects the pdf translating its domain. The DCO impaired pdf expressed in
(3.9) is depicted in Fig. 3.5 and Fig. 3.6 for a 16-QAM and a 12-4-A-PSK numerical con-
stellation respectively. Both pdfs patterns for (3.9) generated by QAM and A-PSK show
different geometric behaviours w.r.t. the ideal ones depicted in 3.3 and 3.4, respectively.
In particular, because of the bi-dimensional translation of the pdf in the Cartesian space
of [δ(I)DCO, δ
(Q)
DCO] and in the polar space of [|δDCO|,∠δDCO] the symmetries of the ideal case
do not longer holds.
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Figure 3.5: Received 16-QAM signal pdfs showing DCO effects. (a) C-CP. (b) P-CP.
Figure 3.6: Received 12-4-A-PSK signal pdfs showing DCO effects. (a) C-CP. (b) P-CP.
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I-Q Unbalance (IQU)
The detrimental effect of IQU is caused by the non symmetric behaviour of the mixers
in the I and Q channels. The transmitted signals xˆ(I)(t) and xˆ(Q)(t) are up-converted in
the respective RF components x(I)(t) and x(Q)(t) by the mixers. The mixers multiply
the received signals with two orthogonal bases, namely A sin(2pif0t) and −A cos(2pif0t),
in order to generate orthogonal I and Q RF components
x(I)n = Axˆ(I)(t) sin(2pif0t) ,
x(Q)n = −Axˆ(Q)(t) cos(2pif0t) ,
(3.10)
where f0 is the central frequency of the transmission and A is an multiplication factor.
IQU Hardware Causes
The impairing effect caused by mixers is generated by the asymmetric pre multiplication
factors that affect its input signals causing imbalanced received samples, y(I)IQU,n and y
(Q)
IQU,n
w.r.t. ideal ones y(I)n and y(Q)n .
y
(I)
IQU,n = A
(I)
IQUy
(I)
n ,
y
(Q)
IQU,n = A
(Q)
IQUy
(Q)
n ,
(3.11)
where A(I)IQU and A
(Q)
IQU are the mixer multiplication factors for I and Q channels, respec-
tively.
IQU Effects on Constellations
The asymmetry introduced by IQU affects the pdf of the received signal yIQU,n = A(I)IQUy(I)n +
jA
(Q)
IQUy
(Q)
n
fIQU(yIQU,n) =
1
M
M∑
m=1
fN2
yIQU,n,A
R(a(m))
I(a(m))
 , σ2wI2,
 , (3.12)
where,
A =
AI 0
0 AQ
 . (3.13)
where the matrix A affects the pdf un-uniformly stretching its dominion as depicted in
Fig. 3.7 and Fig. 3.8.
The IQU impaired pdf expressed in (3.12) is depicted in Fig. 3.7 and Fig. 3.8 for
a 16-QAM and a 12-4-A-PSK numerical constellation, respectively. Both pdfs patterns
of (3.12) generated by QAM and A-PSK show different geometric behaviours w.r.t. the
ideal ones and the DCO affected ones. In particular because of the un-uniform factor
scaling of Cartesian axes the C-CP symmetries holds true but are not identical between
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x and y axes. However, periodicities are different in the P-CP for both A-PSK and QAM
transmitted constellations w.r.t. the ideal case.
Figure 3.7: Received 16-QAM signal pdfs showing IQU effects. (a) C-CP. (b) P-CP.
I-Q Skew (IQS)
The IQS impairment is caused by the impaired hardware component that is used to
feed both channel mixers with orthogonal signals. The mixers are fed by two orthogonal
sinusoidal waves, as introduced in (3.14). The orthogonality of the signals that feed the
mixers is crucial to generate correctly I and Q orthogonal components.
IQS Hardware Causes
The IQS causes a phase anomaly in the signals that feed the mixers, in particular their
phase, that is ideally 0, is distorted causing the non orthogonality of the sinusoidal bases
x
(I)
IQS(t) = Axˆ(I) sin(2pif0t+ α
(I)
IQS) ,
x
(Q)
IQS(t) = −Axˆ(Q) cos(2pif0t+ α(Q)IQS) ,
(3.14)
where α(I)IQS and α
(Q)
IQS are the impairing phases of the sinusoidal signals that feed I and Q
channel mixers, respectively. That phase imbalance causes a intermodulation between I
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Figure 3.8: Received 8-4-A-PSK signal pdfs showing IQU effects. (a) C-CP. (b) P-CP.
and Q received channel symbols y(I)IQS,n and y
(Q)
IQS,n w.r.t. the ideal ones y
(I)
IQS,n and y
(Q)
IQS,n,
in particular
y
(I)
IQS,n = y(I)n cos(α
(I)
IQS)− y(Q)n sin(α(Q)IQS) ,
y
(Q)
IQS,n = y(I)n sin(α
(I)
IQS)− y(Q)n cos(α(Q)IQS) ,
(3.15)
If α(I)IQS = α
(Q)
IQS = 0 the expressions in (3.15) becomes the ideal case in (3.10).
IQS Effects on Constellations
The phase asymmetry introduced by IQS affects the pdf of received samples yIQS,n =
y
(I)
IQS,n + jy
(Q)
IQS,n
fIQS(yIQS,n) =
1
M
M∑
m=1
fN2
yIQS,n,S
R(a(m))
I(a(m))
 , σ2wI2,
 , (3.16)
where,
S =
cos(α(I)IQS) − sin(α(Q)IQS)
sin(α(I)IQS) − cos(α(Q)IQS)
 . (3.17)
where the matrix S affects the pdf rotating un-uniformly its dominion as depicted in
Fig. 3.9 and Fig. 3.10.
The IQS impaired pdf expressed in (3.16) is depicted in Fig. 3.9 and Fig. 3.10 for a
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16-QAM and a 12-4-A-PSK numerical constellation, respectively. Both pdfs patterns of
(3.16) generated by QAM and A-PSK show different geometric behaviours w.r.t. the ideal
ones, similarly to IQU.
Figure 3.9: Received 16-QAM signal pdfs showing IQS effects. (a) C-CP. (b) P-CP.
Phase Offset (PO)
The PO impairment is caused by a phase misalignment between transmitter and receiver
w.r.t. the ideal scenario where both sides of the communication model are synchronized.
The PO can be considered a system impairment more than a hardware impairment.
PO Hardware Causes
The PO impairment can be generated by two different causes, the phase difference between
the transmitting and the receiving mixers and the phase misalignment caused by the
unknown distance Line of Sight (LOS) path between transmitter and receiver. Both cases
can be modelled with a transmitting mixer with a non-zero phase. Impaired signals are
x
(I)
PO(t) = Axˆ(I)(t) sin(2pif0t+ αPO) ,
x
(Q)
PO(t) = −Axˆ(Q)(t) cos(2pif0t+ αPO) ,
(3.18)
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Figure 3.10: Received 8-4-A-PSK signal pdfs showing IQS effects. (a) C-CP. (b) P-CP.
where αPO) is the common impairing phase of the sinusoidal signals that feed booth I and
Q channels. That constant phase causes an intermodulation between I and Q receiving
channels, in particular
xPO(t) = x(t)ejαPO . (3.19)
If αPO = 0, the expressions in (3.19) becomes the ideal case (3.10).
PO Effects on Constellations
The phase misalignment introduced by the PO affects the pdf of received samples, yPO,n:
fPO(yPO,n) =
1
M
M∑
m=1
fN2
yPO,n,R
R(a(m))
I(a(m))
 , σ2wI2,
 , (3.20)
where,
R =
cos(αPO) − sin(αPO)
sin(αPO) − cos(αPO)
 . (3.21)
where the matrix R affects the pdf rotating its domain as depicted in Fig. 3.11 and
Fig. 3.12.
The PO impaired pdf expressed in (3.20) is depicted in Fig. 3.11 and Fig. 3.12 for
a 16-QAM and a 12-4-A-PSK numerical constellation, respectively. Both pdfs patterns
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of (3.20) generated by QAM and A-PSK show different geometric behaviours w.r.t. the
ideal ones. In particular Cartesian symmetries are not present any more while the phase
symmetries are still present but are shifted in the phase circular domain.
Figure 3.11: Received 16-QAM signal pdfs showing PO effects. (a) C-CP. (b) P-CP.
Conclusions
In this Ch. the effects on received signals samples statistics of transmitter hardware im-
pairments such as DCO, PO, IQU and IQS have been discussed. The pdf received signals
affected by hardware impairments have been analysed and compared to the ideal coun-
terpart. The hardware impairments of the transmitter have been discovered to generate
statistical effects on received signals that will be interpreted in Ch. 5 such as an hardware
fingerprints in AoA discovery.
32 Chapter 3 - Hardware Impairments in AoA Estimation
Figure 3.12: Received 8-4-A-PSK signal pdfs showing PO effects. (a) C-CP. (b) P-CP.
Multipath on AoA
Estimation 4
In this Ch. the detrimental effects of Multi-path (MP) [82–84] on the AoA estimation
process are analysed. Firstly, a specific geometric MP model for the antenna array system
that enables the AoA estimation is assumed, it is introduced and discussed in Sec. 4.2, 4.3.
Secondarily, an algorithm to emulate the considered MP model for all the receiving array
with the purpose to evaluate the performance of AoA estimation algorithms is proposed
in Sec. 4.4. Finally the effects of MP on the pdfs of received signals is treated in Sec. 4.5
and analysed in the AoA estimation point of view.
Introduction
A radio-localization system consisting in Na receiving antennas, 1 transmitting antenna
and Np impairing scatterers that reflects the radio waves impairing the LOS component
of the transmission is considered [4, 9]. A receiving array constituted by Na sensors
positioned in [xRXna , yRXna ] ∀na ∈ [1, 2, . . . , Na] is used to estimate the transmitter AoA
w.r.t. the center of the array. All elements of the receiving array are located in the area
limited by the sphere centred in [0, 0] and with diameter dmax, so that the maximum
possible distance between a couple of sensors is dmax. The antenna positions are arbitrary
and can follow the most common L-shape [23] or others geometries, such as circular
arrays [24], arbitrary shapes [25] of optimized ones [26, 27]. The transmitting antenna,
that is located in P0 = [r(0)0 , θ
(0)
0 ], using polar coordinates, and in [x0, y0], using cartesian
ones, emits a narrowband signal with wave-length λ0. The transmitter is located in the
far field area w.r.t. the center of the array and the wavelength: its distance is r(0)0 >> λ0
and r(0)0 >> dmax. The value of θ0 expresses the AoA that has to be estimated by signals
impinging in the receiving array. Differently from the ideal LOS case Np scatterers are
present in the model [85, 86]. Scatterer np is located in Pnp = [r(0)np , θ(0)np ], using polar
coordinates, in [xnp , ynp ], using cartesian ones. The scatterers are located in the far field
area w.r.t. the center of the array and the wavelength: their distance is r(0)np >> λ0 and
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r(0)np >> dmax [85] In Sec. 4.2 a Uniformly Sampled Channel Impulse Response (CIR)
(US-CIR), that is a CIR constituted by equally spaced impulses [83, 84], will be used to
represent the channel of the radio scattering model above. The geometric characteristics
of US-CIR [87,88] will be analysed to test its applicability in real scenarios. The US-CIR
model will be then used in 4.3 to verify the relations between the CIRs of all Na array
sensors w.r.t. the transmitter. In Sec. 4.4 a practical algorithm to easily generate a
geometrically meaningful CIRs for all the array sensors starting from a main CIR is
developed. Finally, in Sec. 4.5 the relation between the pdf of received QAM signals and
the position of the channel scatterers is investigated in an AoA estimation point of view.
US-CIR based Scattering Geometric Model (U-SGM)
The CIR generated by scatterers involving the signals emitted by the transmitting antenna
and impinging in the the nominal center P0 of a generic array, namely h(0)(t), is herein
considered. For the sake of simplicity the center of the array is considered the center of
the axis. The considered CIR is a US-CIR and its absolute value is depicted in Fig. 4.1.
Its analytic expression is characterized by Np + 1 impulses uniformly spaced by Tp:
h(0)(t) =
Np∑
np=0
h(0)np δ(t− τ (0)np ) , (4.1)
where δ(t) is the Dirac impulse in the continuous time domain and where the character-
istics of the impulses are
τ (0)np = τ
(0)
0 + npTp ,
|h(0)np | ∝ e−
r
(0)
0np
rnorm ,
∠h(0)np = e
j2pi
r
(0)
0np
λ0 ,
(4.2)
where np is the impulse/scatterer index and Tp their uniform inter-impulse temporal
distance. The length r(0)0np is the linear distance that the signal runs across to go from
the transmitter to the center of the array passing from the np-th scattered. In particular
r
(0)
00 = r
(0)
0 is the LOS distance between transmitter and the center of the array. The
parameter rnorm is a normalization distance that expresses the Path Loss (PL) and depends
on propagation condition [89]. The CIR h(0)(t) considered in Fig. 4.1 is constituted by
Np + 1 impulses where the first one (np = 0) represents the LOS component and the
others Np are caused by the Np scatterers considered in the model. The impulses of the
US-CIR are Tp-spaced. The assumption that the repetitions of the transmitted signals at
the receiver caused by scatterers are generated only by a first reflection is made. Multiple
reflection between different scatterers are than considered neglectable likewise the model
in [87]. Each impulse express the effect of one, and only one, reflection caused by a single
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Figure 4.1: CIR of a signal emitted by transmitter antenna and received in the center of
the receiving array.
scatterer. The first impulse is temporary located in τ (0)0 = r
(0)
0 /c0 and represents the
LOS component. The scatterers impulses are located in τ (0)0np = τ
(0)
0 + npTp where np is
the scatterer index. The np-th scatter impulse value is h(0)np = |h(0)np | exp (j2pir(0)0np/λ0), is
dependent only from the value of r(0)0np . The value of ∠h(0)np depends only by the scatterer
position. In Fig. 4.2 is depicted the geometric scattering model for one scatterer (Np = 1)
of the US-CIR in (4.1), that is the geometrical interpretation of the np-th impulse of the
CIR in Fig. 4.1 [86, 88]. The distances in Fig. 4.2 follow the geometric rule
r
(0)
0np = r0np + r
(0)
np , (4.3)
where r(0)0np = c0τ
(0)
0np is the full length of the path of the signal reflected by the np-th
scatterer (see Fig. 4.2). The parameter r20np = (xnp − x0)2 + (ynp − y20) is the euclidean
distance between the np-th scatterer and the transmitter that is located in P0 = [x0, y0].
The parameter (r(0)np )2 = (x(0)np )2 + (y(0)np )2 is the euclidean distance between the np-th
scatterer and the center of the axis. The expression in (4.3) represents an ellipse with the
first focus F0 = [0, 0] located in the center of the array and the other focus P0 positioned
in the transmitter coordinates. The major axis of the ellipse lies in the line that connects
the transmitter and the array center. The ellipse in (4.3) can be represented symbolically
as r(0)0np = P0Pnp +F0Pnp where the operator AB expresses the euclidean distance between
the point A and the point B. The value of the major axis of the ellipse is proportional to
npTp and implies that the each one of the Np scatterers is arbitrary positioned in one of
the Np equispaced concentric ellipses. Where concentric ellipses means ellipses with the
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Figure 4.2: Scattering ellipse np, representing the possible positions for the np-th scatterer
related to the CIR model in Fig. 4.1. θnp represents the AoA of the np scatterer.
same focuses but different major axis length.
Concluding, the generic np-th impulse represented in Fig. 4.1 and expressed by (4.3)
is geometrically caused by a scatterer positioned in the np scattering ellipse (4.3) depicted
in Fig. 4.2 for any value of the scatterer AoA θnp .
The position of the transmitter in Fig. 4.1 does not respect the condition r(0)0 >> dmax
introduced in Sec. 4.1 to better illustrate the system elements. The angle θ0 expresses the
transmitter AoA that have to be estimated. The angle θnp instead indicates the AoA of
the delayed signal replica reflected from the np-th scatterer.
The more Tp is small and the more the number of scatterers Np is large, the more
all the scatterers ellipses can cover the 2D cartesian space. Furthermore, only a subset
of N ′pl ≤ Np scatterers can be used in the U-SGM model forcing others to |h(0)np | = 0 as
visible in Fig. 4.6 where N ′p = 4. Previous considerations show that the U-SGM is able
to emulate any scatterers configuration despite its artificially time sampled impulses.
Antenna Array’s CIRs in U-SGM Scenario
In Sec. 4.2 the CIR w.r.t. the center of an arbitrary complex array is considered. That
CIR was assumed US-CIR by definition of the scattering model. In the following the CIRs
h(na)(t) of the channel between the transmitter and a generic antenna na of the array is
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analysed. Impulses of h(0)(t) in Fig. 4.1 are equispaced of Tp by definition (US-CIR).
Differently the CIRs h(na)(t) are composed, in general, by randomly spaced impulses (see
Fig. 4.3) because of the different positions of the antennas w.r.t. the center of the array.
Its expression is
h(na)(t) =
Np∑
np=0
h(na)np δ(t− τ (na)np ), (4.4)
where na is the antenna index an where
τ
(na)
np−1 − τ (na)np 6= Tp ,
|h(na)np | ∝ e−
r
(na)
0np
rnorm ,
∠h(na)np = e
j2pi
r
(na)
0np
λ0 ,
(4.5)
where np is the impulse index and r(na)0np is the full length of the path of the transmitted
signal reflected by the np-th scatterer and impinging in the na array sensor. The np-
Figure 4.3: CIR of a signal emitted by transmitter antenna and received by the na-th
sensor of the antenna array.
th impulse represented in Fig. 4.3 and analytically described in (4.5) is geometrically
obtainable with a scatterer positioned in the ellipse depicted in Fig. 4.4. A two elements
receiving array is depicted in Fig. 4.4 for the sake of the example and to enhance the
differences w.r.t. the CIR in Fig. 4.1. The position of the transmitter in Fig. 4.4 does not
respect the condition r(0)0 >> dmax introduced in Sec. 4.1 to better illustrate the system
elements.
In Sec. 4.4 are discussed the assumption made and the techniques used to represent
the generic antenna sensor CIR h(na)(t) using the array US-CIR h(0)(t).
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Figure 4.4: Ellipse representing the possible positions of the np-th scatterer related to the
CIR model in Fig. 4.3. A two elements ULA is depicted.
Antenna Array’s CIRs Statistical Generation in U-SGM
Scenario
To evaluate performances of different AoA estimation algorithms with a simulative ap-
proach it is necessary to statistically generate the CIRs for the system introduced in
Ch. 4.1. In the following the array US-CIR valid for the center of the array, described in
Sec. 4.2, is used as a base to randomly generate geometrically reasonable CIRs h(na)(t)
for each antenna of the array.
Three sets of parameters are needed to generate a the generic CIR for the antenna na
composed by Np scatterers and the LOS component:
• Np + 1 amplitudes |h(na)np |,
• Np + 1 phases ∠h(na)np ,
• Np + 1 ToAs τ (na)np .
In the following Sec. is showed how these parameters are related to each other and to the
positions of the scatterers Pna and the transmitter P0.
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CIR Amplitudes Generation
Considering the far field assumption r(0)0 >> dmax w.r.t. the array area, it is possible to
reasonably approximate the CIR impulses amplitudes in 4.5 as
ρnp := |h(na)np | ≈ |h(0)np | ∝ e−
r
(0)
0np
rnorm ∀na ∈ [1, 2, . . . , Na], , (4.6)
assuming the amplitude of each scatterer reflection identical to ρnp for every antenna.
The LOS component amplitude is included in the approximation in (4.5). A similar
approximation about the PL component is made in the Rice channel modelling [90,91].
CIR Phases Generation
The phase of the delayed reflected signal coming from the np-th scatterer of the system
is related to its AoA θnp like the LOS component is related the main AoA θ0 (2.13).
Scatterers impulses phases at different antennas are not approximated as identical such
as their PLs [90, 91]. The phase of CIR impulses in 4.5 can be then obtained using the
np-th scatterer AoA θnp and antennas positions [xRXna , yRXna ], similarly to 2.13, as following:
α(na+1)np := ∠h
(na+1)
np = α
(na)
np + ∆α
(na+1)
np ,
∆α(na+1)np = 2pi
d(na+1)
λ0
sin
(
θnp + δθ(na+1)
)
,
(4.7)
where α(na)np is defined as the PoA of the np-th scatterer reflection at the na-th antenna,
∠h(na)np . The parameter ∆α(na+1)np represents instead the D-PoA between na + 1-th and na-
th antennas regarding the the np-th scatterer reflection. The indexing np = 0 represents
the LOS component. The angle δθ(na+1) is the inclination angle of the antenna couple na -
na+ 1 w.r.t. the y axis introduced in (2.3). The distance value d(na+1) is the inter element
distance of the antenna couple na - na + 1. The angle θnp is the AoA of the of the np-th
scatterer reflection, with θ0 indicating the radio source LOS AoA. The expression in (4.7)
is obtained applying (2.13) to the np scatterer. It is important to notice how the parameter
∆α(na+1)np is dependent only by scatterers AoAs θnp and the antenna couple orientation and
distance, namely δθ(na+1) and dna+1. For the sake of the example in Fig. 4.4 is depicted
a 2 elements ULA along the y axis that yields to a value of δθ(2) = 0 between antenna 1
and 2. The expression in (4.7) for the np-th scatterer implies that the na + 1-th antenna
CIR impulses phases are generated differentially from previous antenna values. For this
reason, for each scatterer np, the value of α(1)np must be defined previously to determine all
the remaining Na−1 phases from α(2)np to α(Na)np . The values of α(1)np are generated randomly
as U(0, 2pi) [91], where U(0, 2pi) is the Uniform random distribution between 0 and 2pi.
The values of the AoAs θna of the Np spurious scatterers can be generated randomly as
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U(0, 2pi) to obtain ∆α(na+1)np using (4.7) and the array geometry defined by δθ(na+1) and
dna+1.
CIR ToAs generation
The third set of parameters needed to randomly generate h(na)(t) is composed by the
ToAs, comprising the LOS ToA τ (na)0 and the scatterers ToAs τ (na)np . A scenario where the
transmitter is far from the whole array w.r.t. the array size (r(0)0 >> dmax) is considered.
Scatterers are assumed to be far from the array w.r.t. its size dmax: r(0)na >> dmax. It is then
reasonable to approximate the Np+1 CIR impulses ToAs identical for all antennas, where
a similar conclusion is made in the reasoning made for Rayleigh channel definition [91].
τnp := τ (na)np ≈ τ (0)np = τ (0)0 + npTp , (4.8)
where the approximation in 4.8 considers the ToA τnp of the scatterer np the same for
each antenna na. The scatterers are Tp spaced for every antenna. This approximation
holds only for the CIR impulses positions calculus and not for their phases as discussed
in Sec. 4.4.2. The CIR impulses phases are instead generated regarding their AoAs θnp .
The random generation of the CIRs with the approximations made in this Sec. leads to
identical CIR absolute value shapes as visible in Fig. 4.5. The key difference between CIRs
stands in the phase of the impulses, that carries the AoA information about the RF source
LOS and the reflections as explained in (4.7). In Fig. 4.6 is depicted an example of the
simulated CIRs of a 2 elements antenna array without considering the LOS component.
The CIR sampling time is Tp = Tsymb/13. To simulate a continuous CIR, Np = 61 but
only N ′P = 4 scatterer are effectively present in the channel. This is possible imposing
h(na)np = 0 for the un-activated scatterers.
MP Effects on Numerical Modulation Constellations
The multipath scenario introduced in Sec. 4.3 is herein considered. In Ch. 3 the effects
of hardware impairments in numerical constellations have been discussed, analogously in
this Sec. the effects of multipath in QAM and A-PSK will be treated.
The RF signal z(RF )(t) impinging at the receiver’s antenna is generated modulating a
numeric symbol an with a transmitting interpolation filter g(t). Impinging signal z(RF )(t)
is then down-converted by receiver branches generating
yn = y(I)n + jy(Q)n , (4.9)
where y(I)n and y(Q)n are the signals elaborated by the I and Q branches respectively and Ts
is the sampling period. In the ideal case where no impairments are considered and where
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Figure 4.5: Approximated CIR of a signal emitted by transmitter antenna and received
by the na-th and na + 1-th sensors of an antenna array.
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Figure 4.6: Examples of the generated CIRs for a 2 antennas receiving array. Ts =
Tsymb/13
receiving filter is synchronized and matched to the transmitter’s one (Ts = Tsymb)
yn = an + wn (4.10)
where an is the symbol of a unitary energy M -sized numerical constellation that is trans-
mitted by receiver with period Tsymb. The parameter wn = w(nT s) ∼ N (0, σw) is the
sampled C-AWGN with zero mean and standard deviation σw.
Receiving Architectures Comparison
In this Sec. the receiving architecture in Fig. 4.7 is considered, where the receiving filter
is a generic Low Pass Filter (LPF) and the output samples are sampled, in general, at Ts
6= Tsymb). Oversampling signals at the receiver side using a LPF is used in Ch. 5 and is
justified when the transmitter’s parameters such as symbol period and transmitting filter
are unknown. The expression in (4.10 with the receiving architecture in Fig. 4.7 becomes
yn = aˆn + wn , (4.11)
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Figure 4.7: Scheme of receiver with LPF.
where aˆn represents the equivalent received symbol modified by the sampling of the trans-
mission filter g(t), and where
aˆn = ak g
(
R(nTs + ∆Ts, Tsymb)
)
, (4.12)
nTs = kTsymb + R(nTs + ∆Ts, Tsymb) , (4.13)
R(nTs, Tsymb) = nTs (mod Tsymb) . (4.14)
The operator R(nTs+∆Ts, Tsymb) represents the remainder of the division of nTs+∆Ts by
Tsymb, its value is limited by definition between 0 and Tsymb. The parameter ∆Ts represents
a sampling offset due to unsynchronized receiver and transmitter w.r.t. symbol timing, its
value is limited by definition to the interval [0, Ts[. The index k represents the transmitted
symbol index associated to the interval [kTsymb, (k+ 1)Tsymb[. The transmission filter g(t)
is defined inside a limited domain, restricted to the symbol period [0, Tsymb[.
The equivalent symbol aˆn is an element of the equivalent constellation Aˆ generated
sampling the transmission filter g(t) fed by the numerical constellation A:
Aˆ := A× G(nTs + ∆Ts, Tsymb) ,
A =
{
a(m)
}
m=1,...,M
,
G(nTs + ∆Ts, Tsymb) =
{
g
(
R(nTs + ∆Ts, Tsymb)
)}
n=1,...,q
.
(4.15)
The operator [×] represents the Cartesian product between sets. Considering for the sake
of the example the generic relation Z = X ×Y between the sets X and Y , the cardinality
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of the resulting set Z, namely |Z|, is |X | · |Y|. M is the cardinality of the transmitted
constellation A. The set G is constituited by all the possible samples of g(t) generated by
the unsynchronized receiver. The cardinality of G(nTs + ∆Ts, Tsymb) is q, where q is the
smaller integer solution of
qTs = pTsymb ,
q, p ∈ {1, 2, . . . } .
(4.16)
The cardinality of Aˆ is then qM : |Aˆ| = qM . The integer p represents the minimum
number of symbol periods needed to acquire the full constellation Aˆ.
The analytic expression of the pdf of yn in (4.11) is
f(yn) =
1
qM
qM∑
m=1
fN2
yn,
R(aˆ(m))
I(aˆ(m))
 , σ2wI2
 , (4.17)
where aˆ(m) are symbols of Aˆ and are considered equiprobable since the elements of A are
by definition equiprobable.
In the following are discussed the effects on a transmitted 4-QAM constellation to
understand the difference between previous receving architectures, namely the one that
is provided by the matched filter (Fig. 3.2) and the one proposed above (Fig. 4.7).
Firstly, for the sake of the example a transmitter that emits with period Tsymb symbols
of a 4-QAM constellation is considered. Transmitter uses as transmitting filter a Root
Raised Cosine (RRC) g(t). The corresponding receiver down-convert and samples the
received signals using a synchronized matched filter. In Fig. 4.8 is depicted the waveform
of the signals involved in the I branch over time. A statistical analysis analogous to the
one done in Ch. 3 about hardware impairments effects is done depicting the C-CP and
the P-CP of yn. In Fig. 4.9 are visible the 4 peaks of the pdfs of yn if ideally received
with a synchronized matched filter.
Secondarily, under the previous assumptions for the transmitter, a receiver that down-
converts and samples with period Ts < Tsymb the received signals using the LPF in Fig. 4.7
is considered. In Fig. 4.10 are depicted the time shapes of the signals involved in the I
branch. In Fig. 4.10 is visible how the higher sampling rate at the receiver, Ts = Tsymb/6,
causes the sampling of the tails of the RRC filter w.r.t. the ideal case in Fig. 4.8.
In Fig. 4.11 are depicted the C-CP and the P-CP of yn. The higher sampling rate
at the receiver, Ts = Tsymb/6, w.r.t. the ideal case, generates several peaks in the pdfs
of yn. Additional peaks are caused by the samples of the tails of the RRC filter visible
in Fig. 4.10. Additional acquired samples leads to additional peaks in the pdf in 4.11
that are consistent with the angular position of the normally sampled pdf in4.9. Il the
following the pdfs analized in this Sec. will be analised when affected by MP.
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Figure 4.8: Received 4-QAM time signals at the I branch shaped by a RRC filter and
received by a proper matched filter.
Applying the MP
The effects of the MP model introduced in Sec. 4.2 on numerical constellation received
with the architecture in Fig. 4.7 will be now discussed. The multipath channel is described
with the US-CIR
h(0)(t) =
Np∑
np=0
ρnpe
jα
(0)
np︸ ︷︷ ︸
h
(0)
np
δ(t− τ0 − npTp) , (4.18)
where for the sake of simplicity the scatterers inter arrival period Tp is considered equal
to the sampling period Ts. The parameter τ0 is the ToA of the LOS component. The
angle α(0)np represents the PoA shift caused by the np-th scatterer. Using the receiver in
Fig. 4.7, that is provided with a LPF, the received signal yn is
yn = aˆ ∗ h(0)(nTs) + wn ,
=
Np∑
np=0
aˆn−npρnpe
jα
(0)
np + wn ,
= aˆnρ0ejα
(0)
0 + · · ·+ aˆn−npρnpejα
(0)
np + · · ·+ aˆn−NpρNpejα
(0)
Np + wn ,
(4.19)
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Figure 4.9: Received 4−QAM signal pdfs, ideal case. (a) C-CP. (b) P-CP.
where aˆ indicates the symbols generated by the sampled transmission filter introduced in
(4.12) and the operator a ∗ b identifies the convolution operation between a and b. The
full analytic expression of the pdf of yn in (4.19), that is influenced by the Np long channel
and the receiving architecture in Fig. 4.7, is
f(yn) =
1
(pM)Np+1
M∑
m0=1
M∑
m1=1
· · ·
M∑
mNp=1
fN2
yn,
R(∑Npnp=0 ρnp aˆ(mnp )ejα(0)np )
I(∑Npnp=0 ρnp aˆ(mnp )ejα(0)np )
 , σ2wI2
 ,
(4.20)
that is a set of a zero mean BND pdfs with standard deviation σw, each one translated in
everyone of the (pM)Np+1 possible values of the super-symbol aˆ(h(0)) = ∑Npnp=0 ρnp aˆ(mnp )ejα(0)np
of the channel impaired constellation Aˆ(h(0)). Where
Aˆ(h(0)) := Aˆ × H ,
H :=
{
h(0)np
}
np=1,...,Np
.
(4.21)
the cardinality of Aˆ(h(0)) is (Np + 1)|Aˆ|: |Aˆ(h(0))| = q(Np + 1)M .
The complex expression in (4.20) can be also iteratively represented obtaining f(yn) =
4.5 - MP Effects on Numerical Modulation Constellations 47
0 0.5 1 1.5 2 2.5 3 3.5 4
−1
−0.8
−0.6
−0.4
−0.2
0
0.2
0.4
0.6
0.8
1
t/T
symb
 
 
Real(ak)
z(I)(t)
y(I)(nT
s
)
Figure 4.10: I component of the received 4-QAM time signal. Signal is modulated with
a RRC filter and received by a LPF with rate Ts = Tsymb/6.
f0:Np(yn) iteratively in Np steps from the expression of fnp:Np(yn), as following
f(yn) = f0:Np(yn) =
1
qM
qM∑
m=1
f1:Np(yn − ρ0aˆ(m)ejα
(0)
0 ) , (4.22)
fnp:Np(yn) =
1
qM
qM∑
m=1
fnp+1:Np(yn − ρnp aˆ(m)ejα
(0)
np ) , (4.23)
fNp−1:Np(yn) =
1
qM
qM∑
m=1
fNP (yn − ρNp−1aˆ(m)ejα
(0)
Np−1) (4.24)
The last iteration in (4.22) is obtained starting from the pdf fNP contained in (4.24).
The pdf fNP is obtained, as iteration 0, translating fnorm(x), a BND with zero mean and
standard deviation σw, in the qM values of ρNp aˆ(m)e
jα
(0)
Np . In the generic np-th following
iteration, the pdf fnp:Np(yn), is obtained translating the previously generated pdf fnp+1:Np
in the pM values of ρnp aˆ(m)ejα
(0)
np :
fNp(yn) =
1
qM
qM∑
m=1
fnorm(yn − ρNp aˆ(m)ejα
(0)
Np ) , (4.25)
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Figure 4.11: Received 4−QAM signal pdfs. Signal is modulated with a RRC filter g and
received by a LPF with rate Ts = Tsymb/6. (a) C-CP. (b) P-CP.
where
fnorm(x) = fN2
x,
0
0
 , σ2wI2
 . (4.26)
For the sake of simplicity an example comprising a channel with 1 scatterer (Np = 1)
and an ideal receiving architecture with matched filter as in Fig. 3.2 is considered
yn =
LOS component: np=0︷ ︸︸ ︷
aˆnρ0e
jα
(0)
0 +
Scattering component: np=1︷ ︸︸ ︷
aˆn−1ρ1ejα
(0)
1 +wn . (4.27)
The term representing the LOS complex component is composed by a complex symbol of
constellation Aˆ attenuated by ρ0 and rotated by the PoA α(0)0 , this is the LOS received
signal without noise and multipath effects. The term representing the reflected component
is composed by a symbol of constellation Aˆ attenuated by ρ1 and rotated by α(0)1 . As
displayed in (4.19), since both symbols aˆn and aˆn−1 are elements of a constellation with
cardinality |Aˆ|, the received signal pdf is a BND translated in all possible equiprobable
|Aˆ|2 values of the macro-symbol ρ0aˆnejα
(0)
0 + ρ1aˆn−1ejα
(0)
1 . In Fig. 4.12 are depicted the
pdfs of yn under the following set of parameters: Np = 1, Ts = Tsymbol, ∆Ts = Tsymbol/2.
Multipath parameters are α(0)1 =27deg and ρ
(0)
1 =0.4. Besides, the LOS AoA parameter are
α
(0)
0 =0deg for Fig. 4.12.
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Figure 4.12: Received 4−QAM signal pdfs, Np = 1 multipath case. LOS parameter:
α
(0)
0 =0deg. Scatterer parameter: α
(0)
0 =27deg. (a) C-CP. (b) P-CP.
Geometric Interpretation of AoAs on Received pdfs
In this Sec. are considered the effects of MP in the pdfs of constellations of received signals.
The same multipath model and receiving hardware considered in (4.27) are assumed. A
ULA receiving array with 2 antennas lying in the y axis and d/λ0 = 1/8 is considered.
Received signals are respectively y(1)n and y(2)n , their expressions, considering the antenna
array’s CIRs hypothesis introduced in Sec. 4.4 are
y(1)n = aˆnρ0ejα
(1)
0 + aˆn−1ρ1ejα
(1)
1 + w(1)n ,
y(2)n = aˆnρ0ejα
(2)
0 + aˆn−1ρ1ejα
(2)
1 + w(2)n .
(4.28)
As discussed in Sec. 4.4 the LOS phases α(na)0 are related to the AoA θ0. The phases
α
(na)
1 are instead related to the scatterer AoA θ1. Channel phases are related to the AoAs
following (4.7):
∆α(2)0 = α
(2)
0 − α(1)0 = 2pi
d
λ0
sin (θ0) ,
∆α(2)1 = α
(2)
1 − α(1)1 = 2pi
d
λ0
sin (θ1) ,
(4.29)
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where the D-PoAs ∆α(2)0 and ∆α
(2)
1 are related to the AoAs θ0 and θ1, respectively.
A scenario with θ1 = −61◦ is considered, leading to ∆α(2)1 = −51◦. In Fig. 4.13 are
depicted the pdfs of y(1)n and y(2)n . The AoA θ1 = 0◦ is considered, leading to a ∆α
(2)
0 =
−51◦. Comparing the pdfs in Fig. 4.13 it is evident the macro-rotation of 0◦ of the LOS
constellations Aˆρ0ejα(1)0 due only to the AoA θ0 = 0◦. The MP affects the pdfs with the
received sub-constellations Aˆρ1ejα(na)1 translated in the values of the LOS constellation.
Graphically is visible in Fig. 4.13 how the sub-constellation of antenna 2 is the sub-
constellation of antenna 1 further rotated by ∆α(2)1 . As described in (4.29) this rotation
of sub-constellations visible comparing the pdfs of different antennas is due only to the
scatterer AoA θ1. Analogously to Fig. 4.13, in Fig. 4.14 are depicted the pdfs of y(1)n
Figure 4.13: Received 4−QAM signal pdfs, Np = 1 multipath case. LOS parameter:
θ
(0)
0 =0deg. Scatterer parameter: θ
(0)
1 =−61deg.
and y(2)n with the same MP parameters but with a different AoA configuration. The
LOS AoA θ1 = 30◦ is considered, leading to a ∆α(2)0 = 22.5◦ Comparing Fig. 4.13 and
Fig. 4.14 it is evident the macro-rotation of the LOS constellation due to different AoAs.
Contrariwise, despite the change of the LOS AoA θ0 and the consequent rotation of
the LOS constellation, the translated scatterer sub-constellations pdf, namely fNp(yn) =
f1(yn), keep their patterns different only by a constant rotation factor ∆α(2)1 caused only
by θ1. In fact its expression f1(yn) = 14
∑4
m=1 fnorm(yn − ρNp aˆ(m)ejα
(0)
Np ) does not contain
the AoA parameters α(na)0 and ρ0. This observation can be extended to any arbitrary
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Figure 4.14: Received 4−QAM signal pdfs, Np = 1 multipath case. LOS parameter:
θ
(0)
0 =30deg. Scatterer parameter: θ
(0)
1 =−61deg.
Np long US-CIR, in fact the partial pdf f1:Np(yn) introduced in (4.23) does not contain
parameters influenced by AoA α(0)0 and ρ0 but only from scatterers AoAs.
The fact that the LOS AoA θ0 does not directly influence f1:Np(yn), that is instead
influenced only by scatterers AoAs θnp , can be interpreted as a MP statistical fingerprint
of the channel.
Conclusions
In this Ch. the Uniformly Sampled CIR (US-CIR) expression has been discussed as a sim-
plification of real scenarios with continuous CIR expressions. A geometrical interpretation
of the positions of the scatterers that produce a determined US-CIR has been carried out
in Sec. 4.2. In Sec. 4.2 has been been verified that the US-CIR is able to represent a
real MP scenario because the reduction of the CIR time sampling period allows an in-
creased space resolution for scatterers positions. Considering a generic array of antennas,
a method to obtain the CIR for each antenna from a main US-CIR has been developed in
Sec. 4.3. A statistical method to generate the array CIRs with a real geometrical meaning
has been developed in Sec. 4.4. The effects on the pdfs of received signals of the sensors
CIRs have been analysed in Sec. 4.5 providing an graphical fingerprint interpretation of
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the array Uniformly Sampled CIR (US-CIR) in an AoA point of view.
Impaired Constellation
Statistical Pattern Exploita-
tion for AoA Estimation 5
In this Sec. two novel methods for AoA estimations are presented, namely Constellation
Statistical Pattern Identification and Overlap (CSP-IDO) [33] in Sec. 5.1.4 and 2D CSP-IDO
(BCID) in Sec. 5.2. Both CSP-IDO and BCID methods approach to AoA estimation is
based on the statistical pattern exploitation of signals impinging on the receiving array
sensors.
Single-Receiver Switched Opportunistic Approach to
AoA Estimation in Hardware Impaired Scenarios
In this section, a novel switched hardware approach to AoA estimation in radio sys-
tems that signal using QAM is presented. The proposed algorithm, namely constellation
statistical CSP-IDO, is based on the comparison of the probability density functions of
successive signal snapshots from antennas (asynchronous approach). Contrariwise, other
AoA techniques such as differential methods, beamforming and MUltiple SIgnal Classifi-
cation (MUSIC) techniques are designed to acquire in parallel signals from the antennas
(synchronous approach). CSP-IDO allows a significantly reduced hardware usage with re-
spect to synchronous methods, without deteriorating precision. The proposed algorithm
used with a time switched antenna approach leads to better performance in terms of over-
all hardware complexity, power consumption and possibly costs. Furthermore, CSP-IDO
is robust to transmitter hardware impairments with respect to synchronous methods.
Introduction
Radio localization techniques such as AoA algorithms play an important role in the wider
universe of positioning systems, e.g., GNSSs). The advantage of terrestrial radio local-
ization w.r.t. GNSS is its feasible deployment in environments where satellite visibility is
not achievable, i.e. indoor and canyon like scenarios [3].
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AoA algorithms are dependent on which type of signals the transmitter emits. Several
techniques have been developed to locate radio sources emitting specific waveforms, i.e.
narrow band signals [5,6], broad band signals [7] and ad-hoc sequences [8]. Furthermore,
the algorithm can be designed ad hoc to use certain waveforms and protocols, or it can
work opportunistically by intercepting existing signals and requiring minimum knowledge
on the signal format itself.
The algorithm herein proposed is designed to work opportunistically, using random
QAM signals, and passively, without the need of calibration or previously agreed pro-
tocols. The main features of the proposed technique, namely constellation statistical
pattern identification and overlap (CSP-IDO), are its reduced hardware that requires a
single RF chain, its robustness to hardware impairments, and its passive/opportunistic
applicability. The CSP-IDO method, illustrated in Sec. 5.1.4, is based on the analysis of
the pdfs of successive signal snapshots taken from the antennas (asynchronous approach).
Contrariwise, other AoA methods, such as beamforming [34, 35] and root - multiple sig-
nal classifier (root-MUSIC (root-MUSIC)) [36], have been conceived to synchronously (in
parallel) acquire signals from the antenna elements (synchronous approach).
This Ch. is organized as follows. The hardware simplification w.r.t. other methods is
obtained thanks to the joint use of the CSP-IDO algorithm with the time switched an-
tenna array. This is presented in Sec. 5.1.2. The simpler hardware translates in reduced
power consumption and weight reduction which may ease portability and applications in
the consumer domain. The robustness of the CSP-IDO method to the RF and baseband
hardware impairments is discussed in Sec. 5.1.4. In Sec. 5.1.5, the proposed technique
performance, in terms of AoA estimation RMSE, is evaluated and compared to other
methods. It is shown that the proposed method is significantly more robust in presence
of the hardware impairments discussed in Sec. 5.1.3 such as DCOs, IQU and it is appli-
cable with the switched antenna architecture. It is envisioned, as a conclusion, that the
method is applicable in several scenarios for passive/opportunistic AoA estimation, e.g.
for localization of UAV [92], and for radio sources position monitoring [93].
Hardware Architecture for AoA Estimation
The baseband model for the transmitter is depicted in Fig. 5.1.a. The transmitter com-
prises a quadrature amplitude modulator (QAM) with pulse shaping filter g(t) and a
single antenna.
The radio receiver for the AoA estimation comprises three sections: the sensor part,
consisting of an array of antennas, the RF front-end together with the signal acquisition
stage, and the signal processing unit. Although not constrained to, we consider a uniform
linear antenna array. Other structures can be considered with both two-dimensional and
three-dimensional geometries [24, 25].
The most common receiver front-end requires an RF down-conversion stage per an-
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tenna element as shown in Fig. 5.1.b [41, 94]. We propose the use of a time switched
architecture that requires a single down-conversion branch as shown in Fig. 5.1.c. The
multi branch receiver scheme in Fig. 5.1.b will be denoted in the following as full par-
allel architecture (FPA). FPA represents the baseline architecture used by synchronous
AoA estimation methods that require the signals to be acquired synchronously from the
antennas. The single receiver scheme in Fig. 5.1.c will be denoted in the following as
TSA. TSA is the architecture considered by the proposed CSP-IDO technique that uses
an asynchronous AoA estimation approach. The oversampling block present in both the
FPA Fig. 5.1.b and TSA Fig. 5.1.c schemes comprises a low pass filter (LPF) and a
sampling stage with sampling frequency higher than the transmitted symbol rate.
We assume that the transmitter in Fig. 5.1.a is affected by several and typical hardware
impairments such as IQU, DCO and PO [41]. The receiver can also have antenna branches
experiencing a different PO. The effect of these impairments on the QAM signal at the
receiver side is discussed in Sec. 5.1.3.
pdf of Received Impaired QAM Signal
The transmitter in Fig. 5.1.a sends the data symbols an belonging to the uniformly spaced
QAM square constellation. The discrete time signal is shaped with the pulse g(t) and
undergoes the transformations due to the various stages and impairments. The received
signal is then acquired. In the ideal scenario, where the transmit and receive filters are
matched and there are no impairments, the sampled received signal at one antenna branch
can be written as
yn = y(nTsym) = a(nTsym) + w(nTsym) , (5.1)
where wn = w(nTsym) ∼ N (0, σw) is the sampled additive white Gaussian noise (AWGN)
with zero mean and standard deviation σw. The symbols an = a(nTsym) are the elements
of a unitary energy M -QAM constellation transmitted at rate 1/Tsym.
As it will be explained in the following, we are interested in computing the proba-
bility density function (pdf) of the received discrete time signal. In the ideal case, just
considered, the joint pdf of the real and imaginary parts of yn is
fM -QAM(yn) =
M∑
m=1
P [an = a(m)] · fN2
yn,
R(a(m))
I(a(m))
 , σ2wI2
 , (5.2)
where I2 is the 2 × 2 identity matrix. The symbol a(m) is the m-th element of an M -
QAM constellation and P [an = a(m)] is the symbol probability. The function fN2 in (5.2)
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Figure 5.1: Hardware baseband schemes. (a) Transmitter. (b) FPA receiver. (c) TSA
receiver.
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represents the pdf of the bivariate normal distribution (BND) that is defined as
fN2(y, µ¯,Σ) =
1
2pi|Σ|1/2 e
1
2 (y¯−µ¯)TΣ−1(y¯−µ¯) ,
y¯ =
[
R(y) I(y)
]T
,
µ¯ =
[
R(µ) I(µ)
]T
,
Σ =
 σ2R ρσRσI
ρσIσR σ2I
 ,
(5.3)
where R and I represent the real and imaginary part operator, respectively. The vector
y¯ comprises the real and the imaginary parts of y, and µ is the complex mean. Σ is
the covariance matrix of the real and imaginary parts. The variables σR and σI are the
standard deviations of R(y) and I(y), respectively. The constant ρ is the correlation
coefficient between R(y) and I(y).
In the next sections, we will investigate the effect of the various hardware impairments
on the pdf of the received signal. In particular, we will consider the effect of oversampling
at the receiver side, the effect of DCO, of IQU as well as the effect of asynchronous
transmitter and receiver oscillators. All of this is instrumental to introduce the proposed
AoA estimation algorithm.
Oversampling the Received Signal
If the received signal is oversampled at the output of an ideal LPF, we obtain
yOVRn = y(nTovr) = a ∗ g(nTovr) · ejβfly + w(nTovr)
= a˜n · ejβfly + wn ,
(5.4)
where ∗ stands for the interpolation and convolution operator, and Tovr = Tsym/Novr is
the sampling period at the receiver. The symbol a˜n represents the equivalent received
constellation symbol modified by the oversampled transmission filter. The effect of the
signal propagation time τfly = −βfly2pif0 between the transmitting and receiving antenna is
modelled by the exponential term ejβfly where f0 is carrier frequency. Thus, the pdf of
yOVRn is
fOVRM -QAM(yOVRn ) =
1
MNg
MNg∑
m=1
fN2
yOVRn ,Rβfly
R(a˜(m))
I(a˜(m))
 , σ2wI2
 , (5.5)
where a˜(m) is a symbol generated from the M -QAM constellation interpolation with the
oversampled transmission filter g(nTovr) as shown in (5.4). The parameter Ng is the
number of coefficients of the oversampled pulse g. The occurrence symbol probability is
assumed to be uniform with value 1/(MNg). The matrix Rβfly is the rotation matrix that
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expresses the effect produced by the propagation time τfly, in particular
Rβfly =
cos(2piβfly) − sin(2piβfly)
sin(2piβfly) cos(2piβfly)
 . (5.6)
In Fig. 5.2, the pdf (5.5) is shown both in rectangular and polar coordinates. A RRC pulse
with oversampling factor Novr = 12. The isolated peak values of the pdf placed in the
domain area with the highest absolute value are generated by the peak of the RRC. The
portion of the pdf located in the domain area with the lowest absolute value is generated
by the tails of the RRC. The non zero propagation time affects the pdf in (5.5) with a
clockwise rotation of βfly = −2pif0τfly radians.
Figure 5.2: pdf of the received QAM signal (filtered by an RRC). Left: Cartesian repre-
sentation. Right: polar representation.
Constellation Impaired by DCO
If we consider the DC offset caused by the DAC at the transmitter, the received oversam-
pled signal can be written as
yDCOn = (a˜n + δa) · ejβfly + wn , (5.7)
where δa = δaQ+jδaQ is the complex offset constant with real and imaginary components
equal to δaQ and δaI , i.e. , the DCO introduced by the I and Q branch of the DAC,
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respectively. Thus, the pdf of yDCOn is
fDCOM -QAM(yDCOn ) =
1
MNg
MNg∑
m=1
fN2
yDCOn ,Rβfly
R(a˜(m) + δa)
I(a˜(m) + δa)
 , σwI2
 . (5.8)
In Fig. 5.3, the pdf in (5.8) is shown both in rectangular and polar coordinates. The
DCO impairment affects the pdf in (5.8) with a translation of the domain w.r.t. the ideal
one. The translation is applied before the propagation time rotation effect. In the polar
representation of (5.8) in Fig. 5.3, it is clearly visible how the translation of the pdf domain
modifies the periodic symmetry w.r.t the phase axes from period pi/2 to 2pi.
Figure 5.3: pdf of the received QAM signal (filtered by an RRC and affected by DCO).
Left: Cartesian representation. Right: polar representation.
Constellation Impaired by IQU
The I-Q imbalance generated by the mixers asymmetric amplification of the I and Q
components is translated at the receiver side in the following signal:
yIQUn = [AIR(a˜n) + jAQI(a˜n)] · ejβfly + wn , (5.9)
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where AI and AQ are the different amplifications introduced by the mixers respectively to
the I and Q branches of the quadrature modulator. It follows that the pdf of the received
signal yIQUn becomes
f IQUM -QAM(yIQUn ) =
1
MNg
MNg∑
m=1
fN2
yIQUn ,RβflyA
R(a˜(m))
I(a˜(m))
 , σ2wI2,
 , (5.10)
where,
A =
AI 0
0 AQ
 . (5.11)
In Fig. 5.4, the pdf reported in (5.10) is shown both in rectangular and polar coordinates.
The IQU impairment affects the pdf (5.10) with the scale factors AI and AQ applied to
the real and complex parts of yIQUn . The transformation is applied before the rotation
caused by the propagation time. In the polar representation of (5.10) in Fig. 5.4, we can
see how the asymmetric scale factor of the pdf domain changes the periodic symmetry
w.r.t the phase axes from period pi/2 to pi.
Figure 5.4: pdf of the received QAM signal (filtered by an RRC and affected by IQU).
Left: Cartesian representation. Right: polar representation.
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Constellation Statistical Pattern Identification and Overlap Al-
gorithm (CSP-IDO)
In order to estimate the AoA, the proposed CSP-IDO algorithm performs the comparison
of the pdf patterns of successive signal snapshots taken from the antennas. It works with
the TSA which requires a single RF down conversion stage.
To proceed we consider two receiving antennas. The antenna 1 is positioned in the
Cartesian coordinates (0,−d/2) and the antenna 2 in (0,+d/2). The transmitter antenna
is located at distance D >> d from the center of the axis. Its angular position w.r.t.
the positive x-axis where the receiver is located is θ. Using the TSA receiver, both time
switched antennas share the same constellation transformations, in the presence of the
hardware impairments discussed before in Sec. 5.1.3. Only the propagation time to reach
the antennas is in general different depending on the relative position of the transmitter
w.r.t the receiver antennas. If the FPA receiver is used, then each RF down conversion
branch can exhibit in addition a different POs due to non synchronized oscillators. The
PO introduces distinct constellation rotations in each receiver antenna branch similarly
to the propagation time rotation introduced in (5.4). It follows that the received sample
signal can be written as:
y(i)n = [AIR(a˜n + δa) + jAQI(a˜n + δa)] · ej(β
(i)
fly+∆φ
(i)) + wn . (5.12)
The constants AI and AQ account for the IQU impairment introduced in Sec. 5.1.3. The
complex constant δa is the cause of DCO translation introduced in Sec. 5.1.3. The angular
rotation parameter β(i)fly = −2pif0τ (i)fly is caused by the propagation time. The parameter
∆φ(i) is the PO between the transmitter oscillator and the i-th receiver oscillator. It
causes a spurious constellation rotation. It follows that the pdf of the received samples
y(i)n at the i-th antenna of the FPA is:
f
(i)
M -QAM(y(i)n ) =
1
MNg
MNg∑
m=1
fN2
(
y(i)n , Uˆi, σ2wI2
)
, (5.13)
where,
Uˆi = R∆φ(i)Rβ(i)flyA
R(a˜(m) + δa)
I(a˜(m) + δa)
 . (5.14)
The propagation time is included by the rotation matrix R
β
(i)
fly
introduced in (5.6), while
R∆φ(i) models the constellation rotation caused by PO. The matrix A defined in (5.11)
accounts for the IQU.
Considering the TSA, the parameters of the pdf in (5.14) for antenna 1 and 2 differ
only for the propagation rotation matrix R
β
(i)
fly
since such signal snapshots are received at
different time instants by the same RF branch. Contrariwise, FPA provides also different
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R∆φ(i) since it is constituted by multiple RF branches that lead to different POs. It follows
that the matrix in (5.14) associated to the signals taken from the two antennas of the
TSA are related as follows:
Uˆ2 = R∆βUˆ1 , (5.15)
where ∆β = β(2)fly − β(1)fly is the differential phase of arrival (D-PoA). The D-PoA is the
parameter that needs to be estimated to obtain the AoA.
The relation in (5.15) shows that the 2D patterns of the pdfs f (1)M -QAM and f
(2)
M -QAM,
differ for only the Cartesian rotation of their domain by ∆β. Therefore, if f (i)(γ) is defined
as the pdf of the phase γ(i)n = arg (y(i)n ) ∈ [0, 2pi) of the received samples from antenna i
(where arg (•) denotes the argument operator), it will be that the pdf associated to the
signal of the other antenna is
f (2)(γ) = f (1)(γ + ∆β) . (5.16)
Then, the pdfs f (1)(γ) and f (2)(γ) differ only by an angular circular shift of ∆β in the 2pi
periodic domain [0, 2pi).
In the proposed method, namely Constellation Statistical Pattern Identification and
Overlap (CSP-IDO), ∆β is estimated from the circular correlation between f (1)(γ) and
f (2)(γ), that is defined as
C(∆γ) =
2pi∫
0
f (1)(γ)f (2) ((γ −∆γ) (mod 2pi)) dγ (5.17)
where the operator (mod 2pi) denotes the modulo 2pi operation. In the interval ΩK =
[−K,K) the circular correlation C(∆γ) reaches its maximum when f (1)(γ) and f (2)(γ) are
overlapped. This happens when ∆γ = ∆β. The parameter K = 2pid/λ0 is the maximum
D-PoA obtainable by the array, λ0 is the carrier wavelength. Then, the estimation ∆̂β of
the D-PoA ∆β is obtained as follows:
∆̂β = argmax
∆γ∈ΩK
{C(∆γ)} , (5.18)
where the operator xmax = argmax
x
{p(x)} returns the argument for which the function is
maximum.
The CSP-IDO algorithm needs the practical evaluation of f (i)(γ) which is essentially
done by computing the histogram of the received signal samples. The parallel processing
of the signals y(i)n using FPA is not necessary. For this reason, using the TSA, the pdfs
can be calculated from successive time switched snapshots of the received signals acquired
from different antennas, avoiding the use of a full bank of RF front-ends. In the following
it will be illustrated how the hardware impairments introduced in Sec. 5.1.2, such as IQU,
IQSand DCO affect the CSP-IDO behaviour. The phase patterns variations of the pdfs
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f (1)(γ) and f (1)(γ), and of the circular correlation C(∆γ) are investigated. For the sake
of the example, the distance between receiving antennas is setted as d = λ0/2 leading to
a value of D-PoA spanning from −180◦ and −180◦. This choice is made to better explain
how the phase symmetries in the pdfs and in the circular convolution affect the estimation
process.
Firstly, the oversampled ideal case without hardware impairments introduced in Sec. 5.1.3
is analysed. As discussed previously, the phase patterns f (1)(γ) and f (1)(γ) visible in
Fig. 5.5.(a) are periodic with period 90◦. For this reason the expression of the circular
correlation C(∆γ) in Fig. 5.5.(b)is periodic of 90◦. The estimation process in (5.18), that
leads to ∆̂β, must be performed in the domain ∆γ ∈ [−pi/4, pi/4] for consistent results.
This limited domain reflects the estimation process limiting the D-PoAs resolution and
then the range of AoA computable. This limitation can be solved providing antenna
couples with distance lower than λ/8 leading maximum D-PoAs of pi/4.
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Figure 5.5: CSP-IDO method, no impairments. D-PoA = −31.3◦. (a) Constellations
angular histograms. (b) CSP-IDO circular correlation.
The effects on IQU introduced in Sec. 5.1.3 are now analysed. As discussed previously,
the phase patterns f (1)(γ) and f (1)(γ) visible in Fig. 5.6.(a) are periodic with period 180◦.
For this reason the expression of the circular correlation C(∆γ) in Fig. 5.6.(b)is periodic
of 180◦. The estimation process in (5.18), that leads to ∆̂β, must be performed in the
domain ∆γ ∈ [−pi/2, pi/2] for unique results. This limited domain reflects the estimation
process limiting the D-PoAs resolution and then the range of AoA computable. This
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limitation can be solved providing antenna couples with distance lower than λ/4 leading
maximum D-PoAs of pi/2.
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Figure 5.6: CSP-IDO method, impairment: IQU. D-PoA = −31.3◦. (a) Constellations
angular histograms. (b) CSP-IDO circular correlation.
The effects on IQS are now analysed. Similarly to IQU, the phase patterns f (1)(γ) and
f (1)(γ) visible in Fig. 5.7.(a) are periodic with period 180◦. For this reason the expression
of the circular correlation C(∆γ) in Fig. 5.7.(b)is periodic of 180◦. The estimation process
in (5.18), that leads to ∆̂β, must be performed in the domain ∆γ ∈ [−pi/2, pi/2] for
unique results. This limited domain reflects the estimation process limiting the D-PoAs
resolution and then the range of AoA computable. This limitation can be solved providing
antenna couples with distance lower than λ/4 leading maximum D-PoAs of pi/2.
The effects on DCO introduced in Sec. 5.1.3 are now analysed. Differently to IQU and
IQS, the phase patterns f (1)(γ) and f (1)(γ) visible in Fig. 5.7.(a) are not periodic. For
this reason the expression of the circular correlation C(∆γ) in Fig. 5.8.(b)is not periodic.
The estimation process in (5.18), that leads to ∆̂β, can be performed in the complete
domain ∆γ ∈ [−pi, pi]. Since periodicity limitation are not present, the estimation process
can solve all possible D-PoAs leading then a full estimation range for the AoA.
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Figure 5.7: CSP-IDO method, impairment: IQS. D-PoA = −31.3◦. (a) Constellations
angular histograms. (b) CSP-IDO circular correlation.
Performance Analysis
For the performance evaluation, both the FPA and TSA systems are considered. The
transmitter emits randomly generated 16-QAM data symbols with symbol rate Tsym = 4
µs. The Signal to Noise Ratio (SNR) at the receiver is 20 dB. The carrier frequency is
f0 = c0/λ0 = 2.4 GHz, where c0 is the speed of light and λ0 is the carrier wavelength.
The inter-antenna distance is set d = λ0/8 m. The considered parameters are consistent
to a single sub-channel of the multi-carrier system Institute of Electrical and Electronic
Engineers (IEEE)802.11a [95].
For all simulation results, the same acquisition time Ttot = 320Tsym = 1.28 ms is used
with the oversampling parameter Novr = 12. The performance evaluation is made through
Nit = 4 · 104 iterations. Furthermore, the received signals are affected by the impairments
discussed, in order: transmitter DCO, transmitter IQU and oscillators PO. The DCO
δa introduced in Sec. 5.1.3, is considered a zero mean Gaussian random variable with
standard deviation σDCO = 1/30. Similarly, the IQU parameters AI and AQ introduced in
Sec. 5.1.3 are considered unitary mean Gaussian random variables with standard deviation
σA = 1/30. The PO values ∆φ(i) are considered independent uniform random variables
from 0 to 2pi (this choice holds true since receiver branches are physically separated).
The CSP-IDO algorithm has been numerically implemented by estimating the pdfs in
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Figure 5.8: CSP-IDO method, impairment: DCO. PoA = −31.3◦. (a) Constellations
angular histograms. (b) CSP-IDO circular correlation.
(5.17) via the histogram computation.
The performance of the proposed CSP-IDO algorithm is compared with other 3 meth-
ods, that we denote with Method A and B, and with the root-MUSIC algorithm [36].
The Method A has been used in [41] with a calibration approach and essentially it
estimates the antenna phase difference (and then the AoA) with the following metric:
∆β(A) = 1
N
arg
[
N∑
n=1
y(2)n y
(1)∗
n
]
. (5.19)
where N = 3840 is the number of acquired samples. Method A needs calibration to
compensate the detrimental effects of the hardware.
The Method B, is a proposed baseline technique that extracts the D-PoA from the
average of the phase of the received signals with the following metric:
∆β(B) = 1
N
N∑
n=1
(
arg (y(2)n )− arg (y(1)n )
)
. (5.20)
Method B, to correctly work, needs the QAM constellations to be symmetric. Method B
is proposed as a comparison to Method A in terms of robustness w.r.t. SNR and hardware
impairments since, in the ideal case, their means are identical.
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From (5.18), (5.19), and (5.20) the AoA is obtained as
θ = arcsin
[
−∆β
K
]
. (5.21)
The root-MUSIC algorithm performance is computed to test its robustness w.r.t. the
SNR, the hardware impairments, the receiving architectures and the QAM modulation.
The performance of the AoA estimators is evaluated in terms of RMSE)
RMSE(θ, θ˜) =
√√√√Nit∑
i=1
([θ − θ˜i]−pi,pi)2
Nit
, (5.22)
where θ is the real AoA and θ˜i is its estimate at iteration i. The operator [α]−pi,pi denotes
the wrapped angle α inside the [−pi, pi) domain.
FPA Case
Herein, the Methods A, B and the root-MUSIC algorithm use the FPA while the CSP-IDO
algorithm uses the TSA. The acquisition time is the same for both architectures. The
hardware requirement for Methods A, B and for root-MUSIC is double w.r.t. the CSP-IDO
algorithm. The RMSE of the AoA estimation as a function of the AoA is shown in Fig. 5.9.
In Fig. 5.9.a the ideal case without hardware impairments is considered, while in Fig. 5.9.b
the hardware impaired scenario is considered. Impaired hardware coefficents are presented
in Sec. 5.1.5. In the ideal case, the FPA system with Method A, depicted in Fig. 5.9.a per-
forms better than all other methods. This because Method A can exploit simultaneously
a double number of samples w.r.t. CSP-IDO. This is particularly evident for large AoA.
For smaller AoA (below 70 degrees), Method A and CSP-IDO perform similarly. In the
impaired hardware case of Fig. 5.9.b, the CSP-IDO algorithm outperforms all methods. It
is interesting to notice that CSP-IDO in the impaired hardware scenario performs better
than itself in the ideal hardware scenario. This counter-intuitive behaviour is explained
with the asymmetry of the received QAM constellation visible in Fig. 5.3 and Fig. 5.4 as
a result of the presence of DCO and IQU. This asymmetry causes the circular correlation
introduced in (5.17) to be sharper than the one obtained in the ideal scenario where the
QAM constellations are symmetric. The root-MUSIC algorithm performance is affected
in Fig. 5.9.a by the time varying QAM symbols. The root-MUSIC performance is then
strongly decremented in Fig. 5.9.b by the hardware impairments. In fact nearly 70% of
the iterations do not converge. The performance of Method B in both scenarios is very
low, showing the weakness w.r.t. noise and impaired hardware.
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Figure 5.9: RMSE for different AoA. Methods A,B and root-MUSIC algorithm are applied
to the FPA, CSP-IDO uses the TSA. (a) Ideal hardware. (b) Impaired hardware.
TSA Case
We now consider all methods applied to a system that uses the TSA. Again, the acquisi-
tion time is the same for all algorithms. In this scenario, the root-MUSIC method can’t
be applied correctly since it requires a simultaneous acquisition of the received signals
to converge to meaningful results. The ideal case is considered in Fig. 5.10.a while the
hardware impaired scenario is considered in Fig. 5.10.b. Impaired hardware coefficents are
presented in Sec. 5.1.5. In both scenarios, the CSP-IDO outperforms Methods A and B,
except when the AoA exceeds 80 degrees in the ideal case. For the same reasons explained
in Sec. 5.1.5, the CSP-IDO algorithm performs better in the impaired hardware scenario
than in the ideal hardware scenario. The performance of Method B in both scenarios are
very low, showing its weakness w.r.t. noise and impaired hardware.
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Figure 5.10: RMSE for different AoA. All methods are applied to TSA. (a) Ideal hardware.
(b) Impaired hardware.
QAM Statistical Pattern Exploitation for AoA Esti-
mation Using Switched Hardware in Impaired
Scenarios
In this Sec. the statistical pattern exploitation technique used in Sec. 5.1.4, namely
CSP-IDO [33], is extended to provide a better AoA. A novel method, namely 2D
CSP-IDO (BCID), that exploits the full 2D patterns of received signals pdfs is presented.
Moreover, the CSP-IDO and BCID performance and robustness in impaired receiving
hardware and MP scenarios are analysed.
Introduction
The CSP-IDO method introduced in Sec. 5.1.4 is based on the analysis of the pdfs of the
phase of the received signal in (5.13). CSP-IDO exploits the statistical phase pattern of
the received signals to estimate the D-PoA and then the AoA. However, in its estimation
process, CSP-IDO ignores the full 2D statistical pattern of received signals, see Fig. 5.2,
ignoring the modulo part of the statistic (5.17). In this Sec. is proposed an evolution of the
CSP-IDO method, namely BCID, that exploits the D-PoA, from the full bi-dimensional
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statistical pattern of received signals. The same models of received signals and hardware
described in (5.12) are herein considered. The expression in (5.15) shows that the bi-
dimensional patterns of the pdfs f (1)M -QAM and f
(2)
M -QAM differ for a rotation of their domain
of ∆β. As f (i)(γ, ρ), is herein defined the function that describes the bivariate pdf of the
phase jointly to the modulo of the received samples from antenna i. Where, γ(i)n = arg (y(i)n )
is the received signal phase and ρ(i)n = |y(i)n | its absolute value. Similarly to (5.16), the
relation between signals impinging in different antennas is
f (2)(γ, ρ) = f (1)(γ + ∆β, ρ) . (5.23)
The pdfs f (1)(γ, ρ) and f (2)(γ, ρ) differ only by an angular circular shift of ∆β of the
parameter γ for every value of ρ. Differently than the expression in (5.16) that take in
account only the value of γ, the relation in (5.23) is dependant also from the parameter
ρ. The CSP-IDO method estimation process in (5.17) and (5.18) can be than generalized
using the parameter ρ:
C(∆γ, ρ) =
2pi∫
0
f (1)(γ, ρ)f (2)((γ −∆γ) (mod 2pi), ρ)dγ . (5.24)
The correlation C(∆γ, ρ) reaches its maximum when f (1)(γ, ρ) and f (2)(γ, ρ) are over-
lapped, when ∆γ = ∆β. The BCID estimation ∆̂β(ρ) of the D-PoA ∆β is
∆̂β(ρ) = argmax
∆γ∈ΩK
{C(∆γ, ρ)} , (5.25)
where the operator xmax = argmax
x
p(x) returns the argument for which the function is
maximum. The interval ΩK = [−K,K] is the D-PoA measure interval of the antenna
couple that provides unambiguous results. The phase K = 2pid/λ0 is the maximum
D-PoA value measurable by the array.
To understand which ρ values of C(∆γ, ρ) provides more informations about the
AoA are introduced 3 partial bi-dimensional cross correlations C(∆γ)DW, C(∆γ)MID and
UP(∆γ)DW that describes the lower, middle and higher values of ρ are defined as
C(∆γ)DW = 1
R/3
∫ 1
3R
0
C(∆γ, ρ)dρ ,
C(∆γ)MID = 1
R/3
∫ 2
3R
1
3R
C(∆γ, ρ)dρ ,
C(∆γ)UP = 1
R/3
∫ R
2
3R
C(∆γ, ρ)dρ
(5.26)
where the partial bi-dimensional cross correlations introduced in (5.26) are averages of
C(∆γ, ρ) for different values of ρ. The parameter R represents the maximum value of ρ.
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The profiles of C(∆γ)DW, C(∆γ)MID and (∆γ)UP are compared in the following section.
Numerical Implementation
The pdfs f (i)(γ, ρ) analysed in (5.23) and (5.16) are numerically computed implementing
a histogram, calculating the relative occurrences of y(i)n inside a specific cell Σnang,nabs of a
2D grid. In particular the grid used to implement the pdfs has polar symmetry to allow
a phase shift of the histogram. The grid is composed by Nang ·Nabs cells used to compute
the relative frequencies. Each cell Σnang,nabs is defined as
Σnang,nabs ∈
[
αnang−1, αnang
]
, (5.27)
|Σnang,nabs | ∈ [rnabs−1, rnabs ] . (5.28)
The histogram grid, depicted in Fig. 5.11 is composed by
• Nang + 1 lines with slope αnang and passing through the center of the axis that
generate Nang circular sectors.
• Nabs + 1 circles with ray rnabs and concentric to the center of the axis that generate
Nabs annuluses.
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Figure 5.11: Example of histogram grid with Nang = 16 and Nabs = 6. Each cell has the
same surface.
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Each cell has, in general, a surface of Snang,nabs = pi(r2nabs − r2nabs−1)/Nang. In order to
generate a grid with cells having the same surface S = piR2
NangNabs
, where R is the ray of the
external circle of the grid, it is imposed that
Snang,nabs = S , (5.29)
that leads to
αnang = −pi+
2pi
Nang
nang nang ∈ [0, 2, . . . , Nang] , (5.30)
rnabs =
√
Nang
pi
S + r2nabs nabs ∈ [0, 2, . . . , Nabs] , (5.31)
where r0 = 0 and rNabs = R. An example of a polar grid used to estimate the pdfs
f (i)(γ, ρ) following the rules in (5.31) and (5.30) is visible in Fig. 5.11.
If Nacq samples of y(i)n are acquired to estimate f (i)(γ, ρ) and Nnang,nabs samples fall
within the cell defined by Σnang,nabs than
f (i)nang,nabs :=
Nnang,nabs
NacqS
,
f (i)nang,nabs ≈ f (i)
(
−pi + 2pi(nang − 1/2)
Nang
,
rnabs + rnabs−1
2
)
,
nang ∈ [0, 2, . . . , Nang] nabs ∈ [0, 2, . . . , Nabs] ,
(5.32)
where
Nang∑
nang=1
Nabs∑
nabs=1
Nnang,nabs = Nacq . (5.33)
Considered the numerical approximation in (5.32) the continuous circular convolution in
(5.24) can be computed as follows
Cnshift,nabs :=
2pi
Nang
Nang−1∑
nang=0
f (1)nang,nabsf
(2)
(nang−nshift) (mod Nang−1),nabs ,
Cnshiftnabs ≈ C
(
−pi + 2pi(nshift − 1/2)
Nang
,
rnabs + rnabs−1
2
)
,
nang ∈ [0, 2, . . . , Nang] nabs ∈ [0, 2, . . . , Nabs] .
(5.34)
Given the approximation in (5.34) the D-PoA estimation in (5.25) can be numerically
obtained from
∆̂βnabs = −pi +
2pi
Nang
(
argmax
nshift∈Ω˜K
{Cnshift,nabs} − 1/2
)
, (5.35)
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that leads to Nabs D-PoA estimations and where
Ω˜K =
{
nang ∈ [1, . . . , Nang] s.t.
∣∣∣∣∣αnang − piNang
∣∣∣∣∣ ≤ K
}
, (5.36)
that is the set of indexes nang associated to angles αnang that are inside ΩK . The expression
in (5.35) carries out Nabs estimations for the D-PoA that, using the formula in (5.21)
gives the AoA estimations. To clean the estimations ∆̂βnabs from spurious values caused
by unwanted factors such as receiver hardware impairments, MP, non AWGN noise or
non linearities, a filtering step is applied to obtain ∆̂β
′
nabs
:
∆̂β
′
nabs
=
{
∆̂βnabs s.t.
∣∣∣∆̂βnabs −m∆β∣∣∣ ≤ σ∆β} , (5.37)
where m∆β and σ∆β are the average and the standard deviation of ∆̂βnabs .
Performance Evaluation
In this Sec. the comparison between CSP-IDO and BCID methods in in terms of D-PoA
and AoA estimation is made. Where not specified, propagation channel is considered ideal
and hardware impairments are not considered. Where not specified, parameters used in
this and following Sec. are M = 64, SNR = 20dB and Novr = 3. The acquisition time is
200MTsymb for both the TSA and the FPA. However, the hardware used for the CSP-IDO
and BCID estimations is the half of other simultaneous methods. The receiving array is
composed by Na = 2 antennas located in the y axis at distance d = λ0/2. The receiving
hardware is considered ideal. Transmitting hardware is considered impaired with the
same parameters on Sec. 5.1.5. The TSA is adopted for the CSP-IDO and BCID methods
while for the other methods the FPA is adopted.
Performance Evaluation: Ideal Case
In this Sec. the comparison between CSP-IDO and BCID methods in in terms of D-PoA
and AoA estimation is made in the ideal scenario, without hardware impairments. As
discussed in Sec. 2.5 antenna arrays for AoA purposes must have d ≤ λ/2 to correctly
estimate the full range of AoAs from −180◦ to 180◦. However, as introduced in Sec. 5.1.4,
the CSP-IDO method that uses QAM constellations to provide the D-PoA estimation
narrows the minimum inter element distance to d ≤ λ/8 in the ideal case. To evaluate how
these constraints influence the AoA estimation using the BCID method in Fig. 5.12 and
Fig. 5.13 are depicted the 2D cross correlation functions introduced in (5.24). In particular
C(∆γ, ρ) is represented in polar coordinates as a function of the AoAs θ = arcsin(−∆γ/K)
reversing the rule in (5.21) for all D-PoAs ∆γ:
C(−K sin θ, ρ) . (5.38)
74
Chapter 5 - Impaired Constellation
Statistical Pattern Exploitation for AoA Estimation
In Fig. 5.12 C is depicted in polar coordinates as a function of the AoA in the configuration
d ≤ λ/2 that leads to K = pi. The Fig. 5.12 illustrates in C 4 spurious peaks caused by
the D-PoA periodicity that leads to an ambiguous estimation of the AoA for CSP-IDO
and BCID. The reduction of the inter-element distance, namely d ≤ λ/8, that leads to
K = pi/4 produce an unambiguous estimation of the AoA as visible in Fig. 5.13.
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Figure 5.12: Polar representation of C(∆γ(θ0), ρ). Ideal hardware at transmitter side.
K = 180◦.
InFig. 5.15 and Fig. 5.14 are depicted the partial BCID correlation functions intro-
duced in (5.26). As discussed previously, the ambiguity of the case with K = pi/2 w.r.t.
the case with K = pi/8 is evident by the 4 peaks carried out by the cyclic correlations in
Fig. 5.14 w.r.t. the single peak in Fig. 5.15. It is visible in both Fig. 5.14 and Fig. 5.15
how in the ideal case analysed in this Sec. C(ρ)UP provides a betted ratio between the
maximum correlation peak positioned in ∆β and the other spurious peaks located in the
cyclic correlations tails.
Performance Evaluation: Impaired Transmitter Case
In this Sec. the comparison between CSP-IDO and BCID methods in terms of D-PoA and
AoA estimation is made in the scenario where the transmitter’s hardware is impaired.
Propagation channel is considered ideal and receiver’s hardware impairments are not
considered. In Fig. 5.16 is depicted the polar representation of the 2D BCID circular
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Figure 5.13: Polar representation of C(∆γ(θ0), ρ). Ideal hardware at transmitter side.
K = 45◦.
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Figure 5.14: Comparison between circular correlations. Ideal hardware at transmitter
side. K = 180◦.
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Figure 5.15: Comparison between circular correlations. Ideal hardware at transmitter
side. K = 45◦.
correlation introduced in (5.24) in terms of AoA θ in the impaired transmitter scenario.
Comparing the ideal correlation in Fig. 5.13 with the impaired one in Fig. 5.16 it is
evident how the transmitter impairments effects on the constellation introduced in Sec. 3
do not affect significantly the correlation. Furthermore, despite the detrimental effects
of the impaired transmitter, the impaired circular correlation has lower spurious side
lobes. In Fig. 5.17 are depicted the partial circular correlations introduced in (5.26) in
the impaired transmitter scenario. Comparing them with the ideal ones in Fig. 5.15 it is
possible to notice how C(∆γ)UP is unchanged, C(∆γ)MID has a better peak-to-side lobes
ratio and C(∆γ)DW is less noisy. In Fig. 5.18 is depicted the RMSE(θ, θ˜) regarding the
AoA estimation θ˜ (5.22) as a function of the real AoA θ comparing the ideal case with
the impaired transmitter case. Performance analysis in Fig. 5.18 shows the behaviour
of CSP-IDO and BCID in the scenario with ideal channel, ideal transmitter and ideal
receiver, in Fig. 5.18.(a), and impaired transmitter in Fig. 5.18.(b).
Performance analysis in Fig. 5.18 shows how, in general, the BCID and the CSP-IDO
perform similarly in a broad range of AoAs. In particular the circular correlation used for
the D-PoA estimation is C(∆γ)(UP) introduced in (5.26). Both methods perform better
than method A because of the PO system impairment introduced in Sec. 3.6.
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Figure 5.16: Polar representation of C(∆γ(θ0), ρ). Impaired hardware at the transmitter
side. K = 45◦.
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Figure 5.17: Comparison between circular correlations. Impaired hardware at the trans-
mitter side. K = 45◦.
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Figure 5.18: RMSE(θ, θ˜) as a function of θ.(a) Ideal transmitter case. (b) Impaired
transmitter case.
Performance Evaluation: Impaired Receiver Case
In this Sec. the comparison between CSP-IDO and BCID methods in terms of D-PoA
and AoA estimation is made in the scenario where the receiver’s hardware is impaired.
Propagation channel is considered ideal. In Fig. 5.19 is depicted the polar representation
of the 2D BCID circular correlation introduced in (5.24) in terms of AoA θ in the impaired
receiver scenario. Comparing the ideal correlation in Fig. 5.13 with the impaired one in
Fig. 5.19 it is evident how the receiver impairments affect the circular correlation widening
the main lobe and increasing the noise floor. In Fig. 5.20 are depicted the partial circular
correlations introduced in (5.26) in the impaired receiver scenario. Comparing them with
the ideal ones in Fig. 5.15 it is possible to notice how C(∆γ)UP, C(∆γ)MID and mostly
C(∆γ)DW have wider and more noisy lobes. In Fig. 5.21 is depicted the RMSE(θ, θ˜)
of BCID and CSP-IDO methods regarding the AoA estimation θ˜ (5.22) as a function of
the real AoA θ comparing the ideal case with the impaired receiver case. Performance
analysis in Fig. 5.21 show the behaviour of CSP-IDO and BCID in the scenario with ideal
channel, impaired transmitter and ideal receiver, in Fig. 5.21.(a), and impaired receiver in
Fig. 5.24.(b). Performance analysis in Fig. 5.21 shows how, in general, the BCID method
performs better than CSP-IDO. In particular, the circular correlation used for the D-PoA
estimation is C(∆γ)(UP) introduced in (5.26). The performance depicted in Fig. 5.21.(a),
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Figure 5.19: Polar representation of C(∆γ(θ0), ρ). Impaired hardware at the receiver side.
K = 45◦.
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Figure 5.20: Comparison between circular correlations. Impaired hardware at the receiver
side. K = 45◦.
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Figure 5.21: RMSE(θ, θ˜) as a function of θ. Impaired hardware at the transmitter.(a)
Ideal receiver case. (b) Impaired receiver case.
that are obtained with impaired transmitter and ideal receiver, show better performance
of BCID w.r.t. CSP-IDO under 75deg. The performance depicted in Fig. 5.21.(b), that
are obtained with impaired transmitter and impaired receiver, show better performance of
BCID w.r.t. CSP-IDO for all AoA range, showing that BCID is considerably more robust
to receiver impairments w.r.t. CSP-IDO, mostly under 45deg.
Performance Evaluation: Multi-path (MP) Case
In this Sec. is analysed how the effects of the MP channel introduced in Ch. 4 affects of
the CSP-IDO and the BCID AoA estimations. The considered channel is generated by
N ′p scatters, each one forms the channel as its np-th impulse. The np impulse is temporary
located in npTp where Tp is the US-CIR sampling period. The amplitude of the scatterers
impulses on the channel expression are
|h(na)np | = e
− τ0+npTp
τnormTsymb ∀na ∈ 1, 2 , (5.39)
where τnorm is the channel characteristic length expressed as multiple of Tsymb. The
parameter τ0 is the ToA of the LOS component. The formal length of the channel is
considered to be 5τnormTsymb, after that time the channel amplitude is considered to be 0.
This assumption leads to the a maximum number of scatterers of Np = 5τnormTsymb/Tp−1,
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excluding the LOS impulse. Only a random subset of N ′p ≤ Np scatterers is considered,
that scatterers have the amplitude described in (5.39). The channel phases related to
each antennas are obtained following the equations in Sec. 4.4.2. To evaluate how these
constraints influence the AoA estimation using the BCID method in Fig. 5.22 is depicted
the 2D cross correlation functions introduced in (5.24). In particular the C(∆γ, ρ) is
represented in polar coordinates as a function of the AoAs θ = arcsin(−∆γ/K) reversing
the rule in (5.21) for all D-PoAs. In Fig. 5.24 is depicted the RMSE(θ, θ˜) regarding the
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Figure 5.22: Polar representation of C(∆γ(θ0), ρ). MP channel, N ′p = 2, τnorm = 2.
K = 45◦.
AoA estimation θ˜ (5.22) for all methods as a function of the real AoA θ and the value
of N ′p considering a MP scenario with τnorm = 2. The performance analysis in Fig. 5.24
show the behaviour of CSP-IDO and BCID in the scenario with ideal receiver, impaired
transmitter and ideal channel, in Fig. 5.24.(a), and MP channel in Fig. 5.24.(b). In the
ideal channel scenario (τnorm = 0), depicted in Fig. 5.24.(a), BCID and CSP-IDO perform
similarly under 75deg. In particular the circular correlation used for the D-PoA estimation
is C(∆γ)(UP) introduced in (5.26). The performance in the MP scenario, depicted in
Fig. 5.24.(b), show better performance of BCID w.r.t. CSP-IDO under 30deg and worst
for higher values.
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Figure 5.23: Comparison between circular correlations. MP channel, N ′p = 2, τnorm = 2.
K = 45◦.
Conclusions
In this Ch. two novel techniques that estimate the AoA exploiting the statistical propri-
eties of modulated signals impinging on a generic receiving array have been presented. In
particular the pdfs of the received signals have been manipulated to reciprocally overlap
their 1D pattern in the CSP-IDO method (Sec. 5.1), or their 2D pattern in the BCID
method(Sec. 5.2). The proposed methods are suitable to work with a-simultaneous signal
acquisitions from the array sensors, where other simultaneous methods, such as MUSIC-
like algorithms, fail to be applied. The proposed algorithms, applied to a TSA at the
receiver, provide a substantial reduction of hardware employment w.r.t. simultaneous
approaches. Furthermore, CSP-IDO and BCID are able to improve their performance
exploiting the transmitter impaired hardware signature. Since the use of the proposed
methods exploits the received signals pdfs their application is possible with any type on
numerically modulated signals, such as QAM or A-PSK. For this reason CSP-IDO and
BCID can also be applied to one or multiple sub-carriers of a multi-carrier modulation
system, such as Orthogonal Frequency Division Multiplexing (OFDM), to improve the
performance. The performance has been evaluated also in scenarios where the estima-
tion process is affected by MP and impaired hardware at the receiver showing enough
robustness. Proposed techniques thanks to their passive/opportunistic approach to AoA
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Figure 5.24: RMSE(θ, θ˜) as a function of θ in a MP scenario. Impaired hardware at the
transmitter. N ′p = 1. (a) τnorm = 0. (b) τnorm = 1.
localization and thanks to the limited hardware usage are suited to be used in a eaves-
dropping scenario with low-end hardware.

Particle Filtering for
Dynamic AoA Estimation 6
In this Ch. the statistical Particle Filtering (PF) techniques [43] are applied to AoA
dynamic tracking. The PF methods, known also as Sequential Monte Carlo (SMC), are
techniques designed for the iterative estimation of the hidden state of a dynamic system
from the knowledge of a set of incomplete and noisy measures of the system [44]. These
methods are herein applied to the dynamic AoA estimation of RF sources that are moving
in the 2D or 3D space. In particular in Sec. 6.1 the dynamic 2D AoA tracking of an electric
vehicle [93] is implemented through a receiving antenna array. Performance are carried
out testing the algorithms in a real case scenario. In Sec. 6.2 the dynamic 3D tracking
of a UAV is implemented through a 3 axial array of antennas proposing a UAV tracking
system and a UAV auto navigation system in a simulative approach.
Opportunistic Vehicle Tracking
The completion of the IEEE 802.11p standard paves the way for the long awaited de-
ployment of Vehicle-to-Vehicle (V2V) and Vehicle-to-Infrastructure (V2I) communication
networks. They will enable the establishment of ad hoc car networks for the diffusion of
sensor information and the implementation of a plethora of new services most of which
requiring position information. In this respect, Global Positioning System (GPS) based
positioning plays an important role. In this Ch. , it is considered a different type of local-
ization method that is based on the usage of roadside localization nodes. The basic idea is
to use the IEEE 802.11p infrastructure in a “passive” way trying to enable a positioning
service opportunistically listening to V2V and V2I communications. The usage of Road
Side Units (RSUs) that detect position information from vehicles is interesting for instance
to enable traffic monitoring services for consumer applications like driver assistance or in
the emerging technology of self-driving cars. Positioning is performed using an ad hoc
multiple antenna receiver that estimates the angle of arrival of the signal impinging the
array. To offer good performance particle filtering is deployed for the estimation of the
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angle-of-arrival and track the position of the vehicles as they move with a broad range of
velocities.
Introduction
A vehicular communication network most likely based on IEEE 802.11p [37] will become
soon a reality. This will enable the establishment of ad hoc car networks for the diffu-
sion and gathering of sensor information and the implementation of a plethora of new
services [38]. Among all possible new applications, the most important ones are probably
those that exploit localization information, i.e., context aware services. In this respect,
GPS positioning plays an important role in the full development of this ecosystem of
services. However, the usage of other localization technologies is relevant in situations
where GPS does not fulfil the requirements, e.g., in terms of precision, response time, and
coverage. The usage of RSUs) that detect position information from vehicles is interest-
ing for instance to offer a traffic control monitoring service for safety [39] or vehicle flows
analysis and management [40], or it can be an enabling service for consumer applications
like driver assistance and in the emerging technology of self-driving cars. Furthermore,
in such applications the identification of the vehicle can also be useful. GPS itself cannot
provide identification information unless it is coupled with another data communication
technology. In other cases, the identification of the nodes is not important but the position
information cannot be obtained by sharing GPS information using a IEEE 802.11p based
network because such information is available only to privileged nodes or is protected for
privacy or security issues to other users. Therefore, we herein consider a different type
of localization method that exploits an existing vehicular communication network infras-
tructure (and in particular the IEEE 802.11p network) in an “opportunistic” way trying
to obtain the vehicles position, in a certain area, by listening to V2V-V2I communica-
tion signals using an RSU. Such an approach can avoid the use of GPS or complement
it, provide more accuracy and reliability in certain scenarios. Essentially, this approach
is host-based, i.e., it is made directly by the RSU node. We focus on the RSU, its ar-
chitecture and algorithms. The RSU comprises an array of antennas and estimates the
AoA of the signals transmitted by the vehicles that impinge the array. This AoA estima-
tion approach can be challenging because of hardware impairments (as phase noise) and
multipath propagation [41]. AoA estimation can be done with subspace methods as the
MUSIC algorithm [42] which detect multiple emitters and compensate, in part, multipath
effects. In this Ch. instead, we consider first a simple AoA phase differential approach.
Then, the AoA estimates are refined using a statistical method based on PF [43]. Particle
filtering was proposed originally for iteratively estimate the hidden state of a dynamic
system approximating its continuous pdf with a weighted set of M discrete samples [44].
The experimental test bed visible in Fig. 6.1 has been deployed to evaluate algorithm
performance.
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Figure 6.1: Experimental set-up.
AoA Opportunistic Estimation Model
The system herein considered comprises a receiving unit equipped with a D-spaced (D =
λ0) Na-elements receiving ULA of antennas (Na = 4). The vehicle to be tracked deploys
a transmission unit with a single antenna operating a carrier frequency f0 = 1/λ0. The
receiving array is placed along the positive x-axis and the coordinates [xi, yi] of the i-th
antenna are chosen so that the first one is placed in the center of the axis and the others
in x > 0:
yi = 0 i ∈ 1, 2, . . . , Na,
xi = (i− 1)λ0 i ∈ 1, 2, . . . , Na.
(6.1)
The moving source antenna is placed in [xsrc(t), ysrc(t)] in the y > 0 cartesian area. The
distance between the source and the i-th antenna is di(t). The ToA τi(t) is defined as the
time that the transmitted signal takes to go from the source antenna to the i-th receiving
antenna. The angle αi(t) is defined as the phase of the narrowband f0 frequency signal
sent from the source antenna and impinging into the i-th receiving array antenna:
di(t) =
√
(xi − xsrc(t))2 + (yi − ysrc(t))2, (6.2)
τi(t) = di(t)/c0, (6.3)
αi(t) = 2pif0τi(t). (6.4)
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A set of polar coordinates [r(t), θ(t)] is defined to locate the source, where r(t) is the
distance from the center of the axis and θ(t) is the angle from the positive y axes. Under
the far field approximation r(t) >> Larray = (Na − 1)λ0, it is possible to obtain for each
pair of antennas an estimation of the AoA θ(t). With these assumptions and without
impairments and noise, each pair of antennas obtains the same estimation of the AoA
θ˜(t):
θ˜(t) = arccos
{
∆α(t)
K
}
,
∆α(t) = αi(t)− αi+1(t),
(6.5)
where ∆αi(t), ∀i ∈ {1, 2, . . . , Na − 1}, is the differential phase shift introduced in (6.4)
between the signals received from the i-th and the (i + 1)-th antenna of the ULA. K is
defined as the constant K = 2pif0D
c0
= 2pi. Differential phase shift informations need to be
extracted from the received demodulated signals in the application scenario described by
the model in (6.5). The transmitted signal s(t) representing the signal transmitted in the
V2V and V2I (V2X) communication by the moving vehicle is
s(t) = a(t)ej(2pif0t+φ0), (6.6)
where φ0 is the phase of the source signal and a(t) is the complex envelope of the data
signal. The demodulated and sampled signal received at the i-th antenna is
zi(kT ) = Ai(kT )a(kT )ej(φ0+αi(kT )) + wi(kT ), (6.7)
where Ai(kT ) is the channel PL and αi(kT ) is the phase shift defined in (6.4) caused by
the distance di(kT ) between the signal source and the i-th antenna of the ULA. wi(kT )
is the sampled AWGN process at the i-th receiver. The expression in (6.7) is simplified
and does not take in account non ideal conditions like multipath effects and other hard-
ware impairments [41]. The received samples are processed to compute an estimation of
∆α(kT ) in order to estimate the AoA θ˜(kT ) like previously expressed in (6.5):
∆α(kT ) ≈ q¯(kT ), (6.8)
q¯(kT ) =
Na−1∑
i=1
qi(kT )
Na − 1 , (6.9)
qi(kT ) = zi(kT )z∗i+1(kT ) =
= Ai(kT )Ai+1(kT )|a(kT )|2ej∆αi(kT ) + ηi(kT ),
(6.10)
where the approximation in (6.8) is due to the zero mean ηi(kT ) component shown in
(6.10) that includes wi(kT ) and wi+1(kT ) AWGNs and their cross products with the data
signals. The (Na− 1)-long average operation in (6.8) reduces the effects of the zero mean
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noise ηi(kT ). Ai(kT ) and Ai+1(kT ) are real positive numbers that represent the path loss
(PL) factors associated to the pair of antennas.
Using this technique a roadside relative positioning is possible without interacting
directly with the vehicle using for example IEEE 802.11p but just opportunistically ex-
ploiting the information from the V2X communication. In (6.8), the AWGN is averaged
between antenna pairs for better performance.
The effects of hardware impairments and multipath propagation introduce a perfor-
mance loss [41]. Although not explicitly modelled in (6.7) they are taken into account in
the performance results section. Their compensation is performed at a higher level with
the PF algorithm described in Sec. 6.1.3 and 6.1.4.
Particle Filtering Algorithm
In this section, we discuss how PF is applied to the localization problem introduced in
Sec. 6.1.2. The algorithm target is to track the hidden state of the system, the real angular
position of the signal source θk = θ(kT ), from the noisy measure of the system represented
by θ˜k = θ˜(kT ). This system can be represented by two discrete time expressions, one that
shows the evolution of the hidden state θk and another that shows how the system outputs,
the measures θ˜k, are generated:
θk = g(θ[k−Nmm÷k−1], uk−1), (6.11)
θ˜k = h(θk, vk), (6.12)
where the index k denotes the signal at time kT . In (6.11) is shown how the current state
θk evolves only thanks to its Nmm previous values and a random uncertain variable uk−1
through the motion model function g. Equation (6.12) shows how the generated measure
θ˜k depends only on the real state θk and a random uncertain variable vk through the
measure model function h. This Monte Carlo based type of Markov chain hidden state
estimation algorithm has been chosen because of its relative simplicity of application an
its versatility achievable by appropriately setting the parameters and procedures. PF
algorithms are a numeric implementation of Bayesian estimation, a statistical approach
to increase iteratively the knowledge of θk by narrowing fθk|θ˜k [a], its pdf conditioned by the
sequential acquisition of new informations during time. The pdf of θk defined as fθk [a]
is approximated with a set of M particles {θ(m)k }m=1,...,M and a set of related weights
{w(m)k }m=1,...,M :
{θ(m)k , w(m)k }m=1,...,M ↔ fθk [a], (6.13)
where the rule that leads to the particles set generation is
E[θk] =
∫ pi/2
−pi/2
afθk [a] da =
M∑
m=1
θ
(m)
k w
(m)
k . (6.14)
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The particles θ(m)k and the weights w
(m)
k are generated from the partial knowledge of
the measure model h and the state evolution model g, this knowledge is more and more
corrected by the sequential time acquisition of the values of the measures θ˜k. Furthermore
the signal source is moving so that its AoA changes over time with its measures.
Random Particle Initialization
The particles initialization is the first step of the procedure. In this stage the knowledge
of the hidden state is shallow. At first it is only known that θk is between −pi/2 and
+pi/2, so the first M particles are uniformly randomly generated in this interval:
θ
(m)
k=1 ∼ U
(
−pi2 ,+
pi
2
)
. (6.15)
Particle Measures Generation
Particle measures θ˜(m)k are calculated in every iteration after the generation of the corre-
sponding particles θ(m)k . An hypothesized measure model h˜ is created to approximate the
real one introduced in (6.12).
θ˜
(m)
k = h˜(θ
(m)
k , v
(m)
k ) = θ
(m)
k + v
(m)
k ,
v
(m)
k ∼ N (mv = 0, σv) ,
(6.16)
where σv is the standard deviation of the normal distribution of v(m)k that defines how
wide the measurement error is.
Weight Calculus
An Euclidean distance metric is used, after the generation of the particle measures θ˜(m)k ,
to calculate their weights w(m)k :
d
(m)
k = |θ˜(m)k − θ˜k|,
w
(m)
k = exp
{
−d(m)k
}
,
(6.17)
where θ˜(m)k are the statistically generated particle measures introduced in (6.16), θ˜k is the
real acquired measure at time k introduced in (6.10) and d(m)k is defined as the weight
parameter.
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Estimation
After that the set of weights {w(m)k }m=1,...,M and particles {θ(m)k }m=1,...,M at time kT is
generated, it is possible to process θˆk, i.e., the PF estimation of the AoA θk:
θˆk =
M∑
m=1
θ
(m)
k w
(m)
k . (6.18)
The method in (6.18) calculates the weighted average of the discrete set of particles.
Resampling
During the processing of the weights, depending on the weighting function used, it is
possible that a subset Psmall of particles assumes a non significant weight wsmall ≈ 0 that
makes them useless in their contribution to the the estimation calculus. On the other hand
a complementary subset Pbig is generated. It includes particles with the highest weights
wbig ≈ 1/|Pbig| and concentrated in a single point θbig. This particle cloud degeneration
makes the discrete particle approximated pdf turn into an impulse centred in θbig. That
phenomenon carried on by the iterations reduce the precision of the algorithm decreasing
also its ability to dynamically follow θk.
A solution to avoid this phenomenon is to re-sample the set of particles [96]. This new
set {θ(m)k,res}m=1,...,M is generated choosing the particles from the original set {θ(m)k }m=1,...,M
and extracting them proportionally to their weight w(m)k :
P [θ(m)k,res = θ
(n)
k ] ∝ w(n)k . (6.19)
This technique avoids the degeneration of the particle cloud keeping the consistency.
Motion Model Feedback
After the regularization of the particle cloud shown in Sec. 6.1.3, it is necessary to iterate
the algorithm from the step k to the step k + 1 creating a feedback among the cycles.
Depending on the tracked variable it is possible to create a motion model inferring the
coordinates of the particles set {θ(m)k+1}m=1,...,M from the parameters of the previous itera-
tions. The most simple motion model is to place θ(m)k+1 near the re-sampled value θ
(m)
k,res to
obtain:
θ
(m)
k+1 = θ
(m)
res,k + γ, (6.20)
where γ is a zero mean random variable distributed as γ ∼ N(0, σs).
Proposed Particle Filtering Improvements
In this section, we present two improvements of the basic particle filtering of Sec. 6.1.3.
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Weight Reshaping
In Sec. 6.1.3, the positive effects of re-sampling have been discussed. However, the abuse
of this technique can make the group of particles to collapse in a single area reducing
dramatically the quality of the simulation. To avoid this consequences, [43] shows that
it is possible to trigger the re-sampling in every iteration evaluating if the parameter
that represents the spread of the particle cloud exceeds a certain degeneration threshold.
In this Ch. , an alternative method is proposed. Essentially, the re-sampling is always
computed without restrictions but it is preceded by an elaboration block that we call
weight reshaping (RESH). The values of the weight parameter d(m)k introduced (6.17)
are processed in a way that their biggest value is associated to a new weight wmin and
similarly the smallest weight parameter is associated to wmax = rwmin:
wmin = R
(
max
{
d(m)
})
,
wmax = R
(
min
{
d(m)
})
.
(6.21)
As shown in Fig. 6.2, the particles’ weights that are between this values are calculated
using the reshaping function R(x). Different functions of R(x) were tested:
R(x) = A exp(−Bx),
R(x) = Ax+B,
R(x) = −Ax2 +Bx+ C,
(6.22)
where A,B,C and D are constants calculated applying the boundary expressions in (6.21).
Drift Motion Model (DMM)
The prediction part of the PF algorithm that propagates the feedback from the particle
set at step k to the particle set at step k+ 1 is executed by a motion model. A model was
introduced in Sec. 6.1.3. Another feedback motion model is herein proposed. It carries
on to the next cycle all the informations of the particle cloud using a regression method
instead of creating the new set of particles only with the information of θ(m)res,k like in (6.20).
This DMM generates a new set of θ(m)k+1 by shifting all the previous cloud particles with
the a regression parameter p:
θ
(m)
k+1 = θ
(m)
k,res + µT + γ, (6.23)
where µ is the slope of the linear regression of the Nmm previous samples of θˆk, and γ is
a zero mean random variable like in (6.20). The performance of this method is evaluated
in Sec. 6.1.6.
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Figure 6.2: Example of weight reshaping.
Experimental Set-Up
To acquire real field measurements, we have exploited the experimental test-bed shown
in Fig. 6.1 and described in [97]. The RSU deploys a 4 element ULA and operates at
2.41GHz. The OBU simulating the V2X communication deploys an Universal Software
Radio Peripheral (USRP)-2932 Software Defined Radio (SDR). The source node was
placed on board of a small electric vehicle for urban mobility. Another SDR was installed
on the vehicle to track and save the GPS position. GPS angular informations θ(gps)k were
extracted from the GPS coordinates to be used as a reference. The relative angular coor-
dinates were obtained from the GPS longitude and latitude linearisation. A comparison
with the estimates obtained both with the raw algorithm, θ˜k, and with the PF algorithm,
θˆk, was then made. The electric vehicle followed the oval route shown in Fig. 6.3 to acquire
a set of measurements that emulates a real dynamic car tracking scenario.
Validation and Performance Analysis
The performance of the algorithm is evaluated in terms of two parameters. The first one
is the absolute value of the Pearson’s correlation coefficient |ρ| between the GPS angular
data θ(gps)k and the AoA obtained with both the raw estimator and PF . This parameter
shows intuitively how much the methods provide correlated (similar) results. The second
parameter is the RMSE in the AoA estimate w.r.t. the GPS reference values. Different
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Figure 6.3: Driving path for the measurement test.
parameter configurations were considered as well as the usage of the RESH elaboration
and the DMM module. The uses M = 20. The standard deviation of the motion model
spreading σs introduced in (6.20) was tested in a range from 1◦ to 30◦. In Fig. 6.4 and
Table 6.1: Performance improvement summary
PF (M = 20, resampling=ON)
parameter AoAdata
RESH DMM RESH DMM RESH DMM
OFF OFF ON OFF ON ON
|ρ| 0.48 +63% +75% +83%
RMSE 46.9◦ −25% −31% −42%
in Table6.1, it is possible to notice that the PF method has a maximum |ρ| for a single
value of σs. This peak value is always greater than the constant value of |ρ| obtained
with the raw AoA estimation (ρ(raw) = 0.48). In particular, increasing the complexity of
the PF algorithm, adding RESH and DMM , |ρ| increases respectively from 0.78@σs=11◦
to 0.84@σs=6◦ and 0.88@σs=7◦. It is possible to notice how the progressive introduction
of the reshaping module and of the drift motion model increases the performance of
the algorithm. A deeper analysis revealed that the introduction of RESH and DMM
, especially for σs > 10◦, causes an independence of performance from the number of
particles M showing almost the same |ρ| values for M = 20, M = 50 and M = 150.
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In Fig. 6.5 and in Table6.1, it is possible to see that the PF methods have a minimum
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Figure 6.4: |ρ| for raw estimation and for different PF configurations.
RMSE value for a single value of σs. This is always smaller than the constant value
of RMSE attained with the raw AoA estimation (RMSE(raw) = 46.9◦). In particular,
increasing the complexity of the PF algorithm, adding RESH and DMM , the RMSE
decreases respectively from 35.2◦@σs=13◦ to 32.3◦@σs=6◦ and 27.1◦@σs=7◦. Again, the
RMSE diminishes with the introduction of the reshaping filter and of the drift motion
model. RESH and DMM , especially for σs > 10◦, cause an independence of performance
from the number of particles M showing almost the same RMSE values for M = 20,
M = 50 and M = 150.
Conclusions
We have presented the application of particle filtering for the estimation and tracking of
the AoA in a vehicular environment by opportunistically listening to the V2X transmission
by the vehicle. The conventional PF has been improved by the modification of the motion
model and by an ad-hoc weight reshaping. Its performance has been evaluated in the real
field and compared to that attainable with a raw AoA estimation w.r.t. the reference
estimation obtained with the GPS system. It has been found that the method offers a
performance close to that attainable with GPS . The approach can be used to provide
full localization if correlated with geometrical street information even in situations where
96
Chapter 6 - Particle Filtering for
Dynamic AoA Estimation
5 10 15 20 25 30
25
30
35
40
45
50
55
60
σ
s
 [deg]
R
M
SE
 [d
eg
]
Root Mean Square Error (RMSE) [M=20]
 
 
Raw [RMSE=46.9°]
PF [resh=no, mm=no], RMSE
min=35.2°@σs=13°]
PF [resh=exp, mm=no], RMSE
min=32.3°@σs=6°]
PF [resh=exp, mm=drift], RMSE
min=27.1°@σs=7°]
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the GPS is not available. Moreover the PF AoA estimates can be integrated with GPS
data to increase the localization precision through data fusion techniques.
Unmanned Aerial Vehicle (UAV) Localization
UAVs localization has become crucial in recent years, mainly for aided or self navigation
and for UAV based security monitoring and surveillance. In this Ch. , azimuth and eleva-
tion radio positioning of UAVs is considered. The localization is based on multiple differ-
ential phase-of-arrival measures exploiting a 3-Axial Uniform Linear Array of antennas.
An ad-hoc particle filtering algorithm is applied to improve the positioning performance
using a dynamic motion model. A novel adaptive algorithm, namely Particles Swarm
Adaptive Scattering (PSAS), is proposed to increment algorithm stability and precision.
To assess performance a Confined Area Random Aerial Trajectory Emulator (CARATE)
algorithm has been developed to generate actual paths of flying UAVs. The algorithm per-
formance is compared with the baseline method and with the average trajectory Cramér
Rao lower bound to show the effectiveness of the proposed algorithm.
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Introduction
UAVs are attracting considerable attention since they can be used for a number of con-
sumer, industrial and military applications ranging, for instance, from sport video making
to environmental monitoring and parcel delivery [45,46]. A key component is the technol-
ogy that allows to locate and navigate the UAVs. Presently, GNSS and inertial sensors
are used to provide information on position, speed and direction of movement. Reliable
localization is very important also in view of new regulations that aim at better control-
ling the use and the status of the UAVs for higher safety and security [47]. Furthermore
recently UAVs technology has started to be under the spotlight of police audits because
of possible security threats [48].
In this Ch. , a radio localization approach is considered and it is based on azimuth and
elevation positioning using a transmitting source as a reference. Azimuth and elevation
are determined by processing with particle filtering (PF) the signals that impinge on a
Three-Axial-ULA (3A-ULA). The 3A-ULA can be mounted either on a ground base
station or on the UAVs. In the first case, namely Ground Localization Scenario (GL-S),
the base station passively eavesdrops the signals emitted by the UAVs to determine their
angular coordinates. In the latter case, namely Self Localization Scenario (SL-S), the
ground node acts as a radio anchor allowing UAVs self localization. The system can be
used in a standalone way or to complement existing GNSS or inertial sensors employing
data fusion techniques [49].
In Sec. 6.2.2, the analytical model for the signals received by the 3A-ULA is described.
The Baseline Method (BM) coordinates estimates obtained from the 3A-ULA in Sec. 6.2.3
are iteratively processed with an ad-hoc PF algorithm described in Sec. 6.2.4. The PF
technique uses a novel dynamic particles swarm management routine, namely PSAS,
introduced in Sec. 6.2.5 to improve both convergence and precision performance.
In order to quantify the performance of the proposed tracking algorithm an emulator
for the UAV behaviours is specifically developed in Sec. 6.2.6. This ad-hoc numerical
model, namely CARATE, randomly generates trajectories in the 3 dimensional space
following a well defined set of rules in order to emulate real UAV behaviours.
Finally, in Sec. 6.2.8, numerical results are reported to assess performance as a func-
tion of the UAVs motion model, the PF algorithm parameters and external detrimental
impairments, such as, Phase Noise (PN) and carrier frequency Doppler Shift (DS). A
comparison with the average trajectory Average Trajectory CRLB (AT-CRLB) for the
angular estimation of the elevation θ and azimuth φ is also provided.
Positioning System Description
A system that determines the position of flying UAVs through the analysis of a signal
impinging on the 3 branches of a 3A-ULA is considered.
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The GL-S is built as follows: UAVs send narrow band radio signals that are cap-
tured by a ground base station equipped with a 3A-ULA. The radio signals are properly
frequency/time duplexed to allow multiple UAVs tracking. The ground node can then
compute locally the UAVs azimuth and elevation coordinates [21]. By sharing the data
collected from more ground nodes, it is possible to achieve a full 3D positioning for the
UAVs trajectories.
The SL-S is analogously arranged. Each 3A-ULA is mounted on the UAVs so that
the ground device takes the role of a radio beacon anchor [98], allowing the UAVs to be
self aware of their position. Using more anchors transmitting at different frequency or
in a time division multiplexing fashion, the UAVs can accomplish a full 3D positioning.
Clearly this scenario is implementable depending on the size of the array and to the UAVs.
The 3A-ULA is constituted, for each one of the 3 branches, by Na antennas. Each
branch is labelled with a ∈ x, y, z to indicate along which one of the axes it is displaced.
An antenna of the same branch a is indexed with i ∈ [1, 2, . . . , Na] to indicate its position
along the branch. Thus, the coordinates of the antennas can be written as
x(a,i) = (i− 1)Dδxa ,
y(a,i) = (i− 1)Dδya ,
z(a,i) = (i− 1)Dδza ,
(6.24)
where δij is the Kronecker delta that is 1 for i = j and 0 otherwise and D is the constant
distance between antennas.
The signal model considered in the following describes for simplicity the scenario with
only one UAV, this assumption can be easily extended to a multi UAVs application. Both
GL-S and SL-S scenarios, due to symmetry, can be modelled in the same way. So that in
general, the down-converted signal received by the i-th antenna of the 3A-ULA branch a,
can be written as
s(a,i)n = Ane
j
[
ψ
(a,i)
n +γ
(a,i)
n +ϕn+ζ
]
+ w(a,i)n , (6.25)
where n indexes the time, sampled with period T . The quantity ψ(a,i)n is the phase of the
demodulated signal impinging on the i-th sensor of the branch a, namely the PoA, in the
ideal case without impairing effects. γ(a,i)n represents the phase DS caused by the non zero
speed of the radio source with respect to each receiving array element. ϕn is the PN of
the oscillators. It is considered white for this application [73]. The component ζ is the
PO between modulating and demodulating oscillators. The phase components of (6.25)
are more in detail described below:
ψ(a,i)n = 2pif0τ (a,i)n ,
γ(a,i)n = 2pif0CDS(nT − τ (a,i)n )τ (a,i)n ,
(6.26)
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where f0 is the carrier frequency of the received modulated signal and where τ (a,i)n is
the ToA of the plane wave from the source to the sensor. CDS(t) = vr(t)/c0 is the DS
coefficient due to the movement of the UAV. The parameter vr(t) is the UAV speed in
the direction of the center of the 3A-ULA and c0 is the speed of light. Finally, w(a,i)n is
circular C-AWGN with standard deviation σw. The receiving architecture comprises Na
down-converting branches for each axis of the 3A-ULA all fed by the same oscillator. For
this reason PN and PO components are identical for all antennas.
Considering the scenario where the transmitted signals carry also information, the
component An of (6.26) is representative of the unknown informative part of the signal,
specifically the modulated complex data symbols. For the application herein considered
An is assumed to be an equi-probable symbol of an unknown order PSK modulation
scheme. For this reason the symbol is modelled as complex uniform ring shaped noise
(RSN) An = |A|ejξn where ξn ∼ U(0, 2pi) is a random uniform variable between 0 and 2pi
and |A| is the constant amplitude of the modulated signal.
In this model, the presence of multipath propagation is not considered, a line of sight
environment is assumed. This can hold true when the ground and UAV antennas have a
wide vertical lobe respectively directed upward and downward.
Azimuth and Elevation Estimation With 3A-ULA
A radio source moving in the 3D cartesian space is considered. Its angular spherical
coordinates θn and φn are determined using the same coordinate system of the 3A-ULA
defined in (6.24). A trajectory example is visible in Fig. 6.7. The positioning technique
used to locate the radio source is based on the estimation of the phase difference of
the received signals between different antenna couples belonging to the same 3A-ULA
branch a, namely the D-PoA ψˆ(a)n . The D-PoA is defined as ψˆ(a)n = ψ(a,2i−1)n − ψ(a,2i)n
∀i ∈ [1, 2, . . . , Na/2].
In [73] a technique to estimate ψˆ(a)n in a scenario with impaired signals similar to (6.25)
is described. Applying this technique for the model herein considered, it allows to exploit
the D-PoAs from the signal model introduced in (6.25). ψˆ(a)n are estimated as u(a)n , where
· stands for the phase operator and where:
u(a)n =
2
Na
Na/2∑
i=1
s(a,2i−1)n s
(a,2i)∗
n , (6.27)
where an average over the Na/2 distinct antenna pairs is performed to mitigate noise and
compensate other zero mean impairments. Using u(a)n , the angular spherical coordinates
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θn and φn are estimated respectively with θ˜n and φ˜n as following:
θ˜n = arctan
(√
( u(x)n )2 + ( u(y)n )2, u(z)n
)
,
φ˜n = arctan
(
u(y)n , u
(x)
n
)
,
(6.28)
where arctan(·, ·) is the arctangent function extended to the [0, 2pi) domain.
The estimations θ˜n and φ˜n made in (6.28) will be denoted in the following as BM
estimations to differ from the PF estimations) that will be introduced in Sec. 6.2.4.
PF Algorithm Estimation
In this section, the application of the PF algorithms [43] to the localization problem
introduced in Sec. 6.2.3 is briefly described. PF algorithm techniques have been chosen
because of their simple, scalable and flexible numerical implementation with respect to
other methods like Extended Kalman Filter [44] that approach the problem linearising
the system and approximating the probability density functions as Gaussians. PF is
specifically designed to fit to complex system models as well as to non linear and non
Gaussian configurations. The target of PF methods is to estimate the dynamic evolution
of the hidden states in a system, i.e. the coordinates θn and φn of the radio source, using
the sequential discrete noisy measures u(a)n introduced in (6.27). In PF, it is necessary to
hypothesize a model for the observations and for the states temporal evolution [43]. The
evolution model for the hidden states θn and φn is
θn = gθ(θ[n−Nmm÷n−1], pθ,n) ,
φn = gφ(φ[n−Nmm÷n−1], pφ,n) ,
(6.29)
while the model for the observations related to the hidden states introduced in (6.27) is
u(a)n = h([θn, φn], qn) . (6.30)
The relations (6.29) show how the current hidden state [θn, φn] evolves thanks to the
previous Nmm states and the random uncertain variables pθ,n and pφ,n through the motion
model function g. The relation (6.12) shows how the measurements u(a)n depend only on
the current state [θn, φn] and on a random uncertain variable qn through the measure
model function h.
For notational simplicity, both θn and φn will be denoted with the generic angle αn.
When needed this generalization will be removed.
PF has been chosen because of its simplicity and versatility. PF algorithms are a
numeric implementation of Bayesian estimation [44], a statistical approach to iteratively
increase the knowledge of the states to be estimated by narrowing their pdf conditioned by
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the sequential acquisition of new measures during time. The pdf of αn defined as fαn [α] is
approximated in a discrete way [96] with a set of M particles {α(m)n }m=1,...,M and a set of
weights {w(m)α,n }m=1,...,M . Particles and weights are generated from the partial knowledge
given from the measure model h and the state evolution model gα. This knowledge is more
and more incremented by the continuous time acquisition of the measures u(a)n . Clearly,
the UAV moves so that its coordinates change over time n.
As shown in (6.29), in the PF algorithm an assumption about the model that controls
the evolution of the hidden state of the system gα is made. For this purpose the motion
model used is the DMM proposed in [93]. The DMM generates the new particles cloud
{α(m)n } at step n shifting the previous step re-sampled cloud [43] {α(m)n−1,RES} using the
regression constant mn−1:
α(m)n = α
(m)
n−1,RES + mn−1T + η , (6.31)
where α(m)n−1,RES is the m-th particle of the n−1 step cloud after the resampling process
[96]. η ∼ N (σs,ms = 0) is a Gaussian random variable that represents the fundamental
statistical scattering part of the motion model. The parameter mn−1 is the slope of the
linear regression of the Nmm previous values of αˆn, the PF estimates of αn. It is important
to emphasize that in this regression model, due to the periodic nature of αn, it is necessary
to use the previously saved Nmm unwrapped values of αˆn. This is necessary to correctly
track the azimuthal coordinate φn during the 2pi angular shifts from −pi to +pi going from
the third to the second Cartesian quadrant.
Particles weights w(m)α,n are calculated by the PF algorithm using in each cycle the
temporary estimates α˜n obtained from the real acquired measures in (6.28). This tem-
porary estimations are compared with the cloud of generated particles α(m)n through an
exponential weighting function to obtain the set of weights w(m)α,n :
w(m)α,n = exp (−|α(m)n − α˜n|) , (6.32)
where, to correct unnecessary 2pi offsets of |α(m)n − α˜n| due to the periodicity of αn, the
minimum absolute value of the distance of the two angles α(m)n and α˜n in the 2pi-modulo
space is computed. A reshaping technique [93] is then applied, before estimation, to
regularize the particle cloud weights.
The PF estimation αˆn of the hidden state αn is then computed through a weighted
average of the reshaped particles swarm:
αˆn =
M∑
m=1
w
(m)
α,n,RESHα
(m)
n . (6.33)
where w(m)α,n,RESH is the weight after the reshaping process. Finally, after the estimation
stage, the particles cloud is re-sampled, generating the set α(m)n,RES, to eliminate spurious
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particles and avoid fragmentation.
Novel Particles Swarm Adaptive Scattering (PSAS)
The parameter σs is the standard deviation of the random variable η introduced in (6.31).
In the previous section σs, it was considered constant over time. However, depending
on the situation of the tracking algorithm, it will be shown that it is better to have a
dynamic σs,n. It is possible to define two parameters that describe the particle cloud: Ωn,
Particles Cloud Width (PC-W) that describes how much wide the set of particles is, and
εn, the Particles Cloud Granularity (PC-G) that indicates the inter particle distance:
Ωn = max
m
{α(m)n } −minm {α
(m)
n } ≤ 2pi , (6.34)
εn = Ωn/(M − 1) . (6.35)
The value of Ωn influences the convergence speed of the algorithm. In fact, if the particles
cloud is positioned over the value to be estimated the convergence is fast because the
the exponential weighting function introduced in (6.32) gives high weights to the nearest
particles and negligible weights to the further ones. However, if the particles cloud is
located far from the value to be estimated, convergence is slower because the exponential
weighting function algorithm gives almost the same weights to all particles. Thus, it will
need more iterations to move the particles swarm, cycle by cycle, near the convergence
point. For these reasons a bigger value of Ωn will lead to wider clouds, encouraging the
convergence. On the other hand, smaller values of Ωn will make the algorithm slower and
more unstable to fast state changes.
The value of εn influences the precision of convergence. In fact, hypothesising to have
reached the convergence point the estimation precision is upper bounded by the average
inter particle distance, the PC-G.
Considering the spreading variable η introduced in (6.31) as a Gaussian variable
with zero mean and standard deviation σs, it is possible to estimate the PC-W using
the Tchebysheff’s inequality as Ωn ≈ 6σs ∝ σs. Likewise the PC-G can be estimated as
εn ≈ 6σs/(M − 1) ∝ σs. These relations show that σs is directly proportional to PC-W
and PC-G. Because of the previous observation it is possible to conclude that, given a
swarm of M particles, during the convergence phase a bigger value of σs would be more
appropriate because it would lead to faster results. On the other hand, after the conver-
gence phase, smaller values of σs would be more appropriate to increase the estimation
precision.
For these reasons a novel algorithm that manages the dynamic evolution of σs across
the iterations, namely PSAS, is proposed.
The distance metric d(m)n is defined as a baseline error cloud for the particles and is
used from the PSAS to select the convergence status of the PF algorithm. The error
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cloud d(m)n is calculated between the baseline estimation α˜n introduced in (6.28) and the
re-sampled particle swarm α(m)n,RES:
d+n = avg(d(m)n ) + std(d(m)n ) ,
d−n = avg(d(m)n )− std(d(m)n ) ,
d(m)n = |α(m)n,RES − α˜n| ,
(6.36)
where the operators avg and std denote respectively the numeric operations of average
and standard deviation and the absolute value operates in the periodic [−pi, pi[ domain.
The parameters d−n and d+n represent respectively the lower and higher bounds of the error
cloud d(m)n and are used as thresholds from the PSAS algorithm to trigger the increment
or the decrement of σs,n as follows:
σs,n = σs,n−1 (1± δσs) , (6.37)
where δσs > 0 is the proportional feedback parameter of the PSAS. The value of δσs,
depending on the two feedback parameters d+n and d−n and the threshold value γth, is set
positive to iteratively increment σs,n, negative to decrement σs,n and is set to zero to keep
it constant.
The value of σs,n is incremented w.r.t. its previous value when the condition of non-
convergence is detected. This condition holds true when the error cloud d(m)n is reasonably
out of the [−γth, γth] convergence interval, i.e., when d−n > γth or d+n < −γth. Then, the
PC-W is incremented to encourage convergence. If the previous condition is not satisfied,
the value of σs,n is decremented w.r.t. its previous value when the convergence state is
detected. This condition holds true when the error cloud d(m)n is on the edges of the
[−γth, γth] convergence interval i.e. when d+n > γth or d−n < −γth. Then, the PC-G is
reduced to increment the precision. For the remaining values of d+n and d−n the condition
of tight-convergence is reached. In this state the value of σs,n is kept the same w.r.t.
its previous value. This PSAS case keeps the cloud at the same size to avoid instability
conditions due to rapid changes of the convergence point. The values of the feedback
parameter δσs and the threshold parameter γth are related to the dynamic behaviour of
the convergence point that is related to the UAV motion model. Optimal values for δσs
and γth were numerically calculated for the trajectories generated by CARATE.
Unmanned Aerial Vehicles (UAVs) Trajectory Emulator
To assess performance of BM and PF algorithms estimations and to evaluate the effects of
different parameters on the estimation process, it is necessary to emulate UAVs trajectories
using a proper coordinates evolution algorithm. Herein, a possible trajectory generation
method is proposed.
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The proposed algorithm, named CARATE generates iteratively a 3D path obtained
from a variable length previous history of the trajectory and a tunable set of random
variables. CARATE is specifically designed to emulate UAVs trajectories inside a limited
flight area, in the GL-S, around the receiving array. Thus, the generated trajectories allow
to test the tracking algorithms for a broad range of arrival angles. An UAV located far
from the receiving array instead, would be localized using a limited range of angles. The
Cartesian position [xn, yn, zn] at time n of the UAV evolves as
xn = xn−1 + Tvn cos(φ′n) sin(θ′n) ,
yn = yn−1 + Tvn sin(φ′n) sin(θ′n) ,
zn = zn−1 + Tvn cos(θ′n) .
(6.38)
The angle φ′n, depicted in Fig. 6.6, is the local azimuthal angle at time n of the actual
trajectory coordinates [xn, yn, zn] seen from the previous path point [xn−1, yn−1, zn−1]. The
local elevation angle θ′n can be defined analogously. vn is the absolute speed of the UAV.
At each step, the trajectory increments generated by θ′n, φ′n and vn are related to the
“seed” components θseed,n, φseed,n and vseed,n and to the random components δθn, δφn and
δvn as follows
θ′n = θseed,n + δθn ,
φ′n = φseed,n + δφn ,
vn = vseed,n + δvn .
(6.39)
The random components are generated following respectively the Normal distributions
δθ ∼ N(mδθ, σδθ), δφ ∼ N(mδφ, σδφ), δv ∼ N(mδv, σδv). The parameters of the random
component distributions affect the UAV path behaviour. For example for mδv > 0 the
UAV will have an accelerating trend and for mδφ > 0 the UAV will tend to turn anti-
clockwise. The seed values introduced in (6.39) are the history parameters that express
how much the evolution of the path is related to its past:
θseed,n = arccos [∆zn(Nang),∆rn(Nang)] ,
φseed,n = arctan [∆yn(Nang),∆xn(Nang)] ,
vseed,n =
Nsp∑
k=1
vn−k
Nsp
,
(6.40)
where arctan(·, ·) is the arctangent function defined within [0, 2pi) and where
∆xn(Nang) = xn−1 − xn−Nang ,
∆yn(Nang) = yn−1 − yn−Nang ,
∆zn(Nang) = zn−1 − zn−Nang ,
∆rn(Nang) =
√
∆xn(Nang)2 + ∆yn(Nang)2 + ∆zn(Nang)2 .
(6.41)
6.2 - Unmanned Aerial Vehicle (UAV) Localization 105
In Fig. 6.6, the relations among the CARATE components for the variable φn are repre-
sented. As shown in (6.40), the smaller the window width of the seed parameters Nang
Figure 6.6: Diagram of CARATE components for variable φ, example with Nang = 5
.
and Nsp, the higher the influence of the path randomization will be w.r.t. the past history
of the path itself. The same effect will occur for higher values of the standard deviation
σδθ, σδφ, σδv of the random components δθ, δφ, δv introduced in (6.39).
The CARATE algorithm, as visible in the sample path in Fig. 6.7, generates a 3D
trajectory inside a limited flight area, formed by the horizontal bound region Sxy and the
vertical bound region Sz. Sxy is defined as {|x| < Lxy ∩ |y| < Lxy} while Sz is defined
as {z > Lminz ∩ z < Lmaxz }. A specific routine of the algorithm has been developed to
keep the trajectory inside the limited flight area, preserving it smooth and without sharp
edges on region bounds. If xn or yn exceed Sxy the value of φseed,n introduced in (6.40) is
forced for the subsequent Nbend steps to follow a set of equispaced values between φseed,n
and φseed,END. The value of φseed,END is appropriately defined depending on the Cartesian
quadrant where the trajectory crosses the surface of Sxy. Analogously, if zn exceeds Sz
the value of θseed,n introduced in (6.40) is forced for the next Nbend steps to a set of
equally spaced values between θseed,n and θseed,END. The value of θseed,END is also defined
depending on the Cartesian quadrant where the surface of Sz has been crossed.
Cramér-Rao Lower Bound (CRLB)
In statistics the CRLB expresses the lowest value of the RMSE of an optimal estimator
given a certain set of data [99]. In this Ch. the estimations of the coordinates [θn, φn] is
carried out from the information given by the measurements u(x)n , u(y)n , u(z)n .
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Figure 6.7: Example of UAV 3D trajectory generated with CARATE.
Now, we define bn = [b(a)n ]n∈[x,y,z] as the vector of ideal measured values, namely u(a)n
in (6.27) but without the detrimental effects due to the impairments introduced in (6.25)
such as PN, DS and C-AWGN:
b(a)n = |A|2ejψˆ
(a)
n , (6.42)
where, as introduced in Sec. 6.2.2, ψˆ(a)n is the D-PoA for the a-th 3A-ULA antenna branch
and |A| is the constant amplitude of the complex down-converted constellation. The
vector of real measurements un = [u(x)n , u(y)n , u(z)n ], defined in (6.27), can be written as
u(a)n =
2
Na
Na/2∑
i=1
|A|2ejψˆ(a)n +W (a,i)n ,
= Aˆejψˆ
(a)
n + Wˆ (a)n ,
(6.43)
where the intermediate signal |A|2ejψˆ(a)n + W (a,i)n is averaged through antenna pairs and
Aˆ = (2/Na)
∑Na/2
i=1 |A|2 = |A|2. The noise components in (6.43) are:
W (a,i)n = |A|ejψ
(a,2i−1)
n w(a,2i)∗n + |A|∗e−jψ
(a,2i)
n w(a,2i−1)n +
+ w(a,2i−1)n w(a,2i)∗n ,
(6.44)
Wˆ (a)n =
2
Na
Na/2∑
i=1
W (a,i)n , (6.45)
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where the notation (·)∗ denotes the conjugate operator. w(a,i)n is the C-AWGN with zero
mean an variance σ2w and ψ(a,i)n is the PoA, as defined in (6.25). The expectation of
the differential noise W (a,i)n among the antennas of the same branch is mW = 0, while its
variance σ2W = 2|A|2σ2w + σ4w. Analogously, the average differential noise Wˆ (a)n is described
by its mean mWˆ = 0 and its variance σ2Wˆ = (2/Na)σ
2
W .
To calculate the CRLB it is necessary to evaluate the log-likelihood L(φ, θ) = lnP [un|bn]
of the acquired data given the parameters to be estimated. ln (·) represents the natural
logarithm. In this context, for the calculation of CRLB, the measurements vector un is
considered affected only by C-AWGN noise without the influence of the other impairments
introduced in (6.25). This assumption yields to the likelihood gaussianity and is verified
via numerical fitting similarly to [100], so that:
L(φ, θ) = −3 ln
(
piσ2
Wˆ
)
− 1
σ2
Wˆ
‖b− u‖2 , (6.46)
where the time index n is omitted until the end of the CRLB derivation for notational
simplicity. The CRLB of the variable αr, defined as the r-esimal element of the unknowns
vector α = [φ, θ], is
CRLBαr(φ, θ) =
{
F (φ, θ)−1
}
(r,r)
, (6.47)
where F (φ, θ) is the Fischer information matrix:
F (φ, θ) = −E

[
∂2
∂αh∂αk
L(φ, θ)
]
(h,k)∈[1,2]
 . (6.48)
For the log-likelihood function described in (6.46), we obtain
F (φ, θ) =
‖
∂β
∂φ
‖2 ∂β
∂φ
∂βT
∂θ
∂β
∂θ
∂βT
∂φ
‖∂β
∂θ
‖2
 =
= 2
(
2pi|A|2Dnorm
σWˆ
)2 (sin θ)2 0
0 1
 ,
(6.49)
where β = [cosφ sin θ, sinφ sin θ, cos θ] is the unit direction vector and Dnorm = D/λ0 is
the normalized inter-antenna distance. The notation (·)T denotes the transpose operator.
Finally, the CRLB expressions for φ and θ are:
CRLBφ(φ, θ) =
1
2
(
σWˆ
2pi|A|2Dnorm
)2 ( 1
sin θ
)2
,
CRLBθ(φ, θ) =
1
2
(
σWˆ
2pi|A|2Dnorm
)2
.
(6.50)
The RMSE of every estimator of the unknown αr from the measurements u is lower
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bounded by
√
CRLBαr . It is important to state again that this C-AWGN-only CRLB
calculated in (6.50) takes into account C-AWGN but not the other previously introduced
impairments, in particular DS and PN. Given the previous assumptions, the AWGN-
only CRLB is lower or equal to the fully-impaired CRLB. Another relevant point is
that the computed CRLB doesn’t take in account the motion model and the trajectory
history differently from the PF algorithm. The CRLB is simply computed from the 3
observations u(a)n introduced in (6.27) at time nT , as the BM does. Instead, the proposed
PF algorithm exploits the motion model jointly with PSAS, using information coming
from the trajectory history. For this reason, it may occur that the PF estimation offers
better performance than the CRLB.
Performance Analysis
The performance of the PF algorithm are now assessed. A comparison with the BM es-
timation introduced in Sec. 6.2.3 and the CRLB calculated in Sec. 6.2.7 are also made.
Different UAV trajectories are generated with the CARATE to assess performance. Each
UAV trajectory is N time samples long. In order to have a common performance evalua-
tion metric, in the following we define the average of the RMSE calculated through every
trajectory sample, namely the Average Trajectory RMSE (AT-RMSE).
The ntraj-esimal generated trajectory is described with the set {θ(ntraj)n , φ(ntraj)n }, its BM
estimation is {θ˜(ntraj)n , φ˜(ntraj)n } and its PF estimation {θˆ(ntraj)n , φˆ(ntraj)n }. Their AT-RMSE are
respectively RMSEα,BM = (1/Ntraj)
∑Ntraj
ntraj=1 RMSE
(ntraj)
α,BM and RMSEα,PF = (1/Ntraj)
∑Ntraj
ntraj=1 RMSE
(ntraj)
α,PF
for α ∈ [θ, φ] where
RMSE(ntraj)α,BM =
√√√√∑Nn=1 (α(ntraj)n − α˜(ntraj)n )2
N
, (6.51)
RMSE(ntraj)α,PF =
√√√√∑Nn=1 (α(ntraj)n − αˆ(ntraj)n )2
N
, (6.52)
are the RMSEs calculated for each trajectory ntraj. Ntraj is the number of generated
trajectories.
Analogously, with the purpose to allow a performance comparison with the CRLB, we
define the AT-CRLB, as CRLBα = (1/Ntraj)
∑Ntraj
ntraj=1 CRLB
(ntraj)
α for α ∈ [θ, φ] and where
CRLB(ntraj)α =
1
N
N∑
n=1
CRLBα(φ(ntraj)n , θ(ntraj)n ) . (6.53)
The default parameters for the performance evaluation are: a) angles σδθ = 7◦, σδφ =
7◦ and Nang = 20; b) speed vmin = 0.5Km/h, vmax = 10Km/h and Nsp = 2. The array
parameters are Na = 6 andDnorm = 1/3. The PF algorithm basic settings areM = 20 and
Nmm = 20. PSAS parameters δσs = 25% and γth = 10◦ were numerically optimized for
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Figure 6.8: Example of UAV angular tracking. Real trajectory and PF and BM estima-
tions are represented. The angular trajectory is traced over a unitary hemisphere.
the CARATE algorithm. In the signal model introduced in (6.25), the PN is considered
white with standard deviation σPN = 1◦, the PO is considered uniform in [0, 2pi) for each
array element and the signal-to-noise-ratio is SNR = [|A|2/σ2w]db = 10dB. The number
of simulated trajectories Ntraj and their length N have been properly dimensioned to
guarantee the statistical confidence of the results.
In Fig. 6.7 an example of 3D-trajectory generated for performance evaluation is shown.
In Fig. 6.8 is depicted an example of UAV angular tracking showing the real UAV sim-
ulated angular trajectory jointly to PF and BM estimated trajectories The 3A-ULA is
positioned in the center of the axis.
Performance with Static and Dynamic σs
We now consider the performance as a function of the signal-to-noise-ratio SNR = |A|2/σ2w.
In Fig. 6.9, the AT-RMSE of the azimuthal coordinate φ and the inclination coordinate
θ for both the PF algorithm and the BM are reported. Furthermore the impact on per-
formance of the PSAS algorithm introduced in Sec. 6.2.5 is analysed. It is possible to
observe how, due to the geometrical asymmetry, the performance in terms of AT-RMSE
is significantly different between θ and φ. Greater SNR values lead to lower AT-RMSE
for both PF and BM estimations. It is important to state that for a static value of σs, PF
performs better than BM in a broad range of SNR values. For example, at 2dB of SNR it
outperforms the BM algorithm by about 17◦ for φ and 10◦ for θ. The analysis shows that
the introduction of the PSAS algorithm leads to a further improvement of performance.
For example, at 2dB of SNR the PSAS leads to a performance improvement of 5◦ for φ
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and 3◦ for θ w.r.t. the use of a static σs. It is visible in Fig. 6.9 how the introduction
of the PF algorithm allows to overcome the AT-CRLB. This is possible thanks to the a
priori knowledge of the UAV path extracted by the motion model from the previous steps
of the trajectory. For higher SNR the performance improvement of PF with respect to
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Figure 6.9: AT-RMSE for different SNRdB conditions with dynamic and static σs.
the BM algorithm is less prominent than for lower SNR .
Performance for Different Inter-Antenna Distances Dnorm
Now, the behaviour of the AT-RMSE for the BM and PF algorithms is analysed varying
the normalized inter antenna distance Dnorm. To unambiguously extract the phase from
u(a)n the inter element distance must be less than half of the impinging signal wavelength
[101]: Dnorm ≤ 0.5. Furthermore in (6.50) it is visible that for higher values of Dnorm
the CRLBs increase. This leads to Dnorm = 0.5 as the optimal value for the estimation.
However, in lower SNR scenarios and for Dnorm values near 0.5 the CRLB is found to be
overly-optimistic. In fact, high C-AWGN and the other impairments in (6.25) severely
impair performance corrupting the value of u(x)n in (6.27) and making it exceeding 180◦.
The PF algorithm, thanks to its hypothesised a priori knowledge of the UAV path given
by the motion model, attenuates this impairing effect. In Fig. 6.9, we can see that the
proposed PF algorithm is less dependent from Dnorm = Df0c0 than the BM. Thus, the same
3A-ULA is usable for a wider set of carrier frequency f0 w.r.t. the BM that exhibits its
6.2 - Unmanned Aerial Vehicle (UAV) Localization 111
optimal performance for a narrow interval of Dnorm around 0.4. For this reason, the PF
algorithm can offer good performance also in a multiple UAVs scenario where multiplexing
is implemented in a frequency division fashion.
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Figure 6.10: AT-RMSE for different normalized 3A-ULA inter-antenna distance Dnorm =
D/λ0.
Conclusions
We have discussed the application of an appropriately designed PF algorithm for self
(SL-S) and remote (GL-S) localization of UAVs using a 3A-ULA of antennas, showing an
overall increase of performance w.r.t. the baseline BM. A novel algorithm to manage the
amplitude of the particle swarm, namely PSAS, has been developed and tested, showing
a further increase of precision. A complete, fully adjustable and effective 3D UAVs tra-
jectory emulator, namely CARATE, has been proposed and used to assess performance.
Strong impairing effects like Doppler spread, phase offset and phase noise have been con-
sidered in the performance evaluation. The effects on the proposed localization algorithm
of the PF model parameters as well as the SNR and the 3A-ULA characteristics have been
studied. Numerical results show that the proposed PF algorithm is able of dynamically
track the UAVs angular position better that the BM. A critical point of this approach
is that, similarly to PSAS behaviour, a dynamic calibration procedure has to be imple-
mented to optimize the PF parameters. Future work will also investigate the integration
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of ranging algorithms like Received Signal Strength Estimation (RSSE) and ToA to PF
to provide full 3D localization.
Conclusions 7
This work has been focused on the analysis and the development of AoA radio localization
algorithms. The radio positioning systems that have been considered comprise a radio
source and a receiving array of antennas.
In Ch. 2 an overview of AoA techniques for radio sources localization has been carried
out. In particular, different AoA techniques scenarios have been analysed: AoA col-
laborative/opportunistic approaches (Sec. 2.2), received signals types (Sec. 2.3), estima-
tion techniques (Sec. 2.4), receiving antenna arrays (Sec. 2.5) and hardware architectures
(Sec. 2.6).
In Ch. 3 the effects on received signals statistics of transmitter hardware impairments
such as DCO, PO, IQU and IQS have been discussed. The pdfs of the oversampled
received signals affected by hardware impairments have been analysed and compared with
the ideal counterpart. The hardware impairments of the transmitter have been discovered
to generate peculiar statistical effects on received signals. The statistical patterns imposed
on the pdfs of received signals by the impaired hardware have been interpreted in Ch. 5
such as hardware fingerprints in AoA discovery.
In Ch. 4 the detrimental consequences of MP on communication systems have been
carried out. The US-CIR expression has been discussed as a simplification for real sce-
narios with continuous CIR expressions. A geometrical interpretation of the positions of
the scatterers that produce a determined US-CIR has been carried out in Sec. 4.2. In
Sec. 4.2 it has been been verified that the US-CIR is able to represent a real geometric
MP scenario. Considering an array of antennas, a method to obtain the CIR for each
antenna from a main US-CIR has been developed in Sec. 4.3. A statistical method to
generate the array CIRs with a real geometrical meaning has been developed in Sec. 4.4.
The effects of the MP on the pdfs of received signals of each sensor have been analysed
in Sec. 4.5 providing a graphical fingerprint interpretation.
In Ch. 5 two novel techniques that estimate the AoA exploiting the statistical propri-
eties of modulated signals impinging on a generic receiving array have been presented. In
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particular, to estimate the D-PoAs, the pdfs of the received signals have been manipu-
lated to reciprocally overlap their 1D pattern in the CSP-IDO method (Sec. 5.1), and their
2D pattern in the BCID method (Sec. 5.2). The proposed methods are suitable to work
with a-simultaneous signal acquisitions from the array sensors, where other methods, such
as MUSIC-like algorithms, that acquire signals simultaneously, cannot be applied. The
proposed algorithms, applied to a TSA at the receiver, provide a substantial reduction
of hardware employment w.r.t. simultaneous approaches. Furthermore, CSP-IDO and
BCID are able to improve their performance exploiting the transmitter impaired hard-
ware signature. Since the use of the proposed methods exploits the received signals pdfs,
their application is feasible with any type on numerically modulated signal, such as QAM.
For this reason CSP-IDO and BCID can also be applied to one or multiple sub-carriers
of a multi-carrier modulation system, such as OFDM, to improve the performance. The
performance has been evaluated also in scenarios where the estimation process is affected
by MP and impaired by hardware at the receiver showing enough robustness. Proposed
techniques thanks to their passive/opportunistic approach to AoA localization and thanks
to the limited hardware usage are suited to be applied in a eavesdropping scenario with
low-end hardware. Part of this work has been published in [33].
In Ch. 6 two possible scenarios of dynamic AoA tracking, where the position of the
radio source changes over time, have been discussed, implemented and tested. Dynamic
AoA tracking have been implemented using PF algorithms. In Sec. 6.1 the scenario where
an electric car position is tracked eavesdropping its V2X signalling with a IEEE802.11p
like protocol has been discussed. The electric car tracking has been tested using an
experimental test-bed and real measures, compared with the reference estimation provided
by a GPS receiver. Part of this work has been published in [93].
In Sec. 6.2 the scenario where the position of an UAV is tracked eavesdropping its
communications or radio anchors signals using a 3A-ULA has been considered. The ap-
plication of an appropriately designed PF algorithm for self (SL-S) and remote (GL-S)
localization has been discussed. A novel algorithm to manage the amplitude of the par-
ticle swarm, namely PSAS, has been developed and tested, showing a further increase
of precision. A complete, fully adjustable and effective 3D UAVs trajectory emulator,
namely CARATE, has been proposed and used to assess performance. Part of this work
has been published in [6].
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