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To address the problem of alignment and the demands on requirements analyses for enterprise systems (ES), we 
suggest the optimisation of requirements analyses and thus improved alignment by formalising analyses of both 
organisation’s requirements and enterprise system’s capabilities with the Bunge–Wand–Weber (BWW) 
ontology. However, issues arise when applying this ontology to ES requirements. These issues necessitate the 
extension of the BWW ontology in the sense of a methodically rigorous integration of Bunge’s qualitative 
differentiation of ontologically distinct layers of reality. This extension of the BWW ontology, by facilitating the 
development of rigorous methods for the ontological analysis of ES requirements, would form the basis for 
evaluating the alignment of ES packages with the needs of the organisation. 
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INTRODUCTION 
Selecting and implementing commercial off-the-shelf (COTS) software in the form of enterprise systems 
packages has become the de facto standard for providing comprehensive and integrated business information 
systems for organisations. As Davenport (1998) states: “Enterprise systems appear to be a dream come true. 
These commercial software packages promise the seamless integration of all the information flowing through a 
company—financial and accounting information, human resource information, supply chain information, 
customer information” (see also Klaus, Rosemann & Gable, 2000). 
Yet, by analogy to a number of problems that led to the coining of the phrase “software crisis” (Naur & Randel, 
1969; Gibbs, 1994), many enterprise system implementation projects run late, exceed budget, do not meet the 
expectations of stakeholders, and some even fail completely (Appleton, 1997; Davenport, 2000; Scott & Vessey, 
2002). Moreover, the substantial effort necessary for operating, maintaining, and upgrading enterprise systems 
has become apparent (Nolan-Norton Institute, 2000). In recognition of the challenges posed by the so-called 
“post-implementation phase” an entirely new research stream has emerged: large packaged application software 
maintenance (e.g., Glass & Vessey, 1999; Gable, Chan & Tan, 2001). 
Research aimed at the understanding of the causes that lead to the above mentioned problems with enterprise 
systems has revealed that lack of alignment (i.e., misfit) between an organisation’s needs and an enterprise 
system’s capabilities is a major reason why organisations encounter problems when they implement and 
subsequently use these systems (Kien & Soh, 2002; Soh, Kien & Tay-Yap, 2000). Hence, it does not come as a 
surprise when “alignment” between an organisation’s needs and the capabilities of an enterprise system has been 
recognised as an important enterprise system selection criterion (Van Everdingen, Van Hillegersberg & Waarts, 
2000) and as a critical success factor (Hong & Kim, 2002). 
Even if “alignment” (or “fit”) has been an issue in information systems research for many years (e.g. Henderson 
& Venkatraman, 1993) it is still quite an elusive concept that belies easy operationalisation. In the tradition of 
classical contingency approach (e.g. Lawrence & Lorsch, 1967), resting on the assumption that the better the fit 
(alignment) between certain contingency variables the better the performance of the system under investigation, 
information systems researchers have identified and classified a number of contingent variables that can be used 
to describe the alignment between certain attributes of organisations and information systems. Thus, alignment 
can be considered as one predictor (among others) for the success or failure of the implementation of an 
information system in an organisation (Hong & Kim, 2002). 
Based on our understanding of information systems as representational systems, we believe that the use of 
ontological concepts for the definition of “alignment,” as well as for its operationalisation, is a promising 
approach. Why? 
Ontology is the branch of philosophy that seeks to articulate models of the real world in general (Bunge, 1977), 
or, in other words, of universals and particulars of the real world (Smith, 2004). Each enterprise system package, 
and any software application in general, is developed on the basis of certain assumptions about the application 
domain. Thus it implements a certain theory or model of the world, a distinct ontology (His, Potts & Moore, 
2003). Hence, when we understand information systems as representational systems that implement ontologies, 
then the specification of requirements means the specification of an ontology to be implemented by an 
information system. 
The ontological interpretation of alignment (or lack thereof) between an organisation’s requirements and the 
(representational) capabilities of an enterprise system translates into the difference between the ontology required 
by an organisation and the ontology implemented by an enterprise system. Following the contingency approach, 
the difference, that is, the “ontological distance” (Rosemann, Vessey & Weber, 2004), between these ontologies 
needs to be minimized in order to improve the performance of the organisational system. 
In this paper, we investigate how the Bunge–Wand–Weber (BWW) ontology (e.g., Weber, 1997) can be used for 
the determination of the alignment between an organisation’s requirements with the (representational) capabilities 
of enterprise systems packages. We present an initial, exploratory analysis of the issues involved in applying the 
Bunge–Wand–Weber ontology in this context as well as possible resolutions to those issues.  
From a theoretical perspective, our conceptual development will both extend the BWW ontology to more 
complex problems than have been addressed to date and facilitate the measurement of ontological distance. From 
a practical perspective, our research will form the foundation for studies of ontological distance that will help 
organisations to avoid problems when implementing an enterprise system and to select the best package for their 
needs. Over the entire life cycle of an enterprise system implementation, our notions can also support decision-
making with respect to updates, upgrades, and customisation. 
BACKGROUND 
In this section we present notions of an information system, and both ontology in general and the BWW ontology 
in particular, as well as an overview of the research that has been conducted to date using the BWW ontology. It 
also introduces the application of ontological concepts to a domain rather new to ontological analysis, the domain 
of enterprise systems. We then present an analysis of the issues in applying the BWW ontology to this domain, 
followed by an exploratory analysis of what is required to extend the BWW ontology to account for the greater 
complexity inherent in this domain. Finally, we discuss the findings of the study and present implications for 
future research. 
Information systems as representational systems 
The fundamental premise underlying our approach rests with our understanding of information systems as 
representational systems. Following Newell and Simon’s (1976) physical-symbol system hypothesis, an 
information system is regarded as a “physical-symbol system [that] has the necessary and sufficient properties to 
represent real-world meaning” (Wand & Weber, 1990c). As such, an extant information system is a model of a 
relevant section of the real world, or, of a “universe of discourse” (Bubenko, 1986).  
From this understanding of information systems we can derive a quality criterion for information systems, that is, 
their ability to represent (model) the real world faithfully (Wand, 1989; Wand & Wang, 1996). This quality 
criterion easily translates into a fundamental requirement for the development of information systems in general. 
It is important to note that in the given context “presentation” does not mean “to represent”. Wand & Weber 
(1990c) explicated this distinction by differentiating between the “surface structure” and the “deep structure” 
characteristics of information systems. Whereas “surface structure” refers to, among others, the presentation or 
user-interface characteristics of information systems, the “deep structure” refers to the meaning of the real-world 
section or universe of discourse information systems are supposed to represent, that is, of which they are a 
model. 
From this understanding of information systems follows a “transformational model” (Weber, 1997) that describes 
the process of developing and implementing information systems as a succession of transformations between a 
number of models, from a model of reality to the model of the final implementation (see also Sundgren, 1975). 
Ontology 
The claim that information systems are (or should be) true representations of the world, and thus having an 
ontological nature is, however, not as old as it seems. Initially, researchers in computer and cognitive science 
were concerned with questions of how to represent knowledge, and not how to represent things in the world. In 
domains such as artificial intelligence (e.g., McCarthy & Hayes, 1969) or database design (e.g., Kent, 1978), 
representing knowledge evidently rests on structuring it, which in turn initiated a strong interest in philosophical 
elaborations on how knowledge is structured and reasoning occurs. In such a way, the philosophical concept of 
“categories” was re-used in the computing domains as a blueprint for knowledge representation. In this context, 
ontologies are representations of (domain) knowledge, or, of concepts (e.g. Smith, 2004). 
With their strong focus on the representational side of the problem, the ‘ontological theories,’ or, computational 
ontologies developed in the computing domains were basically taxonomic systems for the representation of 
knowledge. Over time, the need arose to establish a theoretical foundation of knowledge representation. Securing 
and strengthening that foundation extended the theory in the sense that it had to account not only for knowledge 
within its proper structure, but it had also to integrate propositions about ‘things’ of which knowledge and its 
representation are about. The demand for consistent knowledge representations thus effected that ontology 
became understood as theory-of-the-world, and thus similar to the meaning it has in philosophy.  
In the Western tradition, ontology in the philosophical sense has aimed at establishing universals, at proffering 
propositions that cater for the description of all possible states of the world. In other words, ontology provides us 
with generic models of reality. Hence, constructs of an ontology describing the world comprise a grammar 
capable of generating a description of all possible states of the world. When these two conceptualisations of 
ontology, namely ontology as knowledge representation of a domain, and ontology as theory-of-the-world (or 
grammar) coalesce, then ontology is posited as reality representation (e.g. Smith, 2004) or realist scientific 
ontology (e.g., Bunge, 1977; 1979). 
One example of this understanding of ontology finds its expression in the so-called Bunge–Wand–Weber 
(BWW) ontology (Wand & Weber, 1990a; Weber, 1997), which has its roots in the scientific ontology 
developed by Bunge (1977; 1979). Wand and Weber adapted and enhanced a subset of the formalism of 
Bunge’s ontology, deriving a grammar, or, upper-level ontology that is supposedly capable of describing, 
consistently yet on a high level of abstraction, the essence of the real world. 
Current Use of the Bunge–Wand–Weber Ontology  
Wand & Weber (see Weber, 1997) apply their ontological notions in three major areas. They present, first, a 
representation model, which focuses on the relationships between the set of constructs that exist in the 
ontological model and the set of constructs provided in a modelling grammar used to describe real-world 
phenomena to be represented by an information system. Their second model is the state-tracking model, which 
aims to identify the necessary and sufficient conditions that an information system must satisfy if it is to 
“faithfully” track the real-world phenomena it is supposed to model. The third model is the decomposition 
model, which focuses on identifying the characteristics of good systems decomposition in order to provide a 
framework for systematically investigating the strengths and weaknesses of the different decomposition 
approaches. 
Green & Rosemann (2004) have provided an overview of the ways in which the BWW ontology has been used to 
address information systems issues so far. Perusal of this overview shows that the majority of studies have 
applied the BWW ontology to the evaluation of modelling grammars in research that uses the BWW 
representation model. In essence, an ontological evaluation maps the meta-model of the BWW ontology with the 
meta-model of the selected modelling grammar, leading to the identification of ontological in-/completeness, 
construct overload, construct redundancy, or construct excess (e.g., Weber, 1997). 
Wand & Weber (1989; 1990a; 1990b, 1993; 1995) and Weber (1997), for example, have applied this model to 
the “classical” descriptions of entity-relationship (ER) modelling and logical data flow diagramming (LDFD). 
Weber & Zhang (1996) used the ontology to examine the Nijssen Information Analysis Method (NIAM). Green 
(1997) extended the work of Weber & Zhang (1996) and Wand & Weber (1993; 1995) by analysing various 
modelling techniques as extended and implemented in upper CASE tools.  
The BWW representation model has also been extended to include object-orientation. Parsons & Wand (1997) 
proposed a formal model of objects and used the ontological models to identify representation-oriented 
characteristics of objects. Along similar lines, Opdahl & Henderson-Sellers (2001) used the BWW representation 
model to examine the individual modelling constructs within the OPEN Modelling Language (OML) version 1.1 
based on “conventional” object-oriented constructs. 
More recently, Green & Rosemann (2000) have extended the analytical work into the area of integrated process 
modelling. Further, Green & Rosemann (2003) extended the use of this evaluative base into the area of enterprise 
systems interoperability and related modelling grammars such as BPEL and ebXML.  
Most relevant to our research, Soffer, Golany, Dori & Wand (2001) applied the formalism provided by the BWW 
ontology to the definition of off-the-shelf information systems requirements concepts, which are modelled by the 
constructs of the Object-Process Methodology (Dori, 2002). As such, they use the BWW ontology as a frame of 
reference for the determination of the semantics of the modelling grammar that lays the foundation for the 
Object-Process Methodology. In other words, they use the BWW ontology as an ontological foundation for a 
modelling grammar (see also Wand, 1996). In summary, the application of the BWW ontology to modelling 
grammars can be considered as a reasonably mature domain.  
Focus on Enterprise Systems Requirements 
Our focus in this research is on applying the BWW ontology to the domain of enterprise systems requirements. 
As we have seen, Sia & Soh (2002) refer to the BWW ontology in their analysis of approximately 1,500 misfits 
between organisational information requirements and implemented enterprise systems. These misfits have been 
identified in interviews with representatives from Singaporean hospitals that had implemented SAP R/3. Sia & 
Soh (2002) also use the notions of “deep structure” and “surface structure” (e.g., Wand & Weber, 1990c) to 
further characterise the misfits identified as ontological misfits and non-ontological misfits respectively.  
The aim of the ontological analysis that is needed here is to identify deep structure, hence ontological misfits 
between the organisation’s information requirements and the capabilities of the enterprise system. We believe 
that using the BWW ontology for the purpose of analysing deep structure misfits will provide us with valuable 
insights that cannot be obtained otherwise. For example, an ontological classification of misfits identified by Sia 
& Soh (2002) can provide us with information about the typical problems that occur in the usage of enterprise 
systems. Are those issues related to ontological constructs such as things (e.g., people, machines), properties 
(e.g., age, size), or transformations (e.g., change of marital status or location). This kind of classification would 
be beneficial to systems users, systems vendors, and the research community in developing a better 
understanding of system-related enterprise system success factors. 
As we have outlined in (Rosemann, Vessey & Weber, 2004), the ontological analysis could take place in all 
stages of the enterprise system life cycle, ranging from the very first system evaluation right through to the 
benefit realisation stage. In the early stages, it could, for example, support the selection of appropriate enterprise 
systems packages, and, in later stages, provide input to decisions regarding the need for upgrades or other 
modifications that may become necessary due to changing environments.  
ISSUES IN THE APPLICATION OF THE BWW ONTOLOGY TO ENTERPRISE 
SYSTEMS REQUIREMENTS 
Our initial investigation into the application of the BWW ontology to enterprise systems requirements showed 
that this domain poses quite significant challenges. We present these issues below. 
Complexity of Enterprise Systems Requirements 
When an ontology is applied to a real-world problem, we are confronted with a large number of phenomena that 
eventually need to be mapped onto the (limited number of) ontological constructs. Therefore the complexity of 
the domain to which the ontology is applied, in this case, enterprise systems requirements, is much higher than 
that of, e.g., the meta-models of conceptual modelling grammars. In enterprise systems requirements, we do not 
find just one term that represents a “thing,” for example, but many. “Employees,” “assets,” “materials,” etc. may 
all appear in enterprise systems requirements. In other words, many one–to–many mappings exist between the 
terms of an ontology and those of enterprise systems requirements (see Figure 1). 
Terminology 
There are at least two terminological issues that must be addressed. First, the terms that are found in ES 
requirements are very different from the terms used in modelling grammars. Grammars use terms such as 
“entity,” “event,” “function” or “attribute,” while enterprise systems use terms such as “planned position,” 
“reconciliation account,” and “re-order point.” Hence terms in the enterprise systems cannot be easily mapped to 
terms in the BWW ontology. Second, we encounter a further terminological issue when we attempt to compare 
enterprise systems requirements with enterprise systems themselves. Enterprise systems have their own terms that 
do not necessarily map easily onto the terms of the ontology used. 
 
Figure 1: Relationship between the Terms Used in an Ontology and in Enterprise Systems 
Identification 
The identification of real-world counterparts is hindered by the fact that some phenomena represent different 
‘things’ in different contexts. It is well known that one can look at one ‘thing’ from a number of different 
perspectives, e.g., a human can be viewed as a physiological object during surgery or as a member of a social 
group. A simple mapping of these phenomena may, under certain circumstances, lead to inconsistent ontological 
models. Further, it is also possible that the boundaries between different phenomena differ in different contexts; 
for example, it is possible to decompose the human body from a biological point of view, but it is impossible 
from a social point of view (see also the preceding paragraph.) 
Non-Functional Requirements 
Many aspects of enterprise systems requirements capture non-functional requirements such as “system uptime,” 
“user friendliness,” and “information technology architecture.” Non-functional requirements are, however, by 
definition, not represented in the enterprise system. Because the notion of applying the BWW ontology in the 
context of enterprise system rests on the postulate that information systems are representational systems, only 
functional requirements that will influence the deep structure of the enterprise system should be examined in an 
ontological analysis. Hence, a clear distinction between functional requirements and non-functional requirements 
has to be made before conducting ontological analysis.  
Methodological Rigor 
As we can see from the application of the BWW ontology in the context of modelling grammar evaluation, the 
rigor of ontological analysis is an issue in even small and well-defined domains (Rosemann, Green & Indulska, 
2004). Given the complexity of enterprise systems requirements, we will encounter serious problems if our 
method of ontological analysis is not rigorously defined; for example, a non-rigorous method will most likely 
lead to inconsistencies between the results of partial ontological analyses being performed by different people 
due to the necessary division of work in larger projects. 
Summary of the Issues 
This overview of issues in the application of the BWW ontology to enterprise systems requirements presents the 
scope of the issues we expect to encounter. All of these issues must be resolved before the BWW ontology can 
be successfully applied to the analysis of enterprise systems requirements. In the next section, we present 
possible ways in which these issues may be resolved. Note that our analyses represent just the first step in 
seeking resolution of these issues.  
PROPOSED APPROACH TO RESOLVING THE ISSUES 
In this section, we address each of the general issues identified in the prior section.  
Figure 2 illustrates some of these issues. Level 1, which corresponds to Level A in Figure 1, the top level in the 
hierarchy, refers to the terms of the BWW ontology. The next lower level, Level 2, refers to the terms used in a 
domain ontology. Level 3 shows the terms in the enterprise systems requirements.  
The hierarchical connection between Level 1 and Level 2 is actually a connection between the constructs of the 
domain and the upper-level ontologies. This connection ensures the consistency between the two levels. There is 
no such thing as a hierarchy from the perspective of “terms.” 
 
Figure 2: Ontological Hierarchy 
Resolving the Issue of the Complexity of Enterprise Systems Requirements 
We consider the complexity of enterprise systems requirements as given and irreducible. We believe, however, 
that it is possible to support the ontological analysis with methods (and eventually computer-based tools 
implementing these methods) that will ease the burden on analysts. Whenever applicable, we address method 
support in the following paragraphs. In any case, the fact that more than one element from the enterprise system 
can be mapped to the ontology requires a modification of the classical ontological analysis. It is no longer 
possible to require a one–to–one mapping as one–to–many relationships between the ontological constructs and 
the enterprise system elements will be the rule. 
Resolving the Terminology Issue 
Because the constructs of the BWW ontology are rather abstract and an intuitive mapping of real-world terms 
onto the terms of the BWW ontology is therefore quite difficult, we need to support the identification of the 
constructs that correspond to the real-world terms of enterprise systems requirements. One step towards this end 
would be the consolidation of the terms of enterprise systems requirements with respect to synonyms and 
homonyms. The identification of synonyms can be supported by a thesaurus, which contains a systematic 
overview of the terms used in a specific context. Due to the non-formal semantics of homonyms in the given 
context, their identification cannot be supported systematically. They will most likely be discovered when 
inconsistencies appear in the ontological models.  
Another step will be the development of a taxonomic framework that supports the ontologically-informed 
classification of the terms used in enterprise systems requirements. Because the BWW ontology is itself a 
taxonomic framework, the framework we need to develop will be a domain ontology that is consistent with the 
BWW ontology—our upper-level ontology. The domain ontology will also support the comparison between 
enterprise systems requirements and actual enterprise systems. Thus, the domain ontology serves as an interface 
between the different terminologies of enterprise systems requirements, enterprise systems themselves, and the 
BWW ontology.  
Both a thesaurus and a domain ontology can be supported by computer-based tools. Computer-based thesauri as 
well as ontology browsers and editors are common utilities today.  
Resolving the Identification Issue 
The correct identification of the real-world counterparts of the constructs provided by the BWW ontology is, to a 
certain extent, also a terminological issue, which again invites the development of a taxonomic framework for its 
resolution (see prior sub-section). The identification issue, however, especially if it appears in the context of 
decomposition, is also related to some fundamental conceptual issues in the BWW ontology. Conceptually, the 
BWW ontology is a philosophical ontology that seeks to understand information systems in terms of 
representations of real world phenomena. This being the case, Wand and Weber examined their phenomena of 
interest on one level. Although the concepts of hierarchically-ordered systems (e.g., systems and subsystems) and 
emergent properties can be understood in terms of the BWW ontology, the ontology does not recognize 
qualitative differences among various phenomena. Consequently, it is possible to model physical interactions 
between a social system and the universe for example. Wand and Weber’s approach also implies that the laws 
constraining the values of attributes of phenomena are truly universal in the sense that we can explain, physical 
and social phenomena, for example, by means of the same laws. 
The philosophical ‘source’ of the BWW ontology, Mario Bunge (1977; 1979), takes a somewhat different 
approach. Bunge’s ontology differentiates explicitly among five distinct ontological levels: physical, chemical, 
biological, psychological, social/technical (see Figure 3).  
 
Figure 3: Bunge’s (1979) Hierarchy of Ontologically Distinct Systems 
Each higher level in the hierarchy is brought forth by certain emergent properties of the level below it. We can 
determine the ontological constructs associated with enterprise systems requirements by developing domain 
ontologies specifically tailored to the characteristics of each ontological level. Thus, we are able not only to 
address qualitative differences between certain phenomena using the ontological hierarchy, but also to contribute 
to the further refinement of the foundations of the BWW ontology. Again, the development and subsequent use 
of ontologies can be supported by readily-available computer-based tools. 
Resolving the Issue of Non-Functional Requirements 
The distinction between functional and non-functional requirements is based solely on the criterion of 
“representation.” Hence we can differentiate between functional and non-functional requirements by answering 
the question: “Will the requirement have a direct representation in the Enterprise System or not?” If this is not the 
case, then we have identified a non-functional requirement that subsequently will be excluded from further 
ontological analysis. Reducing the volume of requirements that need to be analysed will lead to greater efficiency 
in performing the ontological analysis. 
Resolving the Issue of Methodological Rigor 
It is not possible ex ante to ensure the rigor of the methods to be applied to the ontological analysis of enterprise 
systems requirements. Because prior ontological analyses have not sought to address enterprise systems 
requirements, there are no reference points. It will therefore be necessary to monitor closely the application of 
methods during ontological analysis. A starting point toward developing rigorous methods for ontological 
analysis is already provided by Rosemann, Green & Indulska (2004). The authors have developed a reference 
methodology for ontological analyses in the context of ontological evaluation of modelling grammars. We are 
confident that, in following the above path, we can devise guidelines that will eventually contribute to the rigor 
of the methods of ontological analysis to be applied in our target domain of enterprise systems requirements. 
Summary of the Suggested Resolutions 
At this point in time, we are taking the first, preliminary step toward extending the BWW ontology to allow for 
the analysis of complex real world problems, in this case that of enterprise systems requirements. Both the scope 
of issues outlined above and the tentative paths to resolution need to be supported empirically. Developing 
methods, applying them, and collecting empirical evidence will require a considerable amount of time.  
The further development of the theoretical foundation of our approach, namely, the BWW ontology, can proceed 
directly. Simply by contemplating the application of the BWW ontology to the domain of enterprise systems, we 
have identified a number of issues, some of which have also been recognized in other contexts. For example, 
Opdahl & Henderson-Sellers (2004) have recognized that the BWW ontology has limited application due to the 
fact that it does not permit distinguishing between qualitatively different phenomena, e.g., between physical and 
social things. Further, Rosemann, Green & Indulska (2004) have addressed a number of methodological issues in 
ontological analysis, e.g., lack of guidance and lack of objectivity. 
DISCUSSION AND CONCLUSIONS 
In this section, we first present our findings and the contributions of our research, followed by suggestions for 
future research.  
Contributions of Our Study 
In this paper, we take a preliminary step toward using an ontology to specify the requirements for complex 
information systems. Specifically, we analyzed the issues associated with applying the Bunge–Wand–Weber 
ontology (see Weber, 1997) to the analysis of enterprise systems requirements. We identified a number of 
general issues that highlight the complexity involved in this type of analysis and also point to their possible 
resolution via an extension to the BWW ontology. Such resolution would not only contribute to the development 
of rigorous methods for the ontological analysis of enterprise systems requirements, but would also foster further 
development of the BWW ontology itself.  
A major issue that we identified in our analyses is that of “construct identification,” which is both a 
terminological and an ontological issue. In an attempt to resolve both issues, we examined the foundational 
works of Bunge, which also form the foundation of the BWW ontology. Drawing especially on Part II of 
Bunge’s ontology (Bunge, 1979), we propose a theoretically-sound resolution of the problem at hand. Our 
preliminary work shows that enhancements of the BWW ontology are not only necessary, but also feasible.  
Implications for Future Research  
We present an initial theoretical formulation for the analysis of the information requirements for complex 
systems such as enterprise systems. Further research is needed, first, to fully develop the notions presented in 
preliminary form in this paper and, second, to develop a rigorous methodology that will lead to a consistent 
method for analyzing enterprise systems requirements. In this way, we hope to be able to measure the ontological 
distance between an organisation’s information requirements and those embedded in the enterprise system 
package at different points during the enterprise system life cycle, from selection through the various phases of 
implementation to on-going use. Following the development of our methodology, empirical research will be 
required to address the utility of both the conceptual foundations necessary to such analysis and the method 
developed to support its application.  
Conclusions 
Our analysis of current applications of the BWW ontology and our qualitative evaluation of the current 
formulation of the BWW ontology have convinced us of the validity of the conceptual foundation of the 
ontology, as well as its potential for extension. With such a foundation we believe it will be possible to perform 
ontological analyses of enterprise systems requirements as the basis for measuring the alignment of enterprise 
system packages with the needs of the organisation.  
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