Abstract-A stochastic point location (SPL) problem aims to find a target parameter on a 1-D line by operating a controlled random walk and receiving information from a stochastic environment (SE). If the target parameter changes randomly, we call the parameter dynamic; otherwise static. SE can be 1) informative ( p > 0.5 where p represents the probability for an environment providing a correct suggestion) and 2) deceptive ( p < 0.5). Up till now, hierarchical stochastic searching on the line (HSSL) is the most efficient algorithms to catch static or dynamic parameter in an informative environment, but unable to locate the target parameter in a deceptive environment and to recognize an environment's type (informative or deceptive). This paper presents a novel solution, named symmetrical HSSL, by extending an HSSL binary tree-based search structure to a symmetrical form. By means of this innovative way, the proposed learning mechanism is able to converge to a static or dynamic target parameter in the range of not only 0.618 1 < p < 1, but also 0 < p < 0.382. Finally, the experimental results show that our scheme is efficient and feasible to solve the SPL problem in any SE.
communicates with it and suggests which direction it should move to (left or right). Once the LM received such suggestion, it would move to the next point according to the suggestion. At the new point, LM continues to communicate with a stochastic environment (SE) to obtain a new suggestion. In this way, the procedure is repeated till some termination criteria are met.
If the information provided by an environment is deterministic, it is a deterministic point location problem that has been investigated thoroughly. Correspondingly, if the environment suggests LM to move to a correct direction with the probability of p (0 < p < 1) while to a wrong direction with the probability of (1−p), namely, if the environment is stochastic, it becomes a stochastic point location (SPL) problem. SPL is pioneered by Oommen et al. [3] , [4] . Generally speaking, SE can also be divided into two types [4] , i.e., informative and deceptive. In the former, SE tells the truth guiding LM to a correct direction with 0.5 < p < 1. While in the latter, SE tells the truth with 0 < p < 0.5 to mislead it to a wrong direction.
Moreover, Oommen et al. [5] arrange SPL in a more difficult condition, i.e., the nonstationary environment. In SPL, the most distinct measure of an environment is the probability p. If p is constant in the whole search process, we name this environment a stationary one; otherwise if p changes randomly at any possible time instant, it is called a nonstationary environment, which means an environment can even transform between a stochastic teacher and a stochastic compulsive liar. In addition, as a search aim, the target parameter λ * itself may change as well. Hence, broadly speaking, a stationary environment should possess a fixed p and a fixed λ * . If not, the environment is said to be nonstationary.
In SPL-related investigations, learning automaton (LA) [6] [7] [8] [9] [10] [11] [12] [13] is a mighty implementation, which can be used in on-line and off-line learning. With the aid of its convergence process, SPL algorithms are able to approach the target parameter. SPL, like the fundamental LA problem, is of importance in its own right, and has its potential in all LA-based applications [2] .
SPL has been found to be applied in many potential or direct ways including [2] : power management in smart grids [14] , distributed channel selection [15] , solving the minimum weight connected dominating set [16] , classification [17] , power control [18] , service selection [19] , solving a large class of wireless networks related problems [20] , a general class of stochastic decentralized games [21] , adaptive control of antennas in wireless push networks [22] , and in optimal sensor placement [23] . Oommen et al. [24] showed how a multidimensional scaling (MDS) scheme can be enhanced by incorporating into it an SPL strategy, which optimizes the former's gradient descent learning phase, and call the new algorithm as MDS-SPL. Oommen and Calitoiu [25] constructed an susceptible infectious recovered dead model at the first phase of training and then utilize the SPL scheme in [3] to learn an unknown key value-contagion parameter at the second phase of prediction. But if the learning model is not accurate, and it is deceptive, a high-efficiency deceptive SPL algorithm is required. Further, if an application scenario in [14] [15] [16] [17] [18] [19] [20] [21] and [23] accords with an SPL model, but we do not know the environment's type (informative or deceptive, stationary or nonstationary), symmetrical hierarchical stochastic searching on the line (SHSSL) proposed by this paper is then needed to be applied because we can deal with this problem without knowing an environment's type. Currently, many studies have been done for solving SPL. We summarize their proposed methods as follows.
A. Stochastic Search on the Line
To solve SPL, Oommen [3] first proposed a scheme for searching the optimal parameter in an informative environment. In stochastic search on the line (SSL), the unity interval is discretized into N subintervals at the position of {0, (1/N), (2/N), . . . , (N − 1/N), 1}, and a larger N will lead a higher accuracy. LM receives SE's suggestion and obeys it absolutely.
B. Continuous Point Location With Adaptive Tertiary Search
Oommen and Raghunath [26] proposed continuous point location with adaptive tertiary search (CPL-ATS), which resorts LAs to determine a valid interval. It mainly consists of two steps, construction of LAs and interval elimination. In every search epoch, the current interval is partitioned into three disjoint subintervals. After LAs' learning process, an interval containing no target parameter is eliminated. By repeating these two steps, current interval containing the target parameter is getting more and more accurate.
C. Continuous Point Location With Adaptive d-ARY Search
Instead of CPL-ATS, continuous point location with adaptive d-ARY search (CPL-AdS) [4] is presented by enlarging the number of LAs from three to d. It extends the initial unity 
D. General CPL-AdS
As an extension, Huang and Jiang [27] generalized the CPL-AdS scheme. The scheme inherits all the merits of CPL-AdS. Furthermore, the decision formula substitutes decision tables and the extending formula assists to fix varying parameters efficiently and automatically. These two techniques make general CPL-AdS the only scheme catching both static and dynamic parameters in informative and deceptive environments so far.
E. Adaptive Step Searching
Tao et al. [28] utilized the historical information of past three decisions to determine the next search step size. In this case, if the historical information tells LM that the target parameter is far away from the current point, LM should then magnify the step size in order to approach the target quickly. If historical information enlightens LM that the target parameter is nearby, LM should thus diminish the step size to catch the parameter subtly. So far, adaptive step searching (ASS) is the fastest algorithm for solving SPL, but its incapability in a deceptive environment and low stability are two deficiencies.
F. Hierarchical Stochastic Searching on the Line
Yazidi et al. [2] arranged SPL into a binary search tree. The scheme possesses fast convergence and high accuracy and is indeed the most efficient algorithm for solving SPL currently when 0.618 < p < 1. However, it is unable to locate the target parameter in a deceptive environment and unable to recognize an environment's type (informative or deceptive).
Here, we give a summary table to intuitively illustrate the SPL-related algorithms' capability under different types of environments, as shown in Table I . Note that the existing algorithms for solving a deceptive SPL are based on LAs. If an LM attempts to judge the SE's type, extra computing resources and search time are needed. In this paper, we propose a novel scheme extending hierarchical stochastic searching on the line (HSSL's) search structure to a symmetrical one to deal with SPL in both informative and deceptive environments. The proposed SHSSL retains all the advantages of hierarchical searching scheme in an informative environment and possesses the same capacity in a deceptive environment. Therefore, it can locate static or dynamic parameter in both informative and deceptive environments when 0.618 < p < 1 and 0 < p < (1 − 0.618) = 0.382 by fast speed and high accuracy, without any additional computing resource and search time, whether the environment is stationary or not.
Section II describes the related work. In Section III, we characterize our scheme based on a symmetrical tree. Section IV shows experimental results to illustrate our scheme. The conclusions are drawn in Section V.
II. RELATED WORK
In the original HSSL, the entire search process is arranged in a form of a full binary tree with its root at the top and depth D = log 2 (N), where N is the resolution of the algorithm. For example when D = 3, the binary tree is shown in Fig. 1 . As a binary tree grows, D becomes larger (i.e., tree's depth becomes larger), which leads to a higher resolution. Notation {d,j} , represents the search interval In each single search instant, HSSL partitions the current search interval {d,j} into two disjoint subintervals whose sizes are equal. Automatically, they become the left and right child intervals, respectively.
At any given instant, LM may arrive at the interval {d,j} , where ∀j ∈ {1, 2, . . . , 2 d } and 0 ≤ d ≤ D, and visit three points in {d,j} noted as x 1 , x 2 , and x 3 , generating a three- 
If
Thus, as to LM, 2 3 possible responses,
, and [R, R, R], can be received. Based on , the next search interval is chosen by referring to the HSSL decision table illustrated in Table II. Resorting to Kelly's theory [29] , any tree structure associated with a finite stationary Markov process is time reversible. Moreover, the scheme of HSSL is affirmed to be asymptotically optimal if p is larger than the conjugate of the golden ratio by analyzing the properties of the underlying Markov chain [2] . In other words, HSSL has its own limitation that, i.e., it converges only when 0.618 < p < 1.
The pseudo-code of HSSL is stated in Algorithm 1.
III. SYMMETRICAL HSSL
The search structure of SHSSL is also a full binary tree inheriting from the original HSSL scheme, but it is in the form of a symmetrical structure as shown in Fig. 2 .
A. Notations and Definitions
For convenience, we use the same notations as those in [2] and [30] .
1) Symmetrical Tree Depth D:
Because of the symmetry of SHSSL, we define a symmetrical tree's depth D as the depth of a lower or upper half tree, where D > 0, distinctly. 
Algorithm 1 HSSL
Input: Tree depth D, environment coefficient p Output: λ(n): estimate of λ * at time n function CALNEXTINTERVAL(CurrentInterval, ) result ← Invoke TABLE II return result end function Begin HSSL CurrentInterval ← {0,1} for TimeInstant = 1 → n do λ(n) ← mid(CurrentInterval) x ← [σ, mid, γ ] ← Feedback of SE at x CurrentInterval ← CalNextInterval(CurrentInterval, )end for End HSSL
2) Resolution N:
A larger N leads to a higher accuracy. In SHSSL, N = 2 D .
3) Informative Tree: The lower half of a symmetrical tree. An informative tree in SHSSL whose layer count d is from 0 to D is identical to the binary tree in HSSL. As shown in Fig. 2 , its root node (informative root node) is at layer 0 and leaf nodes are at layer D in the lower half of the entire tree.
4) Deceptive Tree:
The upper half of a symmetrical tree. What is different from an informative tree is the layer count in it is set as negative such that LM is able to recognize in which tree itself lies. As shown in Fig. 2 , its root node (deceptive root node) is at layer −0 and the leaf nodes are at layer (−D). 
5) S {d,j} and S {−d,j} : S

B. Algorithm Description
Undoubtedly, SHSSL's initial search node is still the root node (S {0,1} or S {−0,1} ). But because of the uncertainty of an SE's type, before a search starting, LM is able to make a random selection between S {0,1} and S {−0,1} to be its initial search node. Or LM is able to choose one of the two proposed root nodes fixedly. These two strategies of initialization are equivalent because both of them have 50% chance to start in a correct tree (i.e., if the environment is informative, a search starts at S {0,1} ; if deceptive, search starts at S {−0,1} ). If the initial search node is chosen incorrectly, SHSSL algorithm can still lead LM to converge and it has no effect on convergence result.
As same as HSSL, at any given time instant, LM could arrive at interval {d,j} or {−d,j} , where ∀j ∈ {1, 2, . . . , 2 d } and 0 ≤ d ≤ D, and visit three points in {d,j} or {−d,j} noted as x 1 , x 2 , and x 3 , generating a three-tuple
, and x 3 = γ {d,j} = j(1/2) d , respectively. Meanwhile, LM adopts x 2 of x to be the current estimate of target parameter λ * as done in [2] . Especially, if the algorithm makes LM converge at the target node (interval), x 2 of the target node (interval) is the algorithm's correctly converged value.
After SE visiting x = [x 1 , x 2 , x 3 ] at S {d,j} or S {−d,j} , it generates a suggestion about λ * 's relative location to x k (L or R), for k ∈ {1, 2, 3}. Therefore, three suggestions are generated simultaneously and we note these three suggestions as 1 , 2 , and 3 , forming a decision vector
, and [R, R, R], are generated. Based on , if the current search node lies in an informative tree (S {d,j} ), the next search interval is chosen by referring to the informative table illustrated in Table II . Accordingly, if the current search node lies in a deceptive tree (S {−d,j} ), LM uses Table III to decide the next search interval.
Applying (1) and (2) and above decision tables, LM is able to jump into a new search node (interval), in which LM can obtain a new round of at x to jump into another new search node (interval). Repeating this procedure until a pregiven search time is reached, the value of λ * can be estimated, and naturally, the SE's type can be judged by the type of the tree at which LM converges-if converging at an informative tree, SE's type is informative, while if converging at a deceptive tree, it is deceptive.
The pseudo-code of SHSSL is given as Algorithm 2. 
C. Trace of Execution of Example
In order to elaborate how our scheme catches a target parameter, we give a trace of execution of an example for the case of D = 3, p = 0.2 (a deceptive environment). The target parameter is set as 0.9123, which is a benchmark value used in [2] , [3] , and [31] , and the initial search node is set as S {0,1} of the informative tree.
Step 1: Current Interval:
Step 2: Current Interval:
Step 3: Current Interval:
Step 4: Current Interval: Step 8 Moreover, SE's type is deceptive obviously because LM is able to note that the final convergence node is in the deceptive tree.
D. Methodology of Symmetrizing
Obviously, the proposed symmetrical structure is not only suitable for HSSL, but also fits all discretized and adaptive SPL schemes including SSL and ASS for solving deceptive SPL. Especially, after Jiang et al. [32] proposed a triple level SPL, symmetrizing a searching structure is expected to an efficient methodology to overcome the restriction in its so-called unstable region, which is also the authors' future work. Symmetrizing a search structure is indeed a powerful thought that can be used to solve deceptive SPL without any extra computing resource and search time.
IV. EXPERIMENTAL RESULTS
Three series of experimental results are given to extensively demonstrate SHSSL's capacity in a deceptive environment when 0 < p < 0.382 and its efficiency compared with HSSL and ASS in an informative environment when 0.618 < p < 1, even if p is changing with time.
In the first series of experiments, we record SHSSL and HSSL's respective mean estimate values for various values of p and tree depth D = log 2 (N) when λ * is fixed at 0.9123 (a conventional target parameter applied in experiments [31] ). Each mean estimate value is obtained after performing SHSSL for 10 7 iterations, i.e., the time instant n is as large as 10 7 . This quantity was also adopted in [31] . The results are given in Table IV , in which we add HSSL's mean estimate value to compare the convergence property of these two schemes. Note that in this series of experiments, we set the initial search node as S {0,1} of the informative tree uniformly because in [31] the initial node is the root node, and each result is rounded and retained with seven decimal numbers after the decimal point.
We can conclude from Table IV that in both informative and deceptive environments, it is observable that whatever p and D are fixed at, SHSSL's mean estimate value always approaches the true value of λ * , which means that just a small error exists in the results by executing the proposed scheme. With the increase of D, the mean estimate value is getting more and more accurate.
In an informative environment, two schemes have a similar performance in accuracy as expected. In a deceptive one, compared with HSSL, SHSSL works efficiently and the same as the circumstance in the informative one, while HSSL attempts to converge at the root node which is a totally wrong direction. With the decrease of p (p < 0.5), SHSSL's advantage in convergency and accuracy is more and more remarkable. Hence, the experimental results show that SHSSL and HSSL perform analogously in an informative environment, but SHSSL has a huge advantage over HSSL in a deceptive environment, in which HSSL loses its ability to converge.
In the second series of experiments, for the sake of presenting the convergence speed and capacity in both informative Note that λ * in this series of experiments varies periodically between 0.9123 and (1 − 0.9123), and D is fixed to be 10, which means resolution N = 1024. In this series of experiments, the initial search node is still set as S {0,1} . In Fig. 3(a) , λ * changes every 100 iterations and D = 10, N max = 1024. Three algorithms run simultaneously in the informative environment when p = 0.95. We can observe that in the whole process, three algorithms are almost synchronous. But according to Fig. 3(b) , where λ * switches every 100 iterations and SE is deceptive when p = 0.05, we can see an entirely different circumstance from Fig. 3(a) -it shows that SHSSL converges the same as the condition in Fig. 3(a) , while HSSL and ASS fail to do so.
With the decrease of p, the convergence speed of the three algorithms are getting slower and slower according to Fig. 4(a) where D = 10, N max = 1024. The period increases to 400 iterations and p is fixed at 0.85. But the three algorithms still keep almost the same speed and accuracy. While in Fig. 4(a) where the target parameter switches every 400 iterations and p is as low as 0.15 (deceptive), SHSSL retains its stable performance to catch the dynamic parameters, but HSSL and ASS are deceived by the deceptive environment so as to lose its convergence direction.
In Fig. 5(a) , D = 10, N max = 1024, p = 0.70, and λ * switches every 1000 iterations. On this occasion, three algorithms are still largely identical, but they slacken their speed and the stability is decreasing as well because the lower value of p brings ambiguity to LM such that LM's jump frequency among nodes (SHSSL and HSSL) or points (ASS) is increasing. In the deceptive circumstance in Fig. 5(b) , where p = 0.30, HSSL and ASS malfunction while SHSSL functions well as shown in Fig. 5(a) , which is not surprising.
So from the second series of experiments (Figs. 3-5) , we can conclude when D = 10, in an informative environment (p = 0.95, p = 0.85, and p = 0.70), SHSSL performs as well as HSSL in terms of speed and accuracy. In a deceptive environment, SHSSL has a huge advantage over HSSL and ASS because SHSSL's convergence property has no difference in both informative and deceptive environments while HSSL and ASS fail to converge in a deceptive environment.
In the third series of experiments, λ * continues to switch between 0.9123 and (1−0.9123) periodically and D equals 10 as before. Because of the dynamic nature of a nonstationary SE, p can be valued randomly with time. Here, we consider a more difficult case, in which p is picked from not only 0.618 < p < 1 but also 0 < p < 0.382. That is, p's value is stochastic in its valid scope at every time instant. The probability for p to take values in (0.618, 1) P informative is following [32] . Figs. 6-8 demonstrate the capability of SHSSL under a nonstationary environment where both p and λ * change with time. Clearly the proposed method works very well.
V. CONCLUSION
In order to perform SSL well in both informative and deceptive environments, this paper extends the binary search tree into a symmetrical structure and thus proposes SHSSL. Three series of experiments are performed to prove visually that SHSSL is efficient in informative and deceptive environments. Thus, it is able to catch both static and dynamic parameters in informative and deceptive environments when 0.618 < p < 1 and 0 < p < 0.382, with fast speed and high accuracy, whether p is stationary or not. The experimental results lead to a clear conclusion that SHSSL is the best scheme for solving the SPL problem in both informative and deceptive environments so far to the authors' best knowledge. In the authors' future work, besides symmetrizing other related SPL algorithms, the authors' will also devote themselves to the incorporations between SPL schemes and the problems in [33] [34] [35] [36] [37] [38] [39] [40] [41] [42] [43] [44] [45] [46] [47] [48] [49] , in order to extend the application scenarios of SPL.
