Abstract. In view of recent experiments in ultracold atoms, the photoassociation of Efimov trimer, composed of three identical bosons, is studied utilizing the multipole expansion. We study both the normal hierarchy case, where one-body current is dominant, and the strong hierarchy case, where two-body current is dominant. For identical particles in the normal hierarchy case, the leading contribution comes from the r 2 s-mode operator and from the quadrupole d-mode operator. The s-mode reaction is found to be dominant at low temperature, while as the temperature increases the d-mode becomes as significant. For the strong hierarchy case, the leading contribution comes from a 2-body s-wave δ operator. In both cases log periodic oscillation are found in the cross section. For large but finite scattering length the amplitude of the oscillations become larger in comparison to infinite scattering length. 
Introduction
Universality occurs when the properties of a system are insensitive to the details of the microscopic interaction between its constituents. Such scenario occurs in ultra cold atoms, where the two-body scattering length can be tuned by a Feshbach resonance to be much larger than any other length scale in the system [1] .
Photo-association experiments are a useful tool to measure properties of few-body systems. Recently, trimers were formed by rf excitation in both fermionic 6 Li [2, 3] and bosonic 7 Li [4] systems. Such three body systems attracts special attention as the simplest non-trivial system. Moreover, in the 70's Efimov predicted that in the limit of a resonant 2-body interaction, the system reveals universal properties [5, 6] . A peculiar prediction is the existence of a series of giant three body molecules, known as Efimov trimers. Efimov's prediction was verified experimentally a few years ago [7, 8, 9, 10] .
In a previous work [11] , we have presented the multipole analysis of an rf association process binding a molecule of N identical bosons. We have shown that the spin-flip and frozen-spin processes differ by their operator structure and by the de-excitation modes that contribute to the photoassociation rate. Previous analysis of these rf experiments [12, 13, 14, 15, 16] , which relied on the Franck-Condon factor, is appropriate for describing spin-flip reactions. We have studied one-body current in frozen-spin reactions, dealing with dimer formation [11] , and also calculated numerically the quadrupole response of a bound bosonic trimer [17] . Recently we have identified another scenario, where two-body currents dominate, and explored the occurrence of log-periodic oscillations in the reaction cross section [18] .
Here, we study few more aspects of the three body photoassociation process. These are (i) The interplay between the s-mode and the d-mode reaction channels at different temperatures and photon energies, (ii) The effect of finite scattering length on the reaction rate. We utilize the hyperspherical adiabatic approximation to study the trimer photoassociation process, for both one-body process as well as for the two-body process. Analytic results for the transition rates at the unitary point (where the scattering length diverge) are derived using the zero-range approximation, and numerical calculations completes the picture for a large but finite scattering length. Similarly to the dimer case [11] , the s-mode and the d-mode are found to be the leading order contributions in the one-body process. The relative importance of these modes depends on the temperature, where at low temperature the s-mode is dominant while at higher temperature the d-mode becomes as significant. For both one-body and twobody processes, log-periodic oscillations modulate the cross section. We found that comparing with the unitary point, the amplitude of these oscillations is somewhat larger for finite scattering lengths.
The paper is organized as follows, in section 2 we introduce our model and reiterate the multipole and the currents expansions, describing the interaction of an rf field with the atomic system. In section 3 we introduce the three-body problem and solve it using the hyperspherical adiabatic expansion. The transition matrix elements are calculated in section 4 for infinite, and also for large but finite, scattering lengths. The transition rates are calculated in section 5. Then we conclude our study.
The model
In photoassociation experiments [2, 3, 4] , a few MHz rf radiation field is applied to the ultracold atomic gas. Stimulated emission occurs when the photon energy matches the difference between the ultracold gas atoms and the molecule energy, resulting in molecule formation. The transition rate of such process is given by Fermi's golden rule,
where¯ i is an average on the appropriate initial continuum states and f is a sum on the final bound states. The coupling between the neutral atoms and the radiation field takes the form
where µ is the magnetization density and A is the electromagnetic field. We have shown [18] , that in effective low energy theory [19] µ has contribution from one-body current as well as more body currents
An effective theory has some UV cutoff Λ, reflecting some short-range physics which is ignored. Naive power-counting suggests that each order in this expansion is suppressed by a factor of (Q/Λ) 3 , where Q is the typical momentum of a particle in the system under consideration. The leading order (LO) one-body current is [20] 
where µ 0 is the magnetic moment of a single particle, and r j , s j are the position and the spin of particle j. The two-body contribution to the atomic electromagnetic current enters at the next order (N 2 LO), or (Q/Λ) 3 , and takes the form [20] 
where L 2 is the coupling constant between the radiation field and the four boson fields. Its value can be fixed studying dimer photoreactions. The notation δ Λ (r) stands for Dirac's δ-function smeared over distanceh/Λ. In the low energy limit Q Λ, more particles current can be ignored due to suppression by (Q/Λ) 3 factor associated with each extra particle field.
Using box normalization of volume Ω, the electro-
h.c.) where ζ = 1, 2 are the linear photon polarizations, ω k is the photon frequency, and k its momentum. For bosonic systems confined in a strong (static) magnetic field, the initial and final state atomic wave functions can be written as a product of spin and configuration space terms, Ψ = ψ LM χ M F . The spin wave function χ M F is the symmetrized function
is a symmetric function with angular momentum quantum numbers LM . Using this factorization, the one-body transition matrix element in (1) takes the form f, kζ|Ĥ
whereas the two-body part reads
Using spherical notation, the spin operator reads
The geometrical factor, β = (k ×ê kζ ) λ , is maximal (minimal) for the frozen spin λ = 0 case (spin flip λ = ±1 case), when the rf magnetic component is parallel to the static magnetic field. The photon wavelength of rf radiation is much larger than the typical dimension of the system R, therefore kR 1 and the lowest order in kR dominates the interaction. When the photon can induce a Zeeman state change, i.e. spin-flip, the leading contribution comes at order k. Energy is delivered to the system through the spin matrix element and we can approximate e ik·r 1, to get
The last term on the rhs of (7) is just the FranckCondon factor. When the rf photon cannot induce change in the spin structure of the system, λ = 0, and we call the process a frozen spin reaction. In this case
and the transition matrix element can be written as
where
is the average single particle magnetic moment, which plays the role of an effective charge.
In the long wavelength limit, the exponent can be expanded to yield
where Y lm are the spherical harmonics. Clearly this expansion has transparent physical meaning. The zero order operator is proportional to 1 and stands for elastic interaction. In photon emission reaction this process is forbidden by energy conservation. Next comes at first order the dipole. Dealing with identical particles, this term is proportional to the center of mass and hence cannot affect internal degrees of freedom. Two operators appear at second order: the r 2 operator, corresponding to s-mode reaction, and the quadrupole terms, corresponding to d-mode reaction. Summing over the initial and final magnetic numbers M and M , the transition matrix element reads [11] 
For the two body current, we can again utilize the long wave approximation e ik·(ri+rj )/2 ≈ 1 to get
To find the most relevant operators for the photoassociation process one should consider both the low energy expansion (2) and the long wavelength expansion (9) . Dealing with trimer photoassociation, the photon energy has to be of the order of the trimer binding energy E 3 .
Therefore the long wavelength expansion parameter can be written as
Therefore one should compare the long wavelength expansion parameter, kr ≈ Q/M c to the low energy expansion parameter Q/Λ. If Q/Λ Λ/M c, the two-body currents appearing at order (Q/Λ) 3 are much smaller than the second order (kr) 2 ≈ (Q/M c) 2 terms. This normal hierarchy case is the situation in the limit Q −→ 0. In the other extreme, when Λ M c, the two-body current is more important than the one-body current, proportional to (Q/M c)
2 . This case of strong hierarchy is typical for frozen-spin experiments in ultracold atoms [2, 3, 4] . There, the separation between the mass scale and the binding energy is much bigger than the ratio between the scattering length and the effective range.
The Three Body Problem
The Schroedinger equation governs the dynamics of a quantum 3 particle system
where T is the center of mass kinetic energy operator and W is the potential. Here we assume a short range 2-body forces, thus W = i<j V (|r i − r j |). To solve this problem we use the adiabatic hyperspherical approximation [21, 22] .
The Hyperspherical coordinates
To eliminate the center of mass motion, we define the Jacobi coordinates,
where {ijk} is a cyclic permutation of {123}. The relation between two sets of Jacobi coordinates (x i , y i ) and (x j , y j ) is given by the kinematic rotation,
For the case of 3 identical particles, φ ij = ±π/3, where the sign is fixed by the parity of the permutation {ijk}.
For each set of Jacobi coordinates we can define a set of hyperspherical coordinates, (ρ, Ω i ) where
where γ i =x i ·ŷ i . The hyperradius ρ is invariant under kinematic rotations, particle permutations, and therefore under change of coordinates sets.
In the hyperspherical coordinates the kinetic energy operator reads,
Here,K 2 is the square of the grand angular momentum operator,
andl x ,l y are the angular momentum operators corresponding to x, y coordinates. The hyperspherical presentation of a central two-body potential reads,
The Adiabatic Expansion
Next we apply the adiabatic hyperspherical method [21] and write the wave function ψ in the form
The hyperspherical functions Φ n (ρ, Ω) are the solutions of the hyperangular equation,
corresponding to the eigenvalue ν 2 n . The hyperradial functions R n (ρ) are the solutions of the hyperradial equation,
where = 2mE/h 2 , V eff is the effective hyperradial potential, and P nn , Q nn are the non-adiabatic couplings. The effective potential is given by
and the non-adiabatic couplings are
The expectation value ... Ω stands for integration over the hyperangles Ω.
The Hyperangular Equation
For low energy physics, when the extension of the wave function is much larger than the range of the potential, one can utilize the zero range approximation. In this approximation the lateral extension of the potential is neglected all together, and the action of the potential is represented through the appropriate boundary conditions. For a two-particle system the low energy interaction is dominated by the s-wave scattering length a and the wave function fulfills the boundary condition [u /u] r=0 = −1/a. The corresponding 3-body condition is
Dealing with wave functions of definite total angular momentum quantum numbers L, M , we use a Faddeev-like decomposition,
and it should be noted that for a bosonic system l x must be even. In the zero range approximation each Faddeev component is a solution of the free hyperangular equation,
with the appropriate boundary conditions. One family of solutions to (25) is the hyperspherical harmonics [23] ,
(cos 2α). (27) Here P (αβ) n are the Jacobi polynomials, n = (K − l x − l y )/2, and
.
Note that n is a non-negative integer and therefore K ≥ l x + l y . The hyperspherical harmonics correspond to Λ = K(K +4) and are regular at α = 0 and α = π/2. Another family of solutions can be found by generalizing (26) to a non-integer K (and n), loosing the regularization in one edge. Due to the boundary condition (22), we need such solution for the interaction channel, i.e. the l x = 0 component. Such solutions, corresponding to the eigenvalue Λ = ν [24] , where
and
The first (second) solution is regular at α = π/2 (α = 0) and not regular at α = 0 (α = π/2). For evaluating the rf transition matrix elements we need to consider L = 0 and L = 2 states. Their explicit form is given by
and,
The Projection Operator
It is convenient to project the wave function (23) on a single coordinate system [24] . The resulting expression takes the form
where R ij , the projection operator is given by
To calculate R ij we first study the limit α i = 0. From (13) it follows that in this case, x j = ± √ 3y i /2, y j = −y i /2 and α j = π/3. The ± sign depends on the direction of the kinematic rotation. The integral in (33) can now be evaluated, yielding
where the last term is the 3-j symbol. Some conclusions emerge: a. The projection at α i = 0 is zero for all waves but l x = 0, l y = L; similar considerations show that the projection at α i = π/2 is zero for all waves but l x = L, l y = 0.
b. Due to the (∓) l x factor, for odd l x the two rotations cancel each other.
c. The 3-j symbols equal zero unless l x + l y + L is even.
d. Using this result, an explicit formula for the l x = 0 or l y = 0 Raynal-Revai coefficients l x l y |l x l y KL [25] can be constructed. See Appendix A for details.
Focusing on the l x = 0, l y = L case, the projection operator can be computed for any α i [26] . This is because for α i ≤ π/3 the rotated function is an eigenfunction of the kinetic energy operator with the same eigenvalue, but is regular for α i = 0, therefore it is proportional to Q L ν . The proportionality constant can be calculated by matching with the known value at α i = 0. Similarly, the rotation for α i ≥ π/3 is proportional to P L ν , and the proportionality constant can be found by matching at
Imposing the Boundary Condition
In the limit of infinite scattering length, the adiabatic expansion decouples and the non-diagonal couplings P nn , Q nn vanish [24] . In this limit, the lowest energy hyperangular function takes the form
The eigenvalues ν will emerge as we impose the appropriate boundary conditions at α i = 0. We have seen in (34), that the rotation R ij at α i = 0 includes only the l x = 0 partial wave, therefore for small α i (32) is simply given by [27] ,
Therefore the boundary conditions (22) , turn into
For L = 0 the resulting equation for ν is [6] ν cos(νπ/2) − 8
For |a| = ∞ the solution with lowest ν 2 is ν 0 ≈ 1.00624i, corresponding to the Efimov trimer. For a > 0 this solution approaches asymptotically a particle scattering from a universal dimer, where V eff (ρ −→ ∞) = −1/a 2 [28] . The spurious solution ν = 4 is just Φ = 0.
For L = 2 the corresponding equation for ν is,
For |a| = ∞ the lowest non-trivial solution is ν 2 ≈ 2.82334. For a > 0 this solution asymptotically converges to particle-dimer d-wave scattering, where
The ν = 0, 1, 2 correspond to the spurious solution Φ = 0. For ρ |a| solutions with ν an even integer, are just the regular, free, hyperspherical harmonics.
The two lowest eigenvalues of the hyperangular equation, with the appropriate boundary conditions (39),(40), are plotted in Fig. 1 for L = 0 and L = 2, with their asymptotic forms.
The Hyperradial Equation
To proceed analytically, we focus on the unitary limit, |a| → ∞. In this case ν L (ρ) = ν L and Φ(ρ, Ω) = Φ(Ω), therefore the non-adiabatic couplings, Eq. (21), vanish and the hyperradial equation for R(ρ)/ √ ρ is just the Bessel equation,
In order to calculate the trimer photoassociation, κ = √ − . At the origin, this solution behaves like sin(ν ln(κρ/2) − γ ν ), where γ ν0 ≈ −0.301. Therefore regularization is needed to avoid collapse, e.g. setting R(ρ ≤ ρ 0 ) = 0 for some finite ρ 0 . The result is the discrete Efimov spectrum,
The normalized wave functions are
where N = 2 sin ν 0 π/ν 0 π ≈ 2.730, and
II. Scattering state ( > 0) with L = 0, and ν 0 ≈ 1.00624i. The solution is composed of the real part of the Bessel functions of the first and second kind of imaginary order,
where q = √ and we assume normalization in a sphere of radius R. The phase shift δ is to be found from the boundary condition, R s (ρ 0 ) = 0.
In the scattering problem, functions with higher ν, corresponding to the same angular momentum L = 0 and energy , are also legitimate solutions. However, due to the orthogonality in Ω, there is no overlap between these functions and the bound state, and therefore no contribution to the photoassociation transition matrix elements.
III. Scattering state ( > 0) with L = 2, and real ν 2 . The solutions are composed of the Bessel functions of first and second kind,
The phase shift δ d is to be determined by the condition R d (ρ 0 ) = 0. The three lowest values for ν 2 are, ν 2 ≈ 2.823, ν 
The Transition Matrix Elements
Now that we have solved the Schroedinger equation and obtained the L = 0 bound state wave function and the L = 0, 2 scattering wave functions, we are in a position to evaluate the transition matrix elements, in both hierarchies. For the normal hierarchy case the needed matrix elements (10) read,
for the s−mode transition and
for the d−mode. For the strong hierarchy case (11) the matrix element is,
These matrix elements are proportional to integrals of the type
or I Y (ν, m) with Y ν replacing J ν . Taking the lower limit to zero, these integrals can be evaluated analytically, , where x 0 ≈ 0.06 is the largest zero of K is0 (x) and x n is the n'th root. Similar results can be obtained for I Y .
The r 2 matrix element
The r 2 operator connects the L = 0 bound state to the L = 0 scattering state. We note that j r
2 CM where R CM is the enter of mass coordinate. As the CM cannot induce inelastic transition, the matrix element is reduced into the hyperradial integral
Substituting Eqs. (43) and (45) into (52), we get
This integral depends on the momentum of the bound state κ and the scattering state q. The maximal value of I s (κ, q) is obtained when q ≈ κ/2. Due to the scaling symmetry, the matrix element itself scales as κ 5/2 for excited Efimov states. For higher Efimov states the peak moves to lower q (by a factor of 22.7) and becomes stronger.
It should be noted that (52) leads to an oscillatory log-periodic response function, see discussion in [18] .
At threshold, the matrix element (52) gets a particularly simple form which can be well approximated by [18] 
where C is a constant that contains the normalization factors, and B 3 ≈ 8.475% is the normalized amplitude of these oscillations. These oscillations modulate the matrix element all the way to the high energy tail. Whereas log periodic oscillations at the high energy tail appear in all partial waves [29] , at threshold the oscillations appear only in this s-wave transition.
The quadrupole matrix element
The quadrupole operator, j r 2 j Y M 2 (r j ) connects the L = 0 bound state with L = 2 scattering states. Using r j = R CM − 2 3 y j and working in center of mass coordinate system, this operator reads
2 cos 2 α j , the reduced matrix element can be written as
Here the hyperradial integral I ρ is
Substituting Eqs. (43) and (46) into (56), we get an expression similar to (53),
The hyperangular integral I Ω , reads
To evaluate this integral, the hyperangular wave function, written in mixed coordinate systems,
is to be integrated in a single coordinate system. Transforming to body-fixed coordinate system and integrating over the Euler angles, the integral over the 5 angles (α 1 ,x 1 ,ŷ 1 ) is transformed into an integral over (α 1 , γ 1 ) [30] , that is evaluated numerically. See Appendix B for details. For the lowest ν 2 the integral yields I Ω ≈ 0.368. For the next two ν i 2 's the integrals are respectively 0.023 and 6.9 × 10 −4 , therefore these modes give negligible contribution to the reaction rates.
Here as in the previous case, the hyperradial integral I ρ leads to log-periodic oscillations in the high energy tail [18] .
The one-body transition matrix elementssummary
The relative contribution of the s, d modes to the trimer formation is displayed in Fig. 2 , where the last term in parenthesis on the rhs of (10) is presented normalized, along with the s and d components. Similarly to the dimer formation case [11] , the s-wave association is peaked around q ∼ = κ/2, while the d-wave association is peaked around q ∼ = κ.
In case of large but finite scattering length, the eigenvalue of the hyperangular equation, (39) and (40), depend on ρ and therefore the hyperradial equation (41), is to be solved numerically. In addition, the non-adiabatic couplings (21) must be considered. The numerical results for finite a are also shown in Fig. 2 for κa = −100 and κa = −50. From the figure it can be seen that the |a| −→ ∞ limit is well reproduced if κ|a| > 100.
The δ matrix element
Moving now to study the two-body current, there is no center of mass contribution, and the transition operator is a scalar exciting an L = 0 bound state into an L = 0 scattering state. The transition matrix element is given by,
Assuming a simple regularization, δ Λ (x) = 3Θ(1 − Λx)/4π, and setting the lower limit of the hyper radial integral to 0, this matrix element can be calculated analytically,
To renormalize the transition matrix element and remove the cutoff dependence we turn to the dimer photoassociation [11] . In the zero range approximation the dimer s-wave continuum wave function is just ψ i = sin(qr)/(qr), and the corresponding bound state wave function is ψ B = √ 2κe −κr /r. Consequently the transition matrix element due to the 2-body process is
which for large values of Λ can be approximated as
Comparing this result to (60), one can see that the cutoff dependence of the 2-body current operator, L 2 = L 2 (Λ) in (11), can be fixed by dimer photoassociation experiments such that the trimer photoassociation rate is a prediction of this theory.
In Fig. (3) the two-body transition matrix element is shown as a function of the relative momentum q/κ. The validity of the approximation deriving (60) is also checked by evaluating the integral numerically, starting from ρ 0 . It can be seen that while for the low momentum regime this approximation is excellent, for the high momentum tail it deviates from the exact result. Numerical results for finite a are also shown in 
Transition rates
To evaluate the trimer association rate (1), we have to average on the initial states¯ i and to sum over the final states f . The initial three-body state |i = |qLM l x l y describes three atoms in the continuum with relative momentum q and angular momentum L, M, l x , l y . The average on these states takes the form
where P (qLM l x l y ) is the probability of finding an atomic trio in an internal state |qLM l x l y . We assume that the system is in thermal equilibrium with temperature T higher than the condensation temperature. For L = 0, 2 and large enough R we can safely assume that P (qLM l x l y ) = P (q) = 
where N kζ is the number of photons with momentum k and polarization ζ in the final state. The stimulating rf radiation is a narrow distribution centered at some k rf . Therefore N kζ ≈ N k rf ζ rf δ(k − k rf )δ ζ,ζ rf /Ω, where k rf is the momentum of the stimulating rf field and ζ rf is its polarization.
Substituting (10), (63) and (64) into Fermi's golden rule (1), the trimer formation rate in the normal hierarchy case is given by
The relative momentum q is connected to the photon wave number through energy conservationh 2 q 2 /2m = E 3 +hck rf , where E 3 is the trimer's binding energy.
The relative importance of the s, d modes shifts with temperature. This point is demonstrated in Fig.  4 , where the s, d rates to the trimer photoassociation, at the unitary point |a| = ∞ and for large but finite scattering length are presented for k B T = E 3 and k B T = 0.2E 3 . The importance of the d mode grows with the ratio k B T /E 3 . Therefore we can conclude that for small k B T /E 3 values, the photoassociation is an s-wave process while for large values the two modes have similar importance. In addition, oscillations in the response can be clearly seen at the low frequency regime. These oscillations result form the log-periodic structure of the matrix element [18] . At higher temperature these oscillations are stronger while at lower temperatures this manifestation of the Efimov effect is suppressed by the Boltzmann factor. The amplitude of the oscillations is larger for finite scattering length than at the unitary point.
For the strong hierarchy case, the trimer formation rate is given by
The transition rate for the strong hierarchy case is shown for k B T = E 3 in Fig. 5 . Here as in the normal hierarchy case, log periodic oscillations are visible. For finite scattering length they are amplified. Since there is only a single channel here, the low temperature behavior is similar to the high temperature, and therefore not shown.
Conclusion
To conclude, we have applied the multipole expansion to study universal trimer photoassociation. One-body and two-body current were explored. For normal hierarchy case, where the one-body current dominates, the two leading s− and d− modes are studied and their relative contribution is shown to vary with temperature. In ultracold atoms, and other strong hierarchy systems, the relevant operator is found to be the two-body current. The log-periodic oscillations which modulate the cross section in both scenarios is found to be amplified for finite scattering length compared to the unitary point. Revai coefficients l x l y |l x l y KL [25] , defined by Due to symmetry, one of the sums, say over j, can be dropped giving a factor of 3. The integral (B.2) can be simplified utilizing the body-fixed coordinate system [30] . Consider the two body-fixed vectors x 10 and y 10 such thatx 10 ·ŷ 10 = γ i . The transformation from the body-fixed to system to the laboratory system is given trough the relation where α i = α i (α 1 , γ 1 ) is given by (14) .
