
































性を活かした柔軟な対応づけが実行できることも IRT モデルを利用する大きな強みである。 
垂直尺度化は異なる難易度のテスト得点を比較するための手法であり，IRT の応用としての側
面が強く，等化と非常に近い概念である。比較したい異なる難易度のテストは，たとえば算数の
小学 5 年生のテストと小学 6 年生のテストといったように，測定する構成概念が類似している
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えば，測定のための尺度は，名義 (nominal) 尺度，順序 (ordinal) 尺度，間隔 (interval) 尺度，比 








度は絶対的な原点が 0 として定められている。 















































切り，その項目の年齢から精神年齢を得ることができる。IQ は定数項を除けば年齢 1 あたりの
精神年齢の数値と考えることができるので，年齢に比例して精神年齢も線形的に変化するとい







小学校 6 年間や中学校の 3 年間といった連続した学年にまたがって，児童生徒の学力の達成
(発達) を測定するための尺度を発達得点尺度 (developmental score scale) とか単に発達尺度 
(developmental scale, Young & Tong, 2016) などと呼ぶ。あるいは尺度を構成する際に，レベルが
等しいテストを水平的に比較するのではなく，異なる難易度のテストを垂直的に比較する必要
があることから，垂直尺度 (vertical scale) とも呼ばれる。この尺度の構成のために用いられる
のが心理計量モデル (psychometric model) である。代表的な心理計量モデルには因子分析


















この考え方は潜在変数 (latent variable) を扱う統計的なモデルの基本であるとともに，古典的
テスト理論 (Classical Test Theory, CTT) モデルの考え方そのものでもある。このノイズのことを
誤差 (error) と呼ぶが，直接観測することは不可能であるが，特定の条件下で推定をすることは
可能である。誤差にはいくつかの種類があり，特にテストをおこなう中で生じるであろう誤差を



































































?̅?𝑖 = 𝑇𝑖 , (1. 5) 







散𝑉[𝑇, 𝐸] = 0を用いて， 
 






(Standard Error of Measurement, SEM)  と呼ぶ。この標準誤差が小さければ測定値は真値の周辺
に分布することとなり，測定の精度が高いと言える。また，測定の精度についての指標はもう
















, (1. 9) 
 
と表記する。信頼性係数は𝑉[𝐸] ≥ 0である事から，その最大値は 1 であり，誤差しか測定できて
いないと仮定すると最小値は 0 となる。測定の標準誤差は誤差分散の正の平方根であるから， 
 







を𝑋𝐴 = 𝑇 + 𝐸𝐴，𝑋𝐵 = 𝑇 + 𝐸𝐵とおくと，どちらのテストも誤差の期待値は 0 であるのは式(3)で示
したとおりなので， 
 










𝑉[𝑋𝐴, 𝑋𝐵] = 𝑉[𝑇] + 𝑉[𝑇, 𝐸𝐴] + 𝑉[𝑇, 𝐸𝐵] + 𝑉[𝐸𝐴 , 𝐸𝐵] (1.13) 
 
となり，第一項以外はすべて 0 になるので，結局， 
 
















































の信頼性係数の下界の最大値を与えている (Lord, Novick & Birnbaum, 1968; 2008) ことである。
なお，クロンバックのα係数は項目数が大きければ大きな値をとる。信頼性係数の推定値につ
いてのより詳細な議論については岡田 (2015)などを参照されたい。 
 この信頼性係数の推定値を利用して求められるのが測定の標準誤差 (SEM)， 
 































が，このようなベクトルの相関係数を点双列相関係数(point biserial correlation coefficient)と呼ぶ
事もある。 
 CTTは誤差と真値の平均や共分散に関する仮定しか持たない。それらは後述するIRTの仮定に
比べて弱く，一般的にCTTは弱い理論，モデル (weak theory, model) などと呼ばれることがあ
る。それ故，分析に必要なサンプルサイズは比較的少数でもよく，統計量の計算も解析的に求
















とすれば良い。こうすることで得点の分布は平均 0，標準偏差 1 の尺度に変換される。これを標
準得点と呼び，例えば同一集団が受検する異なるテストにおける個人の相対的な順位の比較や
変化の追跡には十分である。 
 しかし CTT は真値と誤差の平均と分散，共分散の仮定のみをおく弱い理論，モデルであるた
め，現実のテストデータに合わせやすいという利点がある反面，いくつかの限界がある















 CTT ではテスト得点全体を考えていたが，FA モデルでは変量（項目）ごと，あるいは潜在変






らに IRT モデルの 2 母数正規累積モデル (2-parameter normal ogive model) は変数が順序尺度水
準のように質的なデータである場合の因子分析，すなわちカテゴリカル因子分析と数理的には
同一である (豊田, 1998)。しかし実際に IRT モデルのパラメタを推定し，それに付随する統計量
を分析する手法は IRT 研究の文脈で発達してきたものが多く，一般化して語るメリットがない
ため，本稿では IRT モデルと FA モデルの関連を述べるものの，それ以上の一般化の議論につい
ては触れない。そして本節おける IRT モデルは特別に表記がある場合を除いてすべて一次元 
(unidimensional) IRT モデルのことを指す。 
 
1.3.1 二値型モデル 
 はじめに最も基本的な二値(dichotomous, binary)型のデータに対する IRT モデルについて説明
する。また，ここでは Lord (1980, pp30-34) と村木 (2011, pp42-45) を参考に正規累積モデルとロ
ジスティックモデルの考察も兼ねることとする。はじめに受検者の潜在的な一次元能力の尺度θ
を考える。この尺度は−∞ < 𝜃 < ∞の範囲にわたって存在するものとする。次にこの能力と項目

















と表される。この累積分布関数が当初の研究 (Lord, 1952; Lord, 1953) などで用いられている正
規累積モデル (normal ogive model) であり， 
 










割を果たす。式 (1.22) は受検者がある項目𝑗に正答する確率をモデリングしている。 
ここで新たに受検者の項目𝑗における反応を決定する潜在変数Y𝑗′について考える。この潜在変
数Y𝑗′が項目ごとの閾値定数γ𝑗を超えていれば 1 を，下回っていれば 0 という反応を得るとする。
ただしこのY𝑗′は𝜃についての関数であり，以下の 3 つの仮定がおかれている。1）Y𝑗′のθへの回帰
関数𝜇𝑗|θ




この回帰関数とY𝑗′の条件付き分布，閾値定数γ𝑗を図示した (図 1.1) 。図 1.1 における正規分布
は𝜃で条件付けられたY𝑗′の確率分布である。この正規分布の平均は回帰直線𝜇j|θで与えられてお
り，図中では便宜上 3 つの点での条件付き分布を示している。正規分布のグレーで塗りつぶされ




𝜇j|θ = 𝜌j𝜃, (1.23) 
 
である。このとき𝜌𝑗はふたつの潜在変数Y𝑗′と𝜃の相関係数と見なせる。この傾きを利用して，か
つ𝜃の尺度を平均 0，標準偏差 1 とすると，条件付き分布の標準偏差を𝑍𝑗とおいて，その符号を
























推定をする際に微分，積分をおこなう上で非常に不便である。そこで Lord et al. (2008, p. 399) は
ロジスティック関数を用いてこれを近似する方法を示している。つまり， 
 










ただし，D は尺度定数であり D＝1.7 であるときに全域にわたって正規累積分布関数とロジステ
ィック関数の誤差が 0.01 以下になることが知られている (Haley, 1952; Camilli, 1994)。しかし
Kullback-Leibler 情報量を最小にするように D を最適化すると D=1.749 であるため，こちらを支
持する意見もある (Savalei, 2006)。2 種類の Dのロジスティック関数と正規累積分布関数の比較
を図 1.2 に示した。 






































(2-Parameter Logistic Model, 2PLM) の項目特性曲線 (Item Characteristic Curve, ICC) である (図
1.3)。ただし，𝐷 = 1.702としている。ICC は項目反応確率の𝜃についての関数とみなすこともで
きるため，項目反応関数 (Item Response Function, IRF) と呼ばれることもある。式中の𝑎は識別
力パラメタ (discrimination parameter)，𝑏は困難度パラメタ (difficulty parameter) と呼ばれる。式 
(1.28) では𝐷と𝑎が単純な積であるため，教科書や一部研究で使われるモデルでは𝐷が省略され
ることがある。たとえ省略しても尺度が変わるだけで推定には支障をきたさないが，尺度調整 
(calibration) や等化 (equating) の際には揃えておく必要があり，注意すべき点である。また式 



























 2PLM における識別力パラメタ𝑎はロジスティック曲線のちょうど縦軸が 0.5 にあたる部分の
接線の傾きを決定する関数である。このパラメタをテスト全体で 1 とする，つまり母数自体を固
定したモデルを 1 パラメタ・ロジスティックモデル (1-Parameter Logistic Model, 1PLM) と呼び，
1 ではなく任意の 0 より大きい実数で固定したモデルを 1.5 パラメタ・ロジスティックモデル 









数理的に 1PLM は，全く別の歴史的背景で開発された Rasch モデルと同じであるため，Rasch




















図 1.4 1PLM の項目特性曲線 
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ここで一度パラメタの解釈について整理しておく。困難度パラメタ𝑏はロジスティック曲線に
おける確率 0.5 の位置を左右に調整する母数である。そのため位置母数 (location parameter) とも
呼ばれる。困難度と受検者の𝜃が等しいとき，指数関数の内部は 0 となり反応確率はちょうど 0.5
になる。大きい値ほどその項目に正答する確率が 50 パーセントになるために必要な𝜃の値が大
きいことを意味している。識別力パラメタ𝑎は先ほど説明したように𝑏 = 𝜃となる点における接
線の傾きであるため，傾き母数 (slope parameter) とも呼ばれる。この母数が大きいほど正答確率
がより狭い区間で大きく上昇するため，項目が正答に必要な能力を有しているかどうかをどれ
だけはっきりと識別できるかを表しいると解釈できる。 
2PLM のさらに発展的なモデルとして 3 パラメタ・ロジスティックモデル (3-Parameter Logistic 
Model, 3PLM) も存在する。3PLM では下方漸近パラメタ (lower asymptote parameter) と呼ばれる
母数により，受検者の項目に対する当て推量 (guessing) をモデリングしている。3PLM の ICC
は， 
 
𝑃𝑗(𝜃) = 𝑐𝑗 + (1 − 𝑐𝑗)
1
1 + exp (−𝐷𝑎𝑗(𝜃 − 𝑏𝑗))
, (1.31) 
 

























り去った残りである1 − 𝑐に対して，2PLM の ICC を当てはめているのが 3PLM」であると述べて
いる。つまり，3PLM の識別力と困難度は当て推量パラメタの分だけ圧縮されているため，2PLM
などと同様の解釈をすることはできない。 
この他に 4 パラメタ，5 パラメタのロジスティックモデルが存在し，それぞれ上方漸近線，対
称性に関する母数を式 (1.31) に追加することで得られるが，実際のテストではこれまでに紹介









 二値型の IRT モデルでは受検者の項目反応に正答か誤答という 2 種類の反応のみを考えてい
たが，実際の学力テストでは部分点を設けることもある。二値以上の反応データを扱うモデルを
多値型 IRT モデルと呼び，そのなかでも学力テストの部分点を扱えるように (Muraki, 1992) が
2PLM を拡張したものを一般化部分採点モデル (Generalized Partial Credit Model, GPCM) と呼ぶ。
部分点を𝐾 (1,2, … , 𝑘, … , 𝐾) 個のカテゴリとみなし，項目𝑗におけるカテゴリ𝑘番目の反応確率は隣
接する𝑘 − 1番目の反応カテゴリとともに考えられる。すなわちカテゴリ𝑘あるいは𝑘 − 1のいず
れかに反応するときに，𝑘の反応を得る確率を考え，それ以外のカテゴリは考慮しないものとす







exp (𝐷𝑎𝑗(𝜃 − 𝑏𝑗𝑘))
1 + exp (𝐷𝑎𝑗(𝜃 − 𝑏𝑗𝑘))
, (1.33) 
 
と表せる。簡単のため𝑃𝑗𝑘(𝜃)の𝜃を省略し，式 (1.33) を整理すると， 
 









𝑃𝑗𝑘 = 𝑃𝑗,𝑘−1 exp (𝐷𝑎𝑗(𝜃 − 𝑏𝑗𝑘)) , (1.36) 
 
となる。このとき，パラメタ𝑏𝑗𝑘は左右のどちらの確率が大きくなるかに関するパラメタであり，








































次に，すべてのカテゴリへの反応確率の和は 1 である， 
 










= 1, (1.42) 
となり， 











exp(∑ 𝐷𝑎𝑗(𝜃 − 𝑏𝑗𝑣)
𝑘
𝑣=0 )







と表現することができる。ただし，このとき𝜃 − 𝑏𝑗0は常に 0 である。この表現は遷移点を定義し
ていないカテゴリ 0 をシグマに内包しているが，別の表現では 
 
𝑃𝑗𝑘(𝜃) =
1 + exp(∑ 𝐷𝑎𝑗(𝜃 − 𝑏𝑗𝑣)
𝑘
𝑣=1 )





 , (1.45) 
 
とも書ける。式 (1.44) や (1.45) を項目カテゴリ反応関数 (Item Category Response Function, 
ICRF) と呼ぶ。𝑎𝑗は勾配パラメタであり，これを 1 に固定したものが部分採点モデル (Partial 
















図 1.6 GPCM の項目特性曲線 
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 GPCM のカテゴリ反応曲線を図 1.6 に示す。このグラフは勾配パラメタ𝑎j = 1.5，項目カテゴ




 これまで二値型と多値型の IRT モデルを説明してきたが，どちらも単一の構成概念を扱う心
理計量モデルであった。しかし，たとえば複数の因子を想定する因子分析モデルが存在するよう
に，IRT でも複数の構成概念測定するモデルは存在する。これを多次元項目反応モデル 
(Multidimensional Item Response Theory model, MIRT model) と呼ぶ。Bock & Aitkin (1981) は 2 因
子の𝑗変量直交因子モデル， 
 












]) , (1.48) 
𝜀𝑗~𝑁(0, 1 − 𝛼𝑗1
2 − 𝛼𝑗2
2 ), (1.49) 
 
を利用して二次元 IRT モデルへの拡張を提案した。ここで一次元の正規累積モデルの場合と同
様に閾値母数γ𝑗よりも𝑦𝑗が大きければ受検者は 1 と反応し，そうでなければ 0 と反応すると仮定
する。すると二次元正規累積モデルは， 






𝛾𝑗 − 𝛼𝑗1𝜃1 + 𝛼𝑗2𝜃2
𝜎𝑗
, (1.51) 
𝜎𝑗 = √1 − 𝛼𝑗1
2 − 𝛼𝑗2


















と変換する。Bock & Aitkin (1981) の示した推定方法は Bock, Gibbons & Muraki (1988) によって
𝑚次元に一般化された。彼らはこの方法を完全情報項目因子分析 (Full-Information Item Factor 
Analysis, FIFA) と呼んだ。 
 さらにこのモデルのロジスティックシグモイド型は， 
 
𝑃 (u = 1|zj(𝜽)) =
exp (𝑧𝑗(𝜽))
1 + exp (𝑧𝑗(𝜽))
, (1.56) 
 
と表すことができる(McKinley and Reckase, 1982)。このモデルにおける識別力は各次元の識別力
パラメタの平方和の正の平方根として与えられる。 
 







 MIRT モデルには一次元 IRT モデル以上に様々なモデルが存在する。例えば複数の能力のう
ち，どれかひとつでも閾値に達していれば正答できると考えるモデル（補償型モデル , 
compensatory model）とすべての次元で能力が閾値に達している必要があるとするモデル（非補





値であるYj′は正規分布が仮定されていた (図 1.1)。ここで中村・豊田 (1991) にしたがって，項
目反応理論ではなく Thurstone (1927) の比較判断の法則 (law of comparative judgement) ならびに
Torgerson (1958) のカテゴリ判断の法則 (law of categorical judgement) の観点から受検者の項目に
対する反応を考える。 






を m とすると m 行 m 列の正方行列である。テストデータの場合，受検者の項目に対する反応と
いうデータを扱うため，受検者と項目のデータをどちらも刺激とみなし，受検者数を N とすれ











ロジスティック関数で近似した孫・芝 (1990) によるモデルは， 
 
























である。中村・前川 (1993) はαではなく𝜙を用いて， 
 

















と表現している。式  (1.61) においていくつか𝜙の値を変化させた ICC を図 1.7 に示す。
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図 1.7 GIRT モデルの項目特性曲線 
 




扱うことができ (孫, 1997)，(2) 項目と受検者のパラメタに尺度の不定性があるため，従来の一
次元 IRT モデルと同様の等化手法を用いることができる点である (柴山・繁桝, 1994)。 
 
1.4 IRT の仮定 


































































2 = 𝑝𝑗 − 𝑝𝑗






















0），かつ項目通過率が等しいとき (p𝑗 = p𝑙) にφ係数は-1 をとり，逆に𝑝𝑗𝑙 = 1で通過率が等し
い場合にはφ係数は 1 となる。一般的な連続量で相関係数が 1 や-1 をとることはほとんどない
が，易しい項目同士や難しい項目同士のφ係数を求める場合に極端な相関係数をとりやすい。 
この問題を解消するために一般的に用いられるのが四分位相関係数 (tetrachoric correlation 
coefficient) である。1.3.1 での仮定と同様に，ある閾値を超えたら 1 を，下回ったら 0 という反
応を得ることが想定できるモデルの場合，その背後にはY𝑗′のような連続量の潜在変数が想定で
きる。これが両方の項目において 2 変量正規分布をなしていると仮定すれば，この分布の相関母
数を求める事で四分位相関係数を推定することができる (Olsson, 1979; 豊田, 1998)。しかしこの
行列が非負定値である保証はないため固有値の計算に支障をきたす場合もある (柳井・前川・繁
桝・市川, 1990)。 
この他にもいくつかの一次元性を確認する手法が考案されており，(Hattie, 1985) や Stout, 









 一般的なテストでは 10～50 個程度の項目が出題される。IRT において，ある特定の𝜃の個人が















p.144) に則って具体的に説明すると，項目 1 に正答した受検者が項目 2 に正答する割合と，項
目 1 に誤答した受検者が項目 2 に正答する割合が，誤差の範囲で等しくなる事を意味する。つま









能力の多次元性や疲労，テストの受験環境など様々な要因が考えられる ( Yen, 1993)。 
局所独立が侵されている状況を局所依存 (local dependence) ，あるいは局所項目依存 (Local 
Item Dependence, LID) と呼ぶが，この状況が IRT モデルの分析にどのような影響を与えるのか


















IRT モデルを立てて Rao のスコア統計量やラグランジュ乗数統計量を計算する方法もある。これ

















(Item Information Function, IIF) と呼ぶ。同様にテストの測定精度はテスト情報関数  (Test 
Information Function, TIF) と呼ばれ，局所独立性の仮定が満たされている場合 IIF には加法性が
あるため，単にテストの全項目の IIF の和をとれば良い。 
 フィッシャー情報量は一般的に二階偏微分可能な関数においては，「対数尤度関数の二階偏微















































である。2PLM の場合は𝑐パラメタを 0 とすればよく，1PLM の場合はさらに𝑎パラメタを 1 とす







と求めることができる。TIF は二値型の一次元 IRT モデルにおいては単峰型の曲線を描くが，情
報関数が大きいほど，その位置の𝜃の値に関して分散が小さいことを意味する。1PLM と 2PLM
の場合，IIF の最大点は，𝑃𝑗(𝜃)𝑄𝑗(𝜃)，つまり二項確率の分散が最大となる点と等しいため，正答
確率が 0.5 となる項目困難度の値と等しくなる。そして 2PLM の場合，同じ𝜃であれば識別力𝑎𝑗
の高い項目ほど情報量は多くなる。すなわち識別力の高さが測定精度を左右するのである。 





































2 = 2∑𝑁𝑘 [𝑂𝑗𝑘 ln (
𝑂𝑗𝑘
𝐸𝑗𝑘








である。ただし，𝑘は下位集団の分割点（ただし𝑘 = {1,2, … ,𝑚}），𝑗は項目数，𝑁は下位集団内の
受検者数，𝑂は観測値にもとづく正答率，𝐸はモデルによる正答率を表す。𝑄1と𝐺
2において𝐸は











 しかし，これらの統計量には 2 つの理論的な問題がある。この下位集団の分割点は，得られた




（2）Lord & Wingersky (1984) の recursion formula をアルゴリズムに基づく方法 
 そこで Lord & Wingersky (1984) の recursion formula をアルゴリズムとして求めた復元得点分
布 (IRT observed score distribution) にもとづいてモデルの正答率を算出し，観測値による正答率
 38 
と比較することが推奨される (Orlando & Thissen, 2000)。 











𝑓𝑛−1(x|𝜃𝑖)(1 − 𝑃𝑛) ,                                      (x = 0),
𝑓𝑛−1(x|𝜃𝑖)(1 − 𝑃𝑛) + 𝑓𝑛−1(x − 1|𝜃𝑖)𝑃𝑛 , (0 < x < 𝑛)

















 , (1.79) 
 
のように離散近似をして求めることになる。 




∫ 𝑃𝑗  𝑓








点が𝑘′ − 1点となる受検者の分布関数である。つまり式 (1.80) の分母は正答数得点𝑘′の下位集団
の度数を，分子はそのなかでも項目𝑗に正答している受検者の度数を表している。ただし，この
場合の度数は整数値とは限らない。 
 式 (1.80) を式 (1.75) と (1.76) に当てはめると， 
 








2 = 2 ∑ 𝑁𝑘 [𝑂𝑗𝑘′ ln (
𝑂𝑗𝑘′
𝐸𝑗𝑘′









確率は 0 になり，逆に全問正解の受検者集団の正答率は 1 になるため，下位集団からは除外され
ている点である。そのためシグマ記号の範囲は𝑘′ = {1, 2, … , 𝑛 − 1}となる。 
 このような発想にもとづいて修正された𝑋2統計量と𝐺2統計量はそれぞれ𝑆 − 𝑋2, 𝑆 − 𝐺2と呼ば




 式（1）（2）中の𝑂𝑗𝑘は項目パラメタ推定アルゴリズムとして広く用いられる EM アルゴリズム






















√𝑃𝑗(𝜃𝑖) (1 − 𝑃𝑗(𝜃𝑖))
, (1.84)
 









は自由度𝑁 − 1の F分布にしたがう (Wright & Stone, 1979)。これが OUTFIT 指標である。あるい
は， 






















𝑤ij = 𝑃𝑗(𝜃𝑖) (1 − 𝑃𝑗(𝜃𝑖)) , (1.88) 
 
と置くことができる。これを標準化するためには尖度（第 4 次のモーメント）， 
 





























ているといわれている (村木, 2011)。熊谷 (2009) の Easy Estimation では，式 (1.85), (1.86), (1.87), 




1.7.1 古典的テスト理論と IRT 
 IRT は CTT よりも厳しい仮定をおく代わりに，項目と受検者についてより細かな情報を提供

















すなわち CTT と IRT はそれぞれ使い分けられるべきテスト理論である。教師がクラスの進捗
状況を確認するため用いる教師作成テストに IRT は不要であり，CTT で十分であるが，政策分
析に必要となるような学力分布の変化を知るための学力調査には，正確な能力分布の推定とそ
の測定精度などの付随する情報を提供可能な IRT が適している。 
真値についての解釈という点でも CTT と IRT は異なる。式 (1.1) より，古典的テスト理論に
おける観測されるテスト得点は真の得点に確率的に変動する誤差を加えたものと解釈される。
そして同一受検者に多数回の試行をおこない，得られた結果の期待値は真値に一致することは
式 (1.5) でも示したとおりである。 
 一方，IRT モデルにおいてある受検者の𝜃が得られたときに，全項目の正答確率を足し上げた
得点を期待テスト得点と呼ばれ，古典的テスト理論における真値と似たような解釈ができる。と







1.7.2 因子分析と IRT 
 カテゴリカルデータの因子分析と IRT の関係について Takane & De Leeuw (1987) や柳井ら 
1990)，豊田 (1998) などによって，数理的には同一のモデルであることが知られており，式 （1.46） 
から式 (1.55) でも示したとおりである。 








2 IRT におけるパラメタ推定方法 
 
 この節では IRT の分析にかかる労力の多くを占めるパラメタの推定について説明する。前節
では一次元 IRT モデル以外にも MIRT モデルや GIRT モデル，GPC モデルなどを扱ったが，ここ











 確率変数 (random variable) とは確率にしたがって異なる値をとる変数のことである。たとえ
ば IRT モデルは反応確率をモデリングしているが，それは項目反応という確率変数が得られる
確率を計算している。確率変数は離散変数 (discreate variable) と連続変数 (continuous variable) 
の 2 つに大別できる。離散変数とは適当な区間の中で取り得る値が飛び飛びの値をとる変数で






(probability density) と呼ぶ。またこれを関数とみなしたものを確率密度関数 (probability density 
function) と呼び，𝑓(𝑥)とおく。確率変数が離散変数である場合には確率質量関数 (probability 
mass function) と呼ばれる。確率密度関数は確率変数の確率密度を返す関数であるから，またの
名を確率分布 (probability distribution) と呼ぶ。確率密度関数すべての区間に対して𝑓(𝑥) ≥ 0で
あり，その区間における積分は 1 と定義される。いま確率変数𝑋の区間を−∞ ≤ 𝑋 ≤ ∞としたと
きに，𝑝(𝑋 ≤ 𝑥)を与える関数を累積分布関数 (cumulative density function) と呼ぶ。 
確率分布は確率密度関数で定式化される分布であるが，この分布の形状を特定するための値





て𝑋 = 𝑥1, 𝑥2というふたつの値が得られたとする。このふたつの値が得られる同時確率 (joint 
probability) は確率の乗法定理から， 
 







𝐿(Θ|𝑥1, 𝑥2) = 𝑝(𝑥1, 𝑥2|Θ), (2.2) 
 
と表し，尤度  (likelihood) と呼ぶ。また，尤度をΘの関数とみなした場合これを尤度関数 
(likelihood function) と呼ぶ。数式としては式(2.1)の同時確率と同一であるが，Θの関数となって
おり，その積分は一般に 1 となるわけではない。 
 データから確率分布のパラメタを推定する際に，尤度が最も高くなる点をパラメタの推定値
とする方法がある。この方法を最大尤度となるパラメタを推定値とすることから最尤推定法 
(maximum likelihood estimation) と呼び，推定値を最尤推定値と呼ぶ。最尤推定値の求めるときは






















と表現できる。分子の𝑝(𝑌)は𝑌についての𝑋の周辺確率 (marginal probability) であり， 
 
𝑝(𝑌) = ∫ 𝑝(𝑋, 𝑌)d𝑋 = ∫ 𝑝(𝑌|𝑋)𝑝(𝑋)d𝑋, (2.6) 
 
と置き換えることができる。周辺確率を計算する際に，確率変数𝑋は積分により同時確率分布か
ら消去される。このことを積分消去 (integrate out)，あるいは周辺化 (marginalization) という。式
(2.5)で表される形がベイズの定理 (Bayes’ theorem) である。ベイズ統計学では𝑝(𝑋)を事前分布













学習 (machine learning) のパラメタ学習にも用いられる非常に汎用的な定理である。しかし定理
そのものは同時確率と条件付き確率のみを用いて非常に平易に表すことができる。 
 このベイズの定理を原則として，事後分布に関しての統計的推論をおこなう体系をベイズ統
計学という。この事後分布の代表値を計算することもでき，期待値をとる方法を EAP (expected 
a posteriori) 推定法，最頻値をとる方法を MAP (maximum a posteriori) 推定法と呼ぶ。 
 
2.2 能力パラメタの推定 
 ここでは IRT モデルの，受検者の能力パラメタ推定の方法について説明する。基本的に想定す
るモデルは 3PLM である。2PLM に適用したい場合には当て推量のパラメタを 0 とおくだけで良







は有償ソフトウェアの BILOG-MG (Zimowski, Muraki, Mislevy & Bock, 2003) や IRTPRO (Cai et al., 
2011) があるほか，共分散構造分析用のソフトウェアである Mplus(Muthén & Muthén, 2006)でも
推定ができる。無償で利用可能なものとしては熊谷 (2009) の Easy Estimation がある。そのほか
フリーに利用可能なプログラミング言語 R を通して利用できるパッケージとしては ltm 
(Rizopoulos, 2006) や lazy.irt (Mayekawa, 2016)がある。 
 
2.2.1 最尤推定法 





















対数尤度関数 (log likelihood function) を利用する。対数をとる意味は大きくふたつである。ひと
つは計算機のアンダーフローを防ぐためである。テストでは 20 項目や 30 項目ほどの項目が用










































るだけで良い。式 (2.12) を式 (2.9) の導関数に代入する。積の微分の公式に当てはめるが，u𝑗を



























 これを＝0 とおいた方程式を解くことで最尤推定値が求まる。しかし式 (2.14) は解析的に解
くことができないため適当な初期値 (initial value) を与えた後に，何らかの方針にしたがって繰
り返し計算をしていくことで，漸近的に最適な解を求めるという反復数値計算の方法をとる。こ
の方法として有名なものはニュートン・ラフソン (Newton-Raphson) 法とフィッシャースコアリ











ッシャースコアリングにおける t+1 回目の更新された解は IRT におけるフィッシャー情報量で
あるテスト情報関数𝐼(𝜃𝑡)を用いて， 
 





























 式 (2.15) で示されるフィッシャースコアリングもニュートン・ラフソン法と同様に最適解に
収束する。収束した最適解におけるテスト情報量の逆数が最尤推定値の漸近分散を与えること












状をしているときである。一次元 IRT モデルにおいては 3PLM において二山の尤度関数が与え
られるため，初期値や最適化の手法によっては局所的最適解に陥ってしまう。 





図 2.1 仮想的な 30 項目のパラメタによる 2PLM の対数尤度関数 
 

























図 2.3 対数尤度関数の二階偏微分（二次導関数） 
 























IRT モデルは 2PLM であるため，項目反応パタンが全問正答，誤答でなければ尤度関数は必ず
定義域中のどこかで極大となる単峰型の関数になる。ニュートン・ラフソン法およびフィッシャ





ている。先ほども述べたように 2PLM において両者はまったく同じ反復計算の過程を経る。 
 
図 2.5 ニュートン・ラフソン法による反復計算のプロセス（2PLM） 
 







































様子を示す (図 2.7~2.12)。こちらは最適解が 0 付近であることが尤度方程式から視覚的に観察
できたので，初期値は 0 を設定し，収束基準は 2PLM のケースと同様の設定を用いた。ニュート
ン・ラフソン法は 3 回で，フィッシャースコアリングは 4 回で収束したと判断されている。 
 
図 2.7 3PLM の対数尤度関数 
 

























図 2.9 3PLM の二次導関数 
 
























図 2.11 ニュートン・ラフソン法による反復計算のプロセス（3PLM） 
 






































ことができない。こうしたケースで利用されるのがベイズ推定法 (Bayesian estimation) である。


























分布 (normal distribution, Gaussian distribution) が用いられることが多い。したがってここでも， 
 











} , (2.19) 
 













































区間の広い一様分布などの無情報事前分布 (noninformative prior) を用いることが推奨される 






ば 0 となる。したがって一様分布を事前分布としたときの MAP 推定値は最尤推定値に一致す
る。 
 式 (2.21) を見ると，第 2 項は事前分布の影響を表す項であり，尤度方程式全体を𝜇の方向に𝜎2
で標準化した𝜃と𝜇の偏差の分だけずらす働きをしていることが分かる。これは統計学や機械学
習の分野における正則化 (regularization)と同じ働きである。データに対する過剰な適合を抑制す





















(Variational Bayes, VB) 法などがこの方法にあたる。また確率分布に従う疑似乱数を大量に発生
させて近似推論することも考えられる。棄却サンプリング (rejection sampling) の他，近年注目さ
れているマルコフ連鎖モンテカルロ (Markov Chain Monte Carlo, MCMC) 法の一種であるギブス



























る。分割した点 (node) に対して分点ごとの適当な重み (weight) をかけ，それらを足し上げるこ
とで確率分布の積分を離散近似する手法である。離散近似の精度は分点数が増えるにしたがっ
て向上していくが，より厳密な方法を用いるのであれば，正規分布の形状が中央に密度が集中し，
裾は薄く広がっている特徴を考慮して，ガウスエルミート求積法 (Gauss-Hermite quadrature) を
用いることもできる。これにより少ない求積点でも精度の良い近似が実行可能である。いずれに
しても分点の数は 40 もあれば十分である (村木，2011)。 
 事後分布の期待値は， 
 



























いし，あるいは式 (2.25) を整理して， 
 



















タの推定方法にはいくつかの種類があるが，様々な項目パラメタの推定方法は Baker & Kim 
(2004)や村木 (2011)，加藤ら (2014)，豊田 (2005) などに詳しい。ここでは同時最尤推定法 (Joint 
Maximum Likelihood Estimation, JMLE) と周辺最尤推定法  (Marginal Maximum Likelihood 
Estimation, MMLE) および，EM アルゴリズムを用いる MMLE(MMLE via EM algorithm, MMLE-
EM)，周辺ベイズ推定法 (Marginal Bayes Estimation, MBE)，階層ベイズ推定法 (Hierarchical Bayes 
Estimation, HBE) について説明する。理論的な観点から JMLE や MMLE の説明を簡単におこな




 JMLE は対数尤度関数， 






を最大化するパラメタ𝜹, 𝜃を同時に推定する方法である (Baker and Kim, 2004; de Ayala, 2009; 
Wingersky et al., 1982)。ただし能力パラメタの推定のときとは異なり，項目反応パタンはベクト
ルではなく，N × Jの行列である。この目的関数を一度に最大化することは困難であるため，まず
各パラメタの尤度方程式を導出し，2 つのステップを交互に繰り返すことで漸近的に最適解を得
る。具体的には，(1) 項目パラメタの初期値𝜹𝟎を所与として𝜽𝟎の MLE 推定値を得て，(2) 𝜽𝟎を
所与として，今度は項目パラメタベクトルを更新して𝜹𝟏を得る，というステップを，パラメタか




クトル，gradient vector) と，そのヘッセ行列𝐇(𝛅)の逆行列を用いる。つまりt + 1回目の更新され
たパラメタは， 
 










られた全受検者の対数尤度関数ををN + J × p元連立方程式とみなしたときに，その次数は 1 次に
とどまるため，解が不定となることからも明らかである。そこで JMLE では 1 サイクルの更新が
終了した段階で項目パラメタか能力パラメタのどちらかの尺度の単位と原点を適当な値に揃え







増加してしまう付随 (incidental) 母数である。Neyman & Scott (1948) が指摘したように，同時推
定では付随母数は一致推定量とならない統計的に望ましくない性質があるため，これを改善し
た方法を Bock & Lieberman (1970) が提案した。それが MMLE である。 
項目パラメタ推定において尤度関数における能力パラメタは局外 (nuisance) 母数である。
MMLE ではベイズ統計の考え方を利用して，この局外母数を周辺化 (marginalization) すること
で一致性の問題を解決している。能力パラメタの事前分布をℎ(𝜃)とする。仮にこの分布が何らか
のパラメタΘを持つパラメトリックな分布であるとすればℎ(𝜃|Θ)と書ける。これにより周辺化さ



























2.3.3 EM アルゴリズムによる周辺尤度の最大化 






Aitkin (1981) が提案した EM アルゴリズムによる周辺最尤推定法は一般的な EM アルゴリズム
の導出とはやや異なる。 
一般的な説明のためデータ行列を𝐔，潜在変数ベクトルを𝜽，推定したいパラメタベクトルを
𝛅とおく。まず一般的な EM アルゴリズムでは対数尤度関数ln𝐿(𝛅, 𝜽|𝐔)について暫定的に𝜽が観
測されたとして得られる完全データ対数尤度関数 (complete data likelihood function)， 
 




E[ln𝐿𝐶(𝛅|𝐔, 𝜽)|𝜹𝟎], (2.32) 
 
を求めるステップが E ステップである。この期待値は潜在変数ベクトル𝜽の事後分布𝑔(𝜽|𝐮, 𝛅𝟎)
により， 
 
E[ln𝐿𝑪(𝛅|𝐔, 𝜽)|𝐔; 𝜹𝟎] = ∫ ln𝐿C(𝛅|𝐔, 𝜽)𝑔(𝜽|𝐔, 𝛅𝟎)d𝜽
∞
−∞





ータ尤度関数 (expected log complete likelihood function) と呼ぶ。 
 期待値を計算し，Q 関数を導出できれば，次は Q 関数を最大化するような𝛅を何らかの手段で












ln𝐿(𝜹|𝐔) = ln∫𝑔(𝜽|𝐔, 𝛅𝐭)
𝐿(𝜹, 𝜽|𝐔)
𝑔(𝜽|𝐔, 𝛅𝐭)
d𝜽 = ln𝐸 [
𝐿(𝜹, 𝜽|𝐔)
𝑔(𝜽|𝐔, 𝛅𝐭) ∣
∣∣ 𝜹𝒕 ] . (2.34) 
 
 これは事後分布𝑔(𝜽|𝐔, 𝛅𝐭)についての期待値と見なせる。ここで Jensen 不等式 
 






∣∣ 𝜹𝒕 ] ≥ 𝐸 [ ln
𝐿(𝜹, 𝜽|𝐔)
𝑔(𝜽|𝐔, 𝛅𝐭) ∣






















となり，右辺第一項に∫𝑔(𝜽|𝐔, 𝛅𝐭)d𝜽 = 1（確率分布なので）を乗じ，第二項の対数の分子を（尤
度だが数式としては確率𝑝(𝐔, 𝜽|𝛅) と同じなので）確率の乗法定理により分解すると式 (2.37) は， 
 







∫𝑔(𝜽|𝐔, 𝛅𝐭)ln𝐿(𝜹|𝐔)d𝜽 −∫𝑔(𝜽|𝐔, 𝛅𝐭) [ln𝐿(𝜽|𝐔, 𝜹) + ln𝐿(𝜹|𝐔) − ln𝑔(𝜽|𝐔, 𝛅𝐭)]d𝜽, (2.39) 
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と変形される。ここで積分記号の中をまとめると式 (2.39) は， 
 
∫𝑔(𝜽|𝐔, 𝛅𝐭) [ln𝐿(𝜹|𝐔) − {ln𝐿(𝜽|𝐔, 𝜹) + ln𝐿(𝜹|𝐔) − ln𝑔(𝜽|𝐔, 𝛅𝐭)}]d𝜽
= ∫𝑔(𝜽|𝐔, 𝛅𝐭) [ln𝐿(𝜽|𝐔, 𝜹) − ln𝑔(𝜽|𝐔, 𝛅𝐭)]d𝜽, (2.40)
 
 
と変形することができる。ここで確率分布の差異についての指標である KL ダイバージェンス， 
 





を利用して KL 項で式 (2.40) を置き換えると式 (2.37) は， 
 




ln𝐿(𝜹|𝐔) = 𝐹(𝜹|𝜹𝒕) + KL(𝑔(𝜽|𝐔, 𝛅𝐭), 𝐿(𝜽|𝐔, 𝜹)), (2.43) 
 
が得られる。このとき式 (2.43) で𝜹 = 𝜹𝒕とおいたものとの差をとると，𝜹 = 𝜹𝒕のときの KL 項は
log1 = 0より消去され， 
 








ln𝐿(𝜹|𝐔) ≥ ln𝐿(𝜹𝒕|𝐔) 
 
が保証される。ここで式 (2.33) および式 (2.34) より変分下限𝐹(𝜹|𝜹𝒕)は， 
 
𝐹(𝜹|𝜹𝒕) = ∫𝑔(𝜽|𝐔, 𝛅𝐭) ln𝐿(𝜹, 𝜽|𝐔)d𝜽 − ∫𝑔(𝜽|𝐔, 𝛅𝐭) ln𝑔(𝜽|𝐔, 𝛅𝐭)d𝜽, (2.45) 
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と変形される。第一項は式 (2.33) の Q 関数そのものであり，第二項はパラメタ𝛅とは無関係の
項であるため，この式により Q 関数の最大化が𝐹(𝜹|𝜹𝒕)の最大化と等価であることが示せたため，
Q 関数の最大化をすることで対数尤度ln𝐿(𝜹|𝐔)も最大化できることが証明できた。 
EM アルゴリズムは E ステップと M ステップを，適当な収束基準に達するまで繰り返す推定
アルゴリズムである。一般にニュートン・ラフソン法などの計算方法に比べて収束に至るまでの
反復回数は非常に多いため，いくつかの高速化の手法が提案されている  (たとえば Ramsay 
(1975) など)。 
 
2.3.4 Bock & Aitkin による解法 
 これを IRT の項目パラメタ推定に置き換えて説明すると，いま完全データ対数尤度関数 (Q 関
数) は，式 (2.30) の積分の対象となっている尤度関数の対数をとり，さらにそこから全受検者
について和をとったもの， 
























これらを式 (2.33) に代入すると Q関数は，期待値計算は受検者ひとりずつおこなわれることと，
パラメタ𝛅と𝛅𝟎の違いに注意して， 
 








となる。これが IRT モデルの項目パラメタ推定における Q 関数になる。なお，積分計算はこれ
まで同様に区分求積法で離散近似すればよい。 
 Bock & Aitkin (1980) はこの Q 関数を取り扱いやすいように式変形している。具体的には，式








であるので，これにより式 (2.50) の離散近似は以下のように実行される。 
 







 さらにここから M ステップで不要となるパラメタ𝛅とは無関係な項を除いて，和をとる順番
を項目＞離散近似＞受検者という順に整理し直すと， 
 
























となる。これを，式 (2.53) を展開した形に代入して整理すると，最終的に， 
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という形で E ステップの計算をおこなうことができる。E ステップの形式を 2.3.3 で説明した展
開ではなく，求積点の期待受検者度数と期待正答受検者度数の計算に実質的に置き換えたのは
Bock & Aitkin (1981) であり，IRT における MMLE-EM 法の普及は Bock と Aitkin の功績による
ところが大きい (村木, 2011)。 
 M ステップではE[ln𝐿𝑪(𝛅|𝐔, 𝜽)|𝐔; 𝜹𝟎]を𝛅で偏微分したものを＝０とおいて極大点を求めれば
良い。多変数の最適化のためニュートン・ラフソン法およびフィッシャースコアリングにはヘッ
セ行列か情報行列が必要となる。M ステップで必要となる勾配ベクトルと行列の具体的な形に
ついては Baker & Kim (2004), 加藤ら (2014) や豊田 (2005) などに詳しい。 



































るか，勾配の計算を必要としない最適化の手法である Nelder-Mead 法 (Nelder and Mead, 1965) を
用いる。このようにパラメタの事前分布を階層的に設定する方法が階層ベイズ推定法である。
HBE に必要な事前分布の設定としては識別力に対数正規分布や切断正規分布，困難度に正規分
布，当て推量にはベータ分布などが提案されている (Swaminathan & Gifford, 1986)。事前分布の




尤推定法と同様に，一致性の問題を生じさせてしまう。そこで Mislevy (1986) が提案するよう
に，𝜃について周辺化した周辺事後分布を最大化することで各項目パラメタの MAP 推定値を得
る方法を説明する。この方法は MBE と呼ばれ，最大化したい周辺事後分布は， 
 
𝑝(𝜹|𝐔) = ∫𝐿(𝜽, 𝜹|𝐔)𝑝(𝜽)𝑝(𝜹)d𝜽 , (2.59) 
 















しては，BILOG-MG や Easy Estimation, lazy.irtx などがある。 
 いま母集団についての変数𝑔 = {1, 2, … , 𝐺}を導入し，さらにその集団がどの項目を受検してい
るのかを判断するためにデザインマトリックス (design matrix) を導入する。デザインマトリッ
 68 
クスは母集団以外にも欠測値に対応した推定に用いることができる。デザインマトリックスの







という 3 次元配列である。デザイン行列を𝐃とおくと，対数尤度関数は， 
 














ℎ(𝜃|𝜇𝑔, 𝜎𝑔), (2.61) 
 
とおくものとする。すなわち E ステップの期待対数完全データ尤度関数は， 
 






























 多母集団モデルの項目パラメタ推定では各 EM サイクルが終了した時点で集団ごとの平均と
標準偏差を計算し，次回の E ステップで使用する分点の重みを再計算する必要がある。分点の
重みを計算する場合，正規分布などの分布族を仮定するほか，分布の関数形を指定せずに式 
(2.64) および式 (2.65) により計算される受検者の分点ごとのヒストグラムを規格化し，そこか














尺度化 (vertical scaling)と呼称する。しかし本来，尺度化 (scaling) というものが学力に限らず，
広く「能力，信念，嗜好，感覚など，物理，科学器計で直接計測できないものを数量として表そ









 垂直尺度化のアイディア自体は 20 世紀中頃には既に存在するものの，時代や地域によって微
妙に異なる定義がなされているために，周辺の概念と明確な区別がなされてこなかった。ここで



















理する必要がある。垂直尺度化は，対応づけ (linking) と呼ばれる異なるテストの得点を交換 
(exchange) あるいは比較可能 (comparable) にするための手法の下位概念として理解されている。
ところで linking の邦訳については「対応づけ」のほかに，リンキングや連結などと訳されるこ
ともあった (柴山・佐藤, 2008; 熊谷・荘島, 2015)。 
対応づけに関しては国や時代によって複数の，微妙に異なる定義がなされている  (Feuer, 
Holland, Green, Bertenthal, & Cadelle Hemphill, 1999; Holland & Dorans, 2006; Kolen, 2004a; Kolen, 
2004b; M. J. Kolen & Brennan, 2004; Kolen & Brennan, 2014; Linn, 1993; Mislevy, 1992; Newton, 2010a; 
Newton, 2010b; von Davier, 2010)。たとえば Mislevy (1992) はテストをリンク (link) する方法を
Equating, Calibration, Projection, Statistical Moderation, Social Moderation の 5 つに分類し，それぞれ
の特徴 (descriptiozn) や手続き，実例について検討している。これらの分類は結果として得られ
る対応づけスコアの結びつきの強さの順に列挙されている。言い換えれば，テスト X のテスト
Y における対応づけ得点が，本来のテスト Y についてどれほど確からしい推論をできるかどう
かで分類している。この場合，最も結びつきが強いものが等化 (equating) にあたる。Linn (1993) 
も名称はやや異なるがほぼ同様の分類を提示している。さらに Holland & Dorans (2006) はこれ
らを対応づけの下位概念として再分類し，細かく定義づけしている。Holland & Dorans (2006) の
提案する対応づけの下位概念には垂直尺度化以外にも等化や calibration, concordance など複数の
下位分類が存在する。 
Feuer et al. (1999) の研究では Mislevy や Linn の研究も踏まえつつ，これまでの NAEP (National 




の内容や仕様，信頼性などの様々な特徴を考慮する必要があるということである。Feuer et al. 
(1999) は対応づけ得点そのものというよりも，テスト実施にまつわる様々な特徴に注目して分
類していると言える。 
今日最も有名な対応づけについての概念の整理をおこなっているのは Kolen & Brennan (2014)
であろう。彼らはこれまでの分類とは異なる枠組みとして Degree of Similarity を主張している。
母集団やテストの構成概念の類似度によって，対応づけの手法を分類すべきという主張である。
もっとも，これまで言われてきた Mislevy (1992)や Linn (1993) ，Holland & Dorans (2006) など
の分類と決定的な違いは存在しない。注目する点がテスト得点の連結の強度か，得点そのもの
ではなく構成概念や母集団の類似性に変わっているだけとも言える。 










頂点とした枠組み (Holland & Dorans, 2006 や Kolen & Brennan, 2014 など) と，イギリスを中心と
した比較可能性の 3 次元にグループ化するもの (Newton, 2010a; 2010b) が存在している。ちなみ
に，わが国では前者の枠組みで理解されることが多く，ほとんどの研究では対応づけを，厳密で
ない等化，あるいは等化の条件を緩めたものとして考えている  (たとえば，日本テスト学会, 





ころで，特に IRT の項目パラメタと対応づけの一連の過程を尺度調整 (calibration) とまとめて
表現することもあるので，対応づけの下位概念としての calibration と，パラメタ推定＋対応づけ
としての calibration の表現の重複には注意が必要である。 
 最後に，これまでに説明した対応づけの下位分類では数値的な指標で対応づけを評価する方







 対応づけの下位分類の中心的なアイディアが等化 (equating) である。等化とは二つのテスト
が同一構成概念，難易度で，信頼性が等しく，受検者の母集団が等しい場合のテスト得点の対応
づけである (野口・大隅, 2014)。テスト得点の特徴としては左右対称性，交換可能性というもの
が挙げられる。つまり，テスト X とテスト Y を何らかの手法で等化した場合に，テスト X の 50
点はテスト Y の 60 点相当であるという結果が得られたとすれば，どちらのテストを受けても，
必ずもう一方でも等化得点と同等のスコアが保証されるということである。等化をおこなうテ
ストとして有名なものに TOEFL がある。TOEFL では異なる受検時期のテストはすべて等化さ
れ，そのスコアは同一尺度上で交換可能 (exchangeable) になる。したがってテスト得点が保証さ
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れている期間内であれば、その得点をいつでも最新の TOEFL の得点と等価 (equivalent) なもの
として扱うことができる。 
先ほど説明した Holland & Dorans (2006) の分類によればテスト等化の条件は，異なるテスト
が (a) 同一の構成概念を測定していること，(b) 同一の信頼性を持っていること，(c)左右対称で
あること，(d) 等質であること，(e) 対象とする母集団が不変であることの 5 つである。Kolen & 
Brennan (2014) の定義に則れば，推論 (inference) ，構成概念 (constructs) ，母集団 (populations) ，
測定の特徴 (measurement characteristic / condition) ，がすべて等しいことである。 
IRT でテストを分析するモチベーションのひとつがこの等化を実行することである。等化の手
続き自体は，必要な条件を満たせば素点ベースでもおこなうことができる。たとえば平均等化法 






 尺度の不定性 (Scale Invariance) は IRT のパラメタ推定のときにすこし触れたが，尺度の平均





ては Blanton & Jaccard (2006) が arbitrary metrics (任意尺度) という語で論じているほか，尺度の
妥当性と関連して村山 (2012) も議論している。 










𝜃∗ = 𝐴𝜃 + 𝐾, (3.2) 
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(Han et al., 2015)。 
 等化係数の推定方法には複数の手法がある (Kolen & Brennan, 2014) 。もっとも単純な方法が








 , (3.4) 
𝐾 = 𝜇𝑏𝑇 − ?̂?𝜇𝑏𝐹, (3.5) 
 
という様に等化係数の推定値を求める。この?̂?の値に識別力パラメタの平均値を用いるのが Loyd 













, (3.7)  
ただし， 




 , (3.8) 
で表される幾何平均を用いている。 
 より数理的に洗練された手法が ICCや TCCを用いて等化係数を推定する手法である (Haebara, 
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1980; Stocking and Lord, 1983)。Haebara の方法はふたつの尺度の項目反応確率の差を誤差関数と
定義し，その誤差関数の全項目の和を最小化するような推定値を等化係数とする手法である。こ
こでは Haebara (1980) の表記にしたがって項目数を𝑔 = {1, 2, … ,𝑚}，受検者数を𝑎 = {1, 2, … , 𝑁}
とおくこととする。等化先の尺度𝑇と等化元の尺度𝐹の誤差と誤差関数は， 
 





















を 0，標準偏差 1 に固定すれば，どのような集団の，いかなる尺度も平均 0，標準偏差 1 のスケ
ールになるが，両尺度に共通する情報がなければ式 (3.2) の関係を仮定することができず，等化
は成立しない。この共通情報を得るためには，異なるテスト間に共通項目 (common items) を配





はすでに始まっていたという(Patz & Yao, 2007)。当時は標準学力テストをサーストンの絶対尺
度化法などの方法で垂直尺度化していたが，近年では IRT 研究の発展にともない，後述する
IRT にもとづく手法が主流となっている。垂直尺度化は，以前は垂直等化 (vertical equating) と
いう用語で等化の一種として理解されていたものの，最近では信頼性や等質さに厳しい条件を
設けている等化と厳密に区別して理解されている (Reckase, 2010）。世界的に垂直尺度化という
呼び方が確定したのは約 15 年前である。ERIC(Educational Resources Information Center)での論




わが国では，村木 (2011) と野口・大隅 (2014)が垂直尺度化と呼ぶべきであると提唱する以
前に，佐藤・村木 (2008) が等化と区別して垂直尺度化の概念を説明している。しかし，その



























 たとえばある集団 A の学力の変化を縦断的に測定したいときに，中学 1 年生の 12 月にテス













配置する「共通項目デザイン」，1 つの学年をランダムに 2 グループに分け，受験者の学年にあ
った項目と受験者の 1 つ下の学年の項目をランダムに実施する「等価グループデザイン」，すべ
ての学年で共通した項目を一部に用意した「尺度化テストデザイン」，順序効果を考慮した「均
衡型単一グループデザイン (counterbalanced single-group design)」などがある。 
 「共通項目デザイン (common item design) 」 (図 3.1) は一番実施が容易なデータ収集デザイ
ンである。垂直尺度化の文脈では共通項目不等価グループデザイン (common item nonequivalent 
groups design) などとも呼ばれる。このデザインを用いるならば，隣接した学年の項目の選定に


















図 3.1 共通項目デザインの図 
 
 
図 3.2 等価グループデザインの図 
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「尺度化テストデザイン (scaling test design) 」 (図 3.3) は全学年で共通の項目を用意しなく
てはならないため，これらのデータ収集デザインのなかで一番実施のためのハードルが高い。た





図 3.3 尺度化テストデザインの図 
 












（たとえば斉田, 2014; 熊谷ら, 2007 など）を用いなくても年度間の垂直尺度が対応づけ可能で
ある。 
重要なことは，年度間の共通項目の配置方法である。O'Neil (2010) によって，学年ごとに異な
る年度のテストを対応づけする方法 (horizontal scale maintenance) (図 3.5) と年度ごとに垂直尺度










図 3.5 horizontal scale maintenance 
 




尺度の最上位，もしくは最下位学年のテスト項目にしか存在しない (図 3.7）。 
 








に尺度調整 (calibration) と呼び，大きく同時尺度調整法 (concurrent calibration method) と独立
尺度調整法 (separate calibration method) の二種類に分けることができる。またそのふたつの折
衷案的な手法としてペアワイズ法 (Pair-Wise method, PW) と呼ばれる手法も用いられる(Briggs 
& Weeks, 2009; Karkee, Lewis, Hoskens, Yao, & Haug, 2003)。 
 同時尺度調整 (Concurrent Calibration, CC) 法は，共通情報で結びつけられている複数学年の
テストの項目反応データをひとつのデータ行列にマージし，そのデータを用いて一度に全項
目，全学年，全受検者集団のパラメタを推定する方法である。データをマージする際に当該学
年が受検していない項目における反応はすべて欠測値 (missing value) とみなすが，この場合の
欠測は通常，多重代入法 (multiple imputation) などで補完しない。一般に，こうした推定方法












度の外れ値などに左右されやすい Mean & Sigma 法を用いるよりも，Haebara の方法や Stocking 
& Lord の方法などの特性曲線変換法 (characteristic curve transformation method) を使用する方が





れている。等化誤差の問題があるものの，実用上の観点からは SC 法が好まれる(Briggs and 
Weeks, 2009)。なぜなら大きな項目バンクを構築する際に後から項目を追加することが容易であ
り，IRT モデルの一次元性の仮定が守られてない状況でも頑健な手法であると言われている
(Beguin, Hanson, & Glas, 2000)からである。 
 その他の方法としてパラメタ固定 (Fixed Parameter, FP) 法がある。特に，一度推定した項目
パラメタの値を固定して，隣接する学年のパラメタを推定していく場合は項目固定 (Fixed Item, 
FI) 法，共通受検者法を用いる場合に項目ではなく受検者の𝜃の推定値を固定する方法を Fixed 




尺度調整法による推定結果の違いについてはいくつかおこなわれている(Briggs and Weeks, 
2009; Hanson and Beguin, 2002; Ito et al., 2008; Kim and Cohen, 1998, 2002; Meng, 2007; te Marvelde 
et al., 2010; Yin, 2013) 。ここで言及する研究のすべては，共通項目デザインのもとでデータが
実際に収集されたか，収集されることを想定した研究である。 
Hanson & Béguin (2002) の研究では共通項目デザインの等化の文脈においては CC 法の結果が
優れているとしている。 
Karkee et al. (2003)はコロラド州のアセスメントプログラム CSAP の 2002 年データを用い
て，5 学年にまたがる垂直尺度化における 3 つの尺度調整方法を比較している。比較のための
データセットは全受検者のデータ (54,000 人) から 10,000 人をランダムに抽出し，さらにその
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データをふたつの集団にランダムに分割するという方法で得ている。項目パラメタ推定の収束
や，適合度，DIF (Differential Item Function) などで評価した結果，ひとつのデータセットでは
あるものの，モデルデータフィットの観点から SC 法がより好ましい方法であると述べてい
る。 
Kim & Cohen (1998; 2002) は二値型の IRT モデルおよび GRM (Graded Response Model, 段階反
応モデル) を用いた垂直尺度化における尺度調整法の比較実験をおこなった結果，どちらのモ
デルにおいてもわずかに CC 法のほうが良い結果を示したが，GRM において共通項目が 5 項目 







 Briggs & Weeks (2009) は SC 法と PW 法の比較を，1PLM と PCM，3PLM と GPCM において
おこなっている。彼らが使用したデータセットは CSPA の読解力テストであるが，Meng (2007) 
と同様の結果を報告している。 
 また，一次元 IRT モデルの仮定を逸脱したデータに対して垂直尺度化の尺度調整法の性能比
較をおこなった研究もある。Eastwood (2014) はモデルの一次元性の仮定が守られている場合は
CC 法や PW 法が優れているが，そうでない場合には CC 法，PW 法，FT 法のいずれの方法で
も推定値にバイアスが生じると結論づけている。Kolen & Brennan (2014) はそのような場合に





日本語の例では比較的古い研究ではあるが芝 (1978), 芝・野口・柴山 (1986) 語彙理解尺度構
成の研究例がある。近年では(高橋・中村, 2009; 2015) が語彙・漢字に関する適応型テスト ATLAN 




化をおこなった熊谷ら (2007) の研究などが挙げられる。Kenyon, MacGregor, Li & Cook (2011) は
民間企業の作成する K-12 の英語基礎能力試験 (English Language Proficiency Test) の垂直尺度化
について研究しており，テストデザインや尺度調整方法，項目適合度などについて報告している。






 計算能力に関しては，喜岡 (1991) の小学生の計算能力テストの尺度化の研究，藤森 (1991) の
算数学力尺度の作成を初期のものとしてあげることができる。特に藤森 (1991) は等化係数を推




ているかどうかは Reckase (2010) や Betebenner & Linn (2009), Patz (2007), (Patz and Yao, 2007), 佐
藤・村木 (2008)などに詳しい。それらのうち代表的なものは Harcourt Assessment 社の Metropolitan 
Achievement Tests と Stanford Achievement Test Series の他，CTB/McGraw-Hill 社の California 
Achievement Test や TerraNova などである。この他に，埼玉県はさいたま市を除く県内の小学 4
年生から中学 3 年生を対象とした国語と算数，数学の学力に関する悉皆調査を実施し，一次元




きく分けて三つである (Kolen & Brennan, 2014; Young & Tong, 2016) 。一つ目は学年ごとに母集
団分布の平均を推定し，学年ごとの変化の推移を確認する方法である。代表値として平均では
なく中央値を用いられることもある。この指標は学年間の成長 (grade-to-grade growth) と呼ば
れる。二つ目は平均ではなく分散 (標準偏差) の学年間の変化であり，これは学年間のばらつ












と計算され，学年分布の分離 (separation of grade distribution) と呼ばれる。 
 
3.4.2 尺度の縮小 
 Topczewski (2013) によれば，垂直尺度における特有の現象として尺度の縮小 (scale shrinkage)  
がいくつもの研究で観察されている。歴史的にこの縮小現象をはじめて指摘し，そう名付けた
のは Yen (1985) である。もともとは Lord (1975) がいくつかのテストデータを分析したところ
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3PLM の項目困難度と項目識別力が有意な正の相関を示したと指摘していることが問題の出発






 この現象は果たして垂直尺度特有のものだろうか。Hoover (1984) は垂直尺度のこの性質に懐
疑的であり，一般に受け入れられている考え方 (widely held belief) としては学力の高い集団の
方が伸びは大きいはずであると主張しているものの，それに対して Burket (1984, p.16) は basic 





Yen (1985; 1986) は仮想的な項目パラメタのもとで，MIRT モデルによって生成した項目反応
データなどを一次元 IRT モデルで分析し，上位の学年では項目の正答に必要な能力が複雑 (多
次元) になるにつれて尺度は縮小すると結論づけている。最近では単なる測定の多次元性の問
題としてではなく，学年が上がるにつれて同じ教科でも測定している能力が微妙に変化してい
る問題として捉え，この現象を construct shift と呼ぶようになっている (Martineau, 2006)。たと
えば Wang & Jiao (2009) や Li & Lissitz (2012) は一次元 IRT モデルによる垂直尺度化特有の条件
として construct invariance (構成概念の不変) を唱えており，IRT 垂直尺度化は一般的な発達得
点尺度の構成概念の変化を無視している，と問題視している。多次元性および構成概念の変化
に対処するためには MIRT モデルや双因子 (bifactor) モデルなどを適用することが推奨されて





困難度のミスマッチのために尺度が縮小していると結論づけた。Camilli, Yamamoto, & Wang 
(1993) は Camilli (1988) の結果踏まえ，Mislevy & Bock (1982) によるプログラムを使用し，
MMLE により NAEP の垂直尺度を構成した。この分析結果は，第 4 学年から第 8 学年にかけて







Yen (1993)は，垂直尺度化に限定せず，局所項目依存 (LID) が IRT 尺度化に及ぼす影響につ
いて様々検討している。この研究では LID が直接的に尺度を縮小させると明言していない。そ
の後の Topczewski (2013) が LID の測定精度に及ぼす影響を考慮して，結果的に縮小の原因の
ひとつである可能性を示唆した。 
















合うため特定のモデル (MIRT モデル，テストレット IRT モデルなど) を当てはめることだけが
最善の方法とは限らない。最後にこれまでのレビューをもとに，尺度に及ぼしうる攪乱要因を





construct shift の問題などは MIRT モデルにより対処でき，LID についてはテストレットモデル
などの項目局所依存を認める特殊なモデル (たとえば Adams, Wilson, & Wang, 1997) を使用する
ことで対処できる。しかし，それらが同時に生じているような項目や複数の LID の原因が存在





図 3.8 尺度構成における様々な攪乱要因1 
 
3.5 垂直尺度化の制約 
 Reckase (2010) は垂直尺度化のアイディアは新しいアイディアでないにもかかわらず，”it is 
one of the most challenging areas of applied psychometrics and there are numerous cautions about 
procedures and interpretations of vertical scales”と述べている。その理由はいくつか考えられる。た
とえば得点の解釈において，垂直尺度上の得点は遡及的な比較に限定されるため，一時点での異
なる学年の児童生徒らの得点を比較することには向かない。具体的には，垂直尺度上で同じ年度
































 適用する IRT モデルは 2PLM である。能力パラメタと項目パラメタの乱数を発生させ，そこ
から項目反応パタンを生成し，複数の尺度調整法で項目パラメタを推定する推定した項目パラ
メタ（予測）と項目反応パタン生成に用いた乱数（真値）との誤差をいくつかの指標をもとに確
認し，同時に母集団分布の推定精度も確認する。すべての分析には R (R Core Team, 2018) のバ
ージョン 3.5.1 を使用し，項目パラメタの推定と等化係数推定には書き下ろした関数と，lazy.irt
パッケージ(Mayekawa, 2016) の calr 関数を使用した。 
（1）シミュレーションデータ生成方法 
5 つの異なる学力水準の集団を想定し，便宜上 G1～G5 とする。受検者集団の学力分布は正規
分布すると仮定し，G1 を𝑁(−0.8, 1)とした場合に一学年ごとに平均値を 0.4 ずつ増加させた分布
を想定する  (図 4.1)。識別力パラメタの事前分布は全学年，全項目共通に対数正規分布
ln𝑁(0.5, 0.3)を仮定した (図 4.2)。尺度化テストデザインは学年レベル相当のテスト項目と尺度
化テスト項目の 2 種類を含むため，学年レベル相当の項目の困難度パラメタの事前分布は学力
分布と同じ正規分布を仮定し，尺度化テスト項目の事前分布は中程度の学力水準である G3 の正
規分布の分散をすこし広げた分布𝑁(0, 1.5)を仮定した (図 4.3)。 
 受検者数の設定は一学年あたり 400 人，1,000 人，10,000 人の 3 通りであり，項目数は一学年
あたり 15 項目，30 項目，60 項目の 3 通りである。共通項目の割合はすべて固定し，尺度化テス





(1) を，それ以外は誤答反応 (0) を項目反応データとした。ただし全受検者が正解・不正解
となる項目を含むデータセットは，破棄して再度乱数発生からやり直した。 
 
図 4.1 シミュレーション母集団の分布 
 
































図 4.3 シミュレーション困難度の事前分布 
（2）パラメタ推定方法 
項目パラメタ推定方法は MMLE-EM 法を採用し，前川 (1991) を参考に多母集団モデルに
対応するように推定プログラムを R で作成した。CC では，G3 の事前分布のパラメタを平






EM サイクルの収束判定は項目パラメタの変化が 1e-4 よりも小さくなるか，−2 ×周辺対
数尤度の変化が 1e-6 よりも小さくなることとし，EM サイクルは最大でも 200 回までとし
た。 
SC では，G3 を平均 0，標準偏差 1 の基準集団とし，G2，G4，G1，G5 の順番で逐次等化
をおこなった。SC の等化係数推定には 2 種類の方法を採用した。一般的なテスト等化で用
いられ，精度も良いとされる Stocking-Lord の方法 (SL 法，Stocking & Lord, 1983) とすべて



























 推定された項目パラメタは RMSE (Root Mean Square Error) と DICC (Difference of ICC) の
指標を改良した指標を用いる。DICC は区分求積法と同じ要領で𝜃を適当な区間に限定し，
等間隔に分割して得た分点での，真値と推定値における正答確率のズレを平均するもので
ある。また，DIF を判定する指標である指標 K (熊谷, 2012) では DICC おける分点ごとの
正答確率を，推定母集団分布で重み付けして評価している。この重み付けにより項目特性曲
線のズレを，母集団分布の確率密度が大きい部分を重く評価し，逆に母集団分布の密度が低
い部分は軽く評価することができる。この指標 K の計算方法を参考に，今回は DICC の推











受験者 10,000 人，赤色が 1,000 人，緑色が 400 人の条件であり，同一受験者内では左から項
目数が 15，30，60 の条件である。ただしこれらは軸が揃っていないので注意されたい。次
にすべての手法をまとめてプロットしたものを図 4.10 と 4.11 に示す。こちらはすべての結
果において目盛りが揃えられている。一部の推定結果が外れ値となっており，RMSE の軸が
大きくとられてしまうため，外れ値を除いて軸を小さくとったものを図 4.12 と 4.13 に示し
た。次に DICC-WP のバープロットを示す (図 4.14)。最後に母集団分布の平均と標準偏差の





図 4.4 識別力の RMSE（CC） 
 













































図 4.6 識別力の RMSE（SL） 
 













































図 4.8 識別力の RMSE（calr） 
 











































図 4.10 識別力の RMSE（ファセット，外れ値あり） 
 



































































図 4.12 識別力の RMSE（ファセット，外れ値なし） 
 






































































































図 4.15 推定母集団分布の平均の RMSE 
 































































 まず項目パラメタの方から考察すると，CC と calr の一部に非常に大きな RMSE が計算さ
れたデータセットが見受けられる。CC についてはモデルにフィットせず，うまく推定でき
ないパラメタを適当な値で計算を打ち切る設定としたため，おそらくその影響が出ている
ものと思われる。しかし calr の外れ値の原因は不明である。特に識別力の RMSE で３とい
う非常に大きな値を記録しており，明らかに推定が失敗しているようである。 




 手法の比較においては，SL が RMSE の平均とばらつき具合において最も性能が悪く，
DICC-WP においても同様であった。CC と calr の間では RMSE の平均と DICC-WP ではそ


















 続いて，実際に小学 4 年生から中学 2 年生までの計 5 学年で，尺度化テストデザインの
もとで実施した学力テストデータを用いて垂直尺度構成を試みる。尺度調整方法はシミュ














目，学年レベル相当のテスト項目が 10 項目，隣接学年との共通項目が 10 項目である。各学
年の受検者数はおおよそ 400 人程度で，合計約 2,000 人の受検者が項目に回答している。 
作成されたテストは A 県の複数校の児童生徒を対象に，2017 年の 11 月頃に実施された。
採点は項目作成と同一の業者で実施され，正答ならば 1，誤答ならば 0 という二値型のデー
タに変換された。空欄や選択肢以外の記述が見られた項目反応は，誤答や新たなカテゴリと
して扱ったり，部分点を代入したりすることなどがあるが，今回は完全に無回答 (欠測) と
し，データ上は NA (Not Available) と処理した。同様にそもそも当該学年が受験していない
テスト項目についても NA と処理している。 
集計された項目は学年レベルごとに項目の頭文字のアルファベットが異なる仕様となっ
ている。すなわち国語の a と b は小学 3・4 年生向け，c は小学 5・6 年生向け d は小学 6・
中学 1 年生向け，e と f は中学 1・2 年生向け，st は小学 1 年から小学 3 年生向けの難易度の
項目である。数学もほぼ同様の対応になっているが，st だけ小学 3 年から中学 2 年生の難易
度で構成されている点が異なる。最後に受検者数と各学年が受検するテスト項目のレベル
をまとめた表を表 4.1 に示す。 
 




 IRT のパラメタ推定をおこなう前に国語と算数・数学 (以下，数学) の項目分析をおこな
った。確認した事項は項目通過率 (Passing Rate) ，項目無回答率 (No Response Rate) ，点双
列相関係数 (Point Biserial Correlation) ，クロンバックのα係数，である。結果は表 4.2～4.9
に示す。 
 








表 4.4 点双列相関係数（国語） 
 
 
表 4.5 クロンバックのα係数（国語） 
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表 4.8 点双列相関係数（数学） 
 
 
表 4.9 クロンバックのα係数（数学） 
  
 108 
項目通過率が極端に低い項目が，国語で 2 項目 (st101=.007~.08, st108=.05~.20)，数学で 7
項目 (c105=.010~.067, d110=.026~.073, e108=.005~.038, f109=.025, f110=.013, st105=.005~.202, 
st109=0.0~.184) 存在した。なお st109 は小学 5 年生で通過率が 0 となっていた。さらに国語






点双列相関係数が低い項目は，国語で 2 項目 (st101=.073~.202 , st108=.0003~.269)，数学で
2 項目 (e108=.026~.326, e109=.050~.287) であった。国語の 2 項目と数学の e108 については
項目通過率が極端に低いことも影響して，点双列相関係数が不安定になっている可能性が
ある。 
















図 4.17 テスト冊子ごとの固有値の減衰状況（国語） 
 
















































































 まずはすべての項目を使って MMLE-EM を用いた同時尺度調整を実行した。基準となる
集団を G3 と設定し，学年分布が平均 0，標準偏差１となるように固定した。項目パラメタ





 推定された項目パラメタ，能力パラメタ，および項目反応データを基に𝑄3統計量 (Yen, 
1993) を計算した。LID の基準は残差相関の絶対値が 0.2 以上であることとした。どちらの
教科においても局所項目依存が確認された項目ペアは存在しなかった。𝑄3の数値について
は欠測値を除いても全部で 2,830 通りの組み合わせがあるため，紙幅の都合で掲載しない。 
 次に項目適合度を推定した(表 4.10，4.11)。いくつか指標があるが，OUTFIT 統計量と INFIT
統計量，およびそれらを標準化した統計量の計 4 つを使用した。4 つの指標すべてで大きく
逸脱していると判断できそうな項目は国語の a101 と a104，st101 であった。また数学の a101, 
a104, c105, d105, e108, f109, f110 もモデルから逸脱した項目であると考えられる。 
 最後に，項目の適合度を視覚的に把握するために観測正答率と予測正答率のプロットを
全項目描画した。黒の実線と点が観測正答率であり，同じ枠の中に書かれている色づけされ
た実線がモデルによる予測正答率である。国語 (図 4.21) は a109 と a110 の項目がモデルの
ロジスティック曲線から乖離気味である。数学 (図 4.22) は c107, e109 で同じくやや乖離気
味である。 
国語の a101 は G1 の最初に配置されているテスト項目であり，文章中から擬態語を書き
抜くという非常に簡単な項目で，通過率がほぼ 1 に近かったため，適合度が低く計算された
と考えられる。a109, a110, f110 は INFIT と OUTFIT で見るとやや高めの数値ではあるが，
トレースプロットではそこまで不自然な上がり方はしていない。 
数学の c105 と d105 は非常に OUTFIT 統計量の値が大きいが，推定されたパラメタを見
ると識別力も高く，トレースプロットを見てもそこまで不自然な正答率の上がり方をして





 項目分析でモデルから逸脱している可能性が示唆された項目の一覧を表 4.12 と 4.13 にま
とめた。最終的に複数の指標で IRT モデルにフィットしない可能性が指摘された項目を削
除することとした。すなわち国語は st101 と st108 を削除し，数学については f109 を残し，
e108 と e109 を削除して最終的な尺度調整をおこなう。 
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st105 st106 st107 st108 st109 st110
f107 f108 f109 f110 st101 st102 st103 st104
e109 e110 f101 f102 f103 f104 f105 f106
e101 e102 e103 e104 e105 e106 e107 e108
d103 d104 d105 d106 d107 d108 d109 d110
c105 c106 c107 c108 c109 c110 d101 d102
b107 b108 b109 b110 c101 c102 c103 c104
a109 a110 b101 b102 b103 b104 b105 b106
a101 a102 a103 a104 a105 a106 a107 a108
-2-1 0 1 2 -2-1 0 1 2 -2-1 0 1 2 -2-1 0 1 2 -2-1 0 1 2 -2-1 0 1 2




















































図 4.22 項目適合度プロット（数学） 
st105 st106 st107 st108 st109 st110
f107 f108 f109 f110 st101 st102 st103 st104
e109 e110 f101 f102 f103 f104 f105 f106
e101 e102 e103 e104 e105 e106 e107 e108
d103 d104 d105 d106 d107 d108 d109 d110
c105 c106 c107 c108 c109 c110 d101 d102
b107 b108 b109 b110 c101 c102 c103 c104
a109 a110 b101 b102 b103 b104 b105 b106
a101 a102 a103 a104 a105 a106 a107 a108
-2-1 0 1 2 -2-1 0 1 2 -2-1 0 1 2 -2-1 0 1 2 -2-1 0 1 2 -2-1 0 1 2



















































表 4.12 項目分析結果（国語） 
 











基準は先ほど同様の設定とし，国語は 114 回，数学は 86 回で EM サイクルが終了し，推定
中に途中で計算を中止した項目は存在しなかった。 
 国語と数学の項目特性曲線と項目情報関数をプロットする (図 4.23~図 4.26)。ただし，項
目情報関数は国語と数学で縦軸の目盛りを揃えている。併せて識別力と困難度のプロット
も図 4.27 と 4.28 に示した。項目情報関数と散布図の軸の目盛りは国語と数学で揃えている。





 次にテスト情報量を確認する。まずは尺度全体のテスト情報量を図 4.29 と 4.30 に示す。
当然だが数学の方が，わずかにピークが 0 に寄っている。しかしどちらの垂直尺度も広い学
力水準の児童生徒を対象に作られているため，あまり大きな差はない。 






級レベルのテストが多峰型の分布となっているもの，尺度の-3 から 3 という比較的広い範
囲をカバーしており，曲線のピークも，低いレベルにおいては，レベルの上昇にしたがって
右に推移していっている。しかし，d の項目群だけピークが大幅に右にずれてしまっていた




表 4.14 項目パラメタの推定結果（国語） 
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表 4.15 項目パラメタの推定の標準誤差（国語） 
 
 120 
表 4.16 項目パラメタの推定結果（数学） 
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表 4.17 項目パラメタの推定の標準誤差（数学） 
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間は-6 から 6 で固定している。2 教科の母集団分布を図 4.35 と 4.36 に示し，平均と標準偏

















































































































MBE は M ステップにおける目的関数に事前分布を加えて，それを最大化するため，いわゆ
る MAP 推定値を求めていることに他ならない。 
 
4.3.2 結果 
 通常の MMLE による垂直尺度構築と同様の収束基準を用いて MBE を実行した。困難度
の事前分布は正規分布𝑁(0, 1)を，識別力の事前分布はln𝑁(0, 1)を採用した。今回は項目を削
除せずに，推定できるパラメタをすべて使用することとした。EM サイクルは国語が 100 回





項目の適合度 (INFIT と OUTFIT) を表 4.25 と 4.26 に示し，適合度プロットを図 3.37 と







体は MMLE のときとほとんど変わらない。また尺度の縮小についても同様に生じている。 
最後に推定母集団分布について図 4.45 と 4.46 に示し，パラメタと効果量を表 4.21 に示
す。分布の形状を見ると全体的に平均 0 の方向に縮小しているが，二山の形状がやや緩和さ
れおおむね単峰型の分布になっていることが分かる。分布のパラメタを見ると全体的に平




表 4.21 周辺ベイズ推定法による推定項目パラメタ（国語） 
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表 4.22 周辺ベイズ推定法による推定の標準誤差（国語） 
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表 4.23 周辺ベイズ推定法による推定項目パラメタ（数学） 
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表 4.25 周辺ベイズ推定法による項目適合度（国語） 
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st105 st106 st107 st108 st109 st110
f107 f108 f109 f110 st101 st102 st103 st104
e109 e110 f101 f102 f103 f104 f105 f106
e101 e102 e103 e104 e105 e106 e107 e108
d103 d104 d105 d106 d107 d108 d109 d110
c105 c106 c107 c108 c109 c110 d101 d102
b107 b108 b109 b110 c101 c102 c103 c104
a109 a110 b101 b102 b103 b104 b105 b106
a101 a102 a103 a104 a105 a106 a107 a108
-2-1 0 1 2 -2-1 0 1 2 -2-1 0 1 2 -2-1 0 1 2 -2-1 0 1 2 -2-1 0 1 2





















































st106 st107 st108 st109 st110
f108 f109 f110 st101 st102 st103 st104 st105
e110 f101 f102 f103 f104 f105 f106 f107
e102 e103 e104 e105 e106 e107 e108 e109
d104 d105 d106 d107 d108 d109 d110 e101
c106 c107 c108 c109 c110 d101 d102 d103
b108 b109 b110 c101 c102 c103 c104 c105
a110 b101 b102 b103 b104 b105 b106 b107
a102 a103 a104 a105 a106 a107 a108 a109
-2-1 0 1 2 -2-1 0 1 2 -2-1 0 1 2 -2-1 0 1 2 -2-1 0 1 2




























































































































































































































































































































































































































































































































































































いということである。尺度の縮小の原因として残された可能性は多次元性と construct shift であ
るが，標本数が少ないことを加味すると，多次元 IRT モデルのような複雑なモデルを用いてある
程度精度の高いパラメタ推定することは非常に困難であると予想される。もうひとつの知見は









能性が高い。測定の多次元性や construct shift を考慮するのであれば MIRT モデルやその一種で
 154 
ある双因子モデルも適当かもしれないが，孫 (1997) が指摘したように，次元がはっきりと分け
られない場合には MIRT モデルは適切ではない。たとえば坂本 (2015) は数学の下位領域を知識，
推論，応用として TIMSS データに対していくつかの MIRT モデルを適用しているが，本来これ
らの次元はお互いに密接に関連し合い，はっきりと別の次元であることを想定することは不適
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パッケージによってそのアルゴリズムを R 上で実行している2。C++で記述している理由は R に
比べて計算速度が圧倒的に速いためである。一般にベクトル処理においては R と C++の実行速
度に大差はないが，for ループをともなうような計算を実行する場合には，その差は顕著になる。
EM アルゴリズムの E ステップでは 2 重，3 重の for ループをともなう計算が必要になるため，
C++で記述している。 
 R 上でこの関数を使用するためには，まず Rtools3と呼ばれる C++コンパイラと Rcpp という R
パッケージをインストールする必要がある。詳しいインストール方法などは「みんなの Rcpp」
などの Web ページ4の解説を参照されたい。Rcpp パッケージについては通常の R によるパッケ
ージインストール方法と同じで CRAN から入手できる。C++コンパイラと Rcpp の他に，あと 2
つのパッケージが必要となる。一つ目は devtools と呼ばれる R パッケージ作成支援パッケージ
である。さらに，このパッケージが提供する install_github 関数を通して GitHub 上にある筆
者自作のパッケージ irtfun2 をインストールすることで，本研究で使用したプログラムが実行





install.packages(“Rcpp”) # Rcpp のインストール 
install.packages(“devtools”) # devtools のインストール 
devtools::install_github(“takuizum/irtfun2”) # irtfun2 のインストール 
 
 irtfun2 パッケージには項目パラメタ推定関数 estip と estip2 のほか，能力パラメタ推定関
数 estheta や項目適合度計算関数 ifind，ifind3 や一般項目反応モデルのパラメタ推定関数
                                                          
2 バージョン 3.4.3 以上が必要である。 
3 Mac の場合には Xcode command line tools である。 
4 https://teuder.github.io/rcpp4everyone_ja/ 
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estGip，復元得点分布 (observed score distribution) 推定関数 obscore_dist などが含まれている。
IRT の項目パラメタ推定関数は estip と estip2 である。estip2 は通常の周辺最尤推定法のほか
に，周辺ベイズ推定法や正則化周辺最尤推定法 (Regularized MML) が実装されており，さらに
M ステップの最適化手法として optim 関数により提供されている準ニュートン法などを使用で
きるが，計算速度は estipにやや劣る。 









# item response data 
# must be data.frame 
res <- estip(sim_dat_st,  
fc = 3, # 項目反応データの始まりの列数 
gc = 2, # 母集団変数の列数 
ng = 5, # 母集団数 
eEM = 1e-4, # 項目パラメタの変化率による収束基準の値 




 estip の妥当性検証のために乱数により発生させた項目反応データを lazy.irtx の uIRT 関数




library(tidyverse) # dplyr と magrittrを使うためのパッケージ 
 
# ICC of 2PLM 
ptheta2 <- function(theta, a, b){ 
  # IRT 2 PLM response probability 
  D <- 1.702 
  1/(1+exp(-D*a*(theta-b))) 
} 
 
# 反応確率と一様乱数から 01データを発生させる関数。 
resfunc2 <- function(prob){ 
  prob <- matrix(prob, ncol = 1) 
  subfunc <- function(prob){ 
    if(prob < runif(1)) res <- 0 
    else res <- 1 
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    return(res) 
  } 
  res <- apply(prob, 1, subfunc) 




thetaMS <- matrix(c(0.0,1.0, 
                    0.4,0.9, 
                    0.8,0.8, 
                    1.2,0.7, 
                    1.6,0.6), 
                  ncol = 2, byrow = T) 
 
# grade ID of items 
gradeID <- c("A","B","C","D","E") 
 
# true item parameter matrix 
true_para <- matrix(nrow = 30*7/3, ncol = 2) 
 
jj <- 1 
 
# fix the seed 
set.seed(0204) 
# grade item parameter 
for(g in 1:5){ 
   
  if(g == 1){ # 第一学年だけ，項目数が異なる（基準となるので） 
    # item parameters(exept scaling test item) 
    for(j in 1:(30*2/3)){ 
      true_para[jj,1] <- rlnorm(1, -0.5, 0.3) 
      true_para[jj,2] <- rnorm(1, thetaMS[g,1], thetaMS[g,2]) 
      jj <- jj + 1 # 挿入行数カウント 
    } 
  } else { 
    for(j in 1:(30*1/3)){ 
      true_para[jj,1] <- rlnorm(1, -0.5, 0.3) 
      true_para[jj,2] <- rnorm(1, thetaMS[g,1], thetaMS[g,2]) 
      jj <- jj + 1 # 挿入行数カウント 
    } 
  } 
} 
 
# scaling test item parameter 
for(g in 1:(30*1/3)){ 
  true_para[jj,1] <- rlnorm(1, -1, 0.5) 
  true_para[jj,2] <- runif(1, -3, 3) 
  jj <- jj + 1 
} 




al <- c("a","b","c","d","e","f","st") 
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c <- 2 
for(i in c("a","b","c","d","e")){ 
   
  num <- formatC(c(1:(30*1/3)), width = 3, flag = 0) 
   
  if(i =="a"){ 
    itemn1 <- apply(matrix(i, ncol = 1), 1, paste0, num) 
    itemn2 <- apply(matrix(al[c], ncol = 1), 1, paste0, num) 
    itemn3 <- apply(matrix(al[7], ncol = 1), 1, paste0, num) 
    itemID <- rbind(itemn1,itemn2,itemn3) 
  }   
   
  if(i !="a") { 
    itemn1 <- apply(matrix(i, ncol = 1), 1, paste0, num) 
    itemn2 <- apply(matrix(al[c], ncol = 1), 1, paste0, num) 
    itemn3 <- apply(matrix(al[7], ncol = 1), 1, paste0, num) 
    itemn <- rbind(itemn1,itemn2,itemn3) 
    itemID <- cbind(itemID,itemn) 
    rm(itemn1,itemn2,itemn3,itemn,num) 
  } 
  c <- c + 1 





for(g in 1:5){ 
   
  cat("grade ",g,".\n") 
  # item parameters(exept scaling test item) 
   
  if( g == 1){ 
    gradeitem <- c(seq.int(1,length.out = 30*2/3), seq.int(30*2 + 1, length.out = 30*1/3)) 
  } else { 
    gradeitem <- c(seq.int(g*30*1/3+1,length.out = 30*2/3), seq.int(30*2 + 1, length.out = 
30*1/3)) 
  } 
   
  a <-  true_para[gradeitem, 1] 
  b <-  true_para[gradeitem, 2] 
   
  # ability parameter 
  theta <- rnorm(1000, thetaMS[g,1], thetaMS[g,2]) 
   
  # generate response patterns exept scaling test item 
  resp <- theta %>%  
    matrix(ncol = 1) %>%  
    apply(1,ptheta2, a = a, b = b) %>%  
    apply(2,resfunc2) %>%  
    t() %>%  
    as.data.frame()  
   
  colnames(resp) <- itemID[,g] 
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  grade <- rep(g, 1000) %>% as.numeric() # グループ IDは numeric型であること。 
   
  ID <- apply(matrix(gradeID[g], ncol = 1), 1, paste0, 
              formatC(c(1:1000), width = 5, flag = 0)) %>%  
    as.character() 
   
  resp <- cbind(ID, grade, resp) 
   
  if(g == 1) { 
    RESP <- resp 
  } else { 
    # combine response data for concurrent calibration 
    suppressMessages( 
      suppressWarnings( 
        RESP <- RESP %>% dplyr::full_join(resp) 
      ) 
    ) 
  } 
   
} # end of one grade  
rm(a,b,g,grade,gradeID,gradeitem,i,ID,j,theta,itemID,resp) 
 
write.table(RESP, file="vald_data.dat", quote = F, sep = "", col.names = F, row.names = F, 
na="N") 







                                                          
5 光永悠彦 (2017). テストは何を測るのか ナカニシヤ出版 
6 http://irtanalysis.main.jp/ 
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表 A.1 識別力の真値と推定値の表 
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図 A. 1 識別力の真値と推定値のプロット 
true irtfun2 lazy Easy




















































































図 A.2 困難度の真値と推定値のプロット 
true irtfun2 lazy Easy



















































































 三者の推定値は小数点第 3 位あたりまで概ね一致しているため，本研究で使用した estip関数
の推定結果に大きな問題はないと言える。いくつかの項目で Eazy Estimation の推定結果だけ
irtfun2 と lazy.irtx の推定結果とわずかにずれることがあるが，これは E ステップの𝜃の事前
分布に使用している分布が受検者の期待度数に基づく多項分布か，正規分布かの違いによるも




















simN <- 100 
 
gradeN <- 5 
 
# 母集団のパラメタ（平均，SD） 
thetaMS <- matrix(c(-0.8,1.0, 
                    -0.4,1.0, 
                    0,1.0, 
                    0.4,1.0, 
                    0.8,1.0), 
                  ncol = 2, byrow = T) 
 
# set output directory 
setwd("YOUR OWN DIR") 
 
# starts simulation 
# 計算過程のほとんどは sink関数で txt形式で出力されます。 
 
simN <- 100 
for(sampleN in c(400,1000,10000)){ 
 
  for(itemN in c(15,30,60)){ 
    sink(file = paste0("sampleN",sampleN,"_itemN",itemN,"_SimulationResult.txt")) 
 
    message("sample number is ",sampleN) 
    message("item number is ", itemN) 
 
    # まずは項目パラメタの用意 
    # prepare item names 
    al <- c("a","b","c","d","e","f","st") 
    c <- 2 
    for(i in c("a","b","c","d","e")){ 
 
      num <- formatC(c(1:(itemN*1/3)), width = 3, flag = 0) 
      if(i =="a"){ 
        itemn1 <- apply(matrix(i, ncol = 1), 1, paste0, num) 
        itemn2 <- apply(matrix(al[c], ncol = 1), 1, paste0, num) 
        itemn3 <- apply(matrix(al[7], ncol = 1), 1, paste0, num) 
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        itemID <- rbind(itemn1,itemn2,itemn3) 
      } 
      if(i !="a") { 
        itemn1 <- apply(matrix(i, ncol = 1), 1, paste0, num) 
        itemn2 <- apply(matrix(al[c], ncol = 1), 1, paste0, num) 
        itemn3 <- apply(matrix(al[7], ncol = 1), 1, paste0, num) 
        itemn <- rbind(itemn1,itemn2,itemn3) 
        itemID <- cbind(itemID,itemn) 
        rm(itemn1,itemn2,itemn3,itemn,num) 
      } 
      c <- c + 1 
    } # end of i 
 
    rm(al,c) 
 
    # true equating coefficient 
    true_ec <- matrix(NA,ncol=2, nrow=4) 
 
    for(i in 1:4){ 
      true_ec[i,1] <- thetaMS[i+1,2]/thetaMS[i,2] # A 
      true_ec[i,2] <- thetaMS[i+1,1] - true_ec[i,1]*thetaMS[i,1] # K 
    } # end of i 
 
 
    # 誤差推定値結果代入用 
    ParaError_sep <- ParaError_calr<- matrix(nrow = simN, ncol = 12) 
    ParaError_con <- matrix(nrow = simN, ncol = 12) 
 
    colnames(ParaError_sep) <- c("MEA-a", "MAE-b", "MSE-a", "MSE-b", "RMSE-a", "RMSE-b", 
"MAPE-a", "MAPE-b", "NMSE-a", "NMSE-b", "rSTD-a", "rSTD-b") 
    colnames(ParaError_con) <- c("MEA-a", "MAE-b", "MSE-a", "MSE-b", "RMSE-a", "RMSE-b", 
"MAPE-a", "MAPE-b", "NMSE-a", "NMSE-b", "rSTD-a", "rSTD-b") 
    colnames(ParaError_calr) <- c("MEA-a", "MAE-b", "MSE-a", "MSE-b", "RMSE-a", "RMSE-b", 
"MAPE-a", "MAPE-b", "NMSE-a", "NMSE-b", "rSTD-a", "rSTD-b") 
 
    # DICC計算結果代入用 
    DICC_sep  <- matrix(ncol = 1,nrow = 100) 
    DICC_con  <- matrix(ncol = 1,nrow = 100) 
    DICC_calr <- matrix(ncol = 1,nrow = 100) 
 
    # 母集団平均・標準偏差代入用 
    pdist_mean_sep <- matrix(nrow=100,ncol=5) 
    pdist_mean_con <- matrix(nrow=100,ncol=5) 
    pdist_mean_calr <- matrix(nrow=100,ncol=5) 
    pdist_sd_sep <- matrix(nrow=100,ncol=5) 
    pdist_sd_con <- matrix(nrow=100,ncol=5) 
    pdist_sd_calr <- matrix(nrow=100,ncol=5) 
 
    t <- 0 
    system.time( 
 
      while(t != simN){ 
 
        t <- t + 1 
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        cat("starts ",t," times simulation\n") 
        message("starts ",t," times simulation") 
        cat("generate dichotomous response data.\n") 
 
        # grade ID 
        gradeID <- c("A","B","C","D","E") 
        # the matrix to insert simulation equating coefficients 
        sim_ec <- matrix(NA, ncol = 2, nrow = 4) 
        # true item parameter matrix 
        true_para <- matrix(nrow = itemN*7/3, ncol = 2) 
 
        jj <- 1 
        # grade item parameter 
        for(g in 1:gradeN){ 
          if(g == 1){ # 第一学年だけ，項目数が異なる（基準となるので） 
            # item parameters(exept scaling test item) 
            for(j in 1:(itemN*2/3)){ 
              true_para[jj,1] <- rlnorm(1, -0.5, 0.3) 
              true_para[jj,2] <- rnorm(1, thetaMS[g,1], thetaMS[g,2]) 
              jj <- jj + 1 # 挿入行数カウント 
            } 
          } else { 
            for(j in 1:(itemN*1/3)){ 
              true_para[jj,1] <- rlnorm(1, -0.5, 0.3) 
              true_para[jj,2] <- rnorm(1, thetaMS[g,1], thetaMS[g,2]) 
              jj <- jj + 1 # 挿入行数カウント 
            } 
          } 
        } 
 
        # scaling test item parameter 
        for(g in 1:(itemN*1/3)){ 
          true_para[jj,1] <- rlnorm(1, -0.5, 0.3) # 学年独自項目と同じ値を設定 
          true_para[jj,2] <- rnorm(1, 0, 1.5) 
          jj <- jj + 1 
        } 
 
        true_para <- data.frame(V3 = true_para[,1], V4 = true_para[,2]) 
 
        rm(jj) 
 
        #-------------------------------------------------------------------------# 
        # generate simulation data & separate calibration 
        #-------------------------------------------------------------------------# 
 
        cat("separate parameter estimation.\n") 
        gd <- 0 
        grade_dummy <- c(3,2,4,1,5) 
        while(gd < gradeN){ 
 
          gd <- gd + 1 
          g <- grade_dummy[gd] 
          cat("grade ",g,".\n") 
          # item parameters(exept scaling test item) 
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          # エラーチェック用 
          res_sep <- NULL 
 
          if( g == 1){ 
            gradeitem <- c(seq.int(1,length.out = itemN*2/3), seq.int(itemN*2 + 1, length.out 
= itemN*1/3)) 
          } else { 
            gradeitem <- c(seq.int((g-1)*itemN*1/3+1,length.out = itemN*2/3), seq.int(itemN*2 
+ 1, length.out = itemN*1/3)) 
          } 
 
          a <-  true_para[gradeitem, 1] 
          b <-  true_para[gradeitem, 2] 
 
          # ability parameter 
          theta <- rnorm(sampleN, thetaMS[g,1], thetaMS[g,2]) 
 
          # generate response patterns exept scaling test item 
          resp <- sim_gen(theta = theta, a = a, b = b)[,-1] 
 
          if(any(colMeans(resp,na.rm=T) == 1)){ # もしも全問正解の項目が含まれていた場合 
            message("detected item that all subject response correctly in grade", g) 
            gd <- gd -1 
            next 
          } 
 
          if(any(colMeans(resp,na.rm=T) == 0)){ # もしも全問不正解の項目が含まれていた場合 
            message("detected item that all subject response incorrectly in grade", g) 
            gd <- gd -1 
            next 
          } 
 
          colnames(resp) <- itemID[,g] 
          grade <- rep(g, sampleN) %>% as.numeric() # グループ IDは numeric 型であること。 
          ID <- apply(matrix(gradeID[g], ncol = 1), 1, paste0, 
                      formatC(c(1:sampleN), width = 5, flag = 0)) %>% 
            as.character() 
          resp <- cbind(ID, grade, resp) 
 
          try(res_sep <- estip(resp, fc = 3,max = 4, min = -4 , maxiter_em = 100, 
                               min_a = 0, maxabs_b = 20, EM_dist = 0, Bayes = 0, print = 0)) 
 
          #if(res_sep$converged == 0 || is.null(res_sep) || class(res_sep) == "try-error"){ 
          if(is.null(res_sep) || class(res_sep) == "try-error"){ 
 
            message("Error in ",t," times ",g," grade item parameter estimation") 
            t <- t -1 # 途中で計算に失敗した場合には，カウントを減らす。 
            break 
          } 
 
          sim_a <- res_sep$para$a 




          cat("separate calibration; method SL.\n") 
          if(g == 3) { 
            RESP <- resp 
            paraT <- data.frame(V1 = itemID[,g], V3 = sim_a, V4 = sim_b, stringsAsFactors = 
F) 
            # for calr 
            para1 <- data.frame(giid = itemID[,g], gfid = rep(g, itemN), type = rep("B2", 
itemN), ncat = rep(2, itemN), 
                                p1 = sim_a, p2 = sim_b, p3 = rep(0, itemN)) 
          } else { 
            # combine response data for concurrent calibration 
            suppressMessages( 
              suppressWarnings( 
                RESP <- RESP %>% dplyr::full_join(resp) 
              ) 
            ) 
 
            # equating 
            paraF <- data.frame(V1 = itemID[,g], V3 = sim_a, V4 = sim_b, stringsAsFactors = 
F) 
 
            # for calr 
            para2 <- data.frame(giid = itemID[,g], gfid = rep(g, itemN), type = rep("B2", 
itemN), ncat = rep(2, itemN), 
                                p1 = sim_a, p2 = sim_b, p3 = rep(0, itemN)) 
 
            res_eq <- CEquating(paraT, paraF, method = "SL", output = F, Change = 1, Easy = 
T) 
            # 共通項目は等化後と等化先の項目パラメタの平均に置き換え（識別力は幾何平均） 
 
            para1 <- rbind(para1,para2) 
 
            if(g == 2){ 
              para_sep <- paraT[!paraT$V1 %in% res_eq$para$V1,] 
              para_sep <- rbind(para_sep,res_eq$para) 
            } else { 
              paraT <- res_eq$para[!res_eq$para$V1 %in% para_sep$V1,] 
              para_sep <- rbind(para_sep,paraT) 
            } 
 
            paraT <- res_eq$para 
 
            sim_ec[g-1,] <- res_eq$EquatingCoefficient_A_K 
 
          } # end of one grade 
 
 
        } # end of separate calibration 
 
        if( is.null(res_sep) || class(res_sep) == "try-error"){ 
          next 
        } 
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        cat("separate calibration; method calr.\n") 
        try(res_calr <- calr(para1, baseform = 1, nsubj = rep(sampleN,gradeN), maxiter = 200, 
npoints = 31, 
                             thmin = -4, thmax = 4, print = 0)) 
 
 
        if(class(res_calr) == "try-error"){ 
          t <- t -1 # 途中で計算に失敗した場合には，カウントを減らす。 
          break 
        } 
 
        para_sep <- dplyr::arrange(para_sep,V1) 
 
        rm(para1,para2) 
        calr_ec <- res_calr$qr[-1,] 
        para_calr <- dplyr::arrange(res_calr$param,giid) 
 
        # 独立尺度調整法の推定誤差の確認 
        # pracma の関数で，RMSEなどの値が計算できる。詳しくは?rmserr 
 
        # a para 
        er <- rmserr(true_para$V3, para_sep$V3) 
        ParaError_sep[t,1] <- er$mae 
        ParaError_sep[t,3] <- er$mse 
        ParaError_sep[t,5] <- er$rmse 
        ParaError_sep[t,7] <- er$mape 
        ParaError_sep[t,9] <- er$nmse 
        ParaError_sep[t,11] <- er$rstd 
 
        # b para 
        er <- rmserr(true_para$V4, para_sep$V4) 
        ParaError_sep[t,2] <- er$mae 
        ParaError_sep[t,4] <- er$mse 
        ParaError_sep[t,6] <- er$rmse 
        ParaError_sep[t,8] <- er$mape 
        ParaError_sep[t,10] <- er$nmse 
        ParaError_sep[t,12] <- er$rstd 
 
        # a para 
        er <- rmserr(true_para$V3, para_calr$p1) 
        ParaError_calr[t,1] <- er$mae 
        ParaError_calr[t,3] <- er$mse 
        ParaError_calr[t,5] <- er$rmse 
        ParaError_calr[t,7] <- er$mape 
        ParaError_calr[t,9] <- er$nmse 
        ParaError_calr[t,11] <- er$rstd 
 
        # b para 
        er <- rmserr(true_para$V4, para_calr$p2) 
        ParaError_calr[t,2] <- er$mae 
        ParaError_calr[t,4] <- er$mse 
        ParaError_calr[t,6] <- er$rmse 
        ParaError_calr[t,8] <- er$mape 
        ParaError_calr[t,10] <- er$nmse 
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        ParaError_calr[t,12] <- er$rstd 
 
        # starts IRT analysis 
 
        cat("concurrent calibraiton.\n") 
 
        # エラーチェック用 
        res_con <- NULL 
 
        try(res_con <- estip(RESP, ng = 5, gc = 2, fc = 3, bg=3, maxiter_em = 100, 
                             min_a = 0, maxabs_b = 20, EM_dist = 1, Bayes = 0, print = 0)) 
 
        if(class(res_con) == "try-error" || is.null(res_con)) { 
          message("Error in ",t," times concurrent caribration") 
          t <- t - 1 
          next 
        } 
         
        #MML_EM(RESP) 
        res_con$para <- res_con$para %>% dplyr::arrange(Item) 
 
        # a para 
        er <- rmserr(true_para$V3, res_con$para$a) 
        ParaError_con[t,1] <- er$mae 
        ParaError_con[t,3] <- er$mse 
        ParaError_con[t,5] <- er$rmse 
        ParaError_con[t,7] <- er$mape 
        ParaError_con[t,9] <- er$nmse 
        ParaError_con[t,11] <- er$rstd 
 
        # a para 
        er <- rmserr(true_para$V4, res_con$para$b) 
        ParaError_con[t,2] <- er$mae 
        ParaError_con[t,4] <- er$mse 
        ParaError_con[t,6] <- er$rmse 
        ParaError_con[t,8] <- er$mape 
        ParaError_con[t,10] <- er$nmse 
        ParaError_con[t,12] <- er$rstd 
 
        #DICC 
        dicc_f <- function(a1,b1,a2,b2,theta,w){ 
          sum(abs(1/(1+exp(-1.702*a2*(theta-b2)))*w - 1/(1+exp(-1.702*a1*(theta-b1)))*w)) 
        } 
 
        cat("calculation estimated theta population distribution") 
        para_sep$c <- 0 
         
        dist_sep <- MML_EM_dist(RESP,data.frame(a=para_sep$V3, b=para_sep$V4, 
c=rep(0,nrow(para_sep)))[match(colnames(RESP)[c(-1,-2)],para_sep$V1),],fc=3,gc=2,ng=5) 
        dist_calr <- MML_EM_dist(RESP,data.frame(a=para_calr$p1, b=para_calr$p2, 
c=para_calr$p3)[match(colnames(RESP)[c(-1,-2)],para_calr$giid),],fc=3,gc=2,ng=5) 
        dist_con <- res_con$population_dist 
 
        cat("calculation DICC_est") 
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        true_para$V1 <- para_sep$V1 
        temp1 <- temp2 <- temp3 <- 0 
        for(g in 1:5){ 
          d1 <- true_para[match(itemID[,g],true_para$V1),c("V3","V4")] 
          d2 <- para_calr[match(itemID[,g],para_calr$giid),c("p1","p2")] 
          d3 <- para_sep[match(itemID[,g],para_sep$V1),c("V3","V4")] 
          d4 <- res_con$para[match(itemID[,g],res_con$para$Item),c("a","b")] 
          temp1 <- temp1 + 
mean(mapply(FUN=dicc_f,a1=d1$V3,b1=d1$V4,a2=d2$p1,b2=d2$p2,MoreArgs = 
list(dist_calr$population_dist[,1],dist_calr$population_dist[,1+g]), SIMPLIFY = T), na.rm=T) 
          temp2 <- temp2 + 
mean(mapply(FUN=dicc_f,a1=d1$V3,b1=d1$V4,a2=d3$V3,b2=d3$V4,MoreArgs = 
list(dist_sep$population_dist[,1],dist_sep$population_dist[,1+g]), SIMPLIFY = T), na.rm=T) 
          temp3 <- temp3 + mean(mapply(FUN=dicc_f,a1=d1$V3,b1=d1$V4,a2=d4$a,b2=d4$b,MoreArgs 
= list(dist_con[,1],dist_con[,1+g]), SIMPLIFY = T), na.rm=T) 
        } 
        DICC_calr[t,] <- temp1/5 
        DICC_sep[t,] <- temp2/5 
        DICC_con[t,] <- temp3/5 
 
        write.table(true_para, file = 
paste0("sampleN",sampleN,"_itemN",itemN,"_simN",t,"para_true.csv"), sep = ",", quote = F, 
row.names = F) 
        write.table(para_sep, file = 
paste0("sampleN",sampleN,"_itemN",itemN,"_simN",t,"para_sep.csv"), sep = ",", quote = F, 
row.names = F) 
        write.table(para_calr, file = 
paste0("sampleN",sampleN,"_itemN",itemN,"_simN",t,"para_calr.csv"), sep = ",", quote = F, 
row.names = F) 
        write.table(res_con$para, file = 
paste0("sampleN",sampleN,"_itemN",itemN,"_simN",t,"para_con.csv"), sep = ",", quote = F, 
row.names = F) 
 
        pdist_mean_calr[t,] <- dist_calr$population_mean 
        pdist_mean_con[t,] <- res_con$population_mean 
        pdist_mean_sep[t,] <- dist_sep$population_mean 
        pdist_sd_calr[t,] <- dist_calr$population_sd 
        pdist_sd_con[t,] <- res_con$population_sd 
        pdist_sd_sep[t,] <- dist_sep$population_sd 
 
      } # end of while 
 
    ) 
    write.table(ParaError_sep, file = 
paste0("sampleN",sampleN,"_itemN",itemN,"_ParaError_sep.csv"), sep = ",", quote = F, 
row.names = F) 
    write.table(ParaError_calr, file = 
paste0("sampleN",sampleN,"_itemN",itemN,"_ParaError_calr.csv"), sep = ",", quote = F, 
row.names = F) 
    write.table(ParaError_con, file = 
paste0("sampleN",sampleN,"_itemN",itemN,"_ParaError_con.csv"), sep = ",", quote = F, 
row.names = F) 
    write.table(DICC_calr, file = paste0("sampleN",sampleN,"_itemN",itemN,"_DICC_calr.csv"), 
sep = ",", quote = F, row.names = F) 
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    write.table(DICC_sep, file = paste0("sampleN",sampleN,"_itemN",itemN,"_DICC_sep.csv"), 
sep = ",", quote = F, row.names = F) 
    write.table(DICC_con, file = paste0("sampleN",sampleN,"_itemN",itemN,"_DICC_con.csv"), 
sep = ",", quote = F, row.names = F) 
    write.table(pdist_mean_calr, file = 
paste0("sampleN",sampleN,"_itemN",itemN,"_pdist_mean_calr.csv"), sep = ",", quote = F, 
row.names = F) 
    write.table(pdist_mean_sep, file = 
paste0("sampleN",sampleN,"_itemN",itemN,"_pdist_mean_sep.csv"), sep = ",", quote = F, 
row.names = F) 
    write.table(pdist_mean_con, file = 
paste0("sampleN",sampleN,"_itemN",itemN,"_pdist_mean_con.csv"), sep = ",", quote = F, 
row.names = F) 
    write.table(pdist_sd_calr, file = 
paste0("sampleN",sampleN,"_itemN",itemN,"_pdist_sd_calr.csv"), sep = ",", quote = F, 
row.names = F) 
    write.table(pdist_sd_sep, file = 
paste0("sampleN",sampleN,"_itemN",itemN,"_pdist_sd_sep.csv"), sep = ",", quote = F, row.names 
= F) 
    write.table(pdist_sd_con, file = 
paste0("sampleN",sampleN,"_itemN",itemN,"_pdist_sd_con.csv"), sep = ",", quote = F, row.names 
= F) 
     
    sink() # アウトプットの終了。 
 
  } # end of itemN 
 
 






library(tidyverse)  # ggplot & tidyr data 
library(RColorBrewer)  # usefull colour chart 
library(devEMF)  # for output emf, only for windows 
 
cols <- brewer.pal(6, "Paired") 
 
 
setwd("YOUR OWN DIR") 
OUTDIR <- "SET OUTPUT DIR" 
 
# 項目パラメタ，母集団平均，標準偏差ファイルの読み込み 
cc <- 0 
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calr_dicc_pdist <- numeric(9) 
sep_dicc_pdist <- numeric(9) 
con_dicc_pdist <- numeric(9) 
calr_dicc <- numeric(9) 
sep_dicc <- numeric(9) 
con_dicc <- numeric(9) 
itemsize <- numeric(9) 
subjectsize <- numeric(9) 
condition <- c("A1","A2","A3","B1","B2","B3","C1","C2","C3") 
for(sampleN in c(400,1000,10000)){ 
  for(itemN in c(15,30,60)){ 
    cc <- cc + 1 
    # item parameter error 
    cone_para <- read.csv(paste0("sampleN",sampleN,"_itemN",itemN,"_ParaError_con.csv")) 
    sepe_para <- read.csv(paste0("sampleN",sampleN,"_itemN",itemN,"_ParaError_sep.csv")) 
    calre_para <- read.csv(paste0("sampleN",sampleN,"_itemN",itemN,"_ParaError_calr.csv")) 
    # pdist 
    con_mean <- read.csv(paste0("sampleN",sampleN,"_itemN",itemN,"_pdist_mean_con.csv")) 
    con_sd <- read.csv(paste0("sampleN",sampleN,"_itemN",itemN,"_pdist_sd_con.csv")) 
    sep_mean <- read.csv(paste0("sampleN",sampleN,"_itemN",itemN,"_pdist_mean_sep.csv")) 
    sep_sd <- read.csv(paste0("sampleN",sampleN,"_itemN",itemN,"_pdist_sd_sep.csv")) 
    calr_mean <- read.csv(paste0("sampleN",sampleN,"_itemN",itemN,"_pdist_mean_calr.csv")) 
    calr_sd <- read.csv(paste0("sampleN",sampleN,"_itemN",itemN,"_pdist_sd_calr.csv")) 
    # DiCC(pdist) 
    con_dicc_temp <- read.csv(paste0("sampleN",sampleN,"_itemN",itemN,"_DICC_con.csv")) 
    sep_dicc_temp <- read.csv(paste0("sampleN",sampleN,"_itemN",itemN,"_DICC_sep.csv")) 
    calr_dicc_temp <- read.csv(paste0("sampleN",sampleN,"_itemN",itemN,"_DICC_calr.csv")) 
    # assign 
    assign(sprintf("con_para_%d_%d",sampleN,itemN), cone_para) 
    assign(sprintf("sep_para_%d_%d",sampleN,itemN), sepe_para) 
    assign(sprintf("calr_para_%d_%d",sampleN,itemN), calre_para) 
     
    assign(sprintf("con_mean_%d_%d",sampleN,itemN), con_mean) 
    assign(sprintf("sep_mean_%d_%d",sampleN,itemN), sep_mean) 
    assign(sprintf("calr_mean_%d_%d",sampleN,itemN), calr_mean) 
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    assign(sprintf("con_sd_%d_%d",sampleN,itemN), con_sd) 
    assign(sprintf("sep_sd_%d_%d",sampleN,itemN), sep_sd) 
    assign(sprintf("calr_sd_%d_%d",sampleN,itemN), calr_sd) 
     
    calr_dicc_pdist[cc] <- mean(calr_dicc_temp$V1) 
    sep_dicc_pdist[cc]  <- mean(sep_dicc_temp$V1) 
    con_dicc_pdist[cc]  <- mean(con_dicc_temp$V1) 
     
    # DICC 
    calr_t <- sep_t <- con_t <- 0 # initialization 
    for(t in 1:100){ 
      true <- read.csv(paste0("sampleN",sampleN,"_itemN",itemN,"_simN",t,"para_true.csv"), 
header = T) 
      calr <- read.csv(paste0("sampleN",sampleN,"_itemN",itemN,"_simN",t,"para_calr.csv"), 
header = T) 
      sep  <- read.csv(paste0("sampleN",sampleN,"_itemN",itemN,"_simN",t,"para_sep.csv"), 
header = T) 
      con  <- read.csv(paste0("sampleN",sampleN,"_itemN",itemN,"_simN",t,"para_con.csv"), 
header = T) 
      # theta interval and point 
      N <- 31 
      theta <- seq(-4,4, length.out = N) # Arai & Mayekawa (2011) では-3~3 の区間だった。 
      # 全項目，全分点の平均確率を計算。 
      calr_t <- calr_t + mean(mapply(FUN = function(a1,a2,b1,b2,theta) mean(abs(1/(1+exp(-
1.702*a2*(theta-b2))) - 1/(1+exp(-1.702*a1*(theta-b1))))),  
                                     a1=true$V3, a2=calr$p1, b1=true$V4, b2=calr$p2, 
MoreArgs = list(theta=theta), SIMPLIFY = T)) 
       
      sep_t  <- sep_t + mean(mapply(FUN = function(a1,a2,b1,b2,theta) mean(abs(1/(1+exp(-
1.702*a2*(theta-b2))) - 1/(1+exp(-1.702*a1*(theta-b1))))),  
                                    a1=true$V3, a2=sep$V3, b1=true$V4, b2=sep$V4, MoreArgs = 
list(theta=theta), SIMPLIFY = T)) 
       
      con_t  <- con_t + mean(mapply(FUN = function(a1,a2,b1,b2,theta) mean(abs(1/(1+exp(-
1.702*a2*(theta-b2))) - 1/(1+exp(-1.702*a1*(theta-b1))))),  
                                    a1=true$V3, a2=con$a, b1=true$V4, b2=con$b, MoreArgs = 
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list(theta=theta), SIMPLIFY = T)) 
    } # end of t 
    calr_dicc[cc] <- calr_t/100 
    sep_dicc[cc]  <- sep_t/100 
    con_dicc[cc]  <- con_t/100 
    itemsize[cc]  <- itemN 
    subjectsize[cc] <- sampleN 









RMSEa_sep <- data.frame(i400j15 = sep_para_400_15$RMSE.a, i400s30 = sep_para_400_30$RMSE.a, 
i400s60 = sep_para_400_60$RMSE.a,  
                        i1000j15 = sep_para_1000_15$RMSE.a, i1000j30 = 
sep_para_1000_30$RMSE.a, i1000j60 = sep_para_1000_60$RMSE.a, 
                        i10000j15 = sep_para_10000_15$RMSE.a, i10000j30 = 
sep_para_10000_30$RMSE.a, i10000j60 = sep_para_10000_60$RMSE.a) 
 
RMSEa_calr <- data.frame(i400j15 = calr_para_400_15$RMSE.a, i400s30 = 
calr_para_400_30$RMSE.a, i400s60 = calr_para_400_60$RMSE.a,  
                         i1000j15 = calr_para_1000_15$RMSE.a, i1000j30 = 
calr_para_1000_30$RMSE.a, i1000j60 = calr_para_1000_60$RMSE.a, 
                         i10000j15 = calr_para_10000_15$RMSE.a, i10000j30 = 
calr_para_10000_30$RMSE.a, i10000j60 = calr_para_10000_60$RMSE.a) 
 
RMSEa_con <- data.frame(i400j15 = con_para_400_15$RMSE.a, i400s30 = con_para_400_30$RMSE.a, 
i400s60 = con_para_400_60$RMSE.a,  
                        i1000j15 = con_para_1000_15$RMSE.a, i1000j30 = 
con_para_1000_30$RMSE.a, i1000j60 = con_para_1000_60$RMSE.a, 
                        i10000j15 = con_para_10000_15$RMSE.a, i10000j30 = 




RMSEb_sep <- data.frame(i400j15 = sep_para_400_15$RMSE.b, i400s30 = sep_para_400_30$RMSE.b, 
i400s60 = sep_para_400_60$RMSE.b,  
                        i1000j15 = sep_para_1000_15$RMSE.b, i1000j30 = 
sep_para_1000_30$RMSE.b, i1000j60 = sep_para_1000_60$RMSE.b, 
                        i10000j15 = sep_para_10000_15$RMSE.b, i10000j30 = 
sep_para_10000_30$RMSE.b, i10000j60 = sep_para_10000_60$RMSE.b) 
 
RMSEb_calr <- data.frame(i400j15 = calr_para_400_15$RMSE.b, i400s30 = 
calr_para_400_30$RMSE.b, i400s60 = calr_para_400_60$RMSE.b,  
                         i1000j15 = calr_para_1000_15$RMSE.b, i1000j30 = 
calr_para_1000_30$RMSE.b, i1000j60 = calr_para_1000_60$RMSE.b, 
                         i10000j15 = calr_para_10000_15$RMSE.b, i10000j30 = 
calr_para_10000_30$RMSE.b, i10000j60 = calr_para_10000_60$RMSE.b) 
 
RMSEb_con <- data.frame(i400j15 = con_para_400_15$RMSE.b, i400s30 = con_para_400_30$RMSE.b, 
i400s60 = con_para_400_60$RMSE.b,  
                        i1000j15 = con_para_1000_15$RMSE.b, i1000j30 = 
con_para_1000_30$RMSE.b, i1000j60 = con_para_1000_60$RMSE.b, 
                        i10000j15 = con_para_10000_15$RMSE.b, i10000j30 = 
con_para_10000_30$RMSE.b, i10000j60 = con_para_10000_60$RMSE.b) 
# mean 
#sep 
sep_mean_g1 <- data.frame(i400j15=sep_mean_400_15$V1, i400s30 = sep_mean_400_30$V1, i400s60 
= sep_mean_400_60$V1,  
                          i1000j15 = sep_mean_1000_15$V1, i1000j30 = sep_mean_1000_30$V1, 
i1000j60 = sep_mean_1000_60$V1, 
                          i10000j15 = sep_mean_10000_15$V1, i10000j30 = sep_mean_10000_30$V1, 
i10000j60 = sep_mean_10000_60$V1) 
sep_mean_g2 <- data.frame(i400j15=sep_mean_400_15$V2, i400s30 = sep_mean_400_30$V2, i400s60 
= sep_mean_400_60$V2,  
                          i1000j15 = sep_mean_1000_15$V2, i1000j30 = sep_mean_1000_30$V2, 
i1000j60 = sep_mean_1000_60$V2, 
                          i10000j15 = sep_mean_10000_15$V2, i10000j30 = sep_mean_10000_30$V2, 
i10000j60 = sep_mean_10000_60$V2) 
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sep_mean_g3 <- data.frame(i400j15=sep_mean_400_15$V3, i400s30 = sep_mean_400_30$V3, i400s60 
= sep_mean_400_60$V3,  
                          i1000j15 = sep_mean_1000_15$V3, i1000j30 = sep_mean_1000_30$V3, 
i1000j60 = sep_mean_1000_60$V3, 
                          i10000j15 = sep_mean_10000_15$V3, i10000j30 = sep_mean_10000_30$V3, 
i10000j60 = sep_mean_10000_60$V3) 
sep_mean_g4 <- data.frame(i400j15=sep_mean_400_15$V4, i400s30 = sep_mean_400_30$V4, i400s60 
= sep_mean_400_60$V4,  
                          i1000j15 = sep_mean_1000_15$V4, i1000j30 = sep_mean_1000_30$V4, 
i1000j60 = sep_mean_1000_60$V4, 
                          i10000j15 = sep_mean_10000_15$V4, i10000j30 = sep_mean_10000_30$V4, 
i10000j60 = sep_mean_10000_60$V4) 
sep_mean_g5 <- data.frame(i400j15=sep_mean_400_15$V5, i400s30 = sep_mean_400_30$V5, i400s60 
= sep_mean_400_60$V5,  
                          i1000j15 = sep_mean_1000_15$V5, i1000j30 = sep_mean_1000_30$V5, 
i1000j60 = sep_mean_1000_60$V5, 
                          i10000j15 = sep_mean_10000_15$V5, i10000j30 = sep_mean_10000_30$V5, 




calr_mean_g1 <- data.frame(i400j15=calr_mean_400_15$V1, i400s30 = calr_mean_400_30$V1, 
i400s60 = calr_mean_400_60$V1,  
                           i1000j15 = calr_mean_1000_15$V1, i1000j30 = calr_mean_1000_30$V1, 
i1000j60 = calr_mean_1000_60$V1, 
                           i10000j15 = calr_mean_10000_15$V1, i10000j30 = 
calr_mean_10000_30$V1, i10000j60 = calr_mean_10000_60$V1) 
calr_mean_g2 <- data.frame(i400j15=calr_mean_400_15$V2, i400s30 = calr_mean_400_30$V2, 
i400s60 = calr_mean_400_60$V2,  
                           i1000j15 = calr_mean_1000_15$V2, i1000j30 = calr_mean_1000_30$V2, 
i1000j60 = calr_mean_1000_60$V2, 
                           i10000j15 = calr_mean_10000_15$V2, i10000j30 = 
calr_mean_10000_30$V2, i10000j60 = calr_mean_10000_60$V2) 
calr_mean_g3 <- data.frame(i400j15=calr_mean_400_15$V3, i400s30 = calr_mean_400_30$V3, 
i400s60 = calr_mean_400_60$V3,  
                           i1000j15 = calr_mean_1000_15$V3, i1000j30 = calr_mean_1000_30$V3, 
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i1000j60 = calr_mean_1000_60$V3, 
                           i10000j15 = calr_mean_10000_15$V3, i10000j30 = 
calr_mean_10000_30$V3, i10000j60 = calr_mean_10000_60$V3) 
calr_mean_g4 <- data.frame(i400j15=calr_mean_400_15$V4, i400s30 = calr_mean_400_30$V4, 
i400s60 = calr_mean_400_60$V4,  
                           i1000j15 = calr_mean_1000_15$V4, i1000j30 = calr_mean_1000_30$V4, 
i1000j60 = calr_mean_1000_60$V4, 
                           i10000j15 = calr_mean_10000_15$V4, i10000j30 = 
calr_mean_10000_30$V4, i10000j60 = calr_mean_10000_60$V4) 
calr_mean_g5 <- data.frame(i400j15=calr_mean_400_15$V5, i400s30 = calr_mean_400_30$V5, 
i400s60 = calr_mean_400_60$V5,  
                           i1000j15 = calr_mean_1000_15$V5, i1000j30 = calr_mean_1000_30$V5, 
i1000j60 = calr_mean_1000_60$V5, 
                           i10000j15 = calr_mean_10000_15$V5, i10000j30 = 




con_mean_g1 <- data.frame(i400j15=con_mean_400_15$V1, i400s30 = con_mean_400_30$V1, i400s60 
= con_mean_400_60$V1,  
                          i1000j15 = con_mean_1000_15$V1, i1000j30 = con_mean_1000_30$V1, 
i1000j60 = con_mean_1000_60$V1, 
                          i10000j15 = con_mean_10000_15$V1, i10000j30 = con_mean_10000_30$V1, 
i10000j60 = con_mean_10000_60$V1) 
con_mean_g2 <- data.frame(i400j15=con_mean_400_15$V2, i400s30 = con_mean_400_30$V2, i400s60 
= con_mean_400_60$V2,  
                          i1000j15 = con_mean_1000_15$V2, i1000j30 = con_mean_1000_30$V2, 
i1000j60 = con_mean_1000_60$V2, 
                          i10000j15 = con_mean_10000_15$V2, i10000j30 = con_mean_10000_30$V2, 
i10000j60 = con_mean_10000_60$V2) 
con_mean_g3 <- data.frame(i400j15=con_mean_400_15$V3, i400s30 = con_mean_400_30$V3, i400s60 
= con_mean_400_60$V3,  
                          i1000j15 = con_mean_1000_15$V3, i1000j30 = con_mean_1000_30$V3, 
i1000j60 = con_mean_1000_60$V3, 
                          i10000j15 = con_mean_10000_15$V3, i10000j30 = con_mean_10000_30$V3, 
i10000j60 = con_mean_10000_60$V3) 
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con_mean_g4 <- data.frame(i400j15=con_mean_400_15$V4, i400s30 = con_mean_400_30$V4, i400s60 
= con_mean_400_60$V4,  
                          i1000j15 = con_mean_1000_15$V4, i1000j30 = con_mean_1000_30$V4, 
i1000j60 = con_mean_1000_60$V4, 
                          i10000j15 = con_mean_10000_15$V4, i10000j30 = con_mean_10000_30$V4, 
i10000j60 = con_mean_10000_60$V4) 
con_mean_g5 <- data.frame(i400j15=con_mean_400_15$V5, i400s30 = con_mean_400_30$V5, i400s60 
= con_mean_400_60$V5,  
                          i1000j15 = con_mean_1000_15$V5, i1000j30 = con_mean_1000_30$V5, 
i1000j60 = con_mean_1000_60$V5, 
                          i10000j15 = con_mean_10000_15$V5, i10000j30 = con_mean_10000_30$V5, 






sep_sd_g1 <- data.frame(i400j15=sep_sd_400_15$V1, i400s30 = sep_sd_400_30$V1, i400s60 = 
sep_sd_400_60$V1,  
                        i1000j15 = sep_sd_1000_15$V1, i1000j30 = sep_sd_1000_30$V1, i1000j60 
= sep_sd_1000_60$V1, 
                        i10000j15 = sep_sd_10000_15$V1, i10000j30 = sep_sd_10000_30$V1, 
i10000j60 = sep_sd_10000_60$V1) 
sep_sd_g2 <- data.frame(i400j15=sep_sd_400_15$V2, i400s30 = sep_sd_400_30$V2, i400s60 = 
sep_sd_400_60$V2,  
                        i1000j15 = sep_sd_1000_15$V2, i1000j30 = sep_sd_1000_30$V2, i1000j60 
= sep_sd_1000_60$V2, 
                        i10000j15 = sep_sd_10000_15$V2, i10000j30 = sep_sd_10000_30$V2, 
i10000j60 = sep_sd_10000_60$V2) 
sep_sd_g3 <- data.frame(i400j15=sep_sd_400_15$V3, i400s30 = sep_sd_400_30$V3, i400s60 = 
sep_sd_400_60$V3,  
                        i1000j15 = sep_sd_1000_15$V3, i1000j30 = sep_sd_1000_30$V3, i1000j60 
= sep_sd_1000_60$V3, 
                        i10000j15 = sep_sd_10000_15$V3, i10000j30 = sep_sd_10000_30$V3, 
i10000j60 = sep_sd_10000_60$V3) 
sep_sd_g4 <- data.frame(i400j15=sep_sd_400_15$V4, i400s30 = sep_sd_400_30$V4, i400s60 = 
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sep_sd_400_60$V4,  
                        i1000j15 = sep_sd_1000_15$V4, i1000j30 = sep_sd_1000_30$V4, i1000j60 
= sep_sd_1000_60$V4, 
                        i10000j15 = sep_sd_10000_15$V4, i10000j30 = sep_sd_10000_30$V4, 
i10000j60 = sep_sd_10000_60$V4) 
sep_sd_g5 <- data.frame(i400j15=sep_sd_400_15$V5, i400s30 = sep_sd_400_30$V5, i400s60 = 
sep_sd_400_60$V5,  
                        i1000j15 = sep_sd_1000_15$V5, i1000j30 = sep_sd_1000_30$V5, i1000j60 
= sep_sd_1000_60$V5, 
                        i10000j15 = sep_sd_10000_15$V5, i10000j30 = sep_sd_10000_30$V5, 
i10000j60 = sep_sd_10000_60$V5) 
sep_sd_all <- dplyr::bind_rows(sep_sd_g1,sep_sd_g2,sep_sd_g3,sep_sd_g4,sep_sd_g5) 
#calr 
calr_sd_g1 <- data.frame(i400j15=calr_sd_400_15$V1, i400s30 = calr_sd_400_30$V1, i400s60 = 
calr_sd_400_60$V1,  
                         i1000j15 = calr_sd_1000_15$V1, i1000j30 = calr_sd_1000_30$V1, 
i1000j60 = calr_sd_1000_60$V1, 
                         i10000j15 = calr_sd_10000_15$V1, i10000j30 = calr_sd_10000_30$V1, 
i10000j60 = calr_sd_10000_60$V1) 
calr_sd_g2 <- data.frame(i400j15=calr_sd_400_15$V2, i400s30 = calr_sd_400_30$V2, i400s60 = 
calr_sd_400_60$V2,  
                         i1000j15 = calr_sd_1000_15$V2, i1000j30 = calr_sd_1000_30$V2, 
i1000j60 = calr_sd_1000_60$V2, 
                         i10000j15 = calr_sd_10000_15$V2, i10000j30 = calr_sd_10000_30$V2, 
i10000j60 = calr_sd_10000_60$V2) 
calr_sd_g3 <- data.frame(i400j15=calr_sd_400_15$V3, i400s30 = calr_sd_400_30$V3, i400s60 = 
calr_sd_400_60$V3,  
                         i1000j15 = calr_sd_1000_15$V3, i1000j30 = calr_sd_1000_30$V3, 
i1000j60 = calr_sd_1000_60$V3, 
                         i10000j15 = calr_sd_10000_15$V3, i10000j30 = calr_sd_10000_30$V3, 
i10000j60 = calr_sd_10000_60$V3) 
calr_sd_g4 <- data.frame(i400j15=calr_sd_400_15$V4, i400s30 = calr_sd_400_30$V4, i400s60 = 
calr_sd_400_60$V4,  
                         i1000j15 = calr_sd_1000_15$V4, i1000j30 = calr_sd_1000_30$V4, 
i1000j60 = calr_sd_1000_60$V4, 
                         i10000j15 = calr_sd_10000_15$V4, i10000j30 = calr_sd_10000_30$V4, 
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i10000j60 = calr_sd_10000_60$V4) 
calr_sd_g5 <- data.frame(i400j15=calr_sd_400_15$V5, i400s30 = calr_sd_400_30$V5, i400s60 = 
calr_sd_400_60$V5,  
                         i1000j15 = calr_sd_1000_15$V5, i1000j30 = calr_sd_1000_30$V5, 
i1000j60 = calr_sd_1000_60$V5, 
                         i10000j15 = calr_sd_10000_15$V5, i10000j30 = calr_sd_10000_30$V5, 
i10000j60 = calr_sd_10000_60$V5) 
calr_sd_all <- dplyr::bind_rows(calr_sd_g1,calr_sd_g2,calr_sd_g3,calr_sd_g4,calr_sd_g5) 
#con 
con_sd_g1 <- data.frame(i400j15=con_sd_400_15$V1, i400s30 = con_sd_400_30$V1, i400s60 = 
con_sd_400_60$V1,  
                        i1000j15 = con_sd_1000_15$V1, i1000j30 = con_sd_1000_30$V1, i1000j60 
= con_sd_1000_60$V1, 
                        i10000j15 = con_sd_10000_15$V1, i10000j30 = con_sd_10000_30$V1, 
i10000j60 = con_sd_10000_60$V1) 
con_sd_g2 <- data.frame(i400j15=con_sd_400_15$V2, i400s30 = con_sd_400_30$V2, i400s60 = 
con_sd_400_60$V2,  
                        i1000j15 = con_sd_1000_15$V2, i1000j30 = con_sd_1000_30$V2, i1000j60 
= con_sd_1000_60$V2, 
                        i10000j15 = con_sd_10000_15$V2, i10000j30 = con_sd_10000_30$V2, 
i10000j60 = con_sd_10000_60$V2) 
con_sd_g3 <- data.frame(i400j15=con_sd_400_15$V3, i400s30 = con_sd_400_30$V3, i400s60 = 
con_sd_400_60$V3,  
                        i1000j15 = con_sd_1000_15$V3, i1000j30 = con_sd_1000_30$V3, i1000j60 
= con_sd_1000_60$V3, 
                        i10000j15 = con_sd_10000_15$V3, i10000j30 = con_sd_10000_30$V3, 
i10000j60 = con_sd_10000_60$V3) 
con_sd_g4 <- data.frame(i400j15=con_sd_400_15$V4, i400s30 = con_sd_400_30$V4, i400s60 = 
con_sd_400_60$V4,  
                        i1000j15 = con_sd_1000_15$V4, i1000j30 = con_sd_1000_30$V4, i1000j60 
= con_sd_1000_60$V4, 
                        i10000j15 = con_sd_10000_15$V4, i10000j30 = con_sd_10000_30$V4, 
i10000j60 = con_sd_10000_60$V4) 
con_sd_g5 <- data.frame(i400j15=con_sd_400_15$V5, i400s30 = con_sd_400_30$V5, i400s60 = 
con_sd_400_60$V5,  
                        i1000j15 = con_sd_1000_15$V5, i1000j30 = con_sd_1000_30$V5, i1000j60 
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= con_sd_1000_60$V5, 
                        i10000j15 = con_sd_10000_15$V5, i10000j30 = con_sd_10000_30$V5, 
i10000j60 = con_sd_10000_60$V5) 




   
con_mean_g1,con_mean_g2,con_mean_g3,con_mean_g4,con_mean_g5,sep_sd_g1,sep_sd_g2,sep_sd_g3,s
ep_sd_g4,sep_sd_g5, 
   
calr_sd_g1,calr_sd_g2,calr_sd_g3,calr_sd_g4,calr_sd_g5,con_sd_g1,con_sd_g2,con_sd_g3,con_sd
_g4,con_sd_g5, 
   
con_mean_400_15,con_mean_400_30,con_mean_400_60,con_mean_1000_15,con_mean_1000_30,con_mean_
1000_60,con_mean_10000_15,con_mean_10000_30,con_mean_10000_60, 
   
calr_mean_400_15,calr_mean_400_30,calr_mean_400_60,calr_mean_1000_15,calr_mean_1000_30,calr
_mean_1000_60,calr_mean_10000_15,calr_mean_10000_30,calr_mean_10000_60, 
   
sep_mean_400_15,sep_mean_400_30,sep_mean_400_60,sep_mean_1000_15,sep_mean_1000_30,sep_mean_
1000_60,sep_mean_10000_15,sep_mean_10000_30,sep_mean_10000_60, 
   
con_sd_400_15,con_sd_400_30,con_sd_400_60,con_sd_1000_15,con_sd_1000_30,con_sd_1000_60,con_
sd_10000_15,con_sd_10000_30,con_sd_10000_60, 
   
calr_sd_400_15,calr_sd_400_30,calr_sd_400_60,calr_sd_1000_15,calr_sd_1000_30,calr_sd_1000_6
0,calr_sd_10000_15,calr_sd_10000_30,calr_sd_10000_60, 




cat("tidyr for facet\r") 
# item para 
# すべてをまとめてファセットする 
RMSE_a_res <- data.frame(subject=c(rep(400,300),rep(1000,300),rep(10000,300)) , 
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item=rep(c(rep(15,100),rep(30,100),rep(60,100)),3), 
                         SL=tidyr::gather(RMSEa_sep)$value, 
CC=tidyr::gather(RMSEa_con)$value, calr=tidyr::gather(RMSEa_calr)$value) %>%  
  tidyr::gather(key=method, value=RMSE, -subject, -item) 
 
RMSE_b_res <- data.frame(subject=c(rep(400,300),rep(1000,300),rep(10000,300)) , 
item=rep(c(rep(15,100),rep(30,100),rep(60,100)),3), 
                         SL=tidyr::gather(RMSEb_sep)$value, 
CC=tidyr::gather(RMSEb_con)$value, calr=tidyr::gather(RMSEb_calr)$value) %>%  
  tidyr::gather(key=method, value=RMSE, -subject, -item) 
# mean 
mean_res <- data.frame(subject=c(rep(400,1500),rep(1000,1500),rep(10000,1500)) , 
item=rep(c(rep(15,500),rep(30,500),rep(60,500)),3), 
                       
grade=rep(c(rep("G1",100),rep("G2",100),rep("G3",100),rep("G4",100),rep("G5",100)),3), 
                       SL=tidyr::gather(sep_mean_all)$value,  
                       CC=tidyr::gather(con_mean_all)$value,  
                       calr=tidyr::gather(calr_mean_all)$value) %>%  
  tidyr::gather(key=method, value=mean, -subject, -item, -grade) 
# sd 
sd_res <- data.frame(subject=c(rep(400,1500),rep(1000,1500),rep(10000,1500)) , 
item=rep(c(rep(15,500),rep(30,500),rep(60,500)),3), 
                     
grade=rep(c(rep("G1",100),rep("G2",100),rep("G3",100),rep("G4",100),rep("G5",100)),3), 
                     SL=tidyr::gather(sep_sd_all)$value,  
                     CC=tidyr::gather(con_sd_all)$value,  
                     calr=tidyr::gather(calr_sd_all)$value) %>%  
  tidyr::gather(key=method, value=sd, -subject, -item, -grade) 
# DICC 
dicc_res <- data.frame(condition=condition, item=itemsize, 
subject=subjectsize,calr=calr_dicc, SL=sep_dicc, con=con_dicc) %>%  
  tidyr::gather(key=method, value=DICC, -item, -subject, -condition) 
# DICC_pdist 
dicc_pdist_res <- data.frame(condition=condition, item=itemsize, 
subject=subjectsize,calr=calr_dicc_pdist, SL=sep_dicc_pdist, con=con_dicc_pdist) %>%  





leg_lab <- c("A1","A2","A3","B1","B2","B3","C1","C2","C3") # legend 
leg <- c("A1: 受検者数 10,000 項目数 15","A2: 受検者数 10,000 項目数 30","A3: 受検者数 10,000 
項目数 60", 
         "B1: 受検者数 1,000 項目数 15","B2: 受検者数 1,000 項目数 30","B3: 受検者数 1,000 
項目数 60", 
         "C1: 受検者数 400 項目数 15","C2: 受検者数 400 項目数 30","C3: 受検者数 400 項目数
60") # legend 
 
calrplot_a <- RMSEa_calr %>% tidyr::gather(key = condition, value = RMSE) %>%  
  ggplot(aes(x=condition,y=RMSE,fill=condition))+ 
  ylim(0,0.3) +  
  #geom_boxplot()+  
  geom_violin()+ 
  theme(axis.text=element_text(size=15),axis.title=element_text(size=15,face="bold")) + 
  scale_fill_manual(values = 
c("#1874CD","#1874CD","#1874CD","#EE6363","#EE6363","#EE6363","#008B45","#008B45","#008B45"
), 
                    labels = leg) +  
  scale_x_discrete(labels = leg_lab) 
 
calrplot_b <- RMSEb_calr %>% tidyr::gather(key = condition, value = RMSE) %>%  
  ggplot(aes(x=condition,y=RMSE,fill=condition))+ 
  #ylim(0,2) +  
  #geom_boxplot()+  
  geom_violin()+ 
  theme(axis.text=element_text(size=15),axis.title=element_text(size=15,face="bold")) + 
  scale_fill_manual(values = 
c("#1874CD","#1874CD","#1874CD","#EE6363","#EE6363","#EE6363","#008B45","#008B45","#008B45"
), 
                    labels = leg) +  
  scale_x_discrete(labels = leg_lab) 
 
sepplot_a <- RMSEa_sep %>% tidyr::gather(key = condition, value = RMSE) %>%  
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  ggplot(aes(x=condition,y=RMSE,fill=condition))+ 
  ylim(0,0.3) +  
  #geom_boxplot()+  
  geom_violin()+ 
  theme(axis.text=element_text(size=15),axis.title=element_text(size=15,face="bold")) + 
  scale_fill_manual(values = 
c("#1874CD","#1874CD","#1874CD","#EE6363","#EE6363","#EE6363","#008B45","#008B45","#008B45"
), 
                    labels = leg) +  
  scale_x_discrete(labels = leg_lab) 
 
sepplot_b <- RMSEb_sep %>% tidyr::gather(key = condition, value = RMSE) %>%  
  ggplot(aes(x=condition,y=RMSE,fill=condition))+ 
  #ylim(0,1) +  
  #geom_boxplot()+  
  geom_violin()+ 
  theme(axis.text=element_text(size=15),axis.title=element_text(size=15,face="bold")) + 
  scale_fill_manual(values = 
c("#1874CD","#1874CD","#1874CD","#EE6363","#EE6363","#EE6363","#008B45","#008B45","#008B45"
), 
                    labels = leg) +  
  scale_x_discrete(labels = leg_lab) 
 
conplot_a <- RMSEa_con %>% tidyr::gather(key = condition, value = RMSE) %>%  
  ggplot(aes(x=condition,y=RMSE,fill=condition))+ 
  #ylim(0,0.3) +  
  #geom_boxplot()+  
  geom_violin()+ 
  theme(axis.text=element_text(size=15),axis.title=element_text(size=15,face="bold")) + 
  scale_fill_manual(values = 
c("#1874CD","#1874CD","#1874CD","#EE6363","#EE6363","#EE6363","#008B45","#008B45","#008B45"
), 
                    labels = leg) +  
  scale_x_discrete(labels = leg_lab) 
 
conplot_b <- RMSEb_con %>% tidyr::gather(key = condition, value = RMSE) %>%  
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  ggplot(aes(x=condition,y=RMSE,fill=condition))+ 
  #ylim(0,2) +  
  #geom_boxplot()+  
  geom_violin()+ 
  theme(axis.text=element_text(size=15),axis.title=element_text(size=15,face="bold")) + 
  scale_fill_manual(values = 
c("#1874CD","#1874CD","#1874CD","#EE6363","#EE6363","#EE6363","#008B45","#008B45","#008B45"
), 
                    labels = leg) +  
  scale_x_discrete(labels = leg_lab) 
 
# ggplot_facet 
RMSE_a_plot <- ggplot(RMSE_a_res, aes(y=RMSE, x=method, fill=method, colour=method)) +  
  #geom_boxplot()+  
  geom_violin()+ 
  #ylim(0,0.4) + 
  facet_grid(item~subject) + 
  theme(axis.text=element_text(size=12),axis.title=element_text(size=12,face="bold")) + 
  scale_fill_manual(values = c(cols[1],cols[5],cols[3])) +# 色分けを独自定義 
  scale_colour_manual(values = c(cols[2],cols[6],cols[4])) # 色分けを独自定義 
 
RMSE_b_plot <- ggplot(RMSE_b_res, aes(y=RMSE, x=method, fill=method, colour=method)) +  
  #geom_boxplot()+  
  geom_violin()+ 
  #ylim(0,2) + # 外れ値がいくつか消される。 
  facet_grid(item~subject) + 
  theme(axis.text=element_text(size=12),axis.title=element_text(size=12,face="bold")) + 
  scale_fill_manual(values = c(cols[1],cols[5],cols[3])) +# 色分けを独自定義 




dicc_plot <- ggplot(dicc_res, aes(y=DICC, x=method, fill=method)) +  
  geom_bar(stat = "identity") +  
  facet_grid(item~subject) + 
  theme(axis.text=element_text(size=12),axis.title=element_text(size=12,face="bold")) + 
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  scale_fill_manual(values = c(cols[2],cols[6],cols[4]), lab=c("calr","CC","SL")) 
#scale_fill_manual(values = c("#1874CD","#EE6363","#008B45")) # 色分けを独自定義(カラフル) 
#scale_fill_manual(values = c("#030303","#454545","#ADADAD")) # モノクロ（論文，白黒用） 
 
# DICC_pdist 
dicc_pdist_plot <- ggplot(dicc_pdist_res, aes(y=DICC, x=method, fill=method)) +  
  geom_bar(stat = "identity") +  
  facet_grid(item~subject) + 
  theme(axis.text=element_text(size=12),axis.title=element_text(size=12,face="bold")) + 
  scale_fill_manual(values = c(cols[2],cols[6],cols[4]), lab=c("calr","CC","SL")) # 色分けを
独自定義(カラフル) 
 
mean_res_plot <- mean_res %>% ggplot(aes(x=grade,y=mean,fill=method,colour=method)) +  
  geom_boxplot()+  
  #geom_violin()+ 
  #ylim(0,2)+ 
  facet_grid(item~subject) +  
  #geom_hline(yintercept = c(0,0.4,0.8,1.2,1.6), colour="blue", linetype="dashed") +  
  theme(axis.text=element_text(size=12),axis.title=element_text(size=12,face="bold")) + 
  scale_fill_manual(values = c(cols[1],cols[5],cols[3]), lab=c("calr","CC","SL")) +# 色分け
を独自定義 
  scale_colour_manual(values = c(cols[2],cols[6],cols[4])) # 色分けを独自定義 
 
sd_res_plot <- sd_res %>% ggplot(aes(x=grade,y=sd,fill=method,colour=method)) +  
  geom_boxplot()+  
  #geom_violin()+ 
  facet_grid(item~subject) +  
  theme(axis.text=element_text(size=12),axis.title=element_text(size=12,face="bold")) + 
  scale_fill_manual(values = c(cols[1],cols[5],cols[3]), lab=c("calr","CC","SL")) +# 色分け
を独自定義 
  scale_colour_manual(values = c(cols[2],cols[6],cols[4])) # 色分けを独自定義 
 








with(RMSE_a_res,tapply(RMSE, list(method,subject,item), mean, simplify=F)) 
cat("RMSE_b\n") 
with(RMSE_b_res,tapply(RMSE, list(method,subject,item), mean)) 
cat("pdist_mean\n") 
with(mean_res, tapply(mean, list(method,grade,subject,item), mean)) 
cat("pdist_sd\n") 
with(sd_res, tapply(sd, list(method,grade,subject,item), mean)) 
sink() 
 

















































emf(paste0(sim,"_mean_plot.emf"), width=8, height=5) 
mean_res_plot+ 
  geom_hline(yintercept = 0, linetype="dotdash")+ 
  geom_hline(yintercept = 0.4, linetype="dotdash")+ 
  geom_hline(yintercept = 0.8, linetype="dotdash")+ 
  geom_hline(yintercept = -0.4, linetype="dotdash")+ 




emf(paste0(sim,"_sd_plot.emf"), width=8, height=5) 
sd_res_plot+ 
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  geom_hline(yintercept = 1, linetype="dotdash") 
dev.off() 
 
