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Resumé (in Danish)
Global optimering for strukturelt design
med Generaliseret Benders'
Dekomposition
Denne afhandling præsenterer anvendelsen af globale optimeringsmetoder til at
designe optimale mekaniske strukturer. Hovedformålet med projektet er at un-
dersøge nye modeller og metoder til at designe optimale kompositte, laminerede
strukturer. Afhandlingen viser desuden udviklingen af en væsentlig forbedring i for-
muleringen af den Generaliserede Benders' Dekomposition (GBD) teknik for struk-
turelle optimeringsproblemer. Denne forbedrede teknik benyttes først til at de-
signe optimale gitterstrukturer, hvilket vises med ere eksempler. Forbedringerne
af denne metode udnyttes dernæst progressivt til alle de forskellige anvendelser,
som er studeret i afhandlingen. Den udviklede GBD metode og algoritme benyttes
til at løse minimum eftergiveligheds- og minimum vægtproblemer. Den forbedrede
metode gjorde det speielt muligt at løse simple minimum eftergivelighedsproble-
mer for global optimalitet for numeriske eksempler med op til 23.000 designvariable
med en lille numerisk tolerane. Metoden er generaliseret til at inkludere relevante
lokale brudkriterier for kompositte, laminerede strukturer. Da lokale brudkriterier
generelt ikke er konvekse, gør det opgaven med at bevise global optimalitet sværere
og mere tidskrævende. Flere forskellige heuristiske metoder foreslås og benyttes til
yderligere at forbedre GBD algoritmen. Disse heuristiske metoder testes, og det
vises, at de har en væsentlig indydelse på konvergensen af GBD metoden. Hoved-
bidraget til denne afhandling er at forbedre GBD algoritmen, som bliver brugt til at
optimere strukturelle designproblemer. Disse forbedringer kan let generaliseres til
mange forskellige konvekse problemstillinger i området indenfor mikset heltalsopti-
mering. Denne afhandling repræsenterer desuden det første arbejde med at løse for
global optimalitet for strukturelle designproblemer, der inkluderer brudkriterier, og
har numeriske eksempler med op til 400 designvariable.
iii
Summary
Global Optimization for Strutural
Design by Generalized Benders'
Deomposition
This thesis presents the appliation of global optimization methods to the design
of optimal mehanial strutures.
The main objetive of the projet is to investigate new models and methods
for the design of optimal omposite laminated strutures. The thesis shows as well
the development of a signiant improvement in the formulation of the Generalized
Benders' Deomposition (GBD) tehnique in strutural optimization problems. This
improved tehnique is used at rst in the design of optimal truss strutures, where
several numerial examples are showed. Furthermore, the improvements in this
method are used progressively along the thesis in all appliations.
The developed GBD method and algorithm is applied in the resolution of mini-
mum ompliane and minimum weight problems. In partiular, these improvements
allowed us to solve simple minimum ompliane design problems to global opti-
mality in numerial examples of up to 23.000 design variables, with a quite small
numerial tolerane. The method is generalized for the inlusion of relevant loal
failure riteria for omposite laminated strutures. In general, loal failure riteria
funtions are non onvex, whih makes the task of proving global optimality even
more diult and time onsuming.
Besides, several heuristis have been proposed and used to improve the perfor-
mane of the already improved GBD algorithm. These heuristis are tested and
proved to be of signiant impat in the onvergene of the GBD method.
The main ontribution of this thesis is to provide a signiant improvement
in the GBD algorithm, whih are applied in strutural design problems. These
improvements an be easily generalized to all kinds of onvex problems in the mixed
integer optimization eld. Besides, this thesis represents the rst work addressing
the resolution to global optimality of strutural design problems inluding loal
failure riteria, and having numerial examples of strutural design problems of up
to 400 design variables.
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The main subjet of this thesis is the optimal design of mehanial strutures.
More speially, this thesis aims to develop models, methods and algorithms to
design optimal omposite laminated strutures by means of mathematial program-
ming. We use a standard method for mixed integer optimization alled Generalized
Benders' Deomposition (GBD, [13℄) to attak the onsidered optimization models.
Composite laminates are high tehnology manufature strutures, providing e-
ieny in the physial properties of the struture, while keeping the overall weight
at a low level. This type of strutures has beome popular in the 20th entury, prin-
ipally in the aeronautis industry, but also in many other areas of the engineering
industry. As a matter of fat, this thesis has been inspired by the wind turbine
blade design proess, whih inludes a signiant amount of omposite laminated
strutures as a requirement in the design proess.
The methods we have developed onsider several design riteria in the optimiza-
tion models. This thesis onsiders in general, the situation of solving these design
optimization models to global optimality. Among the important design riteria we
onsider we an mention the global stiness (ompliane), weight and spei loal
failure riteria.
2 Chapter 1. Introdution
This thesis onsists in a 8 hapters. Chapter one is the introdution the thesis,
hapter two shows the resume of the artiles inluded in the thesis. Chapter three
to seven onsist of ve artiles being the main work of this thesis. Artiles 1, 2
and 3 (hapters 3, 4 and 5 respetively) deal with the theory of the GBD method
applied to general topology optimization problems, and numerial appliations in
truss topology design problems. Artiles 4 and 5 address the onrete problem of
designing omposite laminated strutures.
In this introdution, we set a ommon nomenlature to be used throughout the
thesis. Nevertheless, we do not use exatly the same notation for all of the artiles.
In exhange, the notation for eah artile is adapted to the spei appliation that
is being addressed. In general, the notation is learly desribed in the problem for-
mulation of eah artile. For the understanding of this thesis, we assume a basi
knowledge in optimization, nite element method theory, statis, and material si-
enes. In the following, a brief introdution will help to understand the neessary
basi onepts, models and methods desribed in the thesis.
1.1 Preliminaries
The optimization design problems we onsider need the understanding of a few
important onepts, whih are briey desribed here. Sine in this thesis the use of
optimal design models is applied to strutural design problems, we use the words
design and struture in the same sense. Another important onsideration is that
sine the optimization models used in this thesis are applied to optimal design,
the use of the word design variable often replaes the standard nomenlature of
deision variables of the Optimization eld (even though in the models we present,
other physial quantities are involved in the optimization problem, they are not
onsidered truly deision variables, sine they are restrited to satisfy the governing
equations).
Consider a domain Ωc ∈ R
2
or R
3
, with piee-wise dierentiable boundary. Ωc
is alled the ontinuous design domain, and dene the physial limits in whih the
design problem will be formulated. Suppose now the existene of a set of loads
(external stati fores) f1(w), . . . , fm(w) ∈ F(Ωc), where F(Ωc) represents the set of
admissible stati loads (volume, surfae and point fores) in Ωc. In order to have a
stati mehanial model, suitable support (or boundary onditions) onditions need
to be imposed. To simplify the modeling, we suppose that these support onditions
x the design in a subset Ωfix of the boundary of the design spae (i.e., Ωfix ⊂ ∂Ωc).
There are many ways to dene what a design is, for pratial or abstrat math-
ematial purposes. In this thesis, the onept of design will be onsider as any
mathematial objet (element in a nite or innite dimensional vetor spae) that
denes uniquely the physial representation of a design through a mathematial
model. This denition is in fat vague, but the relation between a design as a real
objet and a mathematial representation is not trivial from the abstrat point of
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view. So for our purposes a design will be aepted as any funtion of the type
D : Ωc −→ E
ω −→ (pr1(w), . . . , prq(w)),
where E represents the spae of physial properties dening the given design.
At the rst level, we an for example dene a design by the distribution of any
set of material properties throughout the design domain (mass density, stiness,
et).
With respet to the mehanial model, we suppose (for simpliity) that only
surfae or puntual loads are applied over the boundary of the design domain ∂Ωc.
For a given design, the stati equations, or ontinuous equilibrium equations, relating
the stress tensor funtion σl(w) for eah load fl are given by
∇ · σl(w) = 0, in Ωc,
σl(w) · nˆ = fl(w), in ∂Ωc,
(1.1)
where nˆ represents a unit vetor in the normal diretion of the boundary ∂Ωc. The
stress is a physial quantity that ould be dened as the intensity of the internal
fores ating between partiles of a deformable body aross any given plane (see
for example [3℄, or any basi text in ontinuum mehanis).
Equation (1.1) represents the governing equations of the design problem, and it
represents the strong formulation of the stati problem. The orresponding weak
formulation of (1.1) an be obtained for example from the virtual work priniple,
and it is given by
−
∫
Ωc
δεij(w)σij(w)dV +
∫
∂Ωc
δuj(w)fjdS = 0, ∀uj admissible. (1.2)
Here, ε = {εij} represent the Cauhy's strain tensor (see for instane [22℄, or any
text in basi ontinuum mehanis). Through this thesis, the Cauhy's strain tensor
will be just alled strain tensor. The strain tensor is a physial measure of the
deformation of a ontinuum body and it is dened as
ε(w) =
1
2
(∇u(w)T +∇u(w)).
For the sope of this thesis, linear elastiity is onsidered. This means that the
stress tensor and the strain tensor are related through Hook's low
σ(w) = E(w)ε(w). (1.3)
The weak formulation (1.2) is used to build the nite element model through a
nite element disretization. This disretization means that the ontinuous domain
Ωc is replaed by a disretized design spae Ωd, omposed of n nite elements.
There are several disretization methods to treat weak formulations of partial
dierential equations. Among them we an mention the Finite Element Method
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?
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Boundary Conditions F3
External Forces
Figure 1.1: Representation of the disretized design spae, boundary onditions and
external loads related to a strutural design problem
(FEM, or FE method) disretization (see for instane [20, 9, 4℄), the Finite Volume
Method (FVM) disretization (see for example [11, 24℄), and the nite dierene
disretization ([19, 4℄). The most popular among these within the eld of strutural
and mehanial analysis is the FE method. In the last ve years a new variation
of the nite element method, alled isogeometri analysis method (referenes) has
beome quite popular, and has already shown promising results. It is possible that
in the lose future, this new analysis tehnique will take over the nite element
method, at least in the eld of strutural analysis. In this thesis, all disretized
models have been built by standard FE method (shell elements disretization in the
ase of laminated strutures). The orretness of the onsidered analysis models is
not questioned, and they are not the subjet of this thesis. The reader an refer to
any text in nite element methods for further details of this method.
The disretization of the design spae supposes as well the disretization of all
quantities involved in the governing equations, suh as external loads, displaements
and boundary onditions of the problem. A simple example of a 2 −D disretized
domain and boundary onditions is illustrated in gure 1.1.
The nite element formulation of the equilibrium equations, related to the strong
and weak formulations (1.1) and (1.2) is given by
K(x)ul = fl, l = 1, . . . ,m, (1.4)
where K(x) ∈ Rd×d is alled the stiness matrix of the FE model, ul ∈ R
d
is the
disretized displaement, and fl ∈ R
d \ {0} is the disretized external load related
to the ontinuous load distribution fl(w) ∈ F(Ωc). In all artiles being part of this
thesis, the equilibrium equations are formulated in the FE form (1.4).
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?
Material 1
Material 2
Material 3
Figure 1.2: Disrete material optimization approah. For eah design element, the
seletion among several andidate material has to be done.
1.1.1 Free Material Optimization Approah
If the design is dened by its stress-strain tensor E(w), w ∈ Ωc, and the spae of all
possible tensor is dened as the natural design spae, the optimal design formulations
obtaining through this modeling is alled Free Material Optimization (FMO, see
[16℄). One of the onsequenes of disretizing the design spae is that the material
properties tensor E(w) is replae by a disretized tensor Ed(t), t ∈ Ωd = {0, 1}
n
,
where n is the dimensional size of the design spae. The disretization simplies
the size of the material properties tensor, taking it from a innite dimensional
funtion spae, to a nite dimensional vetor spae. the FMO approah is able to
formulate problems to obtain the best distribution of the material tensor properties
in Ωd. In addition, FMO allows to establish well formulated problems, with strong
mathematial properties, suh as onvexity properties, neessary for onvergene to
global optimality. The FMO eld has shown a onsiderable ontributions to the
strutural design eld. However, this approah supposes that the spae of allowed
material properties is larger than the set of existing materials in nature. Therefore,
it is possible that the results obtained by the FMO approah do not give realizable
designs. This is urrently one of the main researh lines in FMO nowadays.
1.1.2 Disrete Material Optimization Approah
The approah we hoose to use instead, is the so alled Disrete Material Opti-
mization, DMO (stegmann-lund2005). In this approah, we onsider for eah design
element, a given nite set of nc andidate materials, eah one desribed by a spei
material properties (strain-stress tensor) E1, . . . , Enc . The situation is represented
in gure 1.2, where the hoie among three andidate materials has to be done.
This approahes supposes that a design is dened as a sequene E(t1), . . . , E(tn)
of n strain-stress tensors, one per design element. This means that for the j-th design
element, the strain-stress tensor is given by the onditional funtion
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E(tj) =


E1, if Material 1 is hosen,
.
.
.
Encj , if Material n
c
j is hosen.
This ondition for the seletion of the material an also be modeled with binary
variables by introduing a double index variable xij ∈ {0, 1}, for eah material i and
for eah design element j.
xij =
{
1, if material i is hosen for the element j.
0, otherwise.
(1.5)
x = {xij}ij is known throughout this thesis, as the design variable vetor or simply
design variable. Note that the design variable vetor x is a vetor in {0, 1}n˜, with
n˜ = nc ·n and the double index should not be onfused with matrix oeients rep-
resentation. This denition of the design variables needs the inlusion of a seletion
ondition to be valid. This seletion ondition supposes that among all available
andidate materials in a design element, only one of them must be hosen. This
ondition is represented by the seletion material onstraint
nc∑
i=1
xij = 1, ∀j = 1, . . . , n.
In the partiular ase where one of the material andidates is void, the DMO problem
beomes a topology optimization problem (see [6℄). This means that in a sense, the
DMO is in fat, a generalization of the topology optimization approah.
1.2 Material Properties
When formulating the DMO problem, the pre-seletion of the set of andidate ma-
terials to be inluded in the optimization problems is quite important for the results
of the optimization proess. For example, it is lear that if the seletion is done
among materials with too similar harateristis, the optimization proess may be
worthless. Or, if two materials with similar harateristis but one of them with
better material properties, the optimization proess will always hoose the material
with better harateristis (unless prie onstraints are onsidered). Therefore it is
important to preselet an heterogeneous set of material andidates, where a trade-o
between the dierent strength of the andidates has to be done (normal stiness,
shear stiness, mass density, prie, et.). In this thesis, two types of andidate ma-
terials are onsidered. First, we onsider Isotropi materials, whih are dened as
materials having the same mehanial behavior independently of the diretion of
the loal stresses. The seond type of andidate material we onsider is the lass
of Orthotropi Materials, dened as materials with dierent mehanial behavior,
depending on the orientation of the loal stresses, but their mehanial behavior
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Figure 1.3: Graphial representation of a omposite material omposed of unidi-
retional ber and a matrix material. This type of material is usually used in the
design of omposite laminated strutures.
an be omputed at any orientation by using a rotation matrix with respet to the
prinipal axes of the material oordinate system. Orthotropi materials are a par-
tiular ase of anisotropi materials, for whih this rotational relationship between
the mehanial behavior with respet to the orientation does not neessarily exists.
1.3 Composite Laminated Strutures
The main appliation of this thesis onerns the design of optimal omposite lami-
nated strutures. Therefore we introdue here briey this type of strutures.
First we start by dening the onept of omposite material. Composite mate-
rials refers to two or more materials ombined on a marosopi sale to form a
useful third material ([15℄). This denition emphasizes that the ombination of the
materials must be done at a marosopi sale, i.e., the material is omposed of two
or more faes, whih an be distinguished by naked eye. It also means that materials
ombined at a mirosopi sale (i.e, no faes an be distinguished by naked eye)
are not omposite materials (for instane, alloying of metals). Composite materials
an be lassied in four dierent groups, depending on the nature of the mixture
forming the material. For the sope of this thesis, we onsider omposite materials
in the sense of materials omposed of bers of materials embedded in a matrix (see
Figure 1.3).
The matrix material an be of any nature, suh as organi, metalli, erami or
arbon. The orret ombination of the matrix material and the ber material im-
proves the mehanial properties of the resulting omposite material in omparison
with the material in bulk form. The matrix material gives support to the bers,
and it allows a better distribution of the bers, minimizing at the same time, the
presene of imperfetions in the material. Besides, it is a mean for the transmission
of fores among the bers. In most of the ases, this type of omposite materials
behaves as orthotropi materials.
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Figure 1.4: Graphial representation of the lay-out of a omposite laminated stru-
ture. The design problem onsists in hoosing the material to be used in eah layer,
and the angle orientation in the ase of unidiretional omposite materials.
Composite laminated strutures refers to strutures omposed of layers of at
least two dierent materials that are bonded together ([15℄). The layers are staked
together through the matrix material (see Figure 1.3).
One of the most onvenient ways to produe high performane strutures is to
design omposite laminated strutures, where the layers are omposed of omposite
materials and possible other types of materials. If on top of this, we use optimization
tehniques for the design of this type of strutures, we an improve substantially the
physial response of the strutures. For example, we an improve stiness, strength,
weight, orrosion resistane, wear resistane, aousti insulation, thermal insulation,
et. These properties an of ourse not be improved all of them at the same time.
This is not really a problem, sine it is very unlikely to require a struture to satisfy
all these properties simultaneously.
The design of omposite laminate strutures through optimization tehniques
may have a onsiderable impat in the performane of the strutures. By using the
DMO approah, we an develop optimization models to determine the best distribu-
tion of a set of andidate materials being part of the omposite laminated struture.
If we also onsider angle orientation, we an develop optimization models to deide
the optimal distribution of the material and angle orientation of the material in
the struture. Note that the formulation of the optimization model is one thing,
and to solve it is a omplete dierent problem. This thesis deals with developing
optimization models and methods apable of solving these models for the design of
optimal omposite laminated strutures.
1.4 Relevant Criteria for the Design Problem
In this thesis we deal with a number of global and loal riteria for the design
of optimal strutures. Among the global riteria onsidered, we an mention the
ompliane or the weight, while about loal riteria, we an mention loal failure
riteria. These funtions will be briey desribed in the next subsetions.
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1.4.1 Mass
The mass is one of the most important riteria in strutural optimization. Designing
the lightest struture satisfying all the strutural requirements is often the goal in
many appliations. If ρ(w) is the density distribution of a given design in the
ontinuous design spae Ωc, its mass is omputed by.
M(ρ) =
∫
Ωc
ρT (ω)dω.
Considering the nite and design element disretization, ρ ∈ Rn˜ is the vetor of
densities related to the design variable x ∈ {0, 1}n˜ (given by (1.5)). Then, the
orresponding mass is omputed as the produt
ρTx.
This form for the mass of designs is used through the thesis.
1.4.2 Compliane
The ompliane is a measure of the global stiness of the struture. More speially,
it measures the deformation work made by an external load. It is also one of the
most relevant riteria in the strutural optimization eld, mainly beause of its
strong mathematial properties (onvexity, auto-adjointness), that simplies the
analysis and optimization proess. The ompliane cl(u) due to the external load
fl(w) is given by
cl(u) =
∫
Ωc
fl(w)
Tul(w)dωc.
Considering the nite and design element disretization, the disrete ompliane an
be expressed as
cl(ul) = f
T
l ul,
If the equilibrium equations (1.4) have a unique solution, the displaement eld ul
is a funtion of the design variables, i.e., ul = ul(x). where ul ∈ R
d
is the solution
(if this exists) to the equilibrium equations (1.4). Sine the equilibrium equations
relate the design variable x with the displaement eld ul, the displaement eld
depends on the design variable ul = ul(x). This dependeny allows us to write the
disrete ompliane as a funtion on the design variable x
cl(x) = f
T
l ul(x).
This is the form for the ompliane onstraint that is used in this thesis.
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1.4.3 Additional Linear Constraints
We inlude this item to over other potential interesting riteria to be inluded in
the model. For example, ost funtions may have a major importane in pratial
appliations. However, sine from the mathematial point of view, they are weight-
type riteria, we did not expliitly inluded them in any of the formulations of this
thesis. Nevertheless, it is worth to mention it, to motivate the appliation of these
methods in real design problems. Other relevant onstraints orrespond to linear
design onstraints, whih may derive from tehnial requirements to be satised by
the out oming design. If A ∈ Rp×n is a matrix, and b ∈ Rp is a given vetor, then
the p additional linear onstraints an be represented by a linear onstraint of the
type
A · x ≤ b.
1.4.4 Loal Failure Criteria in Composite Laminated Strutures
By loal failure riteria we mean the design restritions based on loal information of
a struture, whih is able to predit (hopefully in a onservative way) the loal failure
(frature, delamination, fatigue, et.) of the struture. We represent immediately
the loal failure funtion in the nite/design element disretization. Then, the loal
failure riteria takes the general form
F (x, ul) ≤ 0,
where F is in general, a non linear vetorial funtion in its domain
F : Rn˜ × Rd −→ Rq
F (x, u) −→ (F1((x, u), . . . , Fq(x, u))
F (x, u) is in most of the ases a funtion on the strain or stress tensor (sine these
an be modeled as funtions in x and u), but this is not the only possibility. For
example, if Fj(x, u) =‖ σj(x, u) ‖∞, j = 1, . . . , n, the loal failure riteria onsidered
is the maximum strain riterion. If Fj(x, u) =‖ εj(x, u) ‖∞, j = 1, . . . , n, we are
talking about the maximum strain riterion. The Tsai-Wu and Tsai-Hill riteria are
seond degree polynomial funtions in the stress tensor. We an nd a large number
of loal failure riteria in the literature. For isotropi material, a number of failure
riteria are used with great preision and orrespondene with experiments (Von
Misses, Tresa, et., not treated in this thesis). On the other hand, for omposite
laminated strutures, there is not a lear deision with respet to the most onvenient
loal failure riteria to be onsidered, nor this thesis addresses this issue. Along this
thesis, four loal failure riteria are studied; The maximum strain riterion, the
maximum stress riterion, the Tsai-Wu and the Tsai-Hill riteria. But, as it will be
stated in the onlusion, the method developed in this thesis is able to handle any
type of loal failure design restritions.
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1.5 Relevant Optimization Models
As it was pointed out in the previous setion, the topology optimization formulation
is a partiular ase of the multimaterial DMO formulation. This means that we
an state the general ase of the DMO problem, without exluding the topology
optimization ase. The modeling of the DMO problem, ombined with the FE
disretization, and the relevant funtions introdued in the previous setion, allows
us to formulate the design problems treated in this thesis. These are mainly two
formulations. The rst formulation is the minimum ompliane problem, subjeted
to mass, loal failure, and linear design onstraints
minimize
x∈Rn˜
u1,...,um∈R
d
max
1≤l≤m
{fTl ul}
subjet to K(x)ul = fl, l = 1, . . . ,m,
ρTx ≤M,
nc∑
i=1
xij = 1, j = 1, . . . , n,
F (x, ul) ≤ 0, l = 1, . . . ,m,
Ax ≤ b,
x ∈ {0, 1}n˜,
(1.6)
whereM is the mass limit for the design of the struture. The seond design problem
onsidered in this thesis is the minimum weight problem, subjeted to ompliane,
loal failure, and linear design onstraints
minimize
x∈Rn˜
u1,...,um∈R
d
ρTx
subjet to K(x)ul = fl, l = 1, . . . ,m,
fTl ul ≤ Cl, l = 1, . . . ,m,
nc∑
i=1
xij = 1, j = 1, . . . , n,
F (x, ul) ≤ 0, l = 1, . . . ,m,
Ax ≤ b,
x ∈ {0, 1}n˜,
(1.7)
where Cl > 0 is the limit for the ompliane value. In eah hapter of this thesis, the
neessary assumptions are stated learly in the problem formulation setion. In arti-
les 1, 2, and 3, we study problems (1.6) and (1.7) applied to topology optimization
problems (inluding perfet approximated void in truss topology problems) without
failure riteria (i.e., exluding the ondition F (x, u) ≤ 0 from the model). Artile
4 onsiders Problem (1.6) applied to the design of omposite laminated strutures
without loal failure riteria, and artile 5 onsiders the omplete version of these
two problems.
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1.6 Global Optimization
In this Thesis, the ultimate goal is to solve problems (1.6) and (1.7) to global opti-
mality. This means that we want to nd a ouple (x∗, u∗) ∈ Rn˜×Rd being a global
optimal solution of problems (1.6) or (1.7). Global optimization requires an extra
eort when treating optimization problems with respet to standard optimization
methods. While the latter are only foused in the searh of loally optimal solutions,
global optimization methods are foused in rst, nding optimal solutions, and se-
ond, proving the non existene of better solutions in the entire design spae. For
some unonstrained optimization problems, nding a global optimal solution an be
done in few steps, and maybe even analytially (for instane for smooth bounded
analytial funtions with a few loal minima, where one of them is neessarily a
global optimum). For other optimization problems this task may be pratially im-
possible. The state of the art is that only a small fration of the problems treated
with standard optimization methods an be treated suessfully with global opti-
mization methods. The diulty of this task depends basially in how easily we
an disard the existene of better solutions in the design spae. This an be done
automatially when additional mathematial properties are satised. One of this
properties is onvexity of the optimization program. The reason is that for onvex
optimization problems, loal optimality and global optimality are equivalent on-
epts. Another important onditions for global optimization are the strong duality
properties (see, for example [12℄). These properties allow us to solve an alternative
linear problem to optimality (the so alled dual optimization problem), and by this
mean, to nd valid lower bounds of the global optimal objetive value for the orig-
inal optimization problem. If the objetive value of a design found is equal to the
lower bound found by solving the dual problem, then both, the primal and the dual
problem were solved to global optimality.
The following results are of great importane in global optimization, and in
partiular for this thesis.
1.6.1 Elements of Convex Optimization
For a deeper understanding in onvex optimization, see [8℄. Consider the generi
minimization problem
minimize
x∈Rn˜
f0(x)
subjet to fi(x) ≤ bi, i = 1, . . . ,m,
(1.8)
where fi : R
n˜ −→ R, i = 1, . . . ,m. We dene here the onept of a onvex optimiza-
tion problem, whih is used many times along the thesis. We begin by dening the
onept of a onvex funtion.
Denition 1. The funtion fi(x) is said to be onvex, if it satises
fi(αx+ (1− α)y) ≤ αfi(x) + (1− α)fi(y)
for all x, y ∈ Rn, and for all α ∈ [0, 1].
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If the funtions fi(x) are of lass C
1(Rn), they neessarily satisfy
f (y) ≥ f (x) +∇f (x)T (y − x), (1.9)
for all x, y ∈ Rn.
Denition 2. The problem (1.8) is said to be a onvex problem if all funtions
fi(x), i = 1, . . . ,m, are onvex.
These onepts are important for the results ahieved in this thesis. In partiular,
the theoretial onvergene to global optimality of the GBD algorithm applied to
problems (1.6) or (1.7) is based on the onvexity of some reformulations-relaxations
of these two problems.
1.7 Mixed-Integer Optimization
Problems (1.6) and (1.7) orrespond to non linear mixed 0− 1 programs. A Mixed
0-1 program is an optimization program, where some of the deision variables (the
design variables) an only take the values 0 or 1. The lass of mixed 0− 1 programs
is a subset of the lass of mixed-integer programs. Mixed Integer Optimization is
the sub-area of the optimization eld developing the theory and methods for solving
mixed integer programs. This lass of problems is also subdivided in the lass of
the linear mixed integer problems, and the lass of the non linear mixed integer
problems.
In general, solving a mixed integer problem is a quite diult task. In exhange,
when it a mixed integer problem is solved, it is solved to global optimality. This is
due to the fat that in mixed integer programming, the onept of loal optimum
does not apply.
Among the most popular methods for solving mixed integer programs, we an
mention the branh-and-bound methods ([7℄, [1, 2℄, [14℄, [17℄, and [25℄)), the branh-
and-ut methods ([23℄), the Outer Approximation method ([10℄), and the General-
ized Benders' Deomposition ([13, 21, 18, 5℄).
1.7.1 Generalized Benders' Deomposition
As it was already mentioned, in this thesis we used the Generalized Benders' De-
omposition method (for a detailed explanation of the method, see [13℄) to treat
problems (1.6) and (1.7). The priniple of the method is briey explained in eah of
the artiles of this thesis. The method onsists in replaing the original mixed 0− 1
problem by two sequenes of simpler optimization programs. The rst sequene of
programs onsiders only the design variable (plus an additional salar ontinuous
variable). This sequene is alled the sequene of master problems (or sequene of
relaxed master problems). These master problems intend to approximate the pro-
jetion of the onsidered non linear funtion in the spae of 0 − 1 variables. This
approximation is made by linear funtions added iteratively as onstraints in the
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master problems. These linear onstraints are alled GBD uts. Figure 1.7.1 shows
a representation of the approximation of an objetive funtion by GBD uts. From
this gure it is also possible to see that the validity of the method should rely on
some onvexity assumptions. This fat is formally stated and proven in the thesis
(for the ase of problems (1.6) and (1.7)). The GBD uts an be use to approximate
a non linear objetive funtion, in whih ase they are alled GBD optimality uts,
or simply optimality uts. Otherwise, they ould be use to approximate a non linear
onstraint, in whih ase they are alled GBD feasibility uts, or simply feasibility
uts (only if no onfusion ould be done with other types of feasibility ut). In the
ase of problems (1.6) and (1.7), and through this thesis, the non linear funtion
onsidered is the ompliane funtion (1.4.2), so the GBD uts in this ontext ould
also be alled ompliane uts. The oeients of the GBD uts (i.e., the oeients
determining the GBD ut) are obtained by solving the seond sequene of problems
of the method. This sequene of problems onsiders only the ontinuous variables
(in the ase of problems (1.6) and (1.7), it orresponds to the displaement eld
u ∈ Rd). This sequene is alled the sequene of subproblems, and in the ase of
problems (1.6) and (1.7), they orrespond to the analysis problem (1.4). In general,
the GBD method uses the dual optimization information of the subproblem (1.4)
to obtain the oeients of the GBD uts. In the thesis it was also proven that a
suitable reformulation of the subproblem (1.4) is required to have the theory behind
the GBD method to hold. The method aims to get rst order approximations of the
ompliane funtion in the projeted spae (the spae of 0−1 variables). This ould
be done easily by simple dierentiation, if we ould obtain the projetion of the non
linear funtions in the spae of 0− 1 variables. Sine this is not always possible, the
GBD onsiders the use of dual optimization information, by omputing the optimal
Lagrange multipliers of the subproblems. These optimal Lagrange multipliers are
used to ompute the value of the gradients of the funtions in the projeted spae,
with no need to ompute them expliitly analytially or by nite dierenes.
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Figure 1.5: Graphial representation of the lassial GBD method for approximating
a onvex objetive funtion.
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Chapter 2
Summary of Results
This hapter desribes briey the ontents of the ve artiles that are part of this
thesis and the relationship among then. It summarizes the ontributions and the
impat of the thesis, as a whole researh projet. The thesis ontributes in a sig-
niant way in the areas of Mixed Integer Optimization, Global Optimization and
Strutural Optimization. Briey, artiles 1 and 2 desribe the theory for applying
orretly the Generalized Benders' Deomposition method for Topology Optimiza-
tion problems. Artile 3 desribes a signiant improvement in the GBD method for
topology design problems, that ould be generalized to a large lass of mixed integer
problems. Artile 4 shows the appliation of this method in the design of omposite
laminated strutures through the disrete material optimization approah, as well
as new improvements in the tehnique, by means of the use of heuristis. Finally, ar-
tile 5 desribes the inlusion of loal failure riteria in the modeling, and proposed
an algorithm based in the same optimization method to obtain globally optimal
solutions.
GBD Method for Topology Optimization: Method and
Theoretial Properties (Appendix A)
This artile onsiders the non-linear mixed-integer optimization programs that ap-
pear in strutural topology optimization. The artile presents a Generalized Ben-
ders' Deomposition (GBD) method for solving single and multiple load minimum
ompliane (maximum stiness) and minimum weight problems to global optimal-
ity. We present the theoretial aspets of the method when treating topology design
optimization problems. We show a proof of nite onvergene and onditions for
obtaining global optimal solutions to single load re-enforement problems, i.e. stru-
tural optimization problems for whih no holes an be reated. The method is also
linked to, and ompared with the Outer-Approximation approah and 0  1 semidef-
inite programming formulations of the onsidered problems. Artile 1 ontains all
theoretial aspets related to the GBD method applied to topology optimization
problems.
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GBD Method for Topology Optimization: Extension and
Numerial Experiments (Appendix B)
In Artile 2, the method and the theoretial results from artile 1 are general-
ized to pure topology optimization problems under multiple load onditions. Some
heuristis, inluding non onvex reformulation to obtain good andidate solutions,
inlusion of the GBD ut related to the ontinuous relaxation, and the use of om-
binatorial Benders' feasibility uts are suggested to aelerate the method. An
implementation of the algorithm is desribed in detail. A set of truss topology op-
timization problems are solved numerially to global optimality. Artile 2 is more
based in numerial experienes, related to the theory built in Artile 1.
New GBD Method for Topology Optimization Using
Level Set Cuts (Appendix C)
This artile onsiders the use of a new type of Generalized Benders' Deomposition
(GBD) method, modifying the lassial proedure. GBD solves non linear mixed in-
teger problems, by solving a sequene of linear mixed integer problems. The lassial
method inludes at eah instane of this sequene, one or several linear onstraints
(or uts), obtained from the solution of the previous problem in the sequene. The
new proposed method onsiders the level set of the lowest available upper bound
for the optimal objetive funtion. Then, it searhes for a non (neessarily) feasible
design at this level set, and it forms a linear onstraint (GBD ut) from this `'level
set design. This new type of non feasible uts are stronger than the lassial GBD
uts and numerial results show that in pratie they lead to faster onvergene.
The method is derived theoretially and speially for lassial strutural topology
problems, but it an be generalized to a larger lass of non-linear mixed integer
problems, where the mixed problem an be reformulated as an integer problem with
a ontinuous onvex relaxation. In this ase, global solutions are guaranteed. A set
of numerial benhmark examples for strutural topology optimization problems are
solved to global optimality. At this point the method has not yet got to its most
powerful form. This is attained in artile 4.
Disrete Multimaterial Optimization:Combining Ap-
proahes for Global Optimization (Appendix D)
Artile 4 onsiders appliation of the theory and algorithm developed in the previous
artiles, but applied in the design of omposite laminated strutures. In addition, it
inludes heuristis in ombination with the GBD method, so the resulting ombined
algorithm maximizes it omputational power to onvergene to global optimality.
In this artile we formulate omposite laminate design problems as disrete material
optimization problems. By using this modeling, we state standard minimum om-
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pliane problems in their original Mixed Integer Problem (MIP) formulation, whih
we aim to solve to Global optimality. We use dierent tehniques for ontinuous
and disrete optimization, and a Generalized Benders' Deomposition algorithm for
obtaining globally optimal solutions. By solving the ontinuous relaxation of the
mixed integer problem, a onsiderable amount of information is passed to the mixed
integer problem. This is mainly due to a onvexity property of the ontinuous relax-
ation of the original problem. In partiular, we use an eient heuristi tehnique,
whih is very likely to nd lose-to optimal solutions. This tehnique onsists in
solving a orresponding sub-MIP problem, based on the solution the ontinuous re-
laxation of the original MIP optimization problem. This heuristi an be also used
to improve the performane of other optimization tehniques in the eld of Mixed
Integer Optimization. A number of numerial examples of design of omposite lam-
inated strutures is presented. Several of them were solved to global optimality,
and the strengths of the method are disussed in extension. Numerial examples of
medium size disretization of up to 23.000 design variables gives promising results
of solving large design problems to optimality, onsidering a small tolerane. At the
same time, the independene of the design disretization with respet to the nite
element disretizations allows the method to be used in real life design problems
and still obtain global solutions.
Global Optmization for Strutural Design Problem with
Loal Failure Criteria (Appendix E)
This artile onsiders the inlusion of loal failure riteria in multi-material stru-
tural design problems, stated in a non-linear mixed 0-1 formulation. Our main
goal is to formulate models and methods allowing us to solve the design problem
to global optimality. We use the Generalized Benders' Deomposition (GBD). The
loal failure riteria we onsider are the maximum strain, the maximum stress, the
Tsai-Hill, and the Tsai-Wu riteria. We reformulate the lassial formulation of the
failure riteria, into a set of onvex inequalities, forming a set of onvex onstraints.
Inluding these reformulations on the design problem, we obtain a mixed 0 − 1
problem with onvex ontinuous relaxation. We an therefore use the Generalized
Benders' Deomposition and/or the Outer Approximation approahes to onstrut
an algorithm solving the design problem to global optimality. A ostumized GBD
algorithm able to attak minimum ompliane and minimum weight problems on-
sidering any type of loal failure riteria is proposed. A numerial example for ber
angle optimization is tested and solved to global optimality by use of the proposed
algorithm.
2.1 Contributions and Impat
This thesis supplies ontributions in several areas of researh. In partiular, it is
the rst work in Global Optimization applied to the design of omposite laminated
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strutures whih inludes loal failure riteria. Besides, it provides a method whih
an be applied for any existing loal failure riteria, independently of its mathemat-
ial properties. This is due to the fat that the method only used the evaluation
of the failure riterion, in an approval/rejetion proedure for the adidate designs.
The method is based on the algorithm related to the orresponding loal failure
riterion-unonstrained optimization problem. The exibility of the method is a
onsequene of the fat that we do not used gradient information of the failure fun-
tions, neither we need to use any potential onvexity properties of the loal failure
funtions. In a more general perspetive, this thesis produed a signiant amount
of theoretial and numerial onstributions to the strutural optimization eld. In
partiular, it is the only existing work in applying the Generalized Benders' Deom-
position method in strutural design problems. In addition, all theoretial aspets
regarding the onvergene of the method in a nite number of steps, the onver-
gene to global optimality of the method were studied, opening and losing this
sub-researh area. In addition, the thesis presents a new method for Mixed integer
Optimization, whih is a GBD related method. The method is developped from a
theoretial point of view for strutural design problems. All theoretial results form
the GBD method an be obtained to the new method. The improvement in numer-
ial performane of the proposed method is dramati. On top of this improvement,
a number of heuristis were used to improve even more the numerial performane
of the method, and suesful numerial examples were presented.
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Abstract
This two part article considers the non-linear mixed-integer optimization programs
that appear in structural topology optimization. The main objective of this work is
to present a generalized Benders’ decomposition (GBD) method for solving single
and multiple load minimum compliance (maximum stiffness) and minimum weight
problems to global optimality. The GBD technique is a classical method for mixed-
integer programming, in which the non-linear mixed-integer program is replaced by a
sequence of linear mixed-integer programs.
Part one presents the theoretical aspects of the method, including a proof of finite
convergence and conditions for obtaining global optimal solutions to single load re-
enforcement problems, i.e. structural optimization problems for which no holes can be
created. The method is also linked to, and compared with the Outer-Approximation
approach and 0 – 1 semidefinite programming formulations of the considered problems.
In the second part, the method and the theoretical results are generalized to pure
topology optimization problems under multiple load conditions. Several ways to accel-
erate the method are suggested and an implementation is described in detail. Finally,
a set of truss topology optimization problems are numerically solved to global opti-
mality.
Mathematical Subject Classification (2000): 90C90, 74P05, 74P15
Keywords: Structural Topology Optimization, Global Optimization, Generalized
Benders’ Decomposition, Outer-Approximation.
1 Introduction
We consider structural topology optimization problems with discrete design variables, in
particular minimum compliance (maximum stiffness) and minimum weight problems. For
an overview of the field of topology optimization we refer to [7]. We study the mentioned
problems in mixed 0 – 1 formulations, from the theoretical point of view. Up to now,
numerical experiences have shown that discrete formulations of topology optimization
problems cannot be efficiently solved when the number of design variables becomes large.
Topology optimization problems have however only recently been treated by different
∗Department of Mathematics, Technical University of Denmark (DTU), Matematiktorvet, B. 303 S,
DK – 2800 Kgs. Lyngby, Denmark. E-mail: E.Munoz@mat.dtu.dk
†Department of Mathematics, Technical University of Denmark (DTU), Matematiktorvet, B. 303 S,
DK – 2800 Kgs. Lyngby, Denmark. E-mail: M.Stolpe@mat.dtu.dk
global optimization techniques, such as the branch-and-bound technique for non-linear
mixed integer optimization, see e.g. [8] and [2, 3].
We propose to solve this kind of topology design problems by using generalized Benders’
decomposition (GBD, see [15]). Benders developed in the 1960’s a technique for solving
linear mixed-integer problems (Benders’ Decomposition, see [6], 1962), and it was extended
to non-linear mixed-integer problems by Geoffrion (GBD, see [15], 1972) and Lazimy (
GBD, extended version, [20], 1986). The proposed method solves these problems, under
certain conditions, to a global optimum. This skill rarely appears in the standard non-
linear optimization methods used in the field of structural topology optimization. The
models and methods mainly used in the field, in general, only guarantee locally optimal
designs (if they at all find feasible designs).
The GBD technique is based on solving a sequence of linear mixed integer optimiza-
tion programs, which approximate the original non-linear mixed integer program. These
programs can be solved by any method for linear mixed integer optimization, as for exam-
ple, branch-and-cut ([24]), or branch-and-bound ([16], [19], and [27]) methods. The GBD
algorithm forms a monotone sequence of lower and upper bounds of the optimum value,
which we prove to converge in a finite number of iterations for the considered problems.
This article is organized as follows. Section 2 presents the mixed 0 – 1 formulations
of the considered minimum compliance and minimum weight problems, as well as the
assumptions considered throughout this article. Section 3 develops the theory related to
the application of the GBD for the minimum compliance problem, for the re-enforcement
scenario, and in the single load case. Section 4 presents the formal and precise statement
of the GBD technique for the minimum compliance problem. Section 5 presents the
theoretical basis to apply GBD to the single load minimum weight problem. In Section
6, the theorem of convergence of the method in a finite number of steps is stated and
proved. The proof of the convergence of the algorithm to a global optimum is shown in
Section 7. Section 8 presents the formulation of the Outer-Approximation method for
the minimum compliance problem and its relationship with the presented GBD approach.
Section 9 presents an equivalent mixed 0 – 1 semi definite programming formulation of
the minimum compliance problem and its relationship with the presented GBD approach.
Finally, Section 10 contains a brief summary of the results presented in this article.
In the second part of the article, the main results are generalized to pure topology op-
timization problems under multiple load conditions. These generalizations are important
for practical applications, for example design of advanced composite structures. In the
second part we also present several ways to accelerate the proposed basic GBD method.
Finally, we present the details of an implementation and the numerical experience obtained
from solving a set of truss topology optimization problems to global optimality.
2 Problem Statement
We consider a closed-bounded design domain Ωc ⊂ R
2 or Ωc ⊂ R
3, with ∂Ωc of class C
1.
The design space related to Ωc corresponds to the power set P (Ωc) of Ωc (i.e., the set
of all subsets of Ωc). P (Ωc) has infinite cardinality. For numerical purposes, the design
space Ωc is discretized into a finite set of n small design regions, ΩD = {D1, . . . ,Dn}, with
∪ni=1Di = Ωc, Di ∩ Dj = ∅, if i 6= j. A 0 – 1 design variable is linked to each Di. The
discrete design space corresponds now to the power set of ΩD, P (ΩD), of cardinality 2
n.
Typically (but not necessarily), these design regions coincide with the finite elements that
are used to compute the response (displacements, stresses, etc.) of the structure under
loading. The design variables can represent thicknesses, areas, or densities of a given
isotropic design material in each of the elements. They can also, as in the case of design
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of composite structures, represent a choice of available composite materials. A design
is characterized by a vector element x in the discrete design set χD = {0, 1}
n, where
n is the number of design variables induced by the discretization. In order to ensure
that the problem is mathematically well formulated, we assume that suitable boundary
conditions and external loads are imposed. The design problem consists in finding the
optimal vector x∗ ∈ χD that minimizes the objective function (compliance, weight, etc.),
under some restrictions in the design space χD. Throughout, we consider optimal design
of mechanical structures in linear elasticity, subjected to static forces. We assume that
the response of the structure is computed using the finite element method (see e.g. [9]).
The vector x ∈ χD will throughout be denoted the design variable vector, or simply
the design variable. The elastic equilibrium equations, relating an external force f applied
to the structure and the corresponding displacement u, are given by
K(x)u = f. (1)
Here, u ∈ Rd is the vector of displacements, and f ∈ Rd represents a given external static
load for each of the d degrees of freedom introduced by the discretization of the design
space. The stiffness matrix K(x) ∈ Rd×d is a function of the design variable x, and we
assume that the load vector f is independent of the design x.
The first of the problems we study is the minimum compliance (maximum stiffness)
problem, which is formulated as
minimize
x∈Rn,u∈Rd
fTu
subject to K(x)u = f,
ρTx ≤M,
Ax ≤ b,
x ∈ χD = {0, 1}
n.
(2)
In (2), M > 0 is the maximum amount of material allowed for the structure, and ρ ∈ Rn
is the vector of material densities. The constraints Ax ≤ b state a general set of linear
inequalities involving only the design variable. The second problem formulation we study,
is the minimum weight problem
minimize
x∈Rn,u∈Rd
ρTx,
subject to K(x)u = f,
fTu ≤ C,
Ax ≤ b,
x ∈ χD = {0, 1}
n,
(3)
where C > 0 is the maximum allowed compliance for the structure. Problems (2) and (3)
are both non-linear mixed 0 – 1 programs. They are also non-convex problems, due to the
integer nature of the design variables, and the non-linearity of the equilibrium equations
(1).
Denote the sets
XM ={x ∈ [0, 1]
n | ρTx ≤M},
Xb ={x ∈ [0, 1]
n | Ax ≤ b},
X ={0, 1}n ∩XM ∩Bb.
(4)
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2.1 Assumptions
A summary of the important assumptions we consider throughout this article is the fol-
lowing:
(A-1) The stiffness matrix K(x) is symmetric, affine in x, and positive definite for all
x ∈ {0, 1}n. The matrix K(x) is given by
K(x) = K0 +
n∑
j=1
xjKj, (5)
where Kj ∈ R
d×d is the symmetric positive semi definite element stiffness matrix
for the j-th design variable, and K0 ∈ R
d×d is a given symmetric positive definite
matrix (K0 ≻ 0). We assume that
K0 = ηs
n∑
j=1
Kj , (6)
with 0 < ηs ≪ 1. ηs will be called the re-enforcement parameter.
(A-2) The compliance and mass limits, C and M respectively, satisfy C > 0 and 0 < M <∑n
j=1 ρj, where ρj ≥ 0 for all j = 1, . . . , n.
(A-3) The external load f ∈ Rd \ {0}.
(A-4) There are no special assumptions on A and b, except for the requirement that the
feasible set related to the constraint Ax ≤ b is non empty.
The first assumption states that we are in a re-enforcement scenario. In this situation,
there already exists some given design, described by the matrix K0, and the objective is
to find out where to re-enforce this pre-existing design in an optimal way. The assumption
(A-1) will be relaxed in the second part of the article, where we allow the introduction of
holes in the structure. The second and third assumptions are stated to avoid trivial, or
no solutions to the considered problems.
3 GBD for the Minimum Compliance Problem
In this section, we present the Generalized Benders’ Decomposition (GBD), applied to
the single load minimum compliance problem (2). We consider the situation of a re-
enforcement scenario, where the global stiffness matrix K(x) is represented by (5) and
(6) in assumption (A-1), with ηs > 0. This ensures that K(x) is positive definite, for
all x ≥ 0. Hence, for any design vector x ∈ {0, 1}n, the equilibrium equations (1) have
a unique solution. These assumptions are introduced to keep the models and results as
simple as possible in this first stage. The generalization to a positive semidefinite stiffness
matrix and multiple load conditions are presented on the following sections .
GBD is, roughly speaking, based on splitting the problem (2) into two sequences of
simpler optimization programs. The first sequence of programs involves only the state
variable u, while the other sequence considers only the 0 – 1 design variable x. The
programs in the state variable u are called the “subproblems”. They correspond to solving
the analysis problem (1) for a fixed value of the design x, obtaining the corresponding
displacement u(x). The second sequence of problems is composed of linear 0 – 1 problems
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in the design variable x. Each one of these linear 0 – 1 programs is called a “relaxed
master problem”, and their output decides the convergence of the entire algorithm.
It is possible to prove, by using the projection theorem (see [12], Section 2.1, for
details), that the minimum compliance problem (2) is equivalent to the projected problem
minimize
x∈Rn
w(x)
subject to ρTx ≤M,
Ax ≤ b,
x ∈ {0, 1}n,
(7)
where w(x) is the solution to the analysis problem
w(x) = minimize
u∈Rd
fTu
subject to K(x)u = f.
(8)
The problem (2) satisfies all the hypotheses stated in the projection theorem, and so, it
implies the equivalence between the problems (2) and the problem defined by (7) - (8).
This equivalence should be understood in the sense that both programs have the same
optimal solutions and objective values. Since we have split problem (2) into two eventually
simpler problems (7) - (8), our goal is to solve these two last problems, instead of the
problem (2). The analysis problem (8) is a linear problem, which in the re-enforcement
case (i.e., ηs > 0 in assumption (A-1)) has a unique solution. Thus, we can find an explicit
representation for the function w(x), since the optimal solution of the program (8) is the
vector u∗ = u(x) = K(x)−1f . In this case, we have that w(x) is given by
w(x) = fTu(x) = fTK(x)−1f. (9)
The original optimization problem given by (7) - (8) can, in this situation, be reduced to
the program
minimize
x∈Rn
fTK(x)−1f
subject to ρTx ≤M,
Ax ≤ b,
x ∈ {0, 1}n,
(10)
which is a program stated only in the design variable x. Problem (10) is the classical
nested formulation of a minimum compliance problem (see e.g. [7] and [25]). It is a non-
linear 0 – 1 program, and its continuous relaxation (i.e., the problem obtained when the
condition x ∈ {0, 1}n is replaced by x ∈ [0, 1]n) is convex, as [25] showed that the function
w(x) = fTK(x)−1f is convex for x ∈ [0, 1]n, such that x > 0. Here, because of assumption
(A-1), convexity of w(x) holds in the whole space [0, 1]n.
The original idea of the GBD (see [15] for details), as a solution strategy, is to use the
dual formulation related to the subproblem (8), to define the function w(x). It is expected
that by using the dual formulation, a linear inequality involving the design variable x will
appear (these linear inequalities are denoted cuts). Note, that since the program (8) is a
linear program, it follows that it satisfies the strong duality property, i.e. the primal and
dual optimization programs have the same optimal value if they are both feasible. This
last fact allows us to write the function w(x), using the Lagrange function of the program
(8), as
w(x) = supremum
α∈Rd
{infimum
u∈Rd
{fTu+ αT [K(x)u− f ]}}. (11)
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By using linear duality theory, (11) can be re-written as the linear problem
w(x) = maximize
α∈Rd
−fTα
subject to K(x)α = −f,
which is similar to the analysis problem (8). The optimal solution of this last program is
given by α∗ = −u∗ = −K(x)−1f . The couple (α∗, u∗) is then, the optimal solution of the
primal-dual problem (11). Replacing it in (11), we obtain that w(x) can be represented
by the function
w(x) = w(α∗, u∗, x) = 2fTK(x)−1f − fT (K(x)−1)TK(x)K(x)−1f
= fTK(x)−1f,
and we obtain the same representation of the function w(x) as in (9). Thus, no im-
provements were made with this formulation, and neither did any linear relationship with
respect to x appear. As an alternative, [20] proposed to modify the primal formulation of
w(x), in such a way that the dual definition of w(x), defines by construction a set of linear
inequalities in the design variable x. These linear inequalities can be used to form an
equivalent linear optimization program, which is useful for numerical purposes. In order
to have such a representation of the function w(x), by using dual information, we need to
satisfy the strong duality property. The idea of [20], applied to the function w(x) defined
by (8), is given by the following non convex subproblem,
w(x) = infimum
z∈Rn,u∈Rd
fTu
subject to K(z)u = f,
z = x.
(12)
Hence, the corresponding dual definition of the function w(x), in case the strong duality
property held, is
w(x) = supremum
α∈Rd,ψ∈Rn
{ infimum
z∈Rn,u∈Rd
{fTu+ αT [K(z)u− f ] + ψT (z − x)}}
=supremum
α∈Rd,ψ∈Rn
{−ψTx− fTα+ infimum
z∈Rn,u∈Rd
{fTu+ αTK(z)u+ ψT z}}.
(13)
Unfortunately, this property does not hold for the problem (12). This can be seen by
looking in (13) at the program
P (α,ψ) = infimum
z∈Rn,u∈Rd
{fTu+ αTK(z)u+ ψT z},
and the following result.
Proposition 1. P (α,ψ) = −∞, for all (α,ψ) ∈ Rd × Rn.
Proof. The affine representation of the stiffness matrix (5), is represented in a more com-
pact way as K(z) = K0 + (∇zK(z))z. Here,
∂K(z)
∂zj
= Kj ,
where Kj is the local stiffness matrix related to the j-th design variable. It follows that
the gradient ∇zK(z) of the stiffness matrix K(z) is expressed by the “vector” of local
stiffness matrices
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∇zK = ∇zK(z) = {K1 K2 . . . Kn}. (14)
Therefore, we have
P (α,ψ) = infimum
z∈Rn,u∈Rd
{fTu+ αT [K0 + (∇zK)z]u+ ψ
T z}
= infimum
z∈Rn,u∈Rd
{[fT + αTK0]u+ ψ
T z + αT (∇zK)zu}.
Here we see that P (α,ψ) represents an unconstrained minimization problem, which is bi-
linear in the variables z ∈ Rn and u ∈ Rd. The coefficients involved in this problem never
become simultaneously zero, for any value of the Lagrange multipliers. In other words,
the equations
(fT + αTK0, ψ
T , αT∇zK) = (0, 0, 0), ∀ (α,ψ) ∈ R
d × Rn, (15)
have no solutions. This can be seen in the following way. If ηs = 0, then K0 = 0
d×d,
and the vector at the left side in (15) becomes (fT , ψT , αT∇zK), which can not become
zero, since its first component fT 6= 0 is independent of (α,ψ). If now ηs > 0, Then
K0 is a positive definite matrix. Suppose there exists a couple (α
∗, ψ∗) satisfying (15).
Then α∗ must be the unique solution of the linear system f + α∗TK0 = 0 (the existence
and uniqueness of α∗ come from the positive definiteness of the symmetric matrix K0).
Therefore, α∗ 6= 0 (otherwise it would imply f = 0, contradicting assumption (A-3)). The
third system of equations, αT∇zK = 0 implies that
Kjα
∗ = 0, ∀ j = 1, . . . , n. (16)
Now, the system f + α∗TK0 = 0 and the definition of K0 given by (6), necessarily mean
that
f + α∗T ηs
n∑
j=1
Kj = 0
⇐⇒ f + ηs
n∑
j=1
α∗TKj = 0,
(17)
and after (16), it follows that
f = 0, (18)
which is a contradiction with assumption (A-3). This proves the insolvability of (15). As
a consequence, the minimization problem defined by P (α,ψ) is unbounded, independently
of the values of (α,ψ), i.e.,
P (α,ψ) = −∞, ∀ (α,ψ) ∈ Rd × Rn.
This last result implies that for the primal subproblem (12), no optimal Lagrange multipli-
ers are available. Therefore, the representation of w(x) given by (13) is not equivalent to
(9), and hence, it is not valid. This problem arises from the lack of a necessary hypothesis
called stability (see [12]) for the primal subproblem, which [20] assumes when formulating
the method. This hypothesis is not satisfied here, and the non existence of the optimal
Lagrange multipliers is itself, a proof of it. The solution to this difficulty is to replace once
more the primal definition of the function w(x), for a new equivalent one, where these
two properties (duality and linearity of dual in the sense explained previously) hold at the
same time.
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3.1 GBD and Duality-Linearity Properties
In the GBD method, we must replace the definition of the function w(x) by an equivalent
one, where the strong duality property of its formulation holds. It is important as well,
that w(x) defines a set of linear inequalities with respect to the design variable x, as it
was the original idea of [20]. With this purpose in mind, we propose to define the function
w(x) as
w(x) = w˜(x, u(x)), (19)
where u(x) = K(x)−1f and w˜ : {0, 1}n × Rd −→]0,∞] is the function defined by the
program
w˜(x, u) = infimum
z∈Rn,v∈Rd
fTv
subject to K(z)v − f = 0,
v = u,
vzT = uxT ,
(20)
when this program is feasible, and w˜(x, u) = +∞, when it is not. Here, the use of the
semi open set ]0,∞] for the image of w˜(x, u) follows the fact that the function w˜ can not
attain the value 0 (If w˜(x, u) attained 0, from the positive definiteness of K(x), it would
imply v∗ = u = 0T in (20), which can never satisfy the constraint K(z)v − f = 0). Note
the special notation in the last constraint of (20). vzT = uxT is a simplification of the
notation for the representation of the set of constraints: vjzk = ujxk, for j ∈ {1, . . . , d}
and k ∈ {1, . . . , n}. Keeping this in mind, we will from now on simply write vz = ux.
After introducing this new definition for w(x), we need to show that this definition is
equivalent to (9). This means, we need to prove that
w(x) = w˜(x, u(x)), ∀ x ∈ {0, 1}n.
We start by taking an arbitrary x ∈ {0, 1}n. It is possible to see that the program (20) only
has feasible points of the type (x, u) satisfying u = u(x), where u(x) = K(x)−1f . For such
couples (x, u(x)), the only feasible, and therefore optimal solution to (20), corresponds to
z∗ = x,
v∗ = u(x),
in which case we have
w˜(x, u(x)) = fTu(x) = w(x). (21)
Since (21) is valid for an arbitrary x ∈ {0, 1}n, this proves that the definition (19) for the
function w(x) is equivalent to (9). Next, we prove that the strong duality property holds
for the program (20). The dual optimization problem related to (20) can be written as
Φc(x, u) = supremum
Γc∈R2d+nd
{l∗c (x, u,Γc)}, (22)
where the following definitions are introduced. Γc is defined as the triple
Γc = (α, δ, ν), α ∈ R
d, δ ∈ Rd, ν ∈ Rnd.
The function l∗c : {0, 1}
n × Rd × R2d+nd is defined as
l∗c (x, u,Γc) := infimum
z∈Rn,v∈Rd
{L ∗(x, u,Γc, z, v)},
L
∗(x, u,Γc, z, v) :=f
Tv + αT [f −K(z)v] + δT [v − u] + νT [vz − ux].
(23)
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In (23), the natural way to define the dual variable ν, related to the third constraint in
(20), is by using two artificial indexes l, k, but we remark that ν is a 1-dimensional vector
and this notation is not ambiguous
ν ∈ Rnd : νT [vz − ux] =
∑
l,k
νlk[vlzk − ulxk]
=
∑
l,k
νlk[zkvl − xkul]
= νT (zv − xu).
(24)
The first important result we can show in this section is the following strong duality result.
Theorem 1. The program (20) is a non-convex program. Even so the following strong
duality property holds
w˜(x, u(x)) = Φc(x, u(x)) = f
Tu(x). (25)
Proof. The program (20) is non convex, since its first and third constraints are bilinear
constraints in the v − z plane. To prove that the strong duality property (25) holds,
we need to prove that both the primal and dual programs (20) and (22), respectively, are
feasible for the same values of (x, u), and their optimal objective function values are equal.
Consider u = u(x) = K(x)−1f . Since we already know from (21) that w˜(x, u(x)) =
fTu(x), then we only need to prove that the dual program (22) has the same optimal
objective function value, i.e. that
Φc(x, u(x)) = f
Tu(x).
We remind the reader that the weak duality theorem holds always, even for non convex or
non regular optimization programs (see [17], p. 149 or [14], p. 9), without any additional
hypotheses. This means that we have the following property
Φc(x, u(x)) ≤ w˜(x, u(x)) = f
Tu(x). (26)
We need to prove that in (26), the inequality is actually, an equality. We start by looking
at the feasible set of the dual program (22). The weak duality property claims, more
specifically, that for minimization problems, the objective value of any feasible solution
of the dual problem, is not larger than the objective value of any feasible solution for
the primal problem. In particular, it is not larger than the optimal value of the primal
problem
l∗c(x, u(x),Γc) ≤ f
Tu(x), ∀ Γc, dual feasible.
By definition, the feasible set FD(x, u) of the dual program (22) is the subset of the space
of the Lagrange multipliers, for which the value of the dual objective function is finite
FD(x, u) = {Γc ∈ R
2d+nd : l∗c(x, u,Γc) > −∞}.
If the strong duality (25) property holds, it necessarily follows that for any x ∈ {0, 1}n,
we are able to find an optimal Lagrange multiplier, Γc(x), such that
l∗c(x, u(x),Γc(x)) = f
Tu(x).
It will be proven that the equality is attained for the following values of the multiplier
vectors
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Γc(x) = (α(x), δ(x), ν(x))
α(x) = u(x)
δ(x) = −xT∇xK(x)u(x)
ν(x) = ∇xK(x)u(x),
(27)
where ∇xK(x) is the gradient of the stiffness matrix given by (14), for the variable x
instead of z. We perform the replacements by steps. This will make the algebraic manip-
ulation more clear. As a first step, we start by replacing α(x) = u(x) in (23). By doing
this, (23) becomes
l∗c (x, u(x), α(x), δ, ν) = infimum
z∈Rn,v∈Rd
{L ∗(x, u(x), α(x), δ, ν, z, v)}
= infimum
z∈Rn,v∈Rd
{fT v + u(x)T [f −K(z)v] + δT [v − u(x)]
+ νT [vz − u(x)x]}
= infimum
z∈Rn,v∈Rd
{[fT − u(x)TK(z)]v + δT [v − u(x)]
+ νT [vz − u(x)x]}+ fTu(x).
Now we make the changes of variables z = x + ∆z, v = u(x) + ∆v, and use that the
stiffness matrix K(z) is affine, so we have K(x + ∆z) = K(x) + ∇xK(x)∆z. Then, we
obtain
l∗c(x, u(x), α(x), δ, ν) = infimum
∆z∈Rn,∆v∈Rd
{[fT − u(x)TK(x+∆z)][u(x) + ∆v] + δT∆v
+ νT [[u(x) + ∆v][x+∆z]− u(x)x]} + fTu(x)
= infimum
∆z∈Rn,∆v∈Rd
{[fT − u(x)T [K(x) +∇xK(x)∆z]][u(x) + ∆v]
+ δT∆v + νT [u(x)∆z + x∆v +∆v∆z]}+ fTu(x)
= infimum
∆z∈Rn,∆v∈Rd
{−u(x)T∇xK(x)∆z[u(x) + ∆v] + δ
T∆v
+ νT [u(x)∆z + x∆v +∆v∆z]}+ fTu(x),
where in the last equation above we used the equality f −K(x)u(x) = 0 in order to cancel
some of the terms. After some algebraic manipulations, we obtain
l∗c(x, u(x), α(x), δ, ν) = infimum
∆z∈Rn,∆v∈Rd
{[νT − u(x)T∇xK(x)][∆zu(x) + ∆z∆v]
+[δT + νTx]∆v}+ fTu(x).
At this point, we can see that if we choose the vectors ν(x)T = u(x)T∇xK(x) and δ(x)
T =
−ν(x)Tx, we obtain
l∗c(x, u(x),Γc(x)) = f
Tu(x). (28)
Equation (28), together with the weak duality property (26) and definition (20), prove
that Γc(x) = (α(x), δ(x), ν(x)) chosen as (27), is an optimal solution for the dual problem
Φc(x, u(x)), with an optimal value
Φc(x, u(x)) = f
Tu(x),
which means that strong duality property holds, as it was stated.
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Corollary 1. The following equalities hold
w(x) = supremum
Γc
{l∗c (x, u(x),Γc)} = l
∗
c(x, u(x),Γc(x)) = f
Tu(x).
In addition, we have the following property for the l∗c -functions.
Property 1. The function l∗c defined by (23) is linear in x, and it has an explicit rep-
resentation, when the arguments are the displacement field uk = u(xk), and any optimal
Lagrange multipliers Γkc (for example, the ones given by (27)) related to a design x
k. In
this case, the function l∗c is represented as
l∗c(x, u
k,Γc) =
{
l∗c(x, u
k, νk) = fTuk + νk
T
uk[xk − x], if u = uk,Γc = Γ
k
c ,
−∞, otherwise.
(29)
Proof. Representation (29) is obtained by an algebraic manipulation of the definition for
the l∗c -function (23).
l∗c(x, u
k,Γkc ) = infimum
z∈Rn,v∈Rd
{fTv + αk
T
[f −K(z)v] + δk
T
[v − uk] + νk
T
[vz − ukx]}
= νk
T
uk[xk − x]
+ infimum
z∈Rn,v∈Rd
{fT v + αk
T
[f −K(z)v] + δk
T
[v − uk] + νk
T
[vz − ukxk]}
= νk
T
uk[xk − x] + l∗c (x
k, uk,Γkc )
= νk
T
uk[xk − x] + fTuk
= l∗c(x, u
k, νk).
For any Γc 6= Γ
k
c , l
∗
c(x, u
k,Γc) represents an unbounded minimization problem, which
implies that l∗c (x, u,Γc) = −∞.
Note the simplified notation l∗c (x, u
k, νk) that has been introduced here. According to (29),
this notation is more convenient, and will be used instead of l∗c(x, u
k,Γkc ). The Lagrange
multiplier νk can be expressed (after (27)) as
νk =
(
uk
T
K1 u
kTK2 . . . u
kTKn
)T
. (30)
As a consequence, the function l∗c (x, u
k, νk) can be explicitly represented, when its argu-
ments are the Lagrange multipliers given by (27)
l∗c (x, u
k, νk) =fTuk + νk
T
ukxk − νk
T
ukx
=fTuk +
n∑
j=1
xkju
kTKju
k −
n∑
j=1
xju
kTKju
k.
(31)
3.2 Master Problem
The results from the previous section allow us to give a sequence of equivalent formulations
of the minimum compliance program (2), leading to the proposed GBD formulation of this
problem. We start with the following result.
Proposition 2. Suppose (x1, u1) . . . , (xP , uP ), are all feasible points for problem (2).
Suppose as well that ν1, . . . , νP are the corresponding optimal Lagrange multiplier vectors
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given by (27). If (x∗, u∗) is an optimal solution for problem (2), then (x∗, y∗), y∗ = fTu∗
is an optimal solution for the problem
minimize
x∈Rn,y∈R
y
subject to l∗c(x, u
k, νk) ≤ y, ∀ k = 1, . . . , P,
ρTx ≤M,
Ax ≤ b,
x ∈ {0, 1}n.
(32)
Proof. After the optimality of (x∗, u∗) for problem (2), it follows that (x∗, u∗) satisfies the
conditions ρTx∗ ≤M , Ax∗ ≤ b, x∗ ∈ {0, 1}n, and K(x∗)u∗ = f . Considering an arbitrary
k in {1, . . . , P}, and evaluating the l∗c -function (given by (29)) in x
∗, we have
l∗c (x
∗, uk, νk) = fTuk + νk
T
uk[xk − x∗]. (33)
For νk given by (27), (33) can be written as
l∗c (x
∗, uk, νk) = fTuk + uk
T
∇xK(x)u
k[xk − x∗] = fTuk +
n∑
j=1
uk
T
Kju
k[xkj − x
∗
j ].
After (9), w(x) = fTK(x)−1f is the explicit representation of the compliance as a function
of x. It is known that −
∑n
j=1 xju(x
′)TKju(x
′) = ∇xw(x
′)Tx for an arbitrary x′ ∈ {0, 1}n
(see [7]), and that w(xk) = fTK(xk)−1f = fTuk. Hence, we can write
l∗c(x
∗, uk, νk) = w(xk) +∇xw(x
k)T [x∗ − xk]. (34)
Since the compliance w(x) is a convex function in [0, 1]n (see [25]), we have that
w(xk) +∇xw(x
k)T [x∗ − xk] ≤ w(x∗) = y∗. (35)
Equations (34) and (35) imply that
l∗c(x
∗, uk, νk) ≤ y∗. (36)
Inequality (36) was obtained for an arbitray k ∈ {1, . . . , P}. Therefore, this inequality is
satisfied for all k = 1, . . . , P .
l∗c (x
∗, uk, νk) ≤ y∗, ∀ k = 1, . . . , P,
which is enough to prove that (x∗, y∗) is feasible for (32). Now, suppose that (x∗, y∗ =
w(x∗) = fTu∗) is not optimal for (32). Thus, there exists (x∗∗, y∗∗), optimal solution of
(32) with y∗∗ < y∗. The existence of (x∗∗, y∗∗) follows from the feasibility of (32), and
from the fact that the linear functions
hk : [0, 1]n −→ l∗c (x, u
k, νk), k = 1, . . . , P,
are bounded from below. In addition, we have that x∗∗ 6= x∗, since x∗ does not satisfy the
constraint l∗c(x
∗, u∗, ν∗) ≤ y∗∗, since l∗c(x
∗, u∗, ν∗) = w(x∗) = y∗ > y∗∗. On the other hand,
there exist the corresponding vectors u∗∗ and ν∗∗. Then, l∗c (x
∗∗, u∗∗, ν∗∗) = w(x∗∗) ≤ y∗∗
implies that w(x∗∗) < w(x∗). It is possible to check that (x∗∗, u(x∗∗)) is a feasible point
for problem (2), with a smaller objective function than (x∗, u∗). This is a contradiction
with the optimality of (x∗, u∗) for problem (2), proving the optimality of (x∗, y∗) for the
program (32).
An important consequence of Proposition 2 is that the cuts
l∗c (x, u
k, νk) ≤ y, k ∈ {1, . . . , P},
are valid cuts, being always satisfied for any optimal solution (x∗, u∗) of problem (2).
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3.3 GBD Approach
Program (32) is called the master problem, and includes a too large number of constraints
(P grows exponentially with the size of the problem). Obviously, this problem is impossible
to solve as stated in practice. The solution to this difficulty is to relax the master problem
(32), by considering only a few of the l∗c -constraints. Thus, after including N ≪ P of these
constraints l∗c(x, u
k, νk) ≤ y, k = 1, . . . , N , the relaxed master problem is set to
minimize
x∈Rn,y∈R
y
subject to l∗c(x, u
k, νk) ≤ y, ∀ k = 1, . . . , N,
ρTx ≤M,
Ax ≤ b,
x ∈ {0, 1}n.
(37)
The idea behind GBD is that for a certain N ≪ P , the solutions of the programs (32) and
(37) are the same.
In this way, each l∗c function represents a linear constraint in the master problem, which
is called an optimality cut, or a compliance cut. Thus, the optimality cut related to xk is
given by
−νk
T
ukx− y ≤ −fTuk − νk
T
ukxk.
The relaxed master problem for the minimum compliance problem can, thus, be repre-
sented explicitly as the linear mixed 0 – 1 program
minimize
x∈Rn,y∈R
y
subject to −νk
T
ukx− y ≤ −fTuk − νk
T
ukxk, k = 1, . . . , N,
ρTx ≤M,
Ax ≤ b,
x ∈ {0, 1}n,
(Pc)
where νk is given by (30). (Pc) is the representation of the relaxed master program used
in the numerical experiments in the second part of the article.
3.4 Principle Behind the GBD Algorithm
The principle behind the GBD algorithm is the following. At some stage of the algorithm
(say at iteration N), N relaxed master problems have been solved. Let us suppose for
simplicity, that for each relaxed master problem, exactly one optimal solution has been
found. The situation can be easily generalized if the relaxed master problem possesses
more than one solution. Therefore, there are in total N candidate designs. For each of
them, the compliance wk = w(xk) = fTu(xk), k = 1, . . . , N , has been computed, and
the smallest of them is set as the current upper bound UBN for the minimum compliance
design, i.e.,
UBN = min{w1, w2, . . . , wN}.
If w∗ is the global optimal compliance of the original, i.e. the non relaxed, master program
(32), then we have that
w∗ = min
k
{wk} ≤ UBN . (38)
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The existence of w∗ is guaranteed from the finiteness of {0, 1}n. Let Y N be the optimal
value of the relaxed master problem (Pc) at iteration N . Then, consider the fact that
this master problem corresponds to the relaxed master problem of the previous iteration
N−1, plus one additional constraint. This extra constraint is the one added at the current
iteration. This implies that the relaxed master problem at iteration N is necessarily
more constrained that the relaxed master problem at iteration N − 1. Hence, there is
consequently a relationship between the optimal values of two consecutive relaxed master
problems
Y N−1 ≤ Y N .
It follows that the sequence of optimal values of the relaxed master problems solved until
iteration N , forms a monotone non decreasing sequence
Y 1 ≤ Y 2 ≤ . . . ≤ Y N−1 ≤ Y N .
Remember that the relaxed master problem is a simplified version of the original master
problem, where most of the constraints have been removed. We conclude that the solution
of the relaxed master problem (Pc), is bounded at any iteration by the solution of the
original master problem (32), i.e.,
Y N ≤ w∗ (39)
The inequalities (38) and (39) can be written together as
Y N ≤ w∗ ≤ UBN .
The GBD technique is based on the expectation that these two sequences of bounds
(Y N , UBN ) will converge to the optimal value w∗ in a finite number of iterations. This
assumption is indeed, proven in the next sections. For a more detailed description of the
algorithm in a general framework, we refer the reader to [15].
4 Statement of the Method
In this section, we present the formal statement of the Generalized Benders’ Decomposition
(GBD) method to solve the minimum compliance problem (2). The assumptions consid-
ered are the same as in the previous sections, i.e. assumptions (A-1) – (A-4). The stiffness
matrix is given by assumption (A-1) and equations (5) and (6), with re-enforcement pa-
rameter ηs > 0. Generalizations to the pure topology case and the multiple load case
problems are shown in the second part of this article [22].
Algorithm 1
1. Set N = 1, the upper bound UB = +∞, the lower bound y∗ = −∞ and the
convergence tolerance ǫ ≥ 0. Find an initial design x1 ∈ [0, 1]n (x1 does not have to
satisfy x1 ∈ {0, 1}n) satisfying ρTx1 ≤ M and Ax1 ≤ b. Compute the displacement
field u1 = K(x1)−1f and the compliance C1 = fTu1.
2. Solve the first relaxed master problem
minimize
x∈Rn,y∈R
y
subject to −
n∑
j=1
xju
1TKju
1 − y ≤ −fTu1 −
n∑
j=1
x1ju
1TKju
1,
ρTx ≤M,
Ax ≤ b,
x ∈ {0, 1}n,
(M1)
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by any solver for linear-mixed integer programming. If the problem is infeasible,
stop and exit. Increase the mass bound M and restart. If the problem is feasible,
it necessarily has at least one optimal solution. This comes from the fact that the
function
h : {0, 1}n −→ R, h(x) = u1
T
Kju
11T (x1 − x)
is bounded from below. Consequently, the value of y in the program (M1) is bounded
from below. Denote the found solution of (M1) by (x∗, y∗), and its optimal value y∗.
Set N = 2 and set the solution index i∗ = 2.
3. Set xN = x∗. Find a displacement field uN satisfying the equilibrium equations and
compute its compliance CN = fTuN . If CN < UB, then set UB = CN and i∗ = N .
4. If UB − y∗ ≤ ǫ, then stop. The optimal design found is xi
∗
, with optimal value
fTui
∗
. Otherwise, go to step 5.
5. Solve the relaxed master problem
minimize
x∈Rn,y∈R
y
subject to −νk
T
ukx− y ≤ −fTuk − νk
T
ukxk, k = 1, . . . , N,
ρTx ≤M,
Ax ≤ b,
x ∈ {0, 1}n,
(40)
with
νk =
(
(K1u
k)T (K2u
k)T . . . (Knu
k)T
)T
,
by any solver for linear-mixed 0 – 1 programming. Denote the solution of this
program (x∗, y∗), and its optimal value y∗. Set N ← N + 1. Return to step 3.
5 GBD for Minimum Weight Problems
In this section, we discuss the details of a Generalized Benders’ decomposition (GBD)
method for the minimum weight problem (3), under assumptions (A-1) – (A-4). We
follow the same steps as for the minimum compliance problem (2), developed in Section 3.
We start by remarking that the weight function is a linear function in the design variables,
and it is independent of the displacements. Therefore, only one optimality cut is necessary
to represent the weight function exactly. This cut is identical to the weight function
l∗w(x) = ρ
Tx.
5.1 Feasibility of the Compliance
The next aspect to consider is the situation where the current design at a certain iteration
of the algorithm does not satisfy the compliance constraint fTu ≤ C. This case is treated
by including a set of feasibility cuts for the compliance constraint in the master problem.
In order to describe these compliance feasibility cuts, the following result will be useful.
Proposition 3. Let x be a given design for which the equilibrium equations K(x)u−f = 0
possess at least one solution u(x). Then its compliance is infeasible, i.e., fTu(x) > C, if
and only if ∀ α ∈ Rd, ξ ≥ 0, δ ∈ Rd, ζ ∈ Rnd, ψ ∈ Rn, it holds that
lc∗(x, u(x), α, ξ, δ, ζ, ψ) < 0, (41)
where lc∗ is defined as
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lc∗(x, u, α, ξ, δ, ζ, ψ) := supremum
z∈Rn,v∈Rd
{αT [K(z)v − f ] + ξ[C − fT v]
+ δT [v − u] + ζT [zv − xu] + ψT [z − x]}.
(42)
Proof. Let us introduce, for simplicity, the following notation
lc∗(x, u,Γw) := l
c
∗(x, u, α, ξ, δ, ζ, ψ), (43)
where Γw ∈ R
2d+n+nd × R+ is defined as the vector
Γw = (α, ξ, δ, ζ, ψ), α ∈ R
d, ξ ∈ R+, δ ∈ R
d, ζ ∈ Rnd, ψ ∈ Rn.
Consider first an arbitrary x, such that the equilibrium K(x)u− f = 0 possesses at least
one solution u(x). Suppose that its compliance satisfies fTu(x) ≤ C. Then, evaluating
z = x, v = u(x) in (42) and (43), we obtain the inequality
lc∗(x, u(x),Γw) ≥ α
T [K(x)u(x) − f ] + ξ[C − fTu(x)]+ δT [u(x)− u(x)]
+ζT [xu(x)− xu(x)] + ψT [x− x]
≥ ξ(C − fTu(x)) ≥ 0, ∀ ξ ∈ R+,
and hence, lc∗(x, u(x),Γw) ≥ 0, ∀ Γw. Now suppose that x is such that its compliance is in-
feasible, i.e., fTu(x) > C. We will show that there exists Γw(x) = (α(x), ξ(x), δ(x), ζ(x), ψ(x)),
such that (41) holds, and one particular choice of vectors satisfying (41), is given by
α(x) = u(x), ζ(x) = −∇xK(x)u(x),
ξ(x) = 1, ψ(x) = 0,
δ(x) = f − u(x)TK0.
(44)
If now we make the change of variables: z = x + ∆z, v = u(x) + ∆v, and use that the
stiffness matrix K(z) is affine (i.e., K(x+∆z) = K(x)+∇xK(x)∆z), then we can simplify,
group common terms, and obtain
lc∗(x, u(x),Γw) = ξ(C − f
Tu(x)) +
supremum
∆v∈Rd,∆z∈Rn
{ ∆z{αT∇K(x)u(x) + ζTu(x) + ψ}
+∆v{αTK(x) + δT + ζTx− ξf}
+∆v∆z{αT∇K(x) + ζ}
}.
In order to have that lc∗(x, u(x),Γw) < +∞, the Lagrange multipliers must satisfy
αT∇K(x)u(x) + ζTu(x) + ψ = 0,
αTK(x) + δT + ζTx = ξf,
αT∇K(x) + ζ = 0.
This is obtained, in particular, when using the vectors given by (44). We have therefore
that
lc∗(x, u(x),Γw(x)) = C − f
Tu(x) < 0.
There is also a property for the linearity in x, and the explicit representation of the lc∗-
functions.
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Property 2 The function lc∗ defined by (42) is linear in x, and has an explicit repre-
sentation, when the arguments are the Lagrange multipliers given by (44). This explicit
representation is given by
lc∗(x, u
k,Γkw) := l
c
∗(x, u
k, ζk) := C − fTuk + ζk
T
uk[xk − x].
Note the simplified notation lc∗(x, u
k, ζk) that has been introduced here. For practical
reasons, this notation is better suited than lc∗(x, u
k,Γkw), and will therefore be used in the
rest of the article.
This last property allows us to formulate a master problem for the minimum weight
problem (3), including cuts to prevent designs, for which the compliance constraint is not
satisfied. The relaxed master problem for the minimum weight problem (3) is given by
minimize
x∈Rn,y∈R
y
subject to l∗w(x) ≤ y,
lc∗(x, u
k, ζk) ≥ 0, ∀ k = 1, . . . , N,
Ax ≤ b,
x ∈ {0, 1}n.
Considering the explicit representation of the l-functions, we can get the following explicit
representation for the relaxed master problem
minimize
x∈Rn,y∈R
y
subject to ρTx ≤ y,
ζk
T
ukx ≤ C − fTuk + ζk
T
ukxk, ∀ k = 1, . . . , N,
Ax ≤ b,
x ∈ {0, 1}n.
(Pw)
6 Finite Convergence of the Method
The proof of finite convergence of the Genralized Benders’ Decomposition (GBD) method
for the minimum compliance problem (2) is presented in this Section. We consider the
single load case, and the assumptions (A-1) – (A-4).
Theorem 2 (Finite Convergence). Consider the design space XD = {0, 1}
n and the as-
sumptions (A-1) – (A-4). The GBD algorithm (Algorithm 1 in Section 4), for the single
load minimum compliance problem (2), terminates in a finite number of iterations for any
given convergence tolerance ǫ ≥ 0.
Proof. The proof is similar to the proof of Theorem 2.4 in [15]. If problem (2) is infeasible,
the master problem (40) will exit with an infeasibility flag in the first iteration, stopping
the algorithm.
Otherwise, the sequence {xk, yk}k of solutions of the relaxed master problem will
satisfy the stopping criterion, at latest when two elements of this sequence have their
0 – 1 variables identical (i.e. xm = xn, m 6= n). First, fix the convergence tolerance
ǫ ≥ 0 arbitrarily. Consider (xm, ym) being the solution of the relaxed master problem at
iteration m.
1. Solve the equilibrium equations K(xm)u = f , obtaining the displacement field um.
Its compliance is given by fTum, satisfying fTum < ∞. Let UBm be the current
best compliance found until iteration m. Then, we necessarily have
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UBm ≤ fTum.
On the other hand, as shown in Proposition 1, there exist an optimal multiplier
vector νm and a solution um of the equilibrium equations. It is then possible to add
the cut l∗c(x, u
m, νm) ≤ y to the master problem.
Let y∗m be the optimal value of the master problem at iteration m. Then, y
∗
m is a lower
bound of the optimal solution of the minimum compliance problem (2). The sequence
{y∗k} is monotone non decreasing, i.e., y
∗
k ≤ y
∗
l , for k ≤ l. Suppose now that in a future
iteration of the algorithm (say iteration m + n0, where n0 is a positive integer number),
the pair (xm, ym+n0) turns out to be the solution of the master problem, i.e., xm+n0 = xm.
Since (xm+n0 , ym+n0) = (xm, ym+n0) is optimal for the master problem at iteration m+n0,
then (xm, ym+n0) must, in particular, satisfy:
l∗c(x
m, um, νm) ≤ ym ≤ ym+n0.
Then, the strong duality result (Proposition 1) states that
l∗c(x
m, um, νm) = fTum,
where fTum is the compliance at the iteration m. We have the set of inequalities:
UBm ≤ fTum = l∗c(x
m, um, νm) ≤ ym ≤ ym+n0
⇐⇒ UBm ≤ ym+n0.
This last inequality implies that the stopping criterion is satisfied, even for ǫ = 0. In
summary, we have that the sequence {xk, yk}k ((x
k, yk) ∈ {0, 1}n × R) will satisfy the
stopping criterion whenever xk = xl, k 6= l. This fact, combined with the finiteness of the
design space {0, 1}n, implies that the stopping criterion will be reached in a finite number
of steps. Since m is arbitrary, this finishes the proof.
7 Convergence to Global Optima of GBD
In this section, we prove convergence to a global optimum of the presented Generalized
Benders’ Decomposition (GBD) method applied to the problems (2) and (3). Previously,
several authors have shown convergence results for GBD methods applied to particular
classes of nonlinear mixed-integer optimization problems. Convergence to global optima
of the GBD for a class of problems, where the objective and constraints are convex in the
continuous variables and linear in the discrete variables is shown in [28]. A general study
of the convergence properties of the GBD method, and in particular valid arguments for
the convergence to global optima, were presented in [23], when a continuous relaxation of
the projected problem on the discrete variables is convex.
Theorem 3 (Convergence to Global Optimum). If the assumptions (A-1) – (A-4) hold,
then the GBD algorithm (Algorithm 1 in Section 4) applied to the minimum compliance
problem (2), and adapted to the minimum weight problem (3), converges to a global opti-
mum in a finite number of steps.
Proof. We show the proof for the minimum compliance problem (2). The proof for the
minimum weight problem (3) is analogous.
In the previous section it was proved that the GBD method converges in a finite number
of steps N . Denote the best design obtained by the GBD algorithm by x∗, its compliance
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value w(x∗), and an exact optimal value of the master problem (40) at convergence by y∗.
This means that (x∗, y∗) is an exact optimal solution of the program
y∗ = minimize
x∈Rn,y∈R
y
subject to −
n∑
j=1
xju
kTKju
k − y ≤ −2fTuk, ∀ k = 1, . . . , N.
x ∈ X,
(P ∗)
where X is defined by (4). We need to prove that w(x∗) is a ǫ-global optimum for the
mixed 0 – 1 minimum compliance problem (2). The convergence of the GBD algorithm
implies that
w(x∗)− y∗ < ǫ,
and that y∗ satisfies the system of inequalities
−
n∑
j=1
xju
kTKju
k + fTuk +
n∑
j=1
xkju
kTKju
k ≤ y∗, ∀ k = 1, . . . , N. (45)
It is known that −
∑n
j=1 xju(x
′)TKju(x
′) = ∇xw(x
′)Tx for an arbitrary x′ ∈ XM (see for
example [7]). Then (45) can be rewritten as
∇xw(x
k)T (x− xk) + w(xk) ≤ y∗, ∀ k = 1, . . . , N.
Suppose now that x∗ is not a ǫ-global optimum of the minimum compliance problem (2).
This means that there exists x∗∗ ∈ X, such that
w(x∗∗) < w(x∗)− ǫ and w(x∗∗) < y∗. (46)
Since the continuous relaxation of the projection of the compliance on the x-space, w(x)
is a convex function (see [25]), it satisfies
w(x∗∗) ≥ w(x) +∇xw(x)
T (x∗∗ − x), ∀ x ∈ [0, 1]n.
In particular, this last condition is satisfied by the finite set of feasible designs {xk, k =
1, . . . , N}, obtained by the GBD algorithm
w(x∗∗) ≥ w(xk) +∇xw(x
k)T (x∗∗ − xk), ∀ k = 1, . . . , N,
and we have that the pair (x∗∗, w(x∗∗)) satisfies all the constraints of the program (P ∗).
Therefore, (x∗∗, w(x∗∗)) is a feasible point to the program (P ∗), and hence it must satisfy
w(x∗∗) ≥ y∗, which is a contradiction to (46). This completes the proof.
8 The Outer-Approximation Method
In this section, we briefly present the application of the Outer-Approximation method
(OA, see [11], [12, 13], and [21]) to the minimum compliance problem (2). We are inter-
ested in how OA is related to the presented Generalized Benders’ Decomposition (GBD)
method, within in the context of this particular class of optimization problems. These two
techniques have been linked and compared for mixed-integer problems in some studies, see
e.g., [11]. The theory behind both methods rely mainly on the projection theory. The OA
method relies on the representation of convex sets by a collection of supporting planes,
while GBD uses duality theory to generate supporting planes. The OA method requires
almost the same assumptions as GBD, except that it requires in addition, convexity of
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the objective and constraint functions, and compactness of the domain related to the con-
tinuous variables. As a consequence, in order to apply this technique to the minimum
compliance problem (2), it is necessary to modify its formulation to satisfy the convexity
requirement. The reformulation of the minimum compliance problem (2) we use, is the
following
minimize
x∈Rn,y∈R
y
subject to fTK(x)−1f ≤ y,
x ∈ X,
y ∈ [fL, fU ],
(47)
where fL, fU are valid finite bounds for the objective function, and X is defined by (4).
Furthermore, OA requires some constraint qualifications to hold. In this case, problem
(47) satisfies some constraint qualifications for a fixed x. In addition, the function
C(x, y) : [0, 1]n × R −→ R, C(x, y) = fTK(x)−1f − y,
is a convex function ([25]). Nevertheless, this formulation requires the existence of the
inverse of the stiffness matrix. Therefore, the assumption (A-1) must consider only positive
definite stiffness matrices, i.e., K0 ≻ 0 (ηs > 0), and no further generalization can be
done. The OA method is based on the representation of the feasible set by a collection of
supporting planes. Thus, the feasible set of the problem defined by (47) can be represented
in an equivalent way as
fTK(xk)−1f +∇x(f
TK(xk)−1f)T [x− xk] ≤ y, ∀ xk ∈ X,
x ∈ X,
y ∈ [fL, fU ].
(48)
The gradient of the function C(x, y) = fTK(xk)−1f−y is given by ∂
∂x
C = ∂
∂x
(fTK(xk)−1f) =
−u(xk) ∂
∂x
K(xk)u(xk), where u(xk) = K(xk)−1f , and ∂
∂y
C = −1, see, for example [7]. Us-
ing this result, and the representation (48), we can formulate the following optimization
program
minimize
x∈Rn,y∈R
y
subject to
d(xk)Tx− y ≤ −fTu(xk) + d(xk)Txk, ∀ xk ∈ X,
x ∈ X,
y ∈ [fL, fU ],
(PO)
where d(xk) = ∂C(x
k,y)
∂x
=
(
−uk
T
K1u
k −uk
T
K2u
k · · · −uk
T
Knu
k
)T
. We have the
following result.
Theorem 4. Program (PO) is equivalent to the minimum compliance problem (47), in
the sense that (x∗, y∗) solves (47), if and only if it solves (PO).
Proof. This theorem is a corollary of Theorem 1 in [21], applied to the program (47).
We finish by comparing the formulation of the OA problem (PO), with the master
problem of the GBD (Pc) in the re-enforcement case. We see that the cuts in (PO) are
exactly the same as the ones in (Pc). However, we can note two differences. The first
one is the condition y ∈ [fL, fU ] in (PO), which is a necessary condition in order to have
compactness in the feasible set for the variable y, and be able to use Theorem 1. In
practice, this condition is unnecessary, since the function y : {0, 1}n −→ R,
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y(z) = fTK(xk)−1f +∇x(f
TK(xk)−1f)T [z − xk],
is bounded from below. Therefore, y = y(z) is bounded from below as well. The bound
from above is not necessary either, since (PO) is a minimization program. The second
difference is the number of cuts included. (PO) includes one cut per feasible design x
k,
which corresponds to a finite number of cuts, but it is still too many for numerical purposes.
This situation is solved in the same way as in the GBD method, i.e., by a relaxation
process. After the relaxation process, we obtain an algorithm which is equivalent to the
GBD algorithm (Algorithm 1 in Section 4).
9 GBD and Semidefinite Programming
In this section, we briefly present the application of a SemiDefinite Programming (SDP)
formulation of the minimum compliance problem (2). For details about semidefinite pro-
gramming, see for example [4], [10], [18], and [26]. Previously, there have been a number of
studies about the application of semidefinite programming to minimum compliance prob-
lems with continuous design variables, see e.g. [1] and [5]. We show a clear relationship
between the Generalized Benders’ Decomposition (GBD), and a semidefinite programming
formulation for the 0 – 1 minimum compliance problem (2). We keep all the assumptions
stated previously, except that assumption (A-1) is considered with ηs ≥ 0. Therefore, we
treat here the pure topology case. We start by restating an important result from [1],
about the compliance function and the equilibrium equations.
Proposition 4. Let x ∈ Rn, x ≥ 0, and y ∈ R be fixed. There exists u ∈ Rd satisfying
K(x)u = f and fTu ≤ y,
if and only if (
y −fT
−f K(x)
)
 0.
In particular, Proposition 4 is valid if x ∈ {0, 1}n. This allows us to equivalently reformu-
late the minimum compliance problem (2), as the mixed 0 – 1 semidefinite program
minimize
x∈Rn,y∈R
y
subject to
(
y −fT
−f K(x)
)
 0,
ρTx ≤M,
Ax ≤ b,
x ∈ {0, 1}n.
(SDP-1)
The condition of semi-positiveness of the matrix in the program (SDP-1)(
y −fT
−f K(x)
)
 0
can be expressed in an equivalent way as
(
α
v
)T (
y −fT
−f K(x)
)(
α
v
)
≥ 0 ∀ α ∈ R, v ∈ Rd
= α2y − 2αvT f + vTK(x)v ≥ 0 ∀ α ∈ R, v ∈ Rd.
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Without any loss of generality, we can consider only the case α = 1 (this can be shown,
by separately considering the cases α = 0 and α 6= 0), in which case it becomes
y − 2vT f + vTK(x)v ≥ 0, ∀ v ∈ Rd
⇐⇒ −vTK(x)v − y ≤ −2vT f, ∀ v ∈ Rd.
The mixed 0 – 1 formulation (SDP-1) of the minimum compliance problem (2), can there-
fore be rewritten as
minimize
x∈Rn,y∈R
y
subject to −vTK(x)v − y ≤ −2vT f, ∀ v ∈ Rd,
ρTx ≤M,
Ax ≤ b,
x ∈ {0, 1}n.
(SDP-2)
Note that (SDP-2) is a semi-infinite linear mixed 0 – 1 program. Many of the constraints
can be discarded, obtaining as a result, a finite mixed 0 – 1 linear system. The constraints
in the (SDP-2) formulation includes
−vTK(x)v − y ≤ −2vT f, ∀ v ∈ Rd, (49)
which are equivalent to
Gx(v) ≤ y, ∀ v ∈ R
d, (50)
where Gx : R
n −→ R is the concave quadratic function
Gx(v) = −v
TK(x)v + 2vT f.
If xk ∈ {0, 1}n is such that the function Gxk(v) has a maximizer, then we can replace the
set of constraints (50) by the smaller set of constraints
Gxk(v) ≤ y, ∀ v ∈ R
d maximizer of Gxk(v). (51)
Since Gxk(v) is a concave function, Gxk(v) has a maximizer, if and only if the first order
optimality condition G′
xk
(v) = 0 has at least one solution. Note that G′
xk
(v) = 0 implies
the equilibrium equations K(xk)v = f . Then, if uk is a solution of the equilibrium
equations, we have the valid cut
2fTuk − uk
T
K(x)uk ≤ y. (52)
On the other hand, if x∗ is such that Gx∗(v) has no maximizers, the equilibrium equations
have no solutions and the function Gx∗(v) is unbounded. As a consequence, ∀ y ∈ R, there
exits v∗ ∈ R
d, such that
y − 2v∗
T f + v∗
TK(x∗)v∗ < 0. (53)
If x∗ is an optimal solution of the problem (2), we need to find y = y∗ ∈ R, v∗ ∈ R
d, such
that (53) is still valid for x∗, but not for x
∗
y∗ − 2v∗
T f + v∗
TK(x∗)v∗ ≥ 0. (54)
Following Proposition 4, a sufficient condition to have the inequality (54) holding, is that
y∗ satisfies y∗ ≥ C(x∗). That is, y∗ must be an upper bound for the optimal value of
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the compliance (i.e., we set y∗ = UB, where UB denotes an upper bound for the optimal
compliance). If λ∗ ∈ R
d is a solution of the feasibility program
H2(x∗) = minimize
λ∈Rd
0Tλ
subject to −2fTλ+ λTK(x∗)λ < 0,
then the couple y∗ = UB, v∗ = λ∗ creates a valid feasibility cut. In other words, these
results imply that we can exclude the design x∗ from the feasible set of the master problem,
by including the constraint
UB − 2λ∗
T f + λ∗
TK(x)λ∗ ≥ 0. (55)
Constraints of the type of (55) will be called SDP feasibility cuts or simply SDP cuts.
Considering that there could eventually exist infinite maximizers in (51), as well as infinite
solutions for the program H2(x), we have still potentially an infinite number of SDP cuts
to include (v∗ and y∗ are not necessarily unique). It is possible to prove that it is enough
to consider only one SDP cut per design. First, if Gxk(v) has one or several maxima, any
of them produces a valid constraint as (52), preventing xk from being the 0 – 1 part of
an optimal solution at the next master problem (unless the stopping criterion is satisfied
and xk is the optimal solution obtained by the algorithm). The inclusion of other maxima
leads to alternative optimality constraints and could potentially speed up the convergence
of the algorithm, but they are not necessary to guarantee convergence. Second, if Gx∗(v)
has no maxima, then x∗ is an infeasible design. It is enough to find one λ∗, solution of
H2(x∗), to assure that the SDP cut (55) excludes x∗ from the feasible set of the master
program.
In summary, the infinite system of constraints (49) is equivalent to the finite set of
constraints
Gx(u
k) ≤ y, uk ∈ Rd satisfies K(xk)uk − f = 0
UB −Gx(λ
k) ≥ 0, if K(xk)v − f = 0 has no solutions,
(56)
with λk a solution of the program H2(x
k). After the equivalence between the sets of
constraints (49) and (56), we can state a finitely constrained program, equivalent to (SDP-
2), given by
minimize
x∈Rn,y∈R
y
subject to −uk
T
K(x)uk − y ≤ −2fTuk, K(xk)v − f = 0 feasible,
−λk
T
K(x)λk ≤ UB − 2fTλk, K(xk)v − f = 0 infeasible,
ρTx ≤M,
Ax ≤ b,
x ∈ {0, 1}n.
(SDP-3)
Problem (SDP-3) provides a basis for an alternative algorithm to solve the minimum
compliance problem (2). This algorithm should be tested in numerical examples. In the
case of the minimum weight problem (3), only minor changes must be done to formulate
the corresponding semidefinite programming problem.
10 Final Remarks
The proposed Generalized Benders’ Decomposition (GBD) method has been applied to
minimum compliance and minimum weight topology optimization problems, considering
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a single load condition and a re-enforcement scenario. It was proven that the method
converges to a global optimum in a finite number of iterations. This is mainly a conse-
quence of two conditions. First, the convexity of the compliance as a function of the design
variables and second, a strong duality property holding for the subproblem, even though
this subproblem is not convex. The method has been linked to, and compared with the
Outer-Approximation method and Semi-Definite Programming (SDP) formulations of the
considered problems. In particular, GBD and OA generate the same optimality cuts in
the re-enforcement situation. The SDP formulations generate slightly different cuts, which
can be used to accelerate the rate of convergence in numerical computations. The algo-
rithm has been explicitly formulated and numerical experiments will indicate the practical
skills of the algorithm. In addition, the generalization to pure topology optimization prob-
lems with multiple load conditions are natural steps to follow the theoretical investigation
presented herein. These generalizations and numerical experiments are presented in the
second part of this article ([22]).
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Abstract
This two part article considers the non-linear mixed-integer optimization programs
that appear in structural topology optimization. The main objective of this work is
to present a generalized Benders’ decomposition (GBD) method for solving single
and multiple load minimum compliance (maximum stiffness) and minimum weight
problems to global optimality. The GBD technique is a classical method for mixed-
integer programming, in which the non-linear mixed-integer program is replaced by a
sequence of linear mixed-integer programs.
Part one presents the theoretical aspects of the method, including a proof of finite
convergence and conditions for obtaining global optimal solutions to single load re-
enforcement problems, i.e. structural optimization problems for which no holes can be
created. The method is also linked to, and compared with the Outer-Approximation
approach and 0 – 1 semidefinite programming formulations of the considered problems.
In the second part, the method and the theoretical results are generalized to pure
topology optimization problems under multiple load conditions. Several ways to accel-
erate the method are suggested and an implementation is described in detail. Finally,
a set of truss topology optimization problems are numerically solved to global opti-
mality. .
.
Mathematical Subject Classification (2000): 90C90, 74P05, 74P15
Keywords: Structural Topology Optimization, Global Optimization, Generalized
Benders’ Decomposition.
1 Introduction
We consider structural topology optimization problems with discrete design variables, in
particular classical minimum compliance (maximum stiffness) and minimum weight prob-
lems. We study the mentioned problems in non-linear mixed 0 – 1 formulations, both
from the theoretical and numerical points of view. The theoretical properties of a gen-
eralized Benders’ decomposition (GBD) method applied to re-enforcement problems were
presented in the first part of this article ([16]). The GBD technique is based on solv-
ing a sequence of linear mixed-integer optimization programs (relaxed master problems),
∗Department of Mathematics, Technical University of Denmark (DTU), Matematiktorvet, B. 303 S,
DK – 2800 Kgs. Lyngby, Denmark. E-mail: E.Munoz@mat.dtu.dk
†Department of Mathematics, Technical University of Denmark (DTU), Matematiktorvet, B. 303 S,
DK – 2800 Kgs. Lyngby, Denmark. E-mail: M.Stolpe@mat.dtu.dk
that approximate the original non-linear mixed-integer program. These programs can be
solved by any method for linear mixed-integer optimization, as for example, branch-and-
cut methods (see e.g. [20] and [25]), or branch-and-bound (see e.g. [10] and [13]). The
GBD algorithm presented in [16] for single load minimum compliance problems forms a
monotone sequence of lower and upper bounds of the optimal value. This sequence and
the corresponding sequence of optimal solutions to the relaxed GBD master problem, were
proven to converge in a finite number of iterations to the optimal value and a globally
optimal design, respectively.
In this part of the article, we present generalizations of the method to pure topology
optimization problems under multiple load conditions, i.e. problems including real void
as a candidate material. We also present an implementation of the method and suggest
several techniques to improve the rate of convergence. Finally, we report on the numerical
experience obtained with the method, when applied to the design of two-dimensional truss
structures.
This second part of the article is organized as follows. Section 2 restates the mixed 0
– 1 formulation of the considered minimum compliance and minimum weight problems,
as well as the assumptions considered in this part of the article. Section 3 presents the
extension of the GBD presented in the first part to pure topology optimization problems
and to problems with multiple load cases. Section 4 states the GBD method for multiple
load minimum weight topology optimization problems. In Section 5, we suggest several
techniques to accelerate the numerical performance of GBD method applied to topology
optimization problems. Section 6 describes the implementation of the method used in
the numerical experiments. Section 7 presents the numerical examples for the problems
treated in this article, and finally Section 8 contains a brief discussion of the presented
results and an outline of the future work in this research field that will be carried out.
2 Problem Statement
For completeness, and to make this part of the article self-contained, we repeat most of
the section Problem Statement from the first part of the article ([16]).
We consider a closed-bounded design domain Ωc ⊂ R
2 or Ωc ⊂ R
3, with ∂Ωc of class
C 1. The design space related to Ωc corresponds to the power set P (Ωc) of Ωc (i.e., the set
of all subsets of Ωc). P (Ωc) has infinite cardinality. For numerical purposes, the design
space Ωc is discretized into a finite set of n small design regions, ΩD = {D1, . . . ,Dn},
with ∪ni=1Di = Ωc, Di ∩ Dj = ∅, if i 6= j. A 0 – 1 design variable is linked to each Di.
The discrete design space corresponds now to the power set of ΩD, P (ΩD), of cardinality
2n. Typically (but not necessarily), these design regions coincide with the finite elements
that are used to compute the response (displacements, stresses, etc.) of a structure under
loading. The design variables can represent thicknesses, areas, or densities of a given
isotropic design material in each of the elements. They can also, as in the case of design
of composite structures, represent a choice of available composite materials. A design
is characterized by a vector element x in the discrete design set χD = {0, 1}
n, where
n is the number of design variables induced by the discretization. In order to ensure
that the problem is mathematically well formulated, we assume that suitable boundary
conditions and external loads are imposed. The design problem consists in finding the
optimal vector x∗ ∈ χD that minimizes the objective function (compliance, weight, etc.),
under some restrictions in the design space χD. Throughout, we consider optimal design
of mechanical structures in linear elasticity, subjected to static forces. We assume that
the response of the structure is computed using the finite element method (see e.g. [3]).
The vector x ∈ χD will throughout be denoted the design variable vector, or simply
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the design variable. The elastic equilibrium equations relating an external force f applied
to the structure and the corresponding displacement u are given by
K(x)u = f. (1)
Here, u ∈ Rd is the vector of displacements, and f ∈ Rd represents a given external static
load for each of the d degrees of freedom introduced by the discretization of the design
space. The stiffness matrix K(x) ∈ Rd×d is a function of the design variable x, and we
assume that the load vector f is independent of the design x.
The first of the problems we study is the minimum compliance (maximum stiffness)
problem, which is formulated as
minimize
x∈Rn,u∈Rd
fTu
subject to K(x)u = f,
ρTx ≤M,
Ax ≤ b,
x ∈ χD = {0, 1}
n.
(2)
In (2), M > 0 is the maximum amount of material allowed for the structure, and ρ ∈ Rn
is the vector of material densities. The constraints Ax ≤ b state a general set of linear
inequalities involving only the design variable. The second problem formulation we study,
is the minimum weight problem
minimize
x∈Rn,u∈Rd
ρTx,
subject to K(x)u = f,
fTu ≤ C,
Ax ≤ b,
x ∈ χD = {0, 1}
n,
(3)
where C > 0 is the maximum allowed compliance for the structure. Problems (2) and (3)
are both non-linear mixed 0 – 1 programs. They are also non-convex problems, due to the
integer nature of the design variables, and the non-linearity of the equilibrium equations
(1).
Denote the sets
2.1 Assumptions
A summary of the important assumptions we consider throughout this article is the fol-
lowing:
(A-1) The stiffness matrix K(x) is symmetric, affine in x, and positive semi definite for all
x ∈ {0, 1}n. The matrix K(x) is given by
K(x) = K0 +
n∑
j=1
xjKj, (4)
where Kj ∈ R
d×d is the symmetric positive semi definite element stiffness matrix for
the j-th design variable, and K0 ∈ R
d×d is a given symmetric positive semidefinite
matrix (K0  0). We assume that
K0 = ηs
n∑
j=1
Kj , (5)
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with 0 ≤ ηs ≪ 1. In re-enforcement problems, we have ηs > 0, while ηs = 0 in pure
topology optimization problems. ηs will be called the re-enforcement parameter.
(A-2) The compliance and mass limits, C and M respectively, satisfy C > 0 and 0 < M <∑n
j=1 ρj, where ρj ≥ 0 for all j = 1, . . . , n.
(A-3) The external load f ∈ Rd \ {0}.
(A-4) There are no special assumptions on A and b, except for the requirement that the
feasible set related to the constraint Ax ≤ b is non empty.
Assumptions (A-2) – (A-4) are identical to the corresponding assumptions in the first part
of the article [16]. The assumption (A-1) generalizes the first assumption in [16], since it
allows holes to be introduced in the structure.
3 Extensions of the Design Problem
In the first part of the article ([16]), we presented a Generalized Benders’ Decomposition
(GBD) method for the single load minimum compliance and minimum weight problems (2)
and (3), respectively. We considered the re-enforcement case, i.e. ηs > 0 in equation (5)
in assumption (A-1). Here we extend the presented method to pure topology optimization
problems, i.e. ηs = 0 in equation (5) in assumption (A-1), where infeasibility of the
equilibrium equations (1) may occur for a subset of the design space. Consequently, a
new type of cuts preventing this type of infeasibility is introduced. These cuts are the
so called GBD feasibility cuts. The second generalization presented here is the extension
to the multiple load case, where the worst-case compliance (over all load conditions) is
minimized. The master problems for these cases are formulated and some final remarks
are presented.
In the first part of the article, the relaxed GBD master problem for the single load
minimum compliance problem (2), was stated as
minimize
x∈Rn,y∈R
y
subject to l∗c(x, u
k, νk) ≤ y, ∀ k = 1, . . . , N,
ρTx ≤M,
Ax ≤ b,
x ∈ {0, 1}n.
(6)
The relaxed GBD master problem for the minimum weight problem (3), was given by
minimize
x∈Rn,y∈R
y
subject to ρTx ≤ y,
lc∗(x, u
k, νk) ≥ 0, ∀ k = 1, . . . , N,
Ax ≤ b,
x ∈ {0, 1}n,
(7)
where the functions, l∗c and l
c
∗ are defined as
l∗c(x, u
k, νk) = fTuk + νk
T
uk[xk − x],
lc∗(x, u
k, νk) = C − fTuk + νk
T
uk[x− xk], with
νk =
(
uk
T
K1 u
kTK2 . . . u
kTKn
)T
,
uk = K(xk)−1f,
(8)
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and xk is the solution of the k-th relaxed master problem. These master problems are
used in the investigations presented in this second part of the article.
Notation 1. In the definition of the functions l∗c and l
c
∗ given by (8), a special notation
is used. This notation will be used throughout the article. The expression
νk
T
uk[xk − x] = νk
T
ukxk − νk
T
ukx,
should be understood in the following way. Each product of three terms
νTux, with ν ∈ Rnd, u ∈ Rd, x ∈ Rn
is interpreted as
νTux =
d∑
j=1
n∑
k=1
ν(d[k − 1] + j)u(j)x(k).
In particular, using the expression of νk in (8), the νk
T
ukxk terms are interpreted through-
out the article as
νk
T
ukxk =
n∑
j=1
xkju
kTKju
k.
3.1 Extension to General Topology Optimization Problems
The GBD method can be extended to the pure topology optimization case, where only
semidefiniteness of the stiffness matrix K(x) holds. This corresponds to consider the
assumption (A-1), with ηs = 0 in equation (5). This means that the stiffness matrix is no
longer affine, but linear in the design variables, i.e.,
K(x) =
n∑
j=1
xjKj .
In this case, the matrix K(x) is in general singular. Thus, a design xk may eventually
lead to an infeasible set of equilibrium equations (1), preventing us to obtain a valid
displacement field uk. In case of infeasibility, we can not obtain a valid optimality cut (8)
for the master problem (6). In this situation, GBD includes a set of feasibility cuts, which
we derive in this section. We start by defining the linear least squares problem,
P1(x) = minimize
u∈Rd
‖ K(x)u− f ‖22
subject to ‖ u ‖2≤ Cls,
(9)
where Cls > 0 is a sufficiently large scalar. The following result is necessary to define the
feasibility cuts.
Proposition 1. Consider a stiffness matrix K(x)  0. The equilibrium equations K(x)u−
f = 0 have no solutions, if and only if
ΦF(x) := infimum
λ∈Rd,φ∈Rnd
{supremum
z∈Rn,v∈Rd
{λT (K(z)v − f) + φT (vz − u∗(x)x)}} < 0, (10)
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where u∗(x) is any minimum norm solution
u∗(x) ∈ argmin
v∈Rd
P1(x),
and P1(x) is the least squares problem defined by (9). In particular, if we define
lf∗ (x, u, λ, φ) := supremum
z∈Rn,v∈Rd
{λT [K(z)v − f ] + φT [vz − ux]}, (11)
and set φ∗ = −λ
T∇xK(x), then l
f
∗ becomes
lf∗ (x, u, λ, φ∗) = λ
TK(x)u− fTλ. (12)
Proof. To prove that such u∗(x) exists, it is enough to prove that there exists a minimizer
of P1(x). This can be proven by using least squares theory for over-determined linear
systems in the rank-deficient case (rank(K(x)) < d), see for example [6, 7]. In particular,
the existence of a minimizer of P1(x) follows from the fact that in P1(x), a continuous
function is minimized over a closed bounded set (a compact set in Rd). P1(x) therefore
attains its extremes.
Note that problem (10) represents the dual formulation of the feasibility problem F(x),
given by
F(x) = supremum
z∈Rn,v∈Rd
0T z + 0T v
subject to K(z)v − f = 0,
vz − u∗(x)x = 0.
(13)
First, suppose that x is such that there exists a solution u(x) of the equilibrium equations
(1). It follows that since Cls is large enough, u(x) is at the same time, a solution of
the least squares problem (9). Therefore, we can suppose that u(x) = u∗(x). It is then
possible to see that (z = x, v = u(x)) is the unique optimal solution for (13). The weak
duality theorem (See [11], p. 149 or [8], p. 9) ensures that ΦF(x) ≥ F(x) = 0.
Suppose now that x is such that K(x)v − f = 0 has no solutions, and u∗(x) is a
minimizer of P1(x). We can show that there exist λ∗ ∈ R
d and φ∗ ∈ R
nd, for which
lf∗ (x, u∗(x), λ∗, φ∗) < 0.
These vectors are given explicitly by
λ∗ = λ(x) = f −K(x)u∗(x), (14)
φ∗ = φ(x) = −∇xK(x)λ∗. (15)
The definitions (10) of ΦF and (11) of l
f
∗ imply the validity of the inequality
ΦF(x) ≤ l
f
∗ (x, u∗(x), λ∗, φ∗). (16)
We make the changes of variables z = x+∆z, v = u∗(x) + ∆v, and use the fact that the
stiffness matrix K(z) is linear in z (K(x+∆z) = K(x) +∇xK(x)∆z). Then, we obtain
lf∗ (x, u∗(x), λ, φ) = supremum
∆z∈Rn,∆v∈Rd
{λT [[K(x) + ∆z∇xK(x)][u∗(x) + ∆v]− f ]
+ φT [u∗(x)∆z +∆vx+∆v∆z]}.
Since K(x) = ∇xK(x)x, we can simplify terms
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lf∗ (x, u∗(x), λ, φ) = supremum
∆z∈Rn,∆v∈Rd
{[φT + λT∇xK(x)][∆z∆v + u∗(x)∆z + x∆v]}
+ λT [K(x)u∗(x)− f ].
If we evaluate φ∗ = −∇xK(x)λ, then the supremum term is canceled
lf∗ (x, u∗(x), λ, φ∗) = λ
TK(x)u∗(x)− f
Tλ,
obtaining the representation (12) as wanted. To complete the proof, we need to find
λ∗ such that λ∗
T [K(x)u∗(x) − f ] < 0. There is an infinite number of vectors λ∗ ∈ R
d
satisfying this inequality. Take, for example λ∗ = f −K(x)u∗(x), in which case
l
f
∗ (x, u∗(x), λ∗, φ∗) = [f −K(x)u∗(x)]
T [K(x)u∗(x)− f ]
= − ‖ K(x)u∗(x)− f ‖
2
2< 0.
This last inequality, together with (16), finishes the proof.
Proposition 1 proves that if a given design xk is infeasible for the equilibrium (1), we can
find vectors uk∗ , λ
k, and φk, such that lf∗ (x
k, uk∗ , λ
k, φk) < 0. By including the feasibility
cut lf∗ (x, u
k
∗ , λ
k, φk) ≥ 0, we prevent the design xk from being feasible in the relaxed master
problem in the following iterations.
However, if x∗ is a global optimal solution for the considered problem, nothing ensures
that x∗ satisfies this feasibility cut, i.e. we can not ensure that x∗ satisfies lf∗ (x
∗, uk∗ , λ
k, φk) ≥
0. In order to do so, we start by recalling an equivalent reformulated version of a propo-
sition stated and proved in [1].
Proposition 2. Let x ∈ Rn, x ≥ 0, and y ∈ R be fixed. There exists u ∈ Rd satisfying
K(x)u = f and fTu ≤ y,
if and only if
y − 2fT v + vTK(x)v ≥ 0, ∀v ∈ Rd.
Theorem 1. Consider xk ∈ {0, 1}n, xk 6= 0n, an infeasible design for the equilibrium
equations (1), and the feasibility problem
H(xk) = minimize
λ∈Rd
0Tλ
subject to λTK(xk)λ− fTλ < 0,
fTλ− UB ≥ 0,
(17)
where UB is a valid upper bound for the compliance c(x∗), with x∗ an optimal solution of
problems (2) or (3), and φk = −∇xK(x
k)λk. Then, H(xk) possesses a solution λk ∈ Rd,
and the following inequalities are valid
l
f
∗ (x
k, λk, λk, φk) < 0,
l
f
∗ (x
∗, λk, λk, φk) ≥ 0.
Proof. We start by proving the existence of a solution for the feasibility program H(xk).
We do it by a contradiction argument. First, note that the function F 1
xk
: Rd −→ R,
F 1
xk
(v) = −fTv+ vTK(xk)v is unbounded from both sides. In addition, the function F 2
xk
:
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R
d −→ R+, F
2
xk
(v) = vTK(xk)v is unbounded from above. Then, from the unboundedness
of F 1
xk
, we can find λ0 ∈ R
d such that
λT0K(x
k)λ0 − f
Tλ0 < 0.
Suppose now that the problem H(xk) is infeasible, i.e.,
∀ λ ∈ Rd : λTK(xk)λ− fTλ < 0 =⇒ fTλ− UB < 0
=⇒ fTλ < UB
=⇒ λTK(xk)λ < UB.
Equivalently we can write, by contraposition
∀ λ ∈ Rd : λTK(xk)λ ≥ UB =⇒ λTK(xk)λ− fTλ ≥ 0. (18)
The contradiction arises when looking at any vector λ1 ∈ R
d, such that λT1K(x
k)λ1 ≥ UB.
Such λ1 exists, from the unboundedness of the function F
2
xk
. It follows that the vector −λ1
also satisfies (−λ1)
TK(xk)(−λ1) ≥ UB, and whether λ1, or −λ1 (but not both) satisfies
λTK(xk)λ − fTλ < 0. This is a contradiction to (18), which proves the feasibility of the
problem H(xk).
Now, if λk is feasible for the problem H(xk), then it satisfies the inequality λk
T
K(xk)λk−
fTλk < 0, or using the representation of the lf∗ -function given in Proposition 1, with
φk = −∇xK(x
k)λk, uk = λk,
lf∗ (x
k, λk, λk, φk) < 0.
Suppose now that we have a valid upper bound for the global optimal compliance UB
(i.e., a value UB such that fTu(x∗) ≤ UB). Then, by taking y = UB in Proposition 2,
we have a valid inequality for any x∗, global optimal design of problems (2) or (3)
UB − 2fT v + vTK(x∗)v ≥ 0, ∀v ∈ Rd,
or equivalently
−fTv + vTK(x∗)v ≥ fT v − UB, ∀v ∈ Rd.
Then any vector v ∈ Rd that satisfies UB− fTv ≥ 0, also satisfies −fTv+ vTK(x∗)v ≥ 0.
In particular, λk
T
K(x∗)λk − fTλk ≥ 0, or
lf∗ (x
∗, λk, λk, φk) ≥ 0.
The real importance of this result is that it provides a method to generate valid feasibility
GBD cuts, preventing a set of infeasible designs to be feasible for the GBD master problem.
At the same time it ensures that none of the optimal solutions is cut away from its feasible
set. We have now a result, which arises as a consequence of Theorem 1.
Property 1. The function lf∗ (x, λ, λ, φ), defined by (11) is linear in x, and has an explicit
representation, when the other arguments are λk, φk, where λk is a solution of the feasibility
problem (17), and φk = −∇xK(x
k)λk. This explicit representation is given by
lf∗ (x, λ
k, λk, φk) = lf∗ (x, λ
k, φk) = −φk
T
λkx− fTλk. (19)
Consequently, the GBD feasibility cut is given by
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φk
T
λkx ≤ −fTλk.
Now we can formulate a master problem, including cuts to prevent a design x, for which
the equilibrium equations (1) are infeasible, to be a solution of the master problem in the
following iterations. After including these lf∗ -cuts in the master problem (6), the relaxed
master problem for the minimum compliance problem (2), in the case ηs = 0, becomes
minimize
x∈Rn,y∈R
y
subject to l∗c(x, u
k,Γkc ) ≤ y, ∀ k = 1, . . . , p,
l
f
∗ (x, λ
k, φk) ≥ 0, ∀ k = 1, . . . , q,
ρTx ≤M,
Ax ≤ b,
x ∈ {0, 1}n.
(P ∗cf )
Considering the explicit representation of the lf∗ -functions (19) and the l
∗
c -function in (8),
we can get an explicit representation of the relaxed master problem
minimize
x∈Rn,y∈R
y
subject to −νk
T
ukx− y ≤ −2fTuk, k = 1, . . . , p,
φk
T
λkx ≤ −fTλk, k = 1, . . . , q,
ρTx ≤M,
Ax ≤ b,
x ∈ {0, 1}n,
(Pcf )
with νk as in (8), φk = −∇xK(x
k)λk, and λk a solution of the feasibility problem (17).
Note that we have simplified the expression for the l∗c -cuts in the program (Pcf ) to
−νk
T
ukx− y ≤ −2fTuk, (20)
with respect to the l∗c -cuts (8) of the re-enforcement case. This simplification comes from
the fact that when ηs = 0 in (4), we have that ν
kTukxk = fTuk. Note as well that the
l∗c -cuts (20) are equivalent to the SDP optimality cuts derived in the first part of the
article ([16]). For the minimum weight problem (3), the formulation of the relaxed master
problem with ηs = 0 is analogous.
3.2 Generalization to the Multiple Load Case
In the multiple load case problem, we would like to design an optimal structure, which
is subjected to several load conditions f1, . . . , fm, and each of them is considered as a
different and independent scenario. We modify slightly some of the assumptions from the
single load case.
(A-2) The compliance and mass limits, Cl, l = 1, . . . ,m, andM respectively, satisfy Cl > 0,
∀l = 1, . . . ,m, and 0 < M <
∑n
j=1 ρj, where ρj ≥ 0 for all j = 1, . . . , n.
(A-3) Each of the loads f1, . . . , fm ∈ R
d is non null, i.e. fl 6= 0, ∀ l = 1, . . . ,m.
For simplicity, we consider ηs > 0 in assumption (A-1). The minimum weight problem
for a multiple load conditions case is formulated as
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minimize
x∈Rn,u1,...,um∈Rd
ρTx
subject to K(x)ul = fl, l = 1, . . . ,m,
fTl ul ≤ Cl, l = 1, . . . ,m,
Ax ≤ b,
x ∈ {0, 1}n.
(21)
This program has m equilibrium equations, one per load condition, and m compliance
constraints, again, one per load condition.
For the problem (21), the GBD algorithm only includes a cut for each load condition for
which a design xk does not satisfy the corresponding compliance constraint. The relaxed
master problem related to the problem (21) is given by
minimize
x∈Rn,y∈R
y
subject to ρTx ≤ y
lc∗(x, u
k
lj
, νklj ) ≥ 0,
k = 1, . . . , N,
j = 1, . . . ,mk,
Ax ≤ b,
x ∈ {0, 1}n,
(P ∗wm)
where mk ≤ m counts the number of infeasible or active compliance constraints for the
design xk. Considering the representation of lc∗(x, u
k
lj
, νklj ) given by (8), we can get an
explicit form for the relaxed master problem for the multiple load minimum weight problem
(21). It is given by
minimize
x∈Rn,y∈R
y
subject to ρTx ≤ y
−νklj
T
uklj [x− x
k] ≥ Clj − f
T
lj
uklj ,
k = 1, . . . , N,
j = 1, . . . ,mk,
Ax ≤ b,
x ∈ {0, 1}n.
(Pwm)
Now, with respect to the minimum compliance problem, several possibilities for the ob-
jective function are available. For example, a worst case scenario for the compliance. In
this case, the objective function becomes
F (u1, . . . , um) = max
1≤l≤m
{fTl ul}.
The minimum compliance problem for the multiple loads case is given by
minimize
x∈Rn,u1,...,um∈Rd
max
1≤l≤m
{fTl ul}
subject to K(x)ul = fl, l = 1, . . . ,m,
ρTx ≤M,
Ax ≤ b,
x ∈ {0, 1}n.
(22)
This program has m equilibrium equations, one per load condition, and the objective
function considers m compliances. The relaxed master problem must include one cut per
load condition. In other words, given a design vector xk, an optimality cut l∗c(x, u
k
l , ν
k
l ) ≤ y
must be included in the master program for each load condition l = 1, . . . ,m. In this case,
the relaxed master problem becomes
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minimize
x∈Rn,y∈R
y
subject to l∗c (x, u
k
l , ν
k
l ) ≤ y,
k = 1, . . . , N,
l = 1, . . . ,m,
ρTx ≤M,
Ax ≤ b,
x ∈ {0, 1}n.
(P ∗cm)
Considering the representation of l∗c (x, u
k
l , ν
k
l ), given by (8), we can get an explicit form
for the relaxed master problem for the multiple load minimum compliance problem (22).
It is given by
minimize
x∈Rn,y∈R
y
subject to −νkl
T
ukl [x− x
k]− y ≤ −fTl u
k
l ,
k = 1, . . . , N,
l = 1, . . . ,m,
ρTx ≤M,
Ax ≤ b,
x ∈ {0, 1}n.
(Pcm)
Important Remark 1. All the results presented in [16], valid for the re-enforcement case,
can be extended to the pure topology case (i.e., when ηs = 0 in (5)). Namely, Theorem 1,
Proposition 2 (stating the validity of the l∗c -cuts), and corollaries 1, 2, 3, in [16] can be
extended with minor changes in the proofs (propositions 1 and 3 of [16] consider already
ηs ≥ 0). Therefore, the generalization of the presented GBD method applied to (2), (3) to
the case ηs ≥ 0 is straightforward.
Important Remark 2. The GBD method here presented, applied to problems (2), (3) can
be extended to the case when multiple load conditions are imposed, including a feasibility
cut lf∗ (x, λ
k
l , λ
k
l , φ
k) ≥ 0 whenever a considered load fl, l = 1, . . . ,m, leads to a set of non
solvable equilibrium equations. If the equilibrium equations possess a displacement solution
for a given load, a compliance cut lc∗(x, u
k
l , ζ
k
l ) ≥ 0 (in a minimum weight formulation, if
fTl ul ≥ Cl, with Cl the compliance bound for the lth load case), or l
∗
c(x, u
k
l , ν
k
l ) ≤ y (in a
minimum compliance problem) is included.
4 Statement of the Method
In this section, we present the formal statement of the Generalized Benders’ Decomposition
(GBD) method to solve the multiple load minimum weight problem (21). The assumptions
considered are the same as in the previous sections, i.e. assumptions (A-1) – (A-4). The
theoretical basis of the GBD algorithm for the minimum weight problem was presented
in the first part of the article. The convergence proofs in [16] can be generalized to show
finite convergence to a global minimum of the method stated below.
Algorithm 1: GBD for multiple load minimum weight problems
1. Set P = Q = 1, the upper bound UB = +∞, the lower bound y∗ = −∞ and the
convergence tolerance ǫ ≥ 0.
2. Solve the first relaxed master problem
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minimize
x∈Rn,y∈R
y
subject to ρTx ≤ y,
Ax ≤ b,
x ∈ {0, 1}n,
(M1)
by any solver for linear-mixed integer programming. If the problem is infeasible, stop
and exit. If the problem is feasible, it necessarily has at least one optimal solution.
This comes from the fact that ρTx ≥ 0, ∀x ∈ {0, 1}n =⇒ y ≥ 0. Denote the solution
of (M1) found by (x∗, y∗), and its optimal value y∗.
3. Do for all load cases l: { If x∗ is an infeasible design for the equilibrium equations
K(x∗)v = fl, compute a solution λ
Q ∈ Rd of the feasibility program
H(x∗) = minimize
λ∈Rd
0Tλ
subject to λTK(x∗)λ− fTl λ < 0,
fTl λ−Cl ≥ 0.
Compute φQ and rQE as
φQ =
(
(K1λ
Q)T (K2λ
Q)T · · · (Knλ
Q)T
)T
,
r
Q
E = −f
T
l λ
Q,
and set Q← Q+ 1.
Otherwise, if uP satisfies the equilibrium K(x∗)uP = fl, compute the compliance
CPl = f
T
l u
P . If CPl > Cl, compute ν
P and rPC as
νP =
(
(K1u
P )T (K2u
P )T · · · (Knu
P )T
)T
rPC = Cl − f
T
l u
P − νP
T
uPx∗
and set P ← P + 1. Add other feasibility cuts if available (cf. section on combina-
torial Benders’ cuts). }
4. If x∗ is a feasible design for all the equilibrium equations K(x∗)ul = fl, l = 1, . . . ,m,
and if fTl ul ≤ Cl ∀ l and ρ
Tx∗ < UB, then set UB = ρTx∗. If UB − y∗ ≤ ǫ, then
stop. The optimal design found is x∗, with optimal value ρTx∗. Otherwise, continue
to step 5.
5. Solve the relaxed master problem
minimize
x∈Rn,y∈R
y
subject to ρTx ≤ y,
−νk
T
ukx ≤ rkC , k = 1, . . . , P − 1,
φk
T
λkx ≤ rkE, k = 1, . . . , Q− 1,
Ax ≤ b,
x ∈ {0, 1}n,
by any solver for linear-mixed 0 – 1 programming. Denote the solution of this
program (x∗, y∗), and its optimal value y∗. Return to step 3.
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5 Accelerating GBD
Several ideas to accelerate the numerical performance of the Generalized Benders’ De-
composition (GBD) are reported in the literature. An overview of different techniques
used to accelerate GBD since this method was introduced in the early sixties is presented
in [18]. We discuss in particular two of these techniques, since they are relevant for our
investigation.
5.1 Pareto Optimal Cuts
In [14], it was proposed to discard cuts according to their relevance, measuring this by a
Pareto dominance relationship. We apply this idea on the compliance cuts generated by
GBD for the minimum compliance and minimum weight problems (2) and (3), respectively.
The study presented in [14] was done on a min-max formulation problem, and therefore,
for the problems we study here we need to adapt our definition of the Pareto dominance
relationship.
Definition 1. A cut lc∗(x, u
j , νj) ≥ 0 is said to dominate another cut lc∗(x, u
i, νi) ≥ 0 if
and only if
lc∗(x, u
j , νj) ≥ lc∗(x, u
i, νi), ∀ x ∈ [0, 1]n. (23)
with a strict inequality for at least one design. A cut l∗c (x, u
j , νj) ≤ y is said to dominate
another cut l∗c (x, u
i, νi) ≤ y if and only if
lc∗(x, u
j , νj) ≤ lc∗(x, u
i, νi), ∀ x ∈ [0, 1]n.
In [14], it was shown that for a general class of non-linear mixed-integer problems, the
inclusion of non dominated Pareto optimal cuts can improve the rate of convergence of
the lower bound towards the optimal solution. We have now the following result.
Proposition 3. Let lc∗(x, u
j , νj) ≥ 0 and lc∗(x, u
i, νi) ≥ 0 be two compliance cuts related to
two designs xj , xi ∈ [0, 1]n, with equilibrium solutions uj, ui ∈ Rd and Lagrange multipliers
νj, νi, as (8), respectively. If ηs = 0 and l
c
∗(x, u
j , νj) ≥ 0 dominates lc∗(x, u
i, νi) ≥ 0, then
fTuj ≤ fTui.
The same condition applies for the cuts l∗c(x, u
j , νj) ≤ y and l∗c(x, u
i, νi) ≤ y.
Proof. The relationship (23) is written explicitly as
C − fTuj + νj
T
uj(x− xj) ≥ C − fTui + νi
T
ui(x− xi), ∀ x ∈ [0, 1]n. (24)
If we evaluate the Pareto inequality (24) at x = 0, we obtain
−fTuj − νj
T
ujxj ≥ −fTui − νi
T
uixi.
Using that fTuj = νj
T
ujxj + uj
T
K0u
j we simplify this last condition to
2fTuj − uj
T
K0u
j ≤ 2fTui − ui
T
K0u
i. (25)
In the case of pure topology problems (ηs = 0 in assumption (A-1)), K0 = 0
d×d, and (25)
becomes
fTuj ≤ fTui.
The proof for the l∗c -cuts is analogous.
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In other words, if ηs = 0, the Pareto dominance value of a cut l
c
∗(x, u
j , νj) ≥ 0 (or a
cut l∗c(x, u
j , νj) ≤ y) is measured by the value of its compliance c(xj) = fTuj . The lower
the compliance, the higher is the corresponding Pareto dominance value.
This means that if we consider cuts related to a design with a low value in compliance,
we expect these cuts to dominate in general a larger number of cuts than other cuts
coming from designs with a higher value of compliance. We can therefore expect that
these cuts are stronger and lead to faster convergence. This is computationally tested in
the numerical examples section.
5.2 Combinatorial Benders’ Cuts
When solving pure topology problems, we need to deal with the potential infeasibility of
the equilibrium equations (1). For this purpose, GBD includes feasibility cuts, which are
described in Section 3. However, the GBD feasibility cuts show in practice a weak capacity
of improving the lower bound of the GBD algorithm. In order to improve the convergence
of general linear mixed-integer optimization problems, [5] investigated the inclusion of
the so called combinatorial Benders’ cuts, which attack the mathematical source of the
infeasibility of an inconsistent linear system. These cuts are the result of finding the set of
subsystems of the original linear system, which are responsible for the infeasibility of the
inconsistent linear system. This type of subsystem is called an “irreducible inconsistent
subsystem of linear constraints” (IIS).
Given an inconsistent system, its set of IIS’s is in general not unique, and the number
of IIS’s grows exponentially with the size of the problem (see [4]). The search of inconsis-
tencies of a linear system has been studied by several authors, see for example [5, 9, 17, 24].
In the case of the problems (2) and (3), we need to find IIS’s related to the equilibrium
equations (1), when ever these equations are inconsistent for a given design. It is necessary
to reformulate the equilibrium equations (1), to obtain an explicit relationship between
an inconsistency of the equilibrium equations and the value of the design variables. The
equilibrium equations (1) are rewritten as the system
n∑
j=1
Kjzj = f, (26a)
zj − u = 0, ∀ j ∈ N1(x), (26b)
zj = 0, ∀ j ∈ N0(x), (26c)
where the index sets N0(x) and N1(x) are
N0(x) := {j ∈ {1, . . . , n} | xj = 0},
N1(x) := {j ∈ {1, . . . , n} | xj = 1}.
In the equations (26), we want to find out which, among the equations (26b) and (26c),
are part of a short IIS (short IIS’s discard a bigger set of designs from being feasible at
the corresponding combinatorial cut). In order to find a minimal inconsistence set, the
following result, based on Farkas’s Lemma, is useful.
Theorem 2. Given the inconsistent system S = {x ∈ Qn | Cz = d}, the indices of the
minimal infeasible subsystems of S are exactly the supports of the vertices of the polyhedron
P = {w ∈ Qm | wTC = 0, wTd = −1}.
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Proof. The proof of this theorem is analogous to the one shown in [17], applied to an
inconsistent system of linear inequalities Cz ≤ d.
Theorem 2 is used to find IIS’s related to the system (26) (i.e., when Cz = d corre-
sponds to the system (26)). There are several heuristics to generate IIS’s (see, e.g. [5]
and [9]). All of them are based on introducing an auxiliary Linear Program (LP) with
feasible set in the polyhedron P . It is well known that an LP in a polyhedron P attains
its extremes at the vertices of P . Wisely changing the coefficients of its objective function
f(y) = bT y generates solutions at different vertices of the polyhedron P . For each solution
y∗ of the LP, and for each j0 such that y
∗(j0) 6= 0, the equation numbered j0 in (26)
belongs to an IIS. Consequently, all non zero values of y∗ indicates the indices of an IIS Sl.
For m′ different objective vectors b1, . . . , bm′ , m
′ different linear programs are formulated
and solved, andm′ solutions y∗1 , . . . , y
∗
m′ can be found. These solutions generate at mostm
′
IIS’s S1, . . . Sm′ . The shortest of them are taken to build combinatorial Benders’ cuts (by
shortest we mean, the IIS’s containing the least number of indices). More specifically, we
generate combinatorial Benders’ cuts, using the following heuristic based on the Theorem
2.
Combinatorial Benders’ cuts Algorithm
1. Consider a design x, such that the equilibrium equations (1) are inconsistent. Rewrite
the equilibrium equations (26) as Cz = d. Set l = 1 and let bl be the vector 1. Set
the initial set of IIS’s to Sl = ∅, and set the maximum number of iterations to lmax.
2. Solve the linear program
minimize
y
bTl y
subject to CTy = 0,
dT y = −1.
(27)
If this linear program is successfully solved to optimality and an optimal solution y∗
is found, find the indices I0 = {i ∈ N : y
∗(i) 6= 0}. I0 is the set of indices numerating
the constraints on the equilibrium equations (26). Then go to step 3. Otherwise, if
the program (27) is infeasible or unbounded, set Sl = ∅ and exit.
3. Form the set of indices Sl in the following way.
Set Sl = ∅. Do for all k: {
If I0(k) is related to one of the constraints
n∑
j=1
Kjzj = f , do nothing. If I0(k) is
related to one of the constraints zj − u = 0 or zj = 0, set Sl = Sl ∪ j. }
4. Set bl+1 = bl and l← l + 1.
5. Modify the objective coefficients bl(j) as: Do for all j {,
bl(Sl(j))← 2bl(Sl(j)).}
In this way these indices become more expensive for the optimization program (27).
If the maximum number of iterations has been reached, i.e. l ≥ lmax, go to step 6,
otherwise, return to step 2.
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6. Do for all l: { If Sl 6= ∅, for each IIS Sl, the combinatorial Benders’ cut related to
the inconsistent system (26) is given by
∑
j∈Sl:xj=0
xj +
∑
j∈Sl:xj=1
[1− xj ] ≥ 1.}
Stop and exit.
5.3 GBD Heuristics for Finding Candidate Designs
In this section, we discuss some alternatives, based on different heuristics, to accelerate
the performance of the GBD method applied to the minimum compliance and minimum
weight problems, (22) and (21), respectively. As it was indicated in the first part of this
section, the inclusion of high Pareto dominance cuts (related to low compliance designs)
may accelerate the convergence of the GBD algorithm. We consider first, the application of
the GBD algorithm to an alternative formulation of the structural design problem, in such
a way that this modeling leads to a non convex projected problem. As it was indicated
in the previous sections, the GBD algorithm applied to the minimum compliance (and
minimum weight) problem converges to a global optimum in a finite number of steps.
This result is valid, since the corresponding relaxed projected problem on the design space
is convex. By dropping this convexity condition, the algorithm no longer guarantees the
convergence to global optima. In exchange, we expect to observe a much faster convergence
of the algorithm, and potentially good feasible designs could be generated in the process.
One example of such modeling, dropping the convexity assumption, is given by the SIMP
approach (see [2]), a material interpolation scheme with a penalization parameter p > 1.
For instance, the SIMP interpolation scheme changes the original minimumweight problem
(3), to the following mixed 0 – 1 problem
minimize
x∈Rn,u∈Rd
ρTx
subject to Kp(x)u = f,
fTu ≤ C,
Ax ≤ b,
x ∈ χD = {0, 1}
n,
(28)
where the stiffness matrix K(x) in the assumption (A-1) is replaced by the matrix Kp(x)
modeled by
Kp(x) = K0 +
n∑
j=1
x
p
jKj .
Clearly, formulation (28) does not change the value of the compliance, since Kp(x) = K(x)
for all x ∈ {0, 1}n. However, the gradient of the compliance as a function of the design
variables is changed by this modeling. Thus, after computing the Lagrange multipliers
for the GBD method applied to the problem (28), we obtain the following form for the
compliance cuts
C − fTuk + pνk
T
uk(x− xk) ≥ 0,
with νk given by (8). The GBD algorithm applied to any non convex model will, in this
context, be called GBD heuristics, and when it is applied to a convex model, it will be
called global GBD. If the GBD method is applied to this interpolation model for p > 1
(the compliance and its gradient are well defined in {0, 1}n, and even in [0, 1]n, for p ≥ 1),
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we expect convergence to occur quickly, but only few feasible designs of good quality (if
any at all) are found. An alternative to overcome this difficulty is to smooth the modeling,
by mixing a convex (p = 1) and a non convex (p > 1) interpolation scheme. Consider for
example, the stiffness matrix
Kα0,p(x) = K0 +
n∑
j=1
[α0xj + [1− α0]x
p
j ]Kj , (29)
where a parameter 0 ≤ α0 ≤ 1 is introduced to control the combination of these two
different interpolation schemes. In practice, α0 controls the speed of convergence of the
algorithm. Using (29) to replace assumption (A-1), we obtain the mixed GBD compliance
cuts for the minimum weight problem (3)
lcα0(x, u
k, νk) ≥ 0,
lcα0(x, u
k, νk) = C − fTuk + νk
T
uk(D −Dk),
(30)
while for the minimum compliance problem (2), the mixed GBD cuts are given by
lα0c (x, u
k, νk) ≤ y,
lα0c (x, u
k, νk) = fTuk + νk
T
uk(Dk −D).
(31)
The vectors D,Dk ∈ Rn are given by
Dj = α0 + p[1− α0]xj , j = 1, . . . , n,
Dkj = α0 + p[1− α0]x
k
j , j = 1, . . . , n.
The value of p seems to play a secondary role, and for numerical examples, a value of p = 2
will be used. On the other hand, the introduced parameter α0 connects homotopically the
gradients of the compliance related to two interpolations schemes (in this case, SIMP with
p = 1 and p = 2). This means that if the gradient of the compliance for p = 1 (C1(x))
and p = 2 (C2(x)) are respectively given by
∇xC1(x) : [0, 1]
n −→ Rn−,
∇xC2(x) : [0, 1]
n −→ Rn−,
then, it exists a continuous function (a homotopy) H : [0, 1]n × [0, 1] −→ Rn−, given by
H(x, α0) = α0∇xC1(x) + [1− α0]∇xC2(x).
In particular, we have that
H(x, 0) = ∇xC1(x), and H(x, 1) = ∇xC2(x).
Therefore, a convenient value for the mixture parameter α0 will balance the the conver-
gence of the GBD heuristics and its closeness to the global GBD algorithm. Another
alternative for the modeling is to use the interpolation scheme suggested in [19]. By us-
ing this scheme we can expect similar results in convergence and capacity for generating
potential solutions to the problem.
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5.4 Numerical Procedure
When solving larger problems, the GBD method shows inefficiency in solving the relaxed
master problem. This efficiency, measured in time consumed for solving the master prob-
lem to optimality, is in general unpredictable, as in general for combinatorial problems.
Two ideas are proposed to overcome this serious problem. The first idea is based on the
computational experience that in general, most of the time spent by mixed-integer solvers
is used to prove optimality of the incumbent, while a small part of the time is spent in
actually finding the optimal solution. Solving the master problem to optimality is impor-
tant, because it allows us to measure precisely the lower bound, and therefore, to measure
correctly the convergence of the algorithm at the current stage. Nevertheless, since the
absolute gap between the lower and upper bounds is a non increasing sequence through the
iterations, it is important to measure it precisely, only as the stopping criterion is about
to be satisfied. We propose to solve the master problem to optimality only every fixed
number of iterations. This idea should help economizing the computational time, that
is generally waisted in proving optimality of master problems, when it is not important.
The second idea is to use GBD heuristics, with the mixed interpolation scheme (29), to
generate and accumulate many high Pareto value cuts, to be included as initial cuts for
the GBD algorithm. This is expected to give a higher rate of convergence of the algorithm.
The resulting algorithm, described qualitatively above, is stated properly now.
Algorithm 2: Method for the multiple load minimum weight problem (21)
1. Compute the solution xc of the continuous relaxation of the minimum weight problem
(21). Compute its compliances c1(x
c), . . . , cm(x
c). Set mc = 0. Do for all load cases
l = 1 . . . ,m: { Set f = fl. If cl(x
c) ≥ Cl, set mc ← mc + 1, compute the vectors
ucmc , ν
c
mc
and the corresponding compliance cut Cmcc : l
c
∗(x, u
c
mc
, νcmc) ≥ 0, after (8).
} Set Nc = 0.
2. Set α0 = 0.01. If ηs = 0, we set a temporary value (for instance ηs = 0.001). Set
the stopping criteria for the master problem, for example a gap of 0.2% and a limit
time of 100[s]. Set a time limit for the heuristic procedure (for instance TH = 3[h]).
Set i = 1.
3. Include the cuts C1c , . . . , C
mc
c , and the cuts C
1, . . . , CNc (if Nc > 0) in the relaxed
master problem (P ∗wm).
4. If i > 1, include the mixed cuts C1α0 , . . . , C
i−1
α0
in the master problem. Solve the
master problem (P ∗wm). Denote the incumbent of the master problem (x
∗, y∗).
5. Do for all load conditions l = 1, . . . ,m: { Set f = fl and compute the compliance
cl(x
∗). If cl(x
∗) ≥ Cl, then set i ← i + 1, compute the vectors u
i, νi after (8), and
the mixed compliance cuts Ciα0 : l
c
α0
(x, ui, νi) ≥ 0 after (30). If Cl ≤ cl(x
∗) ≤ L, set
Nc ← Nc + 1 and compute the cut C
Nc : lc∗(x, u
i, νi) ≥ 0 after (8).}
6. If cl(x
∗) ≤ Cl, for all l = 1, . . . m, and ρ
Tx∗ ≤ UB, set UB = ρTx∗.
7. Evaluate the stopping criterion UB − y∗ = 0. If it is satisfied, then continue to step
8. Otherwise, return to step 4.
8. Increase the value of α0 by 0.01. If the current time t < TH , set i = 1 and return to
step 3. Otherwise continue to step 9.
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9. Set α0 = 1.0, and ηs to its original value, if it was changed in step 2. Set the stopping
criteria for the master problem to a gap of 0.05% or a time limit of 24 [h] every 30
iterations, and a gap of 0.1% or a time limit of 300[s] otherwise.
10. Consider the cuts C1, . . . , CNc and C1c , . . . , C
mc
c as initial cuts for the global GBD
method. Run the GBD algorithm (Algorithm 1 in Section 4) until convergence, or
until the computational time limit TB is exceeded.
6 Implementation
The GBD method presented in this article is implemented in the numerical environment
and high level programming language matlab ([15]), for solving 2-D truss topology op-
timization problems. The solver used in the treatment of the master problem is the
commercial branch-and-cut solver for mixed-integer programming cplex version 9 ([12]).
The linear programs that appear while generating combinatorial Benders’ cuts are solved
by the Simplex solvers in cplex. The continuous relaxations of the minimum compliance
and minimum weight problems are modeled using the SIMP interpolation scheme [2], and
are numerically solved using the Method of Moving Asymptotes (MMA), see [21, 23]. The
matlab solver for non-linear optimization fmincon was used to compute optimal solutions
of the feasibility problem (17) and the feasibility problem used to compute the SDP cuts
(see the first part of the article [16]).
7 Numerical Examples for Truss Topology Optimization Prob-
lems
In this section, we present the numerical experience with the Generalized Benders’ De-
composition (GBD) method applied to a set of structural topology optimization problems.
Specifically, we attack truss topology optimization examples of the minimum weight and
minimum compliance problems, (21) and (22), respectively. A truss structure is an assem-
bly of long slender bars connected at frictionless nodes. The external loads are applied
only at the nodes. The design variables of the problems represent the area of the potential
bars in the structure. These areas belong to the discrete set xj ∈ {0, t1, . . . , tℓ}, where
0 < t1 < . . . < tℓ < +∞ are given values. The Young modulus Ei is scaled to unity for all
potential bars. The same is valid for the mass density. Therefore, we use the terms weight,
mass, and volume as equivalent ones. The tolerance for the feasibility of all constraints
is set to 10−5. All examples were run on an UltraSPARC IV processor, running at 1800
MHz.
7.1 Pareto cuts I
We start by investigating the numerical influence on the convergence speed for the Ben-
ders’ algorithm (Algorithm 1 in Section 4), when high Pareto value cuts are included,
i.e., compliance cuts obtained from designs with a low objective value. We consider the
program
minimize
x∈Rn
fTK(x)−1f
subject to ρTx ≤M,
Ax ≤ b,
x ∈ [ǫ, 1]n,
(32)
which is the (slightly perturbed) natural continuous relaxation of the nested formulation
of the minimum compliance problem in a single load case (see [2]). Here, ǫ represents
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Objective Cc Objective CPU [h:m:s] Iter. Gap (%)
Compliance yes 2.8978 0:17:44 233 0.030
single load no 2.8978 0:42:36 460 0.495
Compliance yes 3.0919 0:00:21 21 0.368
multiple load no 3.0919 0:00:47 67 0.029
Weight yes 9.3896 1:51:36 456 0.00
single load no 20.4570 72:03:25 3333 84.323
Weight yes 10.4787 01:23 79 0.00
multiple load no 10.4787 32:34 498 0.00
Table 1: Comparison of the performance of GBD including/discarding the compliance
cut(s) C lc, l ∈ J , from the solution of the continuous relaxation.
a very small positive number. From the solution of this problem, we obtain an almost
optimal Pareto cut. This special cut is used for testing its influence on the convergence
speed on the Benders’ algorithm. Since (32) is a convex problem when the stiffness matrix
is affine in the design variables (for a proof, see [22]), any local minimum xc is also a
global solution. xc is in general, a non 0 – 1 design. This means that the compliance cut
Cc := l
∗
c (x, u(x
c), ν(xc)) ≥ 0 is a valid inequality in [0, 1]n, and in particular, in {0, 1}n.
For the minimum weight problem (2) and in the multiple load case, the cuts C lc, l ∈ J
(where J is an appropriate index set) are constructed analogously, by using the continuous
relaxation of the corresponding problem.
Any global solution xc of (32) has the property that its corresponding compliance cut
Cc is not dominated by any other feasible compliance cut in [ǫ, 1]
n. Therefore, Cc is an
optimal Pareto cut, with respect to the Pareto dominance in Definition 1. Our purpose it
to test the influence of Cc on the convergence of the Benders’ algorithm. x
c is calculated by
the solver for nonlinear optimization MMA (see [21]). We consider a cantilever example.
The design domain is shown in Figure 1(a). The 31 bar ground structure for this example
appears in Figure 1(b). For this example, we used a re-enforced structure with a stiffness
matrix given by (4) and (5), with ηs = 0.01, and a compliance bound of C = 3.0, or
mass bound of M = 9.5. Four instances of the problem were considered: Two minimum
weight, and two minimum compliance problems. Each of the four instances was solved
twice, using the standard Benders’ algorithm (Algorithm 1 for multiple load minimum
weight problems, and its corresponding version for the minimum compliance problem).
One instance included the cut(s) C lc, l ∈ J from the beginning of the algorithm, while the
others did not. A general comparison of the performance of the algorithm on these four
examples is shown in Table 1. In this table, we have included the value of the objective
function of the best found feasible design, the CPU time for the Benders’ algorithm,
the number of iterations (master problems solved), and the relative optimality gap. The
relative optimality gap is defined as
Gap :=
UB − LB
UB
× 100,
with UB = upper bound for the global optimum (the objective function value of the
incumbent), LB = lower bound for the global optimum in the current iteration. The
stopping criterion of the algorithm is set for this example to Gap ≤ 0.5%. The optimal
solution to the single load minimum compliance example is shown in Figure 1(c).
Table 1 shows that in seven out of the eight instances, the stopping criterion was
satisfied within the time limit of 72[h]. We note an important difference in the CPU time
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11.5 f2
f1
(a) Design domain with boundary conditions
and external loads for the cantilever prob-
lem.
(b) Ground structure with 31 potential
bars.
(c) Optimal design to the single load (with
f = f1) minimum compliance problem with
design variables in the set {0, 1}.
Figure 1: The single load cantilever example.
and the number of iterations executed. In the cases where the optimal Pareto cut Cc was
included, both the CPU time, and the number of iterations were considerably lower. The
influence was in fact bigger on the minimum weight problems. In general, these differences
in performance show a clear positive influence of including the special cut(s) C lc from the
solution of the continuous relaxation of the problems. The strength of the cut(s) C lc, after
the Pareto dominance relationship (23), relies on the low value of the compliances of xc.
Consequently, we suggest that cuts related to low compliance designs should have a larger
influence on the convergence of the Benders’ algorithm. This implies that if we can find
low compliance designs by any mean, and include their corresponding compliance cuts at
the beginning of the algorithm, we can expect an acceleration of the convergence of the
algorithm. One example of a way to find low compliance designs is considering solutions
coming from the SIMP interpolation scheme for the problems (2) and (3) (or (22) and
(21)), with high penalization (say p > 3), in order to achieve convergence to (almost) 0
– 1 designs (see [2]). We will come back to this point after examining the influence of
combinatorial Benders’ cuts for pure topology design problems.
7.2 Combinatorial Benders’ cuts and SDP cuts
We investigate the use of combinatorial Benders’ and SDP feasibility cuts, in order to
accelerate the performance of the GBD method. These techniques apply only to pure
topology optimization problems, where the assumption (A-1) is taken with ηs = 0. Com-
binatorial Benders’ cuts were briefly described in Section 5, and SDP cuts were introduced
in the first part of this article [16].
The inclusion of combinatorial Benders’ and SDP cuts for infeasibility of the equi-
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librium equations (1) is tested on the same single load minimum compliance cantilever
example as shown above, but in the pure topology case (ηs = 0). We include two initial
compliance cuts, one generated by the solution from the continuous relaxation xc, and the
other cut, CS , generated by the solution for the SIMP interpolation scheme, xS , with a
final penalization of p = 6. In Table 2, we can see the results in performance comparing
the cases including/not including combinatorial Benders’ cuts and/or SDP cuts. The table
shows the objective function value upon termination, the CPU time consumed (CPU), the
number of master problems solved (Iter.), the number of Benders’ feasibility cuts (Feas.
cuts), combinatorial Benders’ cuts (Comb. cuts), and SDP cuts (SDP cuts). The last
column states the final relative convergence gap (Gap). The termination gap was set to
4%. For this problem, the number of master problems solved and the computation time
decreases as combinatorial Benders’ cuts and SDP cuts are included. This result indicates
a numerical advantage in including combinatorial Benders’ cuts and SDP cuts in the mas-
ter problem at each iteration, when treating pure topology problems. Note that there is an
important difference in the convergence of the algorithm when solving the pure topology
optimization problem, with respect to the re-enforced version of the same problem. While
the example considering re-enforcement (ηs = 0.01) converges in reasonable time, the pure
topology example (ηs = 0.0) takes a much longer time (34[h]:24[m] compared to 17[m]:44[s]
of the re-enforcement example) and many more iterations (1101 iterations, compared to
233 for the re-enforcement case) to achieve a much higher final gap (Gap = 3.948% com-
pared to 0.03%). This result suggests that the Benders’ algorithm might be better suited
for re-enforcement problems than pure topology optimization problems.
Objective CPU[h:m] Iter. Feas. Comb. SDP Gap (%)
cuts cuts cuts
2.946 46:34 1370 668 0 0 3.948
2.946 33:50 1169 437 446 0 3.948
2.946 34:24 1101 412 216 412 3.948
Table 2: Comparison of the performance of GBD including/not including combinatorial
Benders’ cuts and/or SDP feasibility cuts.
7.3 Pareto cuts II
A third experience is made, considering the same cantilever example, but including 5
potential areas for each bar, namely, xj ∈ {0, 0.2, 0.4, 0.6, 0.8, 1.0}. This modification
increments by 5 times the number of design variables in the problem. We set the stopping
criterion to a relative gap of 0.5%. We include the compliance cut related to the solution
xc of the relaxation (32) (C1). The results in Table 3 show that the CPU time limit of
72[h] was reached, and the algorithm stopped before converging. Nevertheless, in this
example, only 14 iterations were executed. The algorithm spent 5[m]:32[s] in iterations
1− 12, 43[h]:20[m]:24[s] in iteration 13, and 43[h]:05[m]:05[s] for iteration 14.
This example shows how in some situations, the solution of two consecutive master
problems can have such a different CPU time, which may have a huge impact on the
performance of the algorithm. We propose two actions to avoid this situation. First, we
introduce two relative tolerances for the resolution of the master problem. One of the gaps
is small (for example 0.05%), and it is used only every a certain number of instances of
the master problem. The other tolerance, the bigger one (for example 0.2%), is used in
most of the master problems. The second idea is to impose two time limits for execution
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Case UB LB CPU [h:m:s] Iter. Pareto cuts Gap (%)
C1 2.873 2.657 86:31:26 14 0 7.52
C2 2.706 2.698 0:12:02 31 327 0.30
Table 3: Comparison of the performance of GBD for a multi-area optimization example,
including only the compliance cut Cc related to the solution of the continuous relaxation
(C1), and the use of Algorithm 2 (C2).
of each master problem, depending on the corresponding tolerance of each iteration. This
implies that we could eventually exit a master problem with only an incumbent, which is
not optimal with respect to the given optimality tolerance. At the same time, we want
to use mixed Benders’ compliance cuts to generate as many initial cuts for the Benders’
algorithm as possible. Considering these two points, a modified algorithm was introduced
(Algorithm 2, described in Section 5). We used this algorithm to solve this problem, and
name this experience C2. This algorithm includes Benders’ mixed cuts (given by (30) and
(31)) to find many candidates designs with a high Pareto dominance value, to be included
in the master problem.
The experiment C2 reached the stopping criterion after 31 iterations in 12[m]:02[s]
after a heuristic stage time of 7[m]:44[s], generating 327 compliance cuts, see Table 3. In
these examples, no feasibility cuts were generated. A significant improvement due to the
inclusion of the heuristic stage of Algorithm 2 is observed. Not only an improvement in
the relative gap is attained, but also the computational time is dramatically reduced.
7.4 Numerical Experience
We attack 12 problem instances of the minimum compliance (22) and minimum weight
(21) problems, for a particular geometry of the design domain. Both single and multiple
load conditions, and single and multiple bar areas are considered. We also attack both,
the re-enforcement (ηs > 0) and the pure topology (ηs = 0) instances of the problems.
The considered geometry is presented in Figure 2(a). The design domain is discretized
into a 74 bar ground structure, with 28 degrees of freedom, see Figure 2(b). Table 4
presents the basic description of the examples P1–P12, including the name of the problem,
the number of areas available for each bar (Areas), the number of total design variables of
the problem (DV), the value of the re-enforcement parameter ηs, the objective function,
the number of load cases considered, the magnitude of the external load(s), and the weight
or compliance bound.
In examples P1–P6, we solve the minimum compliance problem (22), while in examples
P7–P12 we solve the minimum weight problem (21). In these examples we consider two
sets of available areas: The single area (x ∈ {0, 1}) case instances P1, P2, P7, and P8;
and a multiple set of areas (x ∈ {0, 0.2, 0.4, 0.6, 0.8, 1}) in examples P3–P6 and P9–P12.
A single load condition is considered in problems P1–P4, and P7–P10. The load condition
is given by f = f1 + f2 + f3 as shown in Figure 2(a). Similarly, multiple load conditions
are considered in problems P5–P6 and P11–P12. The multiple load conditions consist of
the loads f1, f2, and f3 as independent load scenarios. Moreover, P1, P3, P5, P7, P9 and
P11 are pure topology optimization problems (ηs = 0.0), while P2, P4, P6, P8, P10 and
P12 are re-enforcement instances (ηs = 0.01).
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P Areas DV ηs Objective Load Load Weight Comp.
cases ρTx max
1≤l≤m
{fTl ul}
P1 1 74 0.0 Compliance 1 1.0 23.5 opt
P2 1 74 0.01 Compliance 1 1.0 23.5 opt
P3 5 370 0.0 Compliance 1 1.0 16.0 opt
P4 5 370 0.01 Compliance 1 1.0 16.0 opt
P5 5 370 0.0 Compliance 3 10.0 23.5 opt
P6 5 370 0.01 Compliance 3 10.0 23.5 opt
P7 1 74 0.0 Weight 1 1.0 opt 0.0895
P8 1 74 0.01 Weight 1 1.0 opt 0.8773
P9 5 370 0.0 Weight 1 1.0 opt 0.1134
P10 5 370 0.01 Weight 1 1.0 opt 0.1107
P11 5 370 0.0 Weight 3 10.0 opt 1.5638
P12 5 370 0.01 Weight 3 10.0 opt 1.5325
Table 4: Problem statistics for the 12 problem instances.
f1f1 f1 f3f2f1
3
1
(a) Design domain with boundary and load conditions
for the bridge like example.
(b) Ground structure with 74 bars.
Figure 2: Design domain and ground structure considered in the numerical examples.
7.5 Results
Algorithm 2 from Section 5, modifying the standard Benders’ algorithm, was used for
attacking all the problem instances in Table 4. The heuristic stage of the algorithm (Step
1 - 9) was limited to a maximum duration of TH = 3[h], while the global Benders’ part
of the algorithm was limited to TB = 72[h]. The results are shown in Tables 5 and 6.
In these tables, we show the objective function value of the best feasible design found,
the number of iterations of the global Benders’ stage of the algorithm (Benders’ iter.),
the final relative optimality gap (Gap), the number of Pareto candidates generated during
the heuristic stage of the algorithm (Pareto cuts), and the CPU time for the heuristics
(CPU 1) and the global Benders’ (CPU 2) stages of the algorithm. The optimal designs
for three (P2, P5, and P11) of the twelve examples are shown in Figures 3, 4, and 5. In
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the examples with multiple areas, the figures show integer numbers besides the bars to
indicate the relative comparison among the areas.
P maxl{Cl} Benders’ Gap Pareto Feas. CPU 1 CPU 2
iter. (%) Cuts Cuts [h:m] [h:m]
P1 0.0895 1140 0.98 85 0 03:02 72:02
P2 0.0877 60 0.44 115 0 03:03 00:11
P3 0.1134 145 0.44 594 0 03:19 04:26
P4 0.1107 83 0.49 652 0 03:10 02:46
P5 1.5638 90 0.36 222 0 03:15 79:22
P6 1.5325 30 0.39 241 0 03:15 04:34
Table 5: Statistic obtained for examples P1 – P6.
P Weight Benders’ Gap Pareto Feas. CPU 1 CPU 2
iter. (%) Cuts Cuts [h:m] [h:m]
P7 23.430 1091 1.46 129 0 03:06 72:01
P8 23.930 6 0.22 145 0 03:02 00:02
P9 16.084 450 1.17/0.83∗ 648 3 03:15 94:00
P10 16.085 510 1.18/0.86∗ 585 0 03:09 74:52
P11 23.486 120 0.24 279 0 03:03 19:22
P12 23.504 180 0.37 241 0 03:19 25:56
Table 6: Statistic obtained for examples P7 – P12. ∗ The relative optimality gap based
on the lower bound obtained from solving the continuous relaxation of the considered
problem.
For eight of the examples the stopping criterion (Gap ≤ 0.5%) was reached within the
given time limits. The other four examples reached a final relative optimality gap < 1.5%.
The number of global Benders’ iterations executed varies from 6 to 1140. Example P9
is the only one for which feasibility cuts were generated (P9 generated one SDP cut, one
Benders’ feasibility cut, and one combinatorial Benders’ cut). This means that, in general,
the incumbents of the master problems correspond to feasible designs for the equilibrium
equations. This could be interpreted in the following way. If sufficiently many good
compliance cuts are introduced during the heuristic stage of the algorithm, a sufficiently
good approximation of the compliance function is made (at least in the neighborhood of
the global solutions that we are trying to find). This could prevent designs, which are
infeasible for the equilibrium equations (1), to be even close to be optimal in the relaxed
master problems, as it really is the case on the original mixed 0 – 1 problems. This
numerical experience suggests that the inclusion of many good candidate designs in the
final stage of the Benders’ algorithm, not only improves the rate of convergence, but also
helps to prevent stepping into equilibrium infeasible designs.
8 Final Remarks and Future Work
The Generalized Benders’ Decomposition (GBD) method applied to minimum compli-
ance and minimum weight truss topology optimization problems has shown to be able to
solve medium size problem instances to global optima. Several techniques, such as the
combinatorial Benders’ cuts and heuristic variations of the Benders’ algorithm, have been
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Figure 3: Optimal design for example P2.
Figure 4: Optimal design for example P5.
successfully applied to accelerate the method in the numerical examples. One important
future aspect is to extend the GBD method to structural topology optimization problems
with local stress and/or displacement constraints. The inclusion of this kind of local failure
criteria is an important extension of the algorithm, especially for industrial engineering
applications. In order to achieve this, an investigation about the mathematical properties
of the different failure criteria suggested in the literature must be done. In particular con-
vexity is an important issue, in order to guarantee global optimality of a GBD approach.
We also propose to investigate other classes of optimal design problems, that could be
well suited for GBD. For example, we will consider more advanced modeling situations
and finite elements, such as plate and shell elements, and optimal designs of composite
structures. We will also investigate the possibility to solve other topology optimization
problems, such as the design of compliant mechanisms and maximum stiffness problems
with stability constraints by GBD.
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Abstract
This article considers the use of a new type of Generalized Benders’ Decomposition
(GBD) method, modifying the classical procedure. GBD solves non linear mixed
integer problems, by solving a sequence of linear mixed integer problems. The classical
method includes at each instance of this sequence, one or several linear constraints (or
cuts), obtained from the solution of the previous problem in the sequence. The new
proposed method considers the level set of an upper bound for the considered objective
function. Then, it searches for a non (necessarily) feasible point at this level set, and
forms a GBD cut from this point. This new type of cuts are stronger than the classical
GBD cuts and numerical results show that in practice they lead to faster convergence.
The method is derived theoretically and specifically for classical structural topology
problems. However, it could be generalized to a larger class of non-linear mixed integer
problems, where the mixed problem can be reformulated as an integer problem with
a continuous convex relaxation. In this case, global solutions are guaranteed. A set
of numerical benchmark examples for structural topology optimization problems are
solved to global optimality.
Mathematical Subject Classification (2000): 90C90, 74P05, 74P15
Keywords: Structural Topology Optimization, Global Optimization, Generalized
Benders’ Decomposition.
1 Introduction
We present a new type of Generalized Benders’ Decomposition (GBD) approach ([4, 6]),
which modifies the original nature of the technique. As its name shows, GBD is derived
from the Benders’ Decomposition (BD) method, which is a well known technique for solv-
ing mixed integer optimization problems, published in 1962 by Benders (see [1]). BD was
originally designed for solving linear mixed integer problems. Geoffrion ([4]) and Lazimy
([6]) generalized the algorithm to a large class of non linear mixed integer problems, pro-
viding the name GBD. Several authors have indicated a number of techniques to accelerate
the performance of the GBD algorithm (see for example [8], [16], [12], and [10]). The new
method has been developed in a framework of structural topology problems. Previously, a
GBD method with a heuristic preprocess was developed for topology problems in ([11] and
[10]). The method presented there showed robustness in finding global solutions within
tight optimality tolerances. In particular, the strength of the method depends on the
quality of the intermediate found points, measured by a Pareto dominance relationship
∗Department of Mathematics, Technical University of Denmark (DTU), Matematiktorvet, B. 303 S,
DK – 2800 Kgs. Lyngby, Denmark. E-mail: E.Munoz@mat.dtu.dk
(see [8] and [16]). This feature we want to exploit in a special way, and we do this, by
introducing some changes to the classical method.
The classical GBD method replaces a non linear mixed integer problem by a sequence
of linear mixed integer optimization programs (called relaxed master problems, or sim-
ply master problems). The solutions of the master problems, under special conditions,
converge to a solution of the non linear mixed integer problem. The method uses the
following principle. After solving each linear mixed problem, a linear constraint (a cut) is
added to the master problem, which improves the approximation of the original problem.
The classical method includes cuts, which approximate the feasible set or the projected
objective function value at the solution of the current master problem. The new proposed
method follows as well the scheme of a sequence of master problems including at each it-
eration, one or several cuts making an approximation of the non linear problem at a given
point. The difference is that the point of approximation does not need to be integer, and
it is chosen at the level set of the best available upper bound for the non linear functions
included in the problem. This implies that the sequence of linear problems approximates
the non linear functions at points in a given level set. When enough cuts are included, and
the approximation of to the level set is good enough, all designs with worse objective value
are excluded. At this point, the algorithm finds a better solution if it exists, or converges
finding an optimal solution. We find these points at the level set value by a simple convex
combination between the integer solutions of the master problems, and the solution of the
continuous relaxation of the problem.
This article is organized as follows: Section 2 presents the mixed 0−1 formulation of the
minimum compliance problem, and the assumptions considered throughout this article.
Section 3 and 5 describe the theoretical results supporting this new GBD method. Section
6 states formally the proposed method. A proof for the convergence of the method to a
global optimum in a finite number of steps is presented in Section 7. Section 8 describes
briefly the numerical implementation of the method used in the numerical tests. Section
9 presents the numerical results obtained with this method. Finally, Section 10 discusses
briefly the obtained results, and suggests the future directions that should follow this
work.
2 Problem Statement
The problem setting and assumptions are almost identical to the ones stated in ([11] and
[10]). We consider a closed-bounded design domain Ωc ⊂ R
2 or Ωc ⊂ R
3, with piece-wise
differentiable boundary. After a finite element discretization process, the design space
consists in a set of design elements, where one or several 0-1 variables are linked to each of
the design elements. The design vector (or design variable) x ∈ {0, 1}n represents a point
in the design space. n is the number of design variables included in the problem. The
design problem we study consists in finding the optimal vector x∗ ∈ {0, 1}n minimizing
an objective function. In the context of Structural Optimization, any choice of a vector
x ∈ {0, 1}n represents a particular instance of the design of a structure. The design
problem considers as well a set of given static external forces fl ∈ R
d, l = 1, . . . ,m. The
response of the structure to these loads is computed by the finite element method, which
in the case of linear elasticity, results in the equilibrium equations
K(x)ul = fl, l = 1, . . . m, (1)
where the matrix K(x) ∈ Rd×d is called the stiffness matrix, and it is a function of the
design variable x. The solutions ul ∈ R
d, l = 1, . . . ,m of (1) are the displacements of
the structure under each load condition. d represents the number of degrees of freedom
81
in the structure induced by the discretization, and m is the number of external static
load conditions. The design problem studied in this article is the minimum compliance
problem, formulated as
minimize
x∈Rn
u1,...,um∈R
d
max
1≤l≤m
{fTl ul}
subject to K(x)ul = fl, l = 1, . . . ,m,
ρTx ≤M,
Ax ≤ b,
x ∈ {0, 1}n,
(2)
whereM > 0 is the mass or weight limit for the design, and ρ ∈ Rn is the vector of material
densities for each design variable. This problem is a non-linear mixed 0− 1 program.
The projection theorem can prove that if (x∗, u∗) ∈ {0, 1}n × Rd is a solution of the
problem (2), then x∗ is a solution of the following projected problem.
minimize
x∈Rn
max
1≤l≤m
{cl(x)}
subject to ρTx ≤M,
Ax ≤ b,
x ∈ {0, 1}n,
(3)
where the functions cl : [0, 1]
n −→ R¯+ = R+ ∪ {+∞}, l = 1, . . . ,m, are defined as
cl(x) =
{
fTl ul(x), if ul(x), solution of K(x)ul(x) = fl, exists.
+∞, otherwise.
(4)
Throughout the article, we will call x∗ any solution of problem (3), and denote C∗ the
optimal compliance of (3).
2.1 Assumptions
The assumptions considered are similar to the assumptions in [10], but generalized to
multiple load conditions.
(A-1) The stiffness matrix K(x) is symmetric, affine in x, and positive semi-definite for all
x ∈ {0, 1}n. The matrix K(x) is given by
K(x) = K0 +
n∑
j=1
xjKj, (5)
where Kj ∈ R
d×d is the symmetric positive semi definite element stiffness matrix for
the j-th design variable, and K0 ∈ R
d×d is a given symmetric positive semidefinite
matrix (K0  0). We assume that
K0 = ηs
n∑
j=1
Kj , (6)
with 0 ≤ ηs ≪ 1. In re-enforcement problems, we have ηs > 0, while ηs = 0 in pure
topology problems. ηs is the re-enforcement parameter of the problem.
(A-2) The mass limit, M satisfies 0 < M <
∑n
j=1 ρj, where ρj ≥ 0 for j = 1, . . . , n.
(A-3) Each of the loads f1, . . . , fm is non null, i.e., fl ∈ R
d \ {0},∀l = 1, . . . ,m.
(A-4) The feasible set related to the constraints Ax ≤ b is non empty.
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3 Generalized Benders’ Decomposition Framework
In [11] and [10], a formulation of the Generalized Benders’ Decomposition (GBD) method
applied to minimum compliance and minimum weight problems was studied from the-
oretical and numerical points of view. These two articles follow the scheme of [6] for
treating the subproblem (i.e., the problem obtained by fixing the integer variables) of the
GBD method. Nevertheless, in [11] it was proven that the method defined by ([6]) is
not available for problem (3), and a different subproblem was proposed and proved to be
suitable.
From [10], it can be implicitly inferred, by a generalization process, that the minimum
compliance problem (3) can be replaced by the following GBD master problem
minimize
x∈Rn,y∈R
y
subject to l∗c (x, u
k
l , ν
k
l ) ≤ y,
k = 1, . . . , p,
l = 1, . . . ,m,
l
f
∗ (x, λ
k
l , φ
k
l ) ≥ 0, k = 1, . . . , q,
ρTx ≤M,
Ax ≤ b,
x ∈ {0, 1}n.
(7)
In Problem (7), the function l∗c was defined as
l∗c(x, u
k
l , ν
k
l ) = f
Tukl + ν
k
l
T
ukl [x
k − x],
ukl = ul(x
k), where ul(x
k) is a solution of K(xk)ul(x
k) = fl,
νkl = νl(x
k) =
(
ukl
T
K1 u
k
l
T
K2 . . . u
k
l
T
Kn
)T
,
(8)
where xk ∈ {0, 1}n is the integer part of a solution of the relaxed master problem at
iteration k. The function lf∗ is defined as
lf∗ (x, λ
k
l , φ
k
l ) = −φ
k
l
T
λkl x− f
T
l λ
k
l , (9)
with λkl ∈ R
d a solution of the feasibility problem Hl(x
k), given by
Hl(x
k) = minimize
λ∈Rd
0Tλ
subject to λTK(xk)λ− fTl λ < 0,
fTλ− U ≥ 0,
(10)
and φkl =
(
λkl
T
K1 λ
k
l
T
K2 . . . λ
k
l
T
Kn
)T
. U is a valid upper bound for the objective
value of the solution x∗ of the original problem (3). All the results stated in ([11], [10]),
used the following special notation rule, which we continue to use in this article.
Notation 1. The expression
νk
T
uk[xk − x] = νk
T
ukxk − νk
T
ukx,
should be understood in the following way. Each product of three terms
νTux, with ν ∈ Rnd, u ∈ Rd, x ∈ Rn
is interpreted as
νTux =
d∑
j=1
n∑
k=1
ν(d[k − 1] + j)u(j)x(k).
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In particular, after the expression of νk in (8), the νk
T
ukxk term is interpreted throughout
the article as
νk
T
ukxk =
n∑
j=1
xkju
kTKju
k.
Remark 1. The expression νk
T
l u
k
l corresponds in fact to the gradient of the compliance
function ∇xcl(x). This means that the GBD cuts l
∗(x, ukl , ν
k
l ) ≤ y given by (8) are linear
constraints approximating locally the compliance functions in the point (design) xk. As a
consequence, the GBD method applied to problem (2) is conceptually equivalent to the ap-
plication of the Outer Approximation ([3, 7]) method to problem (3) (i.e., this equivalence
does not consider minor differences in the technical details of the methods).
4 Principle of the New GBD Method
To illustrate the main idea behind the method, we will show a one-dimensional example,
where the principle of the new method can be explained in a simple way. Suppose we
have a convex differential function c(x) in a one-dimensional space, for instance in R.
We consider then a minimization problem for the objective function c(x) over a finite
set of points {x1, . . . , xn} in R. The classical GBD includes cuts for every point in the
discrete feasible set obtained by the algorithm in an iterative procedure, converging in a
finite number of steps and obtaining a global optimal solution. The idea behind the GBD
method is to approximate the non-linear objective and constraints functions with linear
functions. This situation can be seen in Figure 1.
c(x)
X
YDesignsDiscrete
x
∗
Level set of x∗
GBD
Cuts
x∗ x2x3x4x5
Figure 1: Classical behavior of the GBD algorithm for the minimization of a function
y = c(x).
The new GBD procedure here proposed possesses the same properties, but it uses
the principle that it is enough to approximate the linear function at the level set of the
optimal value. By using this extra information, a better performance is expected for this
new algorithm. In particular, for a minimization problem in a one-dimensional space, it
can be proven that the new GBD method converges in at most one iteration after having
found a global optimum for the minimization problem. Note that it has not been stated
that the algorithm will converge in two iterations in this type of problems, but only that
it will converge at most two iterations after finding a global optimum solution. This
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result does not hold for the classical GBD and Outer Approximation methods ([3]), as
it has been reported in [7], where a counter example is shown. In this counter example,
these methods find the global optimal solution at the first iteration, and then visit all
possible points in the feasible set before converging. For the same example, the new GBD
algorithm would converge exactly at the third iteration, and only visiting two feasible
points before converging. This is explained graphically in Figure 2. Suppose the new
GBD algorithm finds a global optimum solution x∗ at iteration one. Then it will update
the Master problem including the GBD cut related to x∗. The master problem is solved
in iteration two, finding x2 as solution. Instead of including the GBD cut related to x2,
the new GBD algorithm will find a point not belonging to the discrete feasible set points,
but a point in the level set of the current best design x∗ (we say only current best design,
because we do not know yet that it is a global optimum). In a one dimensional space,
the uniqueness of this point xU is clear for any non trivial convex objective function. The
GBD cut related to xU is included and the relaxed master problem is solved for the third
iteration. The relaxed master problem solves the linear mixed integer problem showed in
Figure 2. It is possible to see that the optimal solution for the relaxed master problem is
(x∗, y∗). Therefore, the discrete point x∗ has appeared for the second time as a solution of
the relaxed master problem. The repeatition of x∗ is the condition for convergence of the
algorithm (see [4, 7, 11]), proving the convergence of the algorithm at the third iteration,
and the optimality of x∗. Unfortunately, this property does not hold in higher dimensional
spaces, but preliminary computational results shows a clear better numerical behavior for
the algorithm with the new GBD method for higher dimensional problems.
Benders Cuts
c(x)
x
y
Designs
Discrete
x
∗
Level set of x∗
x
U
x∗ x2xU
Figure 2: Optimal cuts included by the New GBD proposed algorithm for the minimimiza-
tion of a function y = c(x). The dashed line represents the GBD related to x2 which would
have been included if performing the classical GBD or Outer Approximation method.
5 Theoretical Results
In this section, we present the theoretical basis for the new GBD method we introduce
in this article, and we apply it to the minimum compliance problem (3). The ideas are
simple, and aim to justify the replacement of classical GBD cuts, by cuts obtained from
non feasible points. These non feasible points are not solutions of the master problem,
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but belong to a subset of the design space, where the optimal integer design set is likely to
be located. The projection of the continuous relaxation of the problem (3) on the design
variable x is given by (see [2])
minimize
x∈Rn
max
1≤l≤m
cl(x)
subject to ρTx ≤M,
Ax ≤ b,
x ∈ [0, 1]n,
(11)
where the functions cl(x) are defined by (4). The restriction of the problem (11) to its
domain of finiteness of the compliances is convex, so any local solution of it is also a global
solution (see [14]).
Definition 1. Let x∗ be an optimal solution of the minimum compliance problem (3),
with compliances cl(x
∗), l = 1, . . . ,m, max
1≤l≤m
cl(x
∗) = C∗. Define the sets
X0l = {x ∈ [0, 1]
n : cl(x) < C
∗, ρTx ≤M,Ax ≤ b}
X∗l = {x ∈ [0, 1]
n : cl(x) ≤ C
∗, ρTx ≤M,Ax ≤ b}
X˜∗l = {x ∈ [0, 1]
n : cl(x) = C
∗, ρTx ≤M,Ax ≤ b}.
We begin by stating and proving some preliminary results, which are important to
justify the definition of the new type of GBD cuts.
Lemma 1.
m⋂
l=1
X0l ∩ {0, 1}
n = ∅.
Proof. Suppose that the set
⋂
l
X0l ∩ {0, 1}
n is not empty. Then it contains at least one
element x∗∗. x∗∗ is feasible for the problem (3), and satisfies max
1≤l≤m
cl(x
∗∗) < C∗. This is a
contradiction with the optimality of x∗, proving the emptiness of the set
⋂
l
X0l ∩{0, 1}
n.
Lemma 1 claims simply that the set
m⋂
l=1
X0l does not contain any feasible point for
problem (3). All feasible 0 − 1 points belong necessarily to its complement set
⋂
l
X0l
c
.
Naturally, the same applies for the optimal solutions of problem (3). A natural consequence
of this is stated in the following lemma.
Lemma 2. The set of all solutions of the minimum compliance problem (3) is given by
X˜∗c = {x ∈
m⋃
l=1
X˜∗l ∩ {0, 1}
n : max
1≤l≤m
{cl(x)} = C
∗}.
Proof. Lemma 2 is a corollary of Lemma 1.
Lemma 2 claims that the solutions of problem (3) correspond to the integer points
lying on the level set of the optimal compliance. In other words, Lemmas 1 and 2 imply
that if we want to solve problem (3), in reality, it would be enough to search on a smaller
subset of the design space. The following result is more specific about this.
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Lemma 3. x∗ is a solution of the problem (3), if and only if x∗ is solution of the problem
minimize
x∈Rn
max
1≤l≤m
{cl(x)}
subject to x ∈
m⋃
l=1
X˜∗l ∩ {0, 1}
n.
(12)
Proof. Lemma 3 is just a corollary of Lemma 2.
Lemma 3 states that problem (12) has the same solution set as problem (3). Problem (12)
has however a much smaller feasible set. Therefore, it would be more convenient to attack
this problem instead of the original version of the problem.
In [10], it was pointed out that by including the cut(s) related to a solution of the
continuous relaxation (11), the convergence of the GBD algorithm can be significantly
accelerated. Let us denote xr, any solution of the continuous relaxation (11).
Lemma 4. Consider the load fl. Let x ∈ {x ∈ [0, 1]
n : Ax ≤ b, ρTx ≤M, cl(x) > U} The
function glx : [0, 1] −→ R
+ given by glx(α) = cl(αx
r + (1 − α)x) is a convex function. In
addition, for any c0 ∈ [cl(x
r), cl(x)], we can find α0 ∈ [0, 1] such that g
l
x(α0) = c0.
Proof. The convexity of glx follows from the convexity of cl(x) (see [14]). The existence
of α0 is a direct consequence of the intermediate value theorem (see any basic calculus or
analysis text).
Definition 2. Define the sets
XUl = {x ∈ [0, 1]
n : cl(x) ≤ U, ρ
Tx ≤M,Ax ≤ b},
X˜Ul = {x ∈ [0, 1]
n : cl(x) = U, ρ
Tx ≤M,Ax ≤ b},
where U is a valid upper bound for the optimal compliance value, i.e. U ≥ C∗.
Lemma 4 allows us to find, for any design xk such that cl(x
k) > U , l ∈ {1, . . . ,m}, a
scalar αkl ∈ [0, 1] and a design x
k
l,U ∈ X˜
U
l satisfying cl(x
k
l,U ) = g
l
xk
(αkl ) = U . Thus, if at a
certain stage, a solution of the master problem (xk, yk) does not satisfy max
l
{cl(x
k)} ≤ U ,
by using Lemma 4, we can find, for every l such that cl(x
k) > U , a (non feasible ) design
xkl,U ∈ X˜
U
l . To ensure the convergence of the problem in a finite number of steps, we need
to guarantee that the integer part of the solution the master problem xk can not be a
solution of the folowing master problems.
In [10], it was indicated that l∗c -cuts coming from low compliance designs are stronger
and lead to faster convergence. Here we present a result in the same direction, showing
that if we include the cut related to the design xkl,U (of lower compliance), we do not need
to include a cut related to xk.
Proposition 1. Consider an upper bound U for the optimal compliance of the problem
(3). Suppose that (xk, yk) ∈ {0, 1}n × R is a feasible design for the master problem (7),
and such that cl0(x
k) > U , for some l0 ∈ {1, . . . ,m}. It exists x
k
l0,U
∈ X˜Ul0 such that
xkl0,U = α
k
l0
xr + [1 − αkl0 ]x
k and cl0(x
k
l0,U
) = U , for some αkl0 ∈ [0, 1]. Then, any master
problem of the type of (7), including the cut l∗c (x, u
k
l0
, νkl0) ≤ y, with u
k
l0
= ukl0(x
k
l0,U
), and
νkl0 = ν
k
l0
(xkl0,U ) given by (8), can not have (x
k, y), with y ∈ R, as a solution.
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Proof. The existence of xkl0,U is guarateed by Lemma 4. Suppose that a given master
problem including the cut
l∗c(x, u
k
l0
(xkl0,U ), νl0) = ν
k
l0
T
(x− xkl0,U) + f
Tukl0 ≤ y
possesses (xk, yk) as a solution, with cl0(x
k) > U for some l0 ∈ {1, . . . ,m}. Then, we need
to see that νkl0
T
(xk − xkl0,U ) = g
′(αkl0) · (0 − 1) (see [2]). Since g
′(α) < 0 ∀α ∈ [0, 1], then
g′(αkl0) · (0− 1) > 0 =⇒ ν
k
l0
T
(xk − xkl0,U) > 0. Since f
Tukl0 = U , we have as a consequence
that
yk > U,
which can not occur, since yk, as a solution of the master problem, is necessarily a valid
lower bound of the optimal compliance (i.e., yk ≤ C∗ ≤ U). This proves that (xk, yk),
yk ∈ R, can not be solution of such a master problem.
Proposition 1 tells us that if max
l
{cl(x
k)} > C∗, then by including the non feasible cut
l∗c(x, u
k
l0
, νkl0) ≤ y
in the master problem, the design xk can not be part of a solution of any of the following
master problems. Notice as well that this proposition holds independently on whether the
considered design xk is feasible for the equilibrium equations (1) or not. This implies that
we do not need to include feasibility cuts of any type.
Proposition 2. Consider the semi-infinite master problem
minimize
x∈Rn,y∈R
y
subject to l∗c (x, ul(z), νl(z)) ≤ y,
∀ z ∈
⋃
l
X˜∗l ,
l = 1, . . . m,
ρTx ≤M,
Ax ≤ b,
x ∈ {0, 1}n.
(13)
Any optimal solution (xk, yk) ∈ {0, 1}n × R of (13), is also an optimal solution of (3).
Proof. First, suppose max
l
{cl(x
k)} > C∗. It follows that there exits l0 ∈ {1, . . . ,m} such
that cl0(x
k) > C∗. Then, after Lemma 4, we can find αkl0 ∈ [0, 1], such that x
k
l0
=
αkl0x
r + [1 − αkl0 ]x
k, and cl0(x
k
l0
) = C∗. This means that xkl0 ∈ X˜
∗
l0
. As a consequence,
the cut l∗c (x, u
k
l0
(xkl0), ν
k
l0
(xkl0)) ≤ y, is already present in the problem (13). Proposition 1
with U = C∗ ensures that xk can not be a solution of the master problem, obtaining a
contradiction. Then, Lemma 1 states that max
l
{cl(x
k)} ≮ C∗. Then, the only possibility
left is max
l
{cl(x
k)} = C∗, in which case xk is a solution of (3).
Problem (13) is a semi-infinite problem, and it requires us to know in advance the opti-
mal value C∗. This makes it impossible to treat this problem as stated. As an alternative,
we can consider any valid upper bound U for the compliance function. Therefore, we will
look instead at the semi-infinite master problem
88
minimize
x∈Rn,y∈R
y
subject to l∗c(x, ul(z), νl(z)) ≤ y,
∀ z ∈
⋃
l
X˜Ul ,
l = 1, . . . m,
ρTx ≤M,
Ax ≤ b,
x ∈ {0, 1}n,
(14)
which we can treat with a relaxation process. We have the following result.
Proposition 3. Consider a finite relaxation of the semi-infinite master problem (14)
minimize
x∈Rn,y∈R
y
subject to l∗c (x, ulkj
(xk
lkj ,U
), νlkj
(xk
lkj ,U
)) ≤ y,
xk
lkj ,U
∈
⋃
l
X˜Ul ,
k = 1, . . . , N,
j ∈ {1, . . . nk},
ρTx ≤M,
Ax ≤ b,
x ∈ {0, 1}n,
(15)
for given numbers N,nk, k = 1, . . . , N . Consider the sequence of solutions of the problem
(15), given by (x1, y1), . . . , (xN , yN ), and the corresponding 1, . . . , N l∗c -cuts respectively.
If a given solution (xk
∗
, yk
∗
) in the sequence satisfies max
1≤l≤m
{cl(x
k∗)} = U and U−yN ≤ ǫ,
with ǫ ≥ 0, then U ≤ C∗ + ǫ, and xk
∗
is an ǫ-optimal solution of (3).
Proof. We start by pointing out that (15) corresponds to take the problem (14), and
consider a finite number of elements in
⋃
l
X˜Ul , and the l
∗
c -cuts related to these elements,
each of them considering only some of the load conditions.
Then, since yN is the optimal value of (15), it satisfies the set of inequalities
l∗c(x, u
k
lkj
, νk
lkj
) ≤ yN , ∀k, lkj .
These inequalities can be rewritten, after (8), as
fTuk
lkj
+ νk
lkj
T
uk
lkj
[xk
lkj ,U
− x] ≤ yN , ∀k, lkj . (16)
It is known (see [2]) that νkl (x
′)
T
ukl (x
′)x = −∇xcl(x
′)Tx for any x′ ∈ [0, 1]n such that the
equations K(x′)u = fl possess a solution. It follows that (16) is equivalent to
clkj
(xk
lkj ,U
) +∇xclkj
(xk
lkj ,U
)T (x− xk
lkj ,U
) ≤ yN , ∀ k, lkj .
Suppose that xk
∗
is not a ǫ-optimum of (3). If follows that there exists x∗∗ ∈ {0, 1} feasible
for (3), satisfying max
l
{cl(x
∗∗)} = C∗∗ < U − ǫ and C∗∗ < yN .
Since the functions cl(x) are convex functions (see [14]), they satisfy
C∗∗ ≥ cl(x) +∇xcl(x)
T (x∗∗ − x), ∀x ∈ [0, 1]n : cl(x) <∞.
In particular, this last condition is satisfied by the finite set of feasible designs {xk
lkj ,U
, k =
1, . . . , N, j ∈ {1, . . . , nk}}
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C∗∗ ≥ clkj
(xk
lkj ,U
) +∇xclkj
(xk
lkj ,U
)T (x∗∗ − xk
lkj ,U
), k = 1, . . . , N, j = 1, . . . , nk,
and we have that the pair (x∗∗, C∗∗) satisfies all the constraints of the problem (15). It is
thus, a feasible point for this problem. Since C∗∗ < yN , this is a contradiction with the
optimality of (xk
∗
, yN ) for the problem (15). This proves that such x∗∗ does not exist, and
therefore U < C∗ + ǫ and so, xk
∗
is an ǫ-optimum for (3).
Proposition 4. Consider a sequence, indexed by N , of finite relaxations of the semi-
infinite master problem (14)
minimize
x∈Rn,y∈R
y
subject to l∗c (x, u
k
lkj
(xk
lkj ,U
), νk
lkj
(xk
lkj ,U
)) ≤ y,
xk
lkj ,U
∈
⋃
l
X˜Ul ,
k = 1, . . . , N,
j ∈ {1, . . . nk},
ρTx ≤M,
Ax ≤ b,
x ∈ {0, 1}n,
(17)
{nk}k is a given sequence of integers satisfying 1 ≤ n
k ≤ m, and u
lk
1
j
6= u
lk
2
i
for all
(k1, j) 6= (k2, i). If {(xN , yN )}N is the sequence of solutions the master problems, and
U > C∗, then there exists N0 ∈ N+ such that
max
l
{cl(x
N0)} < U.
Proof. After Proposition 1, each solution {(xN , yN )}N of the master problem such that
xN /∈
⋃
l
XUl is prevented to be a solution of the master problem again on next iterations,
just by including the cut l∗c(x, u
N
lN
0
, νN
lN
0
) ≤ y, for some lN0 ∈ {1, . . . ,m}. Since the number of
integer designs in {0, 1}n\
⋃
l
XUl is finite, as well as the number of designs in {0, 1}
n∩
⋃
l
X˜Ul ,
there will be necessarily an N0 > 1, for which none of the points in ({0, 1}
n\
⋃
l
XUl )∪
⋃
l
X˜Ul
can be part of a solution of the master problem. The solution (xN0 , yN0) of this master
problem must therefore satisfy xN0 ∈ {0, 1}n ∩ (
⋃
l
XUl \
⋃
l
X˜Ul ), in which case we have
max
l
{cl(x
N0)} < U.
Propositions 2 and 4 state that if we have a strict upper bound U1 for the optimal objective
value of problem (3) (i.e, U1 > C∗), we can build an algorithm based on the relaxation
of a master problem on X˜U
1
c . When enough cuts have been added to the relaxed master
problem, the solution (xk, yk) of the master problem will satisfy max
l
{cl(x
k)} = U2 < U1.
When this happens, we can update all the cuts to the set X˜U
2
c through Lemma 4. The
other possibility is that U1 = C∗, in which case the algorithm will converge in a finite
number of steps. Therefore, the only requirement is a valid upper bound for the optimal
compliance, which can be obtained and updated during the algorithm. If at any stage of
the algorithm, the value C∗ is attained as upper bound U , then the sets
⋃
l
X˜Ul and
⋃
l
X˜∗l
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are the same set. At this point, when enough cuts at the level set
⋃
l
X˜∗l are added, the
algorithm converges, obtaining an optimal solution.
Remark 2. The validity of the new type of GBD cuts is supported on the fact that there is
no essential difference between this new type of cuts and the ones used in a classical GBD
algorithm except for the fact that the points used to build the cuts may not be feasible. This
feasibility issue has no relationship with the validity of the cuts, since the validity of the
cuts is only related to the correct approximation and underestimation of the original non-
linear objective function by supporting planes, independently of whether these supporting
planes were built from feasible points or not.
6 Statement of the Method
In this section, we present formally the algorithm executing the new Generalized Benders’
Decomposition method proposed in this article, for solving problem (2). The assumptions
considered are Assumptions (A-1)-(A-4). The algorithm can be applied for reinforcement
or pure topology optimization problems, as well as single, or multiple load problems.
Algorithm 1: New Generalized Benders’ Decompostion approach, for the min-
imum compliance problem (2).
1. Set P = Q = 1, the upper bound U = +∞, the lower bound y0 = −∞ and the
convergence tolerance ǫ ≥ 0.
2. Compute the solution xr of the continuous relaxation of the minimum compliance
problem (3). Compute the compliances c1(x
r), . . . , cm(x
r). Do for all load cases
l = 1 . . . ,m: {Compute the vectors ul(x
r), νl(x
r) and the corresponding compliance
cuts l∗c (x, ul(x
r), νl(x
r)) ≤ y, after (8).}
3. Solve the first relaxed master problem
minimize
x∈Rn,y∈R
y
subject to l∗c(x, ul(x
r), νl(x
r)) ≤ y, l = 1, . . . ,m,
Ax ≤ b,
ρTx ≤M
x ∈ {0, 1}n,
(M1)
by any solver for linear-mixed integer programming. If (M1) is infeasible, then stop
and exit. Problem (2) is infeasible. Otherwise, denote the solution of (M1) found
by (x1, y1) and set P = 1.
4. Do for all loads l = 1, . . . ,m:{Compute the compliance cl(x
P )}. If max
1≤l≤m
{cl(x
P )} <
U , set U = max
1≤l≤m
{cl(x
P )}, and set the solution index i∗ = P .
5. Do for all k = 1, . . . , P :{ Set j = 1. Do for all loads l = 1, . . . ,m:{If cl(x
k) > U , set
lkj = l, set j ← j + 1, and compute, by a bisection procedure, α
k
lkj
∈ [0, 1] such that
g
lkj
xk
(αk
lkj
)} = U , where glx is the function defined in Lemma 4. Compute the design
xk
lk
j
,U
as xk
lk
j
,U
= [1 − αk
lk
j
]xk + αk
lk
j
xr. Find the displacement field uk
lk
j
and νk
lk
j
, after
(8)}}
91
6. Solve the relaxed master problem:
minimize
x∈Rn,y∈R
y
subject to l∗c (x, u
k
lkj
, νk
lkj
) ≤ y,
k = 1, . . . , P,
j ∈ {1, . . . nk},
ρTx ≤M,
Ax ≤ b,
x ∈ {0, 1}n,
(18)
where l∗c(x, u
k
lk
lj
(xklj ,U )l, ν
k
lk
lj
(xklj ,U )) given by (8), and n
k is the number of load condi-
tions holding cl(x
k) > U . Solve (18), by any solver for linear-mixed 0− 1 program-
ming. If (18) is infeasible, then stop and exit. Problem (2) is infeasible. Otherwise,
set P ← P + 1, and denote the solution of this program (xP , yP ).
7. If U − yP ≤ ǫ, then stop. The optimal design found is xi
∗
and its optimal value U .
Otherwise return to step 4.
Remark 3. The bisection procedure included in step 5 of the algorithm supposses that
the resolution of the subproblem and/or evaluation of the objective value is computation-
ally cheap. For large-scale problems, the bisection procedure might result in a very slow
algorithm, and might dominate the computational time for the complete GBD algorithm.
For these cases the bisection procedure should be replaced by a more efficient line search
algorithm, such as a Newton type algorithm or similar.
7 Convergence to Global Optima
Theorem 1. The presented Generalized Benders’ Decomposition (GBD) method Algo-
rithm 1 converges in a finite number of iterations to the global optimum value of problem
(3).
Proof. The convergence in a finite number of steps is based on the finiteness of the set
{0, 1}n. After Proposition 1, every solution (xk, yk) of the master problem such that xk /∈⋂
l
XUl is prevented to be a solution of the master problem in the following iterations, by
including the cut l∗c(x, u
k
lkj
, νk
lkj
) ≤ y. Otherwise, if xk ∈
⋂
l
XUl \
⋂
l
X˜Ul , then max
l
{cl(x
k)} =
U˜ < U . By setting U ← U˜ , and consequently, updating the sets XUl to the sets X
U˜
l ,
l = 1, . . . ,m, we have that now xk belongs to
⋂
l
XUl , and x
k is prevented from being a
solution of the following master problems, unless xk is an optimal solution of (3) (as it
was proven in [11]). Since we are discarding at each iteration, at least one design (unless
optimal), the number of iterations is limited by the cardinality of the feasible set of problem
(3). This number if finite, proving the convergence in a finite number of steps. Therefore,
the algorithm will stop the latest, when a design xk ∈
⋂
l
X˜Ul is repeated in the sequence
of solutions of the master problem. Proposition 3 ensures that, if the algorithm converges,
it converges to a global optimum.
Corollary 1. The presented GBD method Algorithm 1 converges in a finite number of
iterations to the global optimum value of problem (2)
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Proof. The projection theorem ensures that problems (2) and (3) have the same optimal
objective value. Therefore, the GBD algorithm will converge to the common global optimal
value of these two problems.
8 Implementation
The Generalized Benders Decomposition method presented in this article is implemented
in the numerical environment and high level programming language Matlab ([9]), for
solving 2-D truss topology design problems. The solver used in the treatment of the
master problem is the commercial branch-and-cut solver for integer programming CPLEX
version 9 ([5]). The continuous relaxation (11) is solved using the Method of Moving
Asymptotes (MMA), see [13, 15].
9 Numerical Examples
In this section, we present some numerical examples for the Generalized Benders’ De-
composition (GBD) method proposed in this article. We will use some of the numerical
examples presented in ([10]) for benchmarking the proposed method. These examples are
2-D truss design problems, where problem (3) was attacked for a particular geometry of
the design space, considering different parameterizations. The design problem corresponds
to finding an optimal configuration of bars forming a truss structure. The design decision
considers as well the optimal area (out of a discrete set of candidate areas {a1, . . . , an0})
for each of the bars included in the structure. For more details about the example descrip-
tion, see [10]. The tolerance for the feasibility of all constraints is set exactly as in [10]
(10−5). All examples were run on an UltraSPARC IV processor, running at 1800 MHz, as
in [10].
Name Areas DV ηs Load Load Weight
Cases limit (M)
P1 1 74 0.0 1 1.0 23.5
P2 1 74 1e-2 1 1.0 23.5
P3 5 370 0.0 1 1.0 16.0
P4 5 370 1e-2 1 1.0 16.0
P5 5 370 0.0 3 10.0 23.5
P6 5 370 1e-2 3 10.0 23.5
Table 1: Problem statistics for the 6 problem instances solved in [10].
In Table 1, the parameterization describing the examples are given for the six examples.
This parameterization scheme includes the number of candidate areas, the number of
design variables (DV), the value of the re-enforcement parameter (ηs), the number of load
cases in the example, the magnitude of the load, and the weight limit for the structure.
The stopping criteria for the algorithm was set exactly as in [10], i.e. as Gap < 0.5%,
where Gap is defined as the relative optimality gap
Gap :=
U − yk
U
× 100,
U is the current best objective value found, and yk is the optimal objective for the master
problem at iteration k.
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P Max(Cj) GBD Gap CPU
iter. (%) [h:m]
P1 0.08951 1273 2.619 72:36
P2 0.08773 180 0.442 00:24
P3 0.11471 675 3.981 97:56
P4 0.11082 534 0.500 03:17
P5 1.57446 120 1.621 93:57
P6 1.53289 120 0.413 25:37
Table 2: Statistic obtained for examples P1 – P6, for the standard GBD algorithm. Three
out of the six examples converged to optimality.
P Max(Cj) GBD Gap CPU
iter. (%) [h:m]
P1 0.08951 1140 0.981 75:04
P2 0.08773 60 0.438 03:14
P3 0.11338 145 0.479 07:45
P4 0.11065 83 0.487 05:56
P5 1.56377 90 0.362 82:37
P6 1.53252 30 0.391 07:49
Table 3: Statistic obtained for examples P1 – P6, from [10]. The use of heuristics im-
proves the performance of the GBD algorithm. Five out of the six examples converged to
optimality.
First we ran the examples with the standard GBD algorithm based on the algorithm
presented in [11]. The results of this experiment are shown in Table 2. We note that
three out of the six examples converged within the time limit of 72[h]. The three examples
that converged are exactly the examples with a non zero re-enforcement parameter (i.e.,
ηs > 0). This result shows that re-enforcement problems are better suitable to be solved by
a GBD approach. This observation was already conjectured in [10], and here we confirm
once more the same statement by the numerical evidence of the presented examples.
In table 3 we can see the results obtained in [10], where a standard GBD approach was
used, including a heuristic preprocessing stage, for obtaining many good quality initial
cuts. That algorithm considers as well two sets of optimality tolerances and time limits
for the master problem, and it includes the cuts obtained from solutions of the continuous
relaxation (11). These two techniques help accelerating the convergence of the algorithm.
The proposed method uses these two techniques too, including a set of relative tolerances
for the master problem (tol1 = 0.1%, tol2 = 0.05%), where tol2 is considered every 30
iterations. Furthermore, a set of time limits (T1 = 300[s], T2 = 24[h]) is considered, where
T2 is set only every 15 iterations. In Table 4, we see the corresponding results for the
proposed method.
The results show an important difference in performance, with respect to the CPU
time spent for both algorithms. The new proposed algorithm was faster in all examples,
with rates of CPU time going from 1/30 (example P4) to 1/2400 (example P1) .
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P Max(Cj) GBD Gap CPU
iter. (%) [h:m:s]
P1 0.08951 62 0.381 0:01:50
P2 0.08773 58 0.445 0:01:56
P3 0.11338 67 0.441 0:03:36
P4 0.11068 121 0.424 0:12:20
P5 1.56521 36 0.444 1:20:43
P6 1.53282 40 0.435 1:00:54
Table 4: Statistic obtained for examples P1 – P6 with the proposed GBD algorithm.
10 Final Remarks and Future Work
We have proposed a new technique based on the Generalized Benders’ Decomposition
method for attacking mixed-integer optimization problems. This new method considers a
solution of the continuous relaxation of the mixed integer problem. Then, for each solution
of the relaxed master problem, a point in the level set of the current best solution is found
by a bi-section procedure. The bisection procedure is executed between the solution of
the continuous relaxation and the design coming from the solution of the master problem.
For large-scale problems, the resolution of the subproblem for each step of the bi-section
procedure may make the method inefficient. In these cases the bisection procedure should
be replaced by a more efficient line search procedure. The numerical results confirm
that the best cuts to be included in the sequence of master problems are not necessarily
obtained by the solutions of these master problems. The algorithm was benchmarked with
an existing implementation of Generalized Benders’ Decomposition for structural topology
optimization, and an improvement on CPU time in at least 2 orders of magnitude, and also
an important reduction in the number of iterations was observed. These promising results
suggest that this method should be investigated also other types of problems, generalizing
the method to a larger class of problems. For instance, problems where the non linear
functions involved are formulated as constraints, instead of as the objective function, which
is the case in this work.
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Abstrat
Composite laminate lay-up design problems may be formulated as disrete material seletion pro-
blems. Using this modeling, we state standard minimum ompliane problems in their original Mixed-
Integer Problem (MIP) formulation. We use dierent tehniques for ontinuous and disrete optimiza-
tion, and a Generalized Benders' Deomposition algorithm is used obtaining globally optimal solutions.
The onvergene of GBD is improved by using information obtained from heuristi proedures. We use
an eient heuristi tehnique, whih is very likely to nd lose-to optimal solutions. This tehnique
onsists in solving a related sub-MINLP problem, based on the solution to the ontinuous relaxation
of the original MINLP optimization problem. This sub-MINLP problem orresponds to the original
mixed-integer problem, where a large number of variables are xed (up to 90%). Solving the resulting
problem is often easier and typially requires signiantly less omputational eort. A number of nume-
rial examples in design of omposite laminated strutures is presented. Several of them are solved to
global optimality, and in extension the strengths of the method are disussed. Numerial examples of
up to 23.000 design variables are solved to global optimality.
Keywords: strutural design optimization, integer optimization, global optimization, deomposition
tehniques, heuristis, laminated omposite materials.
1 Introdution/Literature Review
Almost every strutural or mehanial design problem an be formulated as an optimization problem
with either ontinuous or integer deision/design variables. Despite of the fat that most pratial
design problems are disrete in nature, the vast majority of works on strutural optimization fous on
design problems with ontinuous variables. The reasons for this are many; ontinuous problems are
(muh) easier to solve, the size of manageable ontinuous problems is signiantly larger ompared to
equivalent integer problems, o-the-shelf ontinuous large-sale optimization algorithms exist, and in
addition many integer problems may be attaked heuristially using ontinuous approahes. Typially,
the integer nature of the deision variables omes from the fat that it is not desirable or possible to allow
for e.g. every imaginable bar or plate thikness, material property et. for the design of a mehanial
struture. Often the designer is restrited to hoose from a set of predened properties for the entity
in question; be it a ross setion from a table of available standard ross setions, or a material from
a set of predened suitable andidate materials. Problems of truly disrete nature are not neessarily
suitable for ontinuous approahes and furthermore most ontinuous approahes give no guarantee or
assessment about the quality of the solutions obtained, exept that they yield some design improvement
ompared to the initial design. To perform true optimization, that is to obtain the best solution(s) (the
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set of global optimal solutions), more rigorous approahes are needed, and this is the topi of global
optimization, whih we onsider in this paper.
The appliation addressed in this paper is that of having a design domain, whih is subdivided into a
nite number of regions. Eah of these regions will be alled throughout this paper, a design sub-domain.
In every design sub-domain, the seletion of a material from a set of given andidate materials is to be
done. This formulation overs multi-material problems suh as optimal omposite laminate lay-up design
with dierent andidate material as well as disrete ber orientation problems. We propose to use a
ombination of exat global optimization algorithms, ontinuous relaxations, and heuristis to obtain
guaranteed globally optimal solutions to these disrete design problems, whih would not be possible
to solve by either approah independently. In this paper heuristi proedures only have the purpose of
assisting in nding globally optimal solutions, while global optimization methods are used to both nd
globally optimal solutions, and also to prove the optimality of these solutions. We use two heuristi
proedures to improve the onvergene rate of the global algorithm. The diulty of proving global
optimality depends strongly in the nature of eah problem. In partiular, onvexity properties of the
ontinuous relaxation of an optimization model gives a superlative help in aomplishment of this task.
As a matter of fat, the optimal solution to the onvex ontinuous relaxation gives a meaningful lower
bound for a global optimum of the 0/1 problem.
Strutural design of laminated omposite strutures entails deisions about the number of layers,
seletion of material in eah layer (CFRP
1
, GFRP
2
, polymeri foam, balsa wood, et.), orientation of
orthotropi materials (0◦, 45◦, . . . , 90◦), individual layer thiknesses. In the urrent work we x the
number of layers as well as the layer thiknesses a priori and thus we only onsider the problem of
domain-wise seleting the optimal material among multiple andidates. Thus we ontinue along the
lines of (disrete) topology optimization meaning that we work on a given xed domain within whih
we want to selet in eah design sub-domain the optimal material from a number of given andidate
materials. These were rst presented by [34, 12℄ in the setting of three-phase topology optimization (void
and two materials). Sine then [35, 25℄ generalized the problem to inlude multiple (possibly orthotropi)
materials to be seleted among in the setting of optimal omposite laminate design. In this paper the
modeling of the ontinuous relaxation losely follows that of [36℄.
In ontrast (si!) to two-phase topology optimization, the design question is extended to inlude
multiple distint phases whereby the problem is enlarged. This design problem is a generalization of
the void-solid (or two-phase) topology optimization problem and inludes this problem as a speial ase
where void is one of the materials. Thus, the multi-material minimum ompliane problem also laks
existene of solutions in its ontinuum innite dimensional form, as it is well-known for the two-phase
topology optimization problem, see [26, 21, 22, 8℄. For a nite element disretized design domain, this
means that the optimal solution is mesh dependent. One way to obtain a well-posed problem is to
introdue miro strutures (i.e. omposites) to the design spae, or to exlude unwanted small sale
features from the feasible set (see [6℄). In this work we do not ensure existene of solutions through e.g.
minimum length sale or omposites but we inlude the possibility of seleting pre-dened (omposite)
materials from a set of andidate materials, throughout the also pre-dened spatial design sub-domain.
Sine the problem of mesh dependeny exists for two-phase topology design, it also exists for the multi-
material problem sine the former is just a speial ase of the latter. In pratie, however, it is our
experiene that mesh dependeny does not pose too severe problems. Nevertheless, it still exists and
should be taken are of in future researh. Here we just briey mention the issues related to dening,
formulating and handling meaningful length sales when multiple phases are involved. These issues are,
to our knowledge, not resolved yet and require further researh.
As a general fat, the original formulation of disretized strutural design problems falls into the
ategory of nonlinear non-onvex mixed-integer problems, where the state variables are ontinuous va-
riables and the deision/design variables are integer variables. This orresponds to a so-alled SAND
(Simultaneous ANalysis and Design) formulation (see [10, 18, 19℄). To handle this lass of problems,
several tehniques are found in the literature. We briey mention the branh-and-bound method ([23℄,
[15℄), the branh-and-ut method ([38℄), Outer Approximation by [9℄, and the Generalized Benders'
Deomposition (GBD), [11℄. In this work we apply the GBD method to treat diretly the mixed-0/1
strutural design problem in the sense desribed by [28, 29℄. This tehnique was rst introdued by
Benders (Benders' Deomposition, (BD), [4℄), and aimed to solve linear mixed-integer problems. The
1
Carbon ber reinfored polymer
2
Glass ber reinfored polymer
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method was generalized to a partiular lass of nonlinear mixed-integer problems in [11℄ and further
developments are due to [24℄. In the last two deades, a large number of publiations about variations
and improvements of the method (speially in the BD method, as [33℄, [27℄) and appliations in industry
have been published ([31℄, [17℄). It seems that this tendeny will ontinue in the oming years. With
respet to strutural optimization, [28, 29℄ applied GBD for the design of simple 2-D truss strutures.
That artile and the present are up now to our knowledge, the only existing appliations of GBD to
strutural optimization. [28, 29℄ pointed out the limitation of the method to solve largesale topology
optimization problems (i.e. many sub-domains and design variables) in terms of onvergene within a
reasonable amount of time and memory. Therefore, in the ase of largesale problems, the apaity
of this and other methods of integer optimization is still limited. To solve these problems a relaxation
is introdued letting the integer variables take on ontinuous values. The ontinuous variable approah
typially uses penalization of intermediate variable values to obtain integer feasible solutions eventually,
see e.g. [5, 6, 37℄. The size (whih is not neessarily related to the omplexity) of the problems that we
want to attak is roughly haraterized by size of the analysis problem and the number of integer design
variables. The aim of this paper is to inrease the size of problems possible to solve to global optimality.
Organization of the Paper
In Setion 2 we present the formulation of the disrete mass onstrained minimum ompliane problem.
In Setion 3 follows a desription of a method to solve the disrete problem by use of the Generalized
Benders' Deomposition (GBD) method. Setion 4 desribes the ontinuous relaxation of the mixed-
integer problem and how it is used to improve the performane of the GBD method. The ontinuous
relaxation is also used as part of a rounding heuristi desribed in Setion 5. In Setion 6 we present
a method ombining the previously desribed proedures and point out in what way this improves its
pratial and numerial performane. Setion 7 desribes briey the implementation of the algorithm
for omputational experiene. Following the presentation of the methods developed in this work, in
Setion 8 we demonstrate numerial examples solved by eah of the methods independently as well as
examples where both methods are used in ombination to demonstrate the improvement gained through
the ombination of the methods. The results of the omputational experiments are presented in Setion
9. Finally, we round o with a disussion in Setion 10, point to future use of the methods and onlude
in Setion 11.
2 Problem Formulation
Consider a (layered shell) struture Ω ∈ R3. We aim to onstrut an optimization model to design
a multi-material omposite laminated struture. Ω is onsidered as a xed design domain, where the
distribution of material has to be assigned. A set of andidate materials with dierent mehanial
and mass properties is provided, and our goal is to nd, if a suitable objetive funtion is given, the
optimal distribution of the materials satisfying the imposed onstraints. We assume linear elastiity
for the mehanial model, whih we disretize by nite elements, reduing the ontinuum problem to a
nite-dimensional problem with degrees of freedom, u ∈ Rd. Considering appropriate support/boundary
onditions and a given load ondition, f ∈ Rd, the nite element equilibrium equations take the following
form
K(x)u = f (1)
where the stiness matrix K(x) ∈ Rd×d depends on the material onstitutive properties as well as the
(xed domain) nite element strain-displaement relation as dened in (6). The onstitutive properties
are assumed to be given by Hooke's law (linear elastiity).
Given a number of predened materials, nc, with known onstitutive properties Ei and mass density
ρi, we want to minimize the ompliane under stati loading. In order to build the optimization model,
a seond disretization of the design domain Ω is made. This disretization is for the design problem,
and it is independent of the nite element disretization. More preisely, the seond disretization of Ω
introdues a set of nd design subdomains, and a material seletion variable xij ∈ {0, 1} is introdued
to represent the seletion of a given andidate material, i ∈ {1, . . . , nc}, in every design domain, j =
1, . . . , nd.
xij =
{
1 if material i is hosen in design domain j
0 if not
(2)
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A (design) subdomain may be a single layer in an element, a layer overing multiple elements, multiple
layers within a single element et. We remark that the disretization of the design domain may, or may
not oinide with the nite element disretization. The total number of design variables n is given as the
sum of the number of andidates dened within eah design sub-domain, i.e. in general n =
∑nd
j=1 n
c
j .
However, if the number of andidate materials in all sub-domain is idential the number of variables is
simply n = nd · nc.
In eah subdomain, it is required that only one material is hosen. This is enfored by the following
linear equality onstraints also alled generalized upper bound onstraints.
ncj∑
i=1
xij = 1 ∀j (3)
In eah subdomain, the design-dependent mass density is given by ρj(x) =
ncj∑
i=1
xijρi and onsequently
the total mass of the struture is
M(x) =
nd∑
j=1
ρj(x)Vj =
nd∑
j=1
nc∑
i=1
xijρiVj , (4)
where Vj is the (xed) volume of subdomain j. We onsider the disrete minimum ompliane, mass
onstrained problem given by
minimize
x∈Rn,u∈Rd
c(x) = fTu(x) (5a)
(OP) subjet to K(x)u = f, (5b)
(M(x) ≤M) (5)
ncj∑
i=1
xij = 1, ∀j, (5d)
xij ∈ {0, 1}, ∀i, j (5e)
where f are design independent nodal loads, u(x) are the nodal displaements obtained as the solution
to Equation (1) and M(x) is the total mass of the struture, Equation (4), whih is limited by M .
The only assumption we make with respet to M , is that 0 < M , and the problem is not infeasible,
neither has a trivial solution. The mass onstraint is only relevant for multimaterial problems where the
andidate materials have dierent mass density. In the ase of pure ber angle seletion problems (i.e.
same physial material at dierent orientations), the mass onstraint is redundant sine all andidate
materials in these problems have the same mass density.
3 Generalized Benders' Deomposition Applied to 0-1 Design
Optimization Problems
In this setion we introdue the resolution of the problem (5) by means of Generalized Benders' De-
omposition (GBD); we give a brief desription of the method, and introdue an important theoretial
result with respet to the onvergene of the algorithm to a global optimum. Then, we haraterize the
onditions and modes to improve and aelerate the pratial onvergene of the method.
3.1 The GBD Method
In this setion, we present the GBD (see [11℄) method we use in this paper to attak problem (5). GBD
is a known optimization algorithm for nonlinear mixed-integer problems. It is based on separating the
optimization model into two sequenes of simpler optimization programs. The rst sequene of problems
only onsiders the integer variables of the problems, plus a single salar ontinuous variable, making a
sequene of linear mixed-integer problems. The other sequene deals only with the set of ontinuous
variables, and it is given by a speial reformulation of the equilibrium equations.
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In [28℄, a standard topology optimization in its mixed-integer formulation was studied. We onsider
the stiness matrix K(x) as linear in the design variables
K(x) =
∑
ij
xijB
T
j EiBj =
∑
ij
xijKij (6)
where Bj ∈ R
6×d
is the nite element strain-displaement matrix for subdomain j, Ei ∈ R
6×6
is
the onstitutive matrix for the i'th andidate material, and Kij = B
T
j EiBj is the resulting positive
semidenite loal stiness matrix related to the design element j for the andidate material i. Under
this assumption, in [28℄ it was proven that the GBD method applied to the minimum ompliane problem
given by
minimize
x∈Rn,u∈Rd
c = fTu (7a)
(OP-GBD) subjet to K(x)u = f, (7b)
ρTx ≤M, (7)
Ax ≤ b, (7d)
x ∈ {0, 1}n. (7e)
onverges in a nite number of iterations to a global optimal design. Problem (5) is a partiular ase
of (7), where a general set of linear onstraints Ax ≤ b is replaed by the partiular ase of the material
seletion onstraints
∑nc
i=1 xij = 1, ∀j. As a onsequene all theoretial results that hold for problem
(7) hold for (5) as well.
The GBD algorithm applied to the problem (5) supposes the inlusion of two sequenes of simpler
optimization problems. The rst is the sequene of the so-alled subproblems (SP), onsidering the
displaement eld u (a ontinuous variable). The seond is the sequene of master problems (MP),
onsidering the design variable x (a 0-1 variable).
The subproblem orresponds to the problem (5) with the variable x xed to a given design x := xk ∈
{0, 1}n, so the optimization problem only takes into onsideration the displaement eld u. Thus, the
objetive value c is a funtion of x, i.e., c = c(x)
minimize
u∈Rd
c(xk) = fTu (8a)
(SP) subjet to K(xk)u = f. (8b)
Problem (8) simply orresponds to solve the analysis problem uk = K(xk)−1f and evaluate the om-
pliane related to the design xk, by c(xk) = fTuk. Notie that we are impliitly pointing out that the
analysis problem possesses a unique solution. This is due to the fat that the global stiness matrix
K(xk) is positive denite, sine the optimization problem (5) is not a strit topology problem, but a
multi-material seletion problem, whih means that all andidate materials inluded have non-vanishing
stiness.
The master problem is dened almost exatly as it was dened in [29℄, and we repeat its desription
and notation used, adapted to the problem (5). The master problem for iteration N orresponds to the
following linear mixed-0/1 problem.
minimize
x∈Rn,y∈R
y
(MP) subjet to l∗c(x, u
k, νk) ≤ y, ∀ k = 1, . . . , N,
ρTx ≤M,
nc∑
i=1
xij = 1, ∀j
x ∈ {0, 1}n.
(9)
where l∗c is a funtion dened as
l∗c (x, u
k, νk) = fTuk + νk
T
[xk − x],
νk =
(
uk
T
K11u
k uk
T
K12u
k . . . uk
T
Kncndu
k
)T
,
(10)
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where uk is given by the subproblem (8), and xk is the solution of the k-th relaxed master problem.
The following explanation rule is equivalent to the ones stated in [28℄. We repeat it almost exatly,
sine they dene the notation used through the artile.
Remark 1. The notation used here is slightly dierent from the one used in [28, 29℄, where the expression
νk was dened dierently. It is important to have this in mind before omparing the equations and
algorithms presented here with those in the mentioned artiles.
3.2 GBD by Level Sets
In [30℄, a variation of the GBD tehnique, named GBD by level set uts, was introdued, showing a
signiant improvement with respet to the lassial GBD algorithm. The priniple of this algorithm
is essentially the same, with only one dierene. At eah step the master problem is solved, instead of
solving diretly the subproblem (SP) related to the design obtained from the master problem, a more
onvenient design is searhed. A bisetion proedure allows us to nd a non-integer point at the level
set of the inumbent solution's objetive value. Then, a GBD ut related to this non-integer point is
formed and added to the master problem. This proedure is done at eah iteration of the algorithm.
The bisetion proedure requires to have previously omputed the solution of the ontinuous relaxation
x∗R of the problem. The sought non-integer point lies on the straight line onneting x
∗
R, and the urrent
solution of the master problem xk. The exat design lying in the intersetion of the level set of the
inumbent solution and the line between x∗R and x
k
is found by the bisetion proedure. In [30℄, all
details about this tehnique are explained in detail. Throughout this artile, we use this the improved
GBD variant for all experiments. Sine we do not use the lassial GBD algorithm at any moment, we
use the name GBD algorithm to refer to this improved variant of the GBD tehnique.
3.3 Convergene of the GBD Algorithm
The onvergene of the method is measured by the Optimality gap (O. gap) of onvergene, whih
desribes the maximum relative dierene between the objetive value of the inumbent solution of the
method, and the absolute global optimum value the problem. It is dened as
O.gap =
1
100
·
|UB − LB|
UB
[%]
It is a measure of how muh the objetive value an improve, and it is often used in global optimization
methods. The onvergene of the GBD algorithm to a global optimum was proven in [28℄, and it is based
on the onvexity of the ontinuous relaxation (to [0, 1]n) of the projetion of the ompliane funtion
c(x, u) = fTu(x) on the design variable spae c(x) = fTK(x)−1f . The proof is rather tehnial and not
given here.
3.4 Desription of the GBD Algorithm
The GBD algorithm is briey desribed in this subsetion. A omplete and detailed statement of the
algorithm is presented in [28℄.
The main idea of the GBD algorithm is to approximate the projetion of the nonlinear mixed-
integer problem on the integer design variable. This approximation produes a linear mixed-integer
problem, where all the ontinuous variables of the original problem have been removed by the projetion
operation, and only one salar ontinuous variable is onsidered. At eah iteration the algorithm adds
a linear onstraint whih is a rst-order approximation of the projeted ompliane funtion at a given
design xk. In Figure 1 it is seen how the onstraints approximate the ompliane funtion at eah point
visited.
It is important to remark that even if there is a theoretial onvergene of the method in a nite
number of iterations, there is no guarantee that this onvergene is reahed within reasonable CPU
resoures (time and memory). This is due to the fat that a master problem, whih is a linear mixed-0/1
problem, takes longer and longer to be solved and onsumes more memory, as more linear onstraints are
added. As a onsequene, the size of the problem must be seleted in a way suh that the onvergene
of the method is observed in numerial experiments.
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Algorithm 1 Generalized Benders' Deomposition
UB ←∞
LB ← −∞
k ← 0
x0 ∈ [0, 1]n suh that it is mass feasible
if x0 ∈ {0, 1}n then
UB ← c(x0)
end if
ǫ > 0
while |LB − UB| > ǫ do
uk, νk ← solve (SP) using xk
l∗c(x, u
k, νk), see (10)(
xk+1, zk+1
)
← solve (MP) inluding l∗c(x, u
k, νk) ≤ y, see (9).
LB = zk+1
if c(xk+1) ≤ UB then
UB ← c(xk+1)
end if
k ← k + 1
end while
4 Convex Continuous Relaxation
The original non-onvex mixed-integer program in (5), an be reformulated in so-alled nested form as
an integer program with a onvex objetive funtion if the displaements u are eliminated by use of
the equilibrium ondition (given that the stiness matrix K(x) is non-singular, i.e. u(x) = K(x)−1f).
Thereby we obtain an equivalent integer program with a onvex objetive funtion in the design variables
x only. Furthermore if the integer requirement on the design variables is relaxed, a onvex ontinuous
optimization problem is obtained
minimize
x∈Rn
c(x) = fTK(x)−1f (11a)
(R) subjet to
∑
i,j
xijρiVj ≤M (11b)
ncj∑
i=1
xij = 1, ∀j (11)
0 ≤ xij ∀ (i, j) (11d)
Note that the material seletion onstraints (3) ensure that the variables fulll xij ≤ 1. Thus there is
no need for an upper bound on the variables and it is suient to ensure non-negative design variables.
The optimization problem given by (R) is onvex as shown by [39, 36℄, and thus a loally optimal
solution x∗R is also a global optimum of (R), and suh solution may be obtained using any suitable
nonlinear optimization algorithm suh as the sequential quadrati programming method SNOPT [14℄ or
the interior point method Ipopt [40℄. Furthermore, (R) is a (nested form) ontinuous relaxation of (P)
and it has a larger feasible set than (P). In other words the feasible set of (P) is a subset of the feasible
set of (R). Thus,
• If the optimal solution to (R) happens to be an integer solution then it is also an optimal solution
to (P).
• The optimal solution to (R) is better than or as good as the solution to (P), i.e. c(x∗R) ≤ c(x
∗
P ).
Thus, it may be used as a lower bound estimator for the original 0/1-problem.
• If there is no feasible solution to (R) then there is no feasible solution to (P) either.
The motivation for solving a onvex ontinuous relaxation in the proess of attaking the integer opti-
mization problem is that it an be solved to global optimality with reasonable resoures, and thereby
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Figure 1: Coneptual illustration of the GBD algorithm on an unonstrained problem. The
projetion of the ompliane c(x) is approximated by linear funtions (in red). In ase of a
onstrained problem the ontinuous optimum will in general not generate a horizontal ut.
it may be used as a relatively fast way of obtaining a good lower bound assessment of the attainable
performane of the original integer optimization problem. This lower bound an be used as a valid lower
bound within GBD if it is better than the best valid lower bound obtained from the master problems
(MP). Reall that the goal within GBD is to improve iteratively the lower and upper bound so as to lose
the gap between them. If a good valid lower bound an be obtained early in the solution proess of GBD,
the sequene of sub- and master problems the method is more likely to onverge within reasonable CPU
resoures. Depending on the spei problem, the ontinuous optimum may give valuable information
about the integer solution. As stated above, if the ontinuous solution is integer-valued it is in fat
the integer optimal solution. This situation, however, is very unlikely and virtually never seen in the
onsidered types of problems. Nevertheless, it is not unusual to see that a fration, typially 50−90%, of
the ontinuous variables attain integer values in the ontinuous optimum, and furthermore most domains
at least have some of their variables at the lower bound, i.e. in many domains the ontinuous optimum
has "disarded" some of the andidate materials. Note that this situation, does not mean that those
materials are not part of the optimal integer solution, but it still gives information about a provenly
good design, though ontinuous. The (reasonable) hope though is, that the solution to the integer pro-
blem is lose in some sense to the ontinuous optimal solution. If many of the ontinuous variables take
integer values in the optimal ontinuous solution, this hope is most ertainly reasonable. The larger
the number of ontinuous valued variables in the optimal ontinuous solution, the less reasonable this
assertion is. These observations motivate the use of a heuristi proedure that an obtain a good upper
bound (inumbent solution) in terms of an integer and feasible solution with a good objetive funtion.
5 Heuristis
The use of heuristis within branh-and-bound/ut algorithms is well-known and standard nowadays.
In this paper we propose to also use heuristis to enhane the rate of onvergene of the GBD algorithm
itself. Thus we use heuristis to obtain a good (but not neessarily optimal) integer solution early in
the solution proess as a sort of "warm start" of the GBD algorithm. The motivation for doing so was
pointed out by [28, 29℄ where it was shown that the GBD algorithm may take advantage of a good initial
solution (upper bound) as well as a lower bound as obtained from a relaxation.
As desribed in the setion on GBD a (possibly long) sequene of MILPs are solved in the Master
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Problems (MP). MILPs are typially solved by impliit enumeration strategies suh as branh-and-
bound/ut algorithms. These algorithms rely on the solution of relaxations at eah node visited in the
enumeration tree and on basis of this solution, branhing in the tree is done. The eieny of these
algorithms relies heavily on the use of heuristis to obtain feasible solutions as well as heuristis for
improving feasible solutions. State-of-the-art MILP solvers suh as the ommerial odes CPLEX ([20℄),
as well as the aademi odes Gurobi ([16℄), SCIP [2℄ employ a number of heuristis to speed up the
onvergene rate.
5.1 GBD-Rens
TheGBD-Rens heuristi we present here is inspired by the so-alled Relaxation Enfored Neighborhood
Searh (Rens) proposed for MILPs by [7℄. The idea of this heuristi is to solve a ontinuous relaxation
to optimality and observe whih variables that attain integer values in this solution. Integer-valued
variables are then xed at their obtained value and a Large Neighborhood Searh in the remaining
intermediate-valued variables is performed through a sub-MINLP where only the intermediate-valued
variables from the relaxation are onsidered (now as integer variables). Thus, we formulate the rounding
heuristi as a sub-MINLP. The resulting sub-MINLP is solved using GBD on the redued problem.
The size and thereby the ost of solving the sub-problem naturally depends on the integrality of the
ontinuous solution. Note that by solving the sub-problem to optimality we obtain the best rounding
possible for a given ontinuous relaxation solution. Also, if the feasible set of the sub-MINLP turns out
to be empty, no feasible rounding of the ontinuous solution exists, see [7℄. The solution obtained for
the sub-MINLP is passed bak to the global problem and used as a good initial solution in the omplete
GBD. Also note that the ontinuous relaxation of the omplete MINLP minimum ompliane and the
orresponding relaxation of the sub-MINLP problem have exatly the same solutions (KKT points of
the relaxation of the MINLP are also KKT points of the relaxation of the sub-MILP). Therefore, the
ontinuous relaxation of the sub-MINLP problem does not give any additional information. For some
examples the resulting sub-MINLP problem is not easy to solve either. This ould happen if the fration
of xed variables is not big enough, and thus there is no real advantage in attaking the sub-MINLP
problem. An alternative to overome this ompliation, is to introdue a variation of the GBD-Rens
heuristis, whih is to do a seleted rounding of the solution of the ontinuous relaxation before xing
variables with integer values. This means that we set a threshold λs ∈ [0, 0.5], suh that eah design
variable with a value outside the interval [0.5−λs, 0.5+λs] in the solution of the ontinuous relaxation is
rounded. In exhange, it is also expeted that if a variable attains a non-integer value, it is less likely that
this variable will have an integer value in the solution of the original integer problem. So it is lear that
the larger the number of xed variables, the less likely it is to be able to nd an optimal solution when
treating the sub-MINLP problem. In addition, it is even possible that, if too many variables are xed,
the resulting sub-MINLP may not be a feasible problem. As a onsequene, to make the heuristi more
robust with respet to the type of problem, a seond variation of the heuristi is introdued, by running
the heuristi proedure iteratively, in suh a way that the number of xed variables dereases eah time
the GBD-Rens heuristi is exeuted. This iterative proedure is ontrolled by the parameter αs, whih
is updated eah time before starting it. Another aspet to take into aount is the fat that this heuristi
may be used to ontrole the size of the resulting sub-MINLP we are willing to solve. This would be
helpful if we want to attak a design problem of maybe 50.000 variables. Suppose that in this hypotheti
example, the ontinuous relaxation solution obtained has for instane 35.000 0/1 values. In this ase,
the remaining sub-MINLP problems has 15.000 variables, whih is still too big. In this ase, we are able
to ontrol the size of the sub-MINLP problem by setting a value of the threhold parameter λs < 0.5. We
ould also set the minimum perentage of variables to be xed in the sub-MINLP problem. In this way,
the use of the modied GBD-RENS heuristi may lead to x maybe 48.000 variables. Then we have
a sub-MINLP of 2.000 variables, whih is more likely to be suesfullty attaked by the GBD-RENS
heuristi.
5.2 GBD-SIMP Heuristi
The strengths of the GBD algorithm for nding low objetive value designs an be improved by use of
a dierent law for interpolating the stiness matrix, as it was done in [28, 29℄. This means that the
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stiness matrix given by (6), is replaed by
K(x) =
∑
ij
[αxij + (1 − α)x
2
ij ]B
T
j EiBj (12)
where α ∈ [0, 1] is a parameter ontrolling the mixture of two interpolations shemes (SIMP interpolation
shemes for penalization values p = 1 and p = 2, see [5℄). It is important to note that for any value of
α < 1, the ontinuous relaxation is not onvex, and therefore the GBD method an not longer guarrantee
onvergene to global optimality. For that reason, for these values of α, the GBD method is no more
than a heuristi to nd good solutions. In addition, numerial experienes show that for a low value
of the mixture parameter α, the GBD algorithm onverges quikly, but less hanes of nding good
solutions exists. Therefore, again, the use of an iterative proedure, alling this heuristi several times,
updating eah time the value of α, from α0 ∈ (0, 1) to α = 1 seems to be a robust proedure to nd
designs with low objetive value in short time.
Remark 1. Note that all heuristis desribed here produe one or several andidate designs. These
solutions not only helps in the improvement of the upper bound of the optimal value, but also produe
one ompliane GBD ut per eah of these solutions.
6 Desription of the Method
In this setion we desribe how we ombine the previously desribed proedure(s) in order to solve up
to medium sale sized problems on the form of (5). We desribe the implementation of these ombined
methods, and indiate possible variations of them. A omparison of the performane of the dierent
ombinations is given in Setion 8 on numerial examples. Pseudo-ode for the proedure ombining all
the methods desribed is shown in Algorithm 2. As it was indiated in [28℄ the GBD method applied to
Algorithm 2 Overall proedure to solve (5)
UB ←∞
LB ← −∞
k ← 0
(x∗R, c (x
∗
R))← solve ontinuous relaxation (R) by SNOPT
LB = c (x∗R)(
x∗Heur1, c
(
x∗Heur1
))
← Apply Heuristi Strategy 1, input: x∗R
.
.
.(
x∗Heurq , c
(
x∗Heurq
))
← Apply Heuristi Strategy q, input: x∗R
UB = c
(
x∗Heurq
)
x0 = x∗Heurq
Apply Algorithm 1 (inluding initial GBD uts related to all found designs)
the minimum ompliane problem (5) onverges to an optimal solution in a nite number of iterations.
However, in pratie, this number is unknown and ould potentially be very large. Furthermore, the size
of the master problem grows with the number of iterations (one or more uts added at eah iteration),
leading to a longer solution time for eah master problem, whih may prevent the algorithm to onverge
in a reasonable amount of time. The idea of the algorithm is to use as muh (heuristi) information
as possible in order to speed up the onvergene rate. At any stage of the algorithm, it is possible to
assess the loseness of the urrent solution to the global optimum. This information might be useful,
depending on the order of magnitude of the gap between the best bounds obtained. If this is not the
ase, one ould use any method that gives a better estimate of a lower bound for the global optimum.
As shown by [29℄ the quality of any ut is dened aording to their Pareto dominane value, whih
depends on the objetive funtion value of the solution generating the ut. Thus, better objetive feasible
solutions may in the ase of the problem given by 5 be used to generate good uts in the sense that they
have a positive inuene on the onvergene rate ompared to dominating (less good) uts.
To sum up, the onvergene rate of Benders deomposition may be improved by
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1. using the solution to a onvex ontinuous relaxation to improve the estimate of a lower bound for
the global optimum. This ontinuous solution also generates the best possible GBD ut ([29℄) that
an be inluded in the GBD algorithm.
2. inluding uts generated from good 0/1-solutions obtained by any heuristi method.
Ad 1) The solution obtained by solving the ontinuous relaxation (11) generates the only non-dominated
ut, that is, the best ut in the sense of Pareto dominane.
Ad 2) Any heuristi method that generates good solutions may be used to improve the onvergene rate
in the sense that eah good solution generates a ut forming a good approximation to the ompliane
funtion. Furthermore a solution obtained early by the heuristi proedures may even be a global optimal
solution meaning that GBD only needs to improve the lower bound whih typially also speeds up one
the optimal solution is found. In this artile we will test and ompare four algorithms. These algorithms
are based on the presented GBD algorithm and the use of heuristis. The rst algorithm orresponds to
the GBD method alone, exeuted without the ombination with heuristi proedures (GBD-1, Algorithm
1). The seond algorithm orresponds to the use of the GBD method in ombination with the GBD-SIMP
algorithm (GBD-2, Algorithm 2 with GBD-SIMP heuristi strategy). The third algorithm tested is the
ombination of the GBD-Rens heuristi with the GBD algorithm (GBD-3, Algorithm 3 with GBD-
Rens heuristi strategy). The fourth algorithm implemented is the ombination of the GBD-Rens, the
GBD-SIMP and the GBD algorithm (GBD-4, Algorithm 2, with these two heuristi strategies).
7 Implementation
In this setion, we desribe briey, the implementation of the algorithms desribed in the artile in
numerial experiments.
The GBD algorithm was written for the design of multimaterial omposite laminated strutures. The
ode is implemented on the MUST platform ([1℄) whih is an in-house researh ode for analysis and
design of laminated omposite strutures. The examples are disretized using 9node degenerated shell
nite elements with 5 degrees of freedom per node (3 translational and 2 rotational), see e.g. [3, 32℄.
The resolution of the Master Problem was attaked using the mixed-integer optimization solver
GUROBI ([16℄). The ontinuous relaxation to the minimum ompliane problem was attaked with the
NLP solver SNOPT version 7.2-8 ([13℄). All numerial examples were run on the Fyrkat luster (Aalbor
University, Denmark). Unless expliitly speied, all optimizatioon parameters fo the solvers are the
default values.
8 Numerial Examples
In this setion, we present a set of numerial examples to be solved with the proposed algorithms
applied to optimal design of multimaterial (laminated) omposite strutures. This type of struture is
often modeled as shells, and therefore, a shell nite element (FE) disretization is used to perform the
stati equilibrium analysis. The design disretization does not neessarily math the FE disretization,
as it will be the ase in many of the examples. For some examples we make use of so-alled pathes,
whih are groups of elements having the same design variable assoiated with them. This serves as a
way of reduing the number of design variables as well as a means of providing for more manufaturing
near designs in the sense that the laminates are typially produed using mats overing larger areas (i.e.
multiple elements) of the struture..
Table 1 shows the general desription of the set of examples inluded in the artile. It inludes the
number (Prob) and Name (Desription) of the problem, the number of andidate materials onsidered in
the problem (# Mat.), the design disretization of the problem (Design Disr.) in the format PaxbxL,
where a,b represents the in-plane design disretization, and  represents the number of layer of the
struture onsidered in the design problem. The eld Variables states the total number of design variables
introdued in the optimization problem. FE Disr. speies the FE disretization of the problem, in
the format Edxe, where d,e represents the nite element analysis disretization in eah diretion in the
plane. # LC's stands for the number of load ases onsidered in the problem. Finally, M represents the
mass limit for the mass onstraint of the design problem.
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8.1 Examples 1-3
These rst three examples illustrate the appliation of the proposed method to a doubly urved paraboli
shell struture. All three instanes are solved using an FE disretization of 32 by 32 shell elements in the
plane of the struture. In all three examples the design disretization through the thikness omprises
eight layers of equal and xed thikness (8 · 0.01m). In the plane, Example 1 has 2 by 2 design domains
in eah layer, Example 2 has 4 by 4 design domains per layer and Example 3 8 by 8. In all three
examples the struture is subjeted to one load ase: a entral point load ating in the vertial diretion.
The design task is to selet the optimal material out of ve possible in eah domain. Four of the
materials are instanes of a relatively sti orthotropi material oriented at four pre-dened diretions
(−45◦, 0◦, 45◦, 90◦) dened relative to the global x-axis. The fth andidate material is a polymeri
sandwih foam of low weight and stiness.
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Figure 2: Example 1: sketh of paraboli shell. Geometry: base lengths 1.0 · 1.0 m2,
height 0.1 m, shell thikness 0.08 m (= 8 · 0.01 m), design disretization in greysale
(2x2 pathes), analysis disretization (32x32 elements), vertial point load in the enter
and hinged support at eah orner. Short notation: P2x2x8L, E32x32.
8.2 Examples 4-7
These four examples illustrate optimal disrete ber angle orientation on a plane dis problem. All four
instanes are solved using an FE disretization of 32 by 32 shell elements in the plane of the struture.
The dis is lamped along the left edge and subjeted to a vertial downward ating point load in the
lower right orner. The design disretization for the three examples is of inreasing resolution in the
plane of the dis, Example 4 has 4 by 4 design domains in the plane, Example 5 has 8 by 8, Example
6 has 16 by 16 and Example 7 32 by 32. The design problem is a pure ber orientation problem,
i.e. all andidate represent the same orthotropi material oriented at four (−45◦, 0◦, 45◦, 90◦) or twelve
(−75◦,−60◦, . . . , 0◦, 15◦, . . . , 90◦) distint diretions. Thus, the example has no mass onstraint (of
relevane). The material properties are idential to those of the orthotropi material in Example 8-9.
8.3 Examples 8-9
In these examples we solve plane problems with two independent load ases of equal importane (w1 =
w2 = 0.5) and loads with equal magnitude (|P1| = |P2|) ating at midspan oppositely on eah fae.
In both load ases the plate is hinged at all orners (ui = 0), see Fig. 4. The physial domain within
whih the material is distributed is a retangular dis of dimension 4.0m × 2.0m × 0.5 · 10−3m. The
domain is disretized by two dierent meshes, (20 × 10) and (40 × 20) respetively and in eah design
sub domain (=element) ve andidate materials are possible. The rst andidate material is a light
and soft material representing e.g. isotropi polymeri foam and the remaining four andidate materials
represent a heavier and stier orthotropi material oriented at four distint diretions (−45◦, 0◦, 45◦ or
90◦). We set the mass onstraint suh that the heavy orthotropi materials an be hosen in at most 35%
of the domain. The onstitutive properties in the prinipal material oordinate system the orthotropi
material and of the foam material are given in Fig. 4.
8.4 Example 10
The following very simple example illustrates the possibility of distributing a limited amount of material
through the thikness of the domain as well as in the plane. A design domain is given in terms of a
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Figure 3: Example 4: sketh of lamped membrane dis. Geometry: side lengths
1.0 · 1.0 m2, thikness 0.5 · 10−3 m, design disretization in greysale (4x4 pathes),
analysis disretization (32x32 elements), vertial downward ating point load at lower
right orner. Clamped (all DOFs xed) along left edge. Short notation: P4x4x1L,
E32x32.
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2.0 m
4.0 m
P1
P2 t = 0.5 · 10−3 m
Foam Orthotropi
Ex [Pa] 65.0 · 10
6 34.0 · 109
Ey [Pa] − 8.2 · 10
9
Ez [Pa] − 8.2 · 10
9
Gxy [Pa] − 4.5 · 10
9
Gyz [Pa] − 4.0 · 10
9
Gxz [Pa] − 4.5 · 10
9
νxy 0.47 0.29
ρ [kg/m3] 200.0 1910.0
Figure 4: Example 8-9. Left: Domain geometry and boundary onditions. Loads at independently. Right:
Material properties in prinipal material oordinate system for the andidate materials.
simply supported beam (disretized using shell elements) subjeted to a uniform transverse pressure
load in the vertial diretion, see Fig. 5. The domain is disretized into 20 by 2 elements in the plane of
the struture and ve layers through the thikness. This disretization is used for the analysis as well
as the design. The total volume of the design domain is 1.25m3. The mass density of the lightweight
andidate material is ρ = 200kg/m3 and that of the heavy andidate material is ρ = 1910kg/m3. Thus
with a total mass onstraint of 1500kg, heavy material an not be hosen in more than 58.5% of the total
design domain orresponding to 116 element layers. The material properties of the andidate materials
used in this example are idential to those shown in Fig. 4.
8.5 Examples 11-13
This set of examples demonstrates the ability to perform optimal multilayered omposite plate design.
We solve the same design problem using dierent design disretizations through the thikness to investi-
gate the inuene on the optimal design. The physial domain within whih the material is distributed
is a quadrati plate of dimension 1.0m×1.0m×1.0 ·10−2m. The plate is loaded at the enter by a point
load P and eah orner is hinged (ui = 0). A sketh of the problem is shown in Fig. 6. All three examples
employ a (24×24) in-plane disretization. Example 11 is disretized through the thikness with 8 layers
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L=10.0
5 layers
t=0.125m
w=1.0
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Figure 5: Example 10: Geometry: side lengths 10.0 · 1.0 m2, shell thikness 0.125 m (=
5 · 0.025 m), design disretization is idential to the analysis disretization (20x2 elements),
transverse distributed pressure load and simply supported at eah end.
PSfrag replaements
1.0 m
1.0 m
P
t=0.01 m
Figure 6: Example 11-13. Multilayered (4 or 8) orner-hinged plate with point load applied
at the enter.See Fig. 4 for material properties.
whereas example 12 and 13 have 4 layers. The andidate materials are idential to those in the previous
example, i.e. a light and soft isotropi foam material and a heavy and sti orthotropi material oriented
at four distint diretions, see Fig. 4. For more information on the problem harateristis please onsult
Table 1.
8.6 Computational Experiene
The 13 examples were used for setting 17 omputational examples (in the ase of examples 4, 5, 6
and 7, two dierent sets of material angle andidates were onsidered, generating one extra numerial
sub-example for eah of these ones). For eah of these omputational examples, 4 sets of numerial
experiments were arried out. The rst set of examples orresponds to the exeution of the GBD
algorithm without onsidering any heuristi proedure (GBD-1). The seond set of examples orresponds
to the exeution of the GBD algorithm where the SIMP-GBD heuristi was used in ombination with the
GBD algorithm (GBD-2). The third set of examples orresponds to the use of the GBD-Rens heuristi
proedure in ombination with the GBD algorithm (GBD-3), and the fourth set of examples is the one
ombining these two heuristis in ombination with the GBD algorithm (GBD-4). The total CPU-time
allowed for eah example was 96 [h℄, and the algorithm is set to stop whenever the optimality gap reahes
the tolerane of 1.0%. However, we onsider as a satisfatory result, if the onsidered algorithm is able
to nd globally optimal solutions within an optimality tolerane of 3%. Besides, we set a maximum
pu-time of 3000[s] for the exeution of eah relaxed master problem. The reason for setting this limit
value, is to avoid the MILP solver trying to solve to optimality eventual instanes of the master problem,
whih are too diult and that ould take too many hours or even days to be exeuted.
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Prob. Desription # Mat. Design disr. Variables FE disr. # LC's M (kg)
1 Paraboli Shell 5 P2x2x8L 160 E32x32 1 7.248
2 Paraboli Shell 5 P4x4x8L 640 E32x32 1 7.248
3 Paraboli Shell 5 P8x8x8L 2560 E32x32 1 7.248
4 Clamped Membrane 4/12 P4x4x1L 64 E32x32 1 n/a
5 Clamped Membrane 4/12 P8x8x1L 256 E32x32 1 n/a
6 Clamped Membrane 4/12 P16x16x1L 1024 E32x32 1 n/a
7 Clamped Membrane 4/12 P32x32x1L 4096 E32x32 1 n/a
8 Two Load Case 5 E20x10x1L 1000 E20x10 2 3.0
9 Two Load Case 5 E40x20x1L 4000 E40x20 2 3.0
10 Simply sup. beam 5 E20x2x5L 1000 E20x2 1 1500.0
11 LayeredPlate 5 E24x24x8L 23040 E24x24 1 6.8
12 LayeredPlate 5 E24x24x4L 11520 E24x24 1 6.8
13 LayeredPlate 5 E24x24x4L 11520 E24x24 1 10.6
Table 1: Summary of problem harateristis for the numerial examples.
9 Results
In this setion, we present the omputational results for the 13 (17) examples introdued in Set. 8.
In total 68 numerial examples were exeuted, whih orrespond to the exeution of the 17 numerial
examples desribed in Set. 8, for eah of the four methods desribed in Set. 8.6 (GBD-1,GBD-2,GBD-3
and GBD-4).
The results for these sets of examples is shown in Tables 2, 3, 4, 5 respetively. These tables show
the information about the best objetive value attained by the algorithm Best UB, the objetive value of
the ontinuous relaxation solution (R) (R) Sol., the best value of the lower bound of the optimal solution
obtained by the GBD method GBD LB, the nal optimality gap at stop O. Gap, and the total number
of valid GBD uts inluded in total in the algorithm # GBD uts.
For the set of examples exeuted with the algorithm GBD-1, 3 examples reahed a nal optimality
gap smaller than 1.0%, 5 examples reahed a gap < 3% (inluding the 3 that reahed 1.0%), and 10
examples reahed under 5.0%. For examples run with GBD-2, 4 examples reahed the stop riteria
1.0%, 8 examples reahed a gap < 3.0%, and 11 were under 5.0%. For the examples run with GBD-
3, 3 examples reahed the stop riteria 1.0%, 6 examples reahed a gap < 3.0%, and 11 were under
5.0%. Finally, for the examples run with GBD-4, 4 examples reahed the stop riteria 1.0%, 11 examples
reahed a gap < 3.0%, and 12 were under 5.0%. In addition, to make the omparison among the dierent
algorithms more lear, Table 6 shows the nal onvergene gap O. Gap for eah group of examples.
The omparison of the results in terms of onvergene (O. gap at stop) for eah set of numerial
examples is presented in Table 6.
10 Disussion
In general, the performane shown of the four algorithms is satisfatory, and shows the general strengths
of the GBD algorithm itself. The use of the presented heuristis shows how the method is able to nd
better designs, and therefore, is able to nd more tight bounds for the assessment of global optimality of
the algorithm, whih is important speially when treating medium-large sale problems. The ombination
of the two presented heuristis showed the best results in the sense of obtaining solutions with the
smallest objetive value, and obtaining the lowest optimality gap among the examples not reahing the
stop riterion of 1.0%.
Note that the ombining heuristi proedures algorithm (GBD-4) reahed a negative optimality gap
at onvergene for examples 4.1 and 5.1. This is nothing to worry about, sine these values are subjeted
to the optimality tolerane for the solution of the master problem, obtained by the MILP solver. These
values fall inside the usual optimality tolerane of any MILP solver. Thus, these numbers are perfetly
reasonable.
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Prob. Best UB (R) Sol. LB GBD LB O. Gap # GBD uts
1 31.827 27.707 27.706 14.867 379
2 27.102 22.175 22.217 21.986 332
3 19.330 17.695 17.672 9.237 439
4.1 143.828 138.053 142.549 0.897 126
4.2 128.382 126.157 127.154 0.966 23
5.1 186.441 184.448 185.956 0.261 4
5.2 123.099 120.885 121.217 1.553 759
6.1 134.255 128.212 128.135 4.727 2029
6.2 121.809 116.903 116.879 4.197 1235
7.1 131.828 125.028 124.935 5.439 1225
7.2 117.337 113.506 113.460 3.376 479
8 568.568 22.017 22.092 2473.6 2501
9 825.281 22.718 22.672 340.19 595
10 163.273 160.178 161.354 1.189 467
11 30.108 28.760 28.691 4.688 241
12 68.842 34.841 34.725 97.587 694
13 21.356 20.529 20.520 4.024 503
Table 2: Numerial Results for GBD with out any Heuristis (GBD-1). For examples 8,9, and 12, the
method failed. In general, average onvergene to global optimality of 5.56% (exluding examples 8,9 and
12).
Prob. Best UB (R) Sol. LB GBD LB O. Gap # GBD uts
1 31.337 27.707 27.576 13.098 512
2 23.746 22.175 22.220 7.058 916
3 18.556 17.695 17.678 4.864 782
4.1 143.828 138.053 142.406 0.999 95
4.2 128.021 126.157 127.738 0.222 44
5.1 186.441 184.448 186.162 0.150 11
5.2 123.036 120.885 121.217 1.501 752
6.1 131.587 128.212 128.451 2.441 1186
6.2 120.012 116.903 116.867 2.659 1284
7.1 128.428 125.028 125.147 2.622 1009
7.2 116.032 113.506 113.642 2.103 1009
8 554.735 22.017 22.104 2409.6 993
9 840.459 22.718 22.671 3599.2 395
10 163.008 160.178 161.848 0.717 448
11 29.668 28.760 28.699 3.159 155
12 61.484 34.841 34.721 76.468 297
13 21.239 20.529 20.518 3.455 506
Table 3: Numerial Results for the Modied Stiness Matrix Heuristis (GBD-2). For examples 8,9, and 12,
the method failed again. In general, average onvergene to global optimality of 3.18% (exluding examples
8,9 and 12).
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Prob. Best UB (R) Sol. LB GBD LB O. Gap # GBD uts
1 31.834 27.707 27.574 14.892 179
2 24.025 22.175 22.185 7.230 677
3 18.734 17.695 17.675 5.873 649
4.1 143.828 138.053 142.609 0.855 103
4.2 128.021 126.157 127.511 0.400 29
5.1 186.441 184.448 186.411 0.016 13
5.2 123.163 120.885 121.181 1.636 699
6.1 132.205 128.212 128.156 3.114 949
6.2 120.799 116.903 116.928 3.311 449
7.1 129.662 125.028 124.991 3.707 799
7.2 117.304 113.506 113.499 3.346 449
8 35.767 22.017 22.096 61.870 1268
9 26.731 22.718 22.731 17.600 994
10 163.500 160.178 160.635 1.784 250
11 29.442 28.760 28.722 2.373 682
12 49.592 34.841 34.756 42.336 399
13 20.838 20.529 20.535 1.478 649
Table 4: Numerial Results for GBD-RENS Heuristis (GBD-3). For examples 8,9, and 12, the method
failed again, but performed better over these examples. In general, average onvergene to global optimality
of 3.57% (exluding examples 8,9 and 12).
Prob. Best UB (R) Sol. LB GBD LB O. Gap # GBD uts
1 31.631 27.666 27.707 14.162 556
2 23.636 22.175 22.203 6.463 995
3 18.485 17.695 17.641 4.463 867
4.1 143.815 138.053 143.819 -0.002 129
4.2 128.021 126.157 128.021 0.0 58
5.1 186.441 184.448 186.537 -0.05 23
5.2 122.868 120.885 121.194 1.381 927
6.1 131.546 128.212 128.449 2.411 1975
6.2 119.784 116.903 116.880 2.464 1460
7.1 128.438 125.027 125.101 2.667 3593
7.2 116.075 113.506 113.559 2.216 1928
8 33.778 22.017 22.098 52.852 1230
9 26.537 22.718 22.709 16.810 298
10 162.675 160.178 162.208 0.288 902
11 29.249 28.760 28.730 1.702 93
12 45.133 34.841 34.805 29.539 1434
13 20.765 20.529 20.548 1.054 2615
Table 5: Numerial Results for GBD with Combining methods. For examples 8,9, and 12, the method
failed again, but performed better than the other three methods. In general, average onvergene to global
optimality of 2.80% (exluding examples 8,9 and 12).
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Prob. GBD-1 GBD-2 GBD-3 GBD-4
1 14.867 13.098 14.892 14.162
2 21.986 7.058 7.230 6.463
3 9.237 4.864 5.873 4.463
4.1 0.897 0.416 0.855 -0.003
4.2 0.966 0.222 0.400 0.000
5.1 0.261 0.150 0.016 -0.051
5.2 1.553 1.501 1.636 1.381
6.1 5.696 2.441 3.114 2.411
6.2 4.197 2.659 3.311 2.552
7.1 5.439 2.622 3.707 2.667
7.2 3.376 2.000 3.346 2.216
8 2473.6 2409.6 61.870 52.852
9 532.8 3599.6 17.600 16.810
10 1.189 0.717 1.784 0.288
11 4.688 3.159 2.373 1.702
12 96.131 76.468 42.336 29.539
13 4.024 3.455 1.478 1.054
average
1
5.56 3.18 3.57 2.81
1
exluding examples 8,9 and 12
Table 6: Comparison of the onvergene (O. Gap) attained by eah algorithm. The smallest gap obtained
among the four algorithms is underlined. The average of the optimality gaps for eah method is shown at
the bottom.
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Another important fat to point out, is the variation in the number of GBD uts obtained through
the dierent examples. In general, a number of around thousand GBD uts is an reasonable number to
onsider in the algorithm. Above this number, the resolution of the master problem beomes fairly slow,
and almost no further improvement in the lower bound is observed. Therefore, it is desired that the
algorithm uses the best quality uts in order to onverge as early as possible. In [29℄ it was pointed out
that the quality of the GBD uts depends strongly in the ompliane value. Thus, it is natural to expet
that the better the solutions found, the less number of GBD uts will be neessary for onvergene of the
GBD algorithm. Furthermore, we have hosen to ompare the number of GBD-uts, beause it seems to
be the most fair way to ompare methods following dierent heuristi proedures in the ontext of the
GBD algorithm. In fat, the best way to assess a heuristi proedure, is to determine the quality of the
designs obtained by this proedure, in terms of objetive value, and to ount the number of andidate
designs found by this heuristi. In this way, a heuristi providing for example 300 andidate designs to
the GBD algorithm only ould be ompared in a fair way to the pure GBD algorithm, after the latter
has reahed 300 iterations sine this an be onsidered as a dierent way of exploring this number of
solutions. In this sense, heuristi proedures will most likely obtain the 300 andidate designs faster than
the GBD algorithm, sine the GBD algorithm needs to solve one MILP problem eah time a new design
is obtained. Besides that, the CPU time spent in solving the MILP is unpreditible, sine it depends on
the intrinsi ombinatorial nature of eah master problem.
Nevertheless, note that for small examples the use of any heuristi proedure may make the algorithm
spend time in searhing andidate designs and make the overall algorithm slow in omparison with the
GBD algorithm alone (GBD-1). This situation is seen in example 4.1 (the ase of four angle orientation
andidates). For this example, the algorithm GBD-1 stopped right away after only 4 iterations, while
the algorithm GBD-4 inluded 23 valid feasibility uts. But this is nothing but the onlusion that for
small problems, the use of heuristis is more likely to be unneessary.
Another interesting remark is that none of the methods ould treat satisfatory Examples 1, 8, 9
and 12. There ould be many reasons for this fat. Sine the algorithm has shown dependeny in its
performane aording to the suessful appliation of heuristis, we believe that for these examples,
neither the algorithm, nor the heuristis were able to nd good, or lose to optimal designs. If another
heuristi doing this job exists, then ombined with the presented GBD algorithm, it will be able obtain
the best possible estimation of global onvergene gap possible for the GBD algorithm. Therefore we
believe that in general, the GBDmethod, ombined with other heuristi methods, will reah better results
in terms of the quality of both the obtained solution and the ability to assess the global optimality gap
in numerial examples.
11 Conlusion
We have demonstrated the ombined use of ontinuous relaxations, large neighborhood searh heuristis
and global integer optimization using Generalized Benders' Deomposition (GBD) for the solution of
stati minimum ompliane multimaterial topology optimization problems with an emphasis on layered
omposite strutures. On basis of the statement of the original nonlinear non-onvex mixed-integer
optimization problem, we make reformulations allowing us to solve the problem using GBD. One of the
reformulations is a onvex ontinuous relaxation on nested form whih an be solved to optimality in a
reasonable amount of time using a standard nonlinear programming algorithm giving both a lower bound
as well as important information about the optimal solution to the original integer problem. The solution
to the ontinuous relaxation is used within a starting heuristi in the sense that we formulate a sub-
MINLP in the variables that did not obtain integer values in the ontinuous solution. This sub-MINLP is
solved to optimality using GBD on a redued problem and this solution is used to generate a good GBD
ut in the global overall mixed-integer program. The idea of solving the redued sub-MINLP is that the
omplexity of solving this problem is (hopefully) lower than solving the overall problem and by inluding
the information obtained from its solution and the solution of the ontinuous relaxation, the onvergene
of the overall algorithm is inreased ompared to not inluding this information. Furthermore, we use a
heuristi that uses a non-onvex relaxation to generate uts that lead to good, but not optimal solutions
in a short amount of time. This information is also passed up to the global problem in order to speed
up onvergene.
The improvements in terms of the apability to solve larger problems ompared to not using these
heuristis are onrmed on a set of numerial examples where most instanes are solved to global
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optimality within a tolerane < 3%. The results illustrate the ombined eet of improving the lower as
well as the upper bound. It is observed that improving one bound may also lead to faster improvement
of the other bound.
The improvements obtained using the presented heuristis are a ontribution to the ability to solve
larger disrete strutural optimization problems to proven global optimality. Using information from the
ontinuous relaxation is well suited for problems where the ontinuous solution ontains a non-negligible
amount of integer-valued variables. This is often the ase in strutural optimization and thereby it is
possible to obtain good roundings of ontinuous solutions.
To the authors' knowledge, the use of the Rens heuristi within a GBD (GBD-Rens) framework
has not been presented before and it is our belief that the approah may be used with suess with GBD
for other nonlinear mixed-integer problems as well. This question remains to be investigated further by
attaking and solving broader lasses of dierent problems from e.g. some of the standard test problems
for MINLP. Furthermore the use of other heuristis that (in a heap manner) generate good uts for
the overall GBD proedure ould be interesting to pursue, espeially in the realm of parallel proessing
where individual proesses ould work on dierent heuristis and sub-problems whose information an
be passed bak to the overall problem and thereby improve the overall algorithm.
12 Aknowledgements
This researh is part of the projet Multi-material design optimization of omposite strutures spon-
sored by the Danish Researh Counil for Tehnology and Prodution Sienes (FTP), Grant no. 274-
06-0443, the support is gratefully aknowledged. The omputer resoures were made available through
the Danish Center for Sienti Computing (www.ds.dk).
Referenes
[1℄ MUST website, 2008. http://www.mee.aau.dk/MUST/.
[2℄ Tobias Ahterberg. Constraint Integer Programming. PhD thesis, Tehnishe Universität Berlin,
2007. http://opus.kobv.de/tuberlin/volltexte/2007/1611/.
[3℄ S. Ahmad, B.M. Irons, and O.C. Zienkiewiz. Analysis of thik and thin shell strutures by urved
elements. Int. J. Numer. Methods Eng., 2:419451, 1970.
[4℄ J.F. Benders. Partitioning proedures for solving mixed-variables programming problems.
Numerishe Mathematik, 4(1):238252, 1962.
[5℄ M.P. Bendsøe and O. Sigmund. Material interpolation shemes in topology optimization. Arhive
of Applied Mehanis, 69:635654, 1999.
[6℄ M.P. Bendsøe and O. Sigmund. Topology Optimization: Theory, Methods and Appliations.
Springer-Verlag, 2nd edition, 2003.
[7℄ Timo Berthold. RENS - Relaxation Enfored Neighborhood Searh. ZIB-Report 07-28, Zuse Insti-
tute Berlin, 2007. http://opus.kobv.de/zib/volltexte/2007/1053/.
[8℄ A.V. Cherkaev. Relaxation of Problemss of Optimal Strutural Design. International Journal of
Solids and Strutures, 31(16):22512280, 1994.
[9℄ M.A. Duran and I. E. Grossmann. An outer-approximation algorithm for a lass of mixed-integer
nonlinear programs. Mathematial Programming, 36(3):307339, 1986.
[10℄ RL Fox and LA Shmit. Advanes in the integrated approah to strutural synthesis. Journal of
Spaeraft and Rokets, 3:858866, 1966.
[11℄ A. Georion. Generalized Benders deomposition. Journal of Optimization Theory and
Appliations, 10(4):237260, 1972.
117
[12℄ L.V. Gibiansky and O. Sigmund. Multiphase omposites with extremal bulk modulus. Journal of
the Mehanis and Physis of Solids, 48(3):461498, 2000.
[13℄ P.E. Gill, W. Murray, and M.A. Saunders. SNOPT: An SQP algorithm for large-sale onstrained
optimization. SIAM Journal on Optimization, 12(4):9791006, 2002.
[14℄ P.E. Gill, W. Murray, and M.A. Saunders. SNOPT: An SQP algorithm for large-sale onstrained
optimization. SIAM Review, 47(1):99131, 2005.
[15℄ O.K. Gupta and A. Ravindran. Branh and bound experiments in onvex nonlinear integer pro-
gramming. Management Siene, pages 15331546, 1985.
[16℄ Gurobi Optimization. Gurobi Optimizer online referene manual, 2009. http://www.gurobi.om/.
[17℄ H. Habibollahzadeh and JA Bubenko. Appliation of deomposition tehniques to short-term ope-
ration planning of hydrothermal power system. IEEE Transations on Power Systems, 1(1):4147,
1986.
[18℄ R.T. Haftka. Simultaneous analysis and design. AIAA journal, 23(7):10991103, 1985.
[19℄ RT Haftka and MP Kamat. Simultaneous nonlinear strutural analysis and design. Computational
Mehanis, 4(6):409416, 1989.
[20℄ ILOG In. CPLEX 12.1 User's Manual, 2009.
[21℄ R. Kohn and G. Strang. Strutural design optimization, homogenization and relaxation of varia-
tional problems. Marosopi Properties of Disordered Media, pages 131147, 1982.
[22℄ R. Kohn and G. Strang. Optimal design and relaxation of variational problems. Communiations
in Pure and Applied Mathematis, 39:Part I: 125, Part II: 139182, Part III: 353357, 1986.
[23℄ AH Land and AG Doig. An automati method of solving disrete programming problems.
Eonometria: Journal of the Eonometri Soiety, pages 497520, 1960.
[24℄ R. Lazimy. Extension of the generalized Benders' deomposition. Communiations in Applied
Numerial Methods, 2(2), 1986.
[25℄ E. Lund and J. Stegmann. On strutural optimization of omposite shell strutures using a disrete
onstitutive parametrization. Wind Energy, 8(1):109124, 2005.
[26℄ KA Lurie. Optimal Design of Elasti Bodies and the Problem of Regularization. Wissenshaftlihe
Zeitshrift, Tehn. Hohshule Leipzig, 4:339347, 1980.
[27℄ T.L. Magnanti and R.T. Wong. Aelerating Benders deomposition algorithmi enhanement and
model seletion riteria. Operations Researh, (29):464484, 1981.
[28℄ E. Munoz. Global Optimization for Strutural Design by Generalized Benders' Deomposition. PhD
thesis, Department of Mathematis, Tehnial University of Denmark, 2010. Chapter 3.
[29℄ E. Munoz. Global Optimization for Strutural Design by Generalized Benders' Deomposition. PhD
thesis, Department of Mathematis, Tehnial University of Denmark, 2010. Chapter 4.
[30℄ E. Munoz. Global Optimization for Strutural Design by Generalized Benders' Deomposition. PhD
thesis, Department of Mathematis, Tehnial University of Denmark, 2010. Chapter 5.
[31℄ F. Noonan and RJ Giglio. Planning eletri power generation: A nonlinear mixed integer model
employing Benders deomposition. Management Siene, pages 946956, 1977.
[32℄ S. Panda and R. Natarajan. Analysis of laminated omposite shell strutures by nite element
method. Comp. Strut., 14(3-4):225230, 1981.
[33℄ W. Rei, J. Cordeau, M. Gendreau, and P. Soriano. Aelerating Benders deomposition by loal
branhing. INFORMS Journal on Computing, pages 113, 2008.
118
[34℄ O. Sigmund and S. Torquato. Design of materials with extreme thermal expansion using a three-
phase topology optimization method. Journal of the Mehanis and Physis of Solids, 45(6):1037
1067, 1997.
[35℄ J. Stegmann and E. Lund. Disrete material optimization of general omposite shell strutures.
International Journal for Numerial Methods in Engineering, 62(14):20092027, 2005.
[36℄ M. Stolpe and J. Stegmann. A Newton method for solving ontinuous multiple material minimum
ompliane problems. Strutural and Multidisiplinary Optimization, 35(2):93106, 2008.
[37℄ M. Stolpe and K. Svanberg. An alternative interpolation sheme for minimum ompliane topology
optimization. Strutural and Multidisiplinary Optimization, 22(2):116124, 2001.
[38℄ R.A. Stubbs and S. Mehrotra. Generating onvex polynomial inequalities for mixed 01 programs.
Journal of Global Optimization, 24(3):311332, 2002.
[39℄ K. Svanberg. On the onvexity and onavity of omplianes. Strutural and Multidisiplinary
Optimization, 7(1):4246, 1994.
[40℄ A. Wähter and L.T. Biegler. On the implementation of an interior-point lter line-searh algorithm
for large-sale nonlinear programming. Mathematial Programming, 106:2557, 2006.
119
Chapter 7
Artile 5
Munoz, Eduardo; Stolpe Mathias; Lund, Erik. Global Optimization of Strutural
Design Problems Inluding Loal Failure Criteria. To be submitted.
Global Optimization of Structural Design Problems Including
Local Failure Criteria
Eduardo Munoz∗ Mathias Stolpe† Erik Lund ‡
June 6, 2010
Abstract
This article considers the inclusion of local failure criteria in multi-material struc-
tural design problems, stated in a non-linear mixed 0-1 formulation. Our main goal
is to formulate models and methods allowing us to solve the design problem to global
optimality. The chosen method is the Generalized Benders’ Decomposition (GBD).
The local failure criteria we consider are the maximum strain, the maximum stress,
the Tsai-Hill, and the Tsai-Wu criteria. We reformulate the failure criteria, into a set
of convex inequalities, forming a set of convex constraints. Including these reformula-
tions on the design problem, we obtain a mixed 0−1 problem with convex continuous
relaxation. We can therefore use the Generalized Benders’ Decomposition and/or the
Outer Approximation approaches to construct an algorithm solving the design prob-
lem to global optimality. A costumized GBD algorithm for this type of problems is
proposed. A numerical example for fiber angle optimization is tested and solved to
global optimality by use of the proposed algorithm.
Mathematical Subject Classification (2000): 90C90, 74P05, 74P15
Keywords: Discrete Material Optimization, Global Optimization, Generalized Ben-
ders’ Decomposition.
1 Introduction
We consider optimal design problems of composite laminated structures including local
failure criteria. We aim to solve these problems to global optimality, and for this pur-
pose, we use the Generalized Benders’ Decomposition (GBD) method (see [7, 12]). We
understand for a composite structure, any structure composed of two or more different
materials, where at least two different faces can be recognized. We use the term com-
posite laminate when the faces in the structures are made of layers, where a layer can
also be composed of several faces of different materials. The use of composite laminated
structures has become more and more popular in the engineering field, and specially in
the design of a large set of mechanical structures. It is specially important in the type
of structures where the minimization of the weight is important, for manufacturing cost
minimization. However, in most of the cases, for technical reasons, it is also important
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to keep or maximize other global (or local) mechanical properties of the structure. The
number of structures that are designed including composite materials has grown enor-
mously in the last years, as a consequence of the development of new techniques for the
manufacture of this type of structures. The mathematical model of composite laminated
structures is done by the Finite Element Method (FEM). We are interested in the design
of thin structures. Therefore, the FEM models we use in the numerical examples are
shell element models (see [19]). With respect to the optimization modeling, we use the
so called Discrete Material Optimization (DMO) approach (see [21]). Here, we consider
a finite set of candidate materials, where each of them is specified by a distinct material
properties C1, C2, . . . , Cnc . The design domain (the subdomain of the structure, where
the material choice must be done) is discretized in a set of design subdomains or design
elements. In each of these design elements, exactly one material must be chosen, out of
the set of available candidate materials. This means that for each candidate material and
for each design element, a 0 − 1 variable is included in the optimization problem. The
obtained optimization problems are non linear mixed 0−1 programs, which we will attack
without changing their mixed 0− 1 nature. One of the advantages of the DMO approach
is the fact that when the optimization problems arising from mixed 0 − 1 problems are
feasible, always posses an optimal solution, which is a global optimal solution. This is
not the case in models where design variables are relaxed to the continuous space [0, 1].
However, the optimization techniques available are not always able to find global solutions.
In general, global optimization methods require convexity of the models, in order to be
able to solve them efficiently. In this article, we aim to attack minimum compliance and
minimum weight problems, where an additional local failure criterion is included in the
design problem. In general, local failure criteria are mathematically modeled as nonconvex
functions on the optimization variables. We are interested in the failure criteria that can
be reformulated as convex functions on the design variables. Previously, [22] reformulated
stress and displacement constraints as linear (therefore convex) 0 − 1 constraints by the
so called ‘’Big M” reformulation, and solved a 0− 1 topology design problem by a branch-
and-bound method. We aim to include in our optimization models polynomial failure
criteria, as the maximum strain, the maximum stress, and the Tsai-Hill/Tsai-Wu criteria
(see [11]). Similar ‘’Big M” reformulations allow us to represent these failure criteria as a
set of convex constraints. In order to solve the optimization problems obtained, we use the
Generalized Benders’ Decomposition (see [7, 12]), a well–known method for mixed integer
optimization. The method is based on splitting the original mixed integer problem in two
simpler optimization problems. The first problem fixes the value of the integer variables
and solve an optimization problem considering only the continuous variables. The second
problem is a linear mixed integer problem considering only the integer variables of the
original problem. The method iterates between these two problems, until it proves that
the incumbent solution is a global optimal solution, with respect to a given numerical
tolerance.
The article is organized as follows: Section 2 introduces the structural optimization
problem with local failure criterion that is studied along this article. Section 3, presents
briefly each of the local failure criteria studied in this article, and their reformulations as
linear or convex set of constraints. Section 4 shows the reformulation of the equilibrium
equations as a system of linear inequalities. Section 5 states the reformulated optimization
models of the minimum compliance and minimum weight with local failure criteria. Section
6 presents the GBD strategy for solving the optimization models considered in this article.
The statement of the general method for solving structural problems with local failure
criteria by GBD is presented in Section 7. Then, the feasibility analysis for the studied
failure criteria is presented in Section 9. Section 10 describes the numerical implementation
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of the method, while Section 11 presents a set of numerical examples for the considered
problems. Finally, section 12 presents the conclusions, a final discussion and an outline of
the future work.
2 Problem Statement
We consider a given design domain of a structure Ωc ⊂ R
2 or Ωc ⊂ R
3, with piece-wise
differentiable boundary. After a design element discretization process, the design space
consists in a set of n design elements, where in each of them, a choice between nc (non–
void) candidate materials has to be made. We suppose that each candidate material is
related to a specific angle orientation with respecto to the global coordinate system of the
structure. The situation can be easily generalized to the case where the candidate materials
set is not necessarily the same for each design element. This arrangement allows us to
consider for example a material candidate that may be included in two different angles,
as two different candidate materials, making the mathematical modeling of the design
problem easier to understand. For each of these candidate materials, a 0-1 variable is
linked to its corresponding design element. The discretization introduces n˜ = n ·nc design
variables. Therefore, a design is specified by a vector x on the design space {0, 1}n˜. We
will use the double index notation xij = x((j − 1) · n
c + i), i ∈ {1, . . . , nc}, j ∈ {1, . . . , n},
to indicate the scalar design variable of the vector x related to the design element j
and to the candidate material i. However, in some cases, we will use the double index
notation to indicate the complete vector in Rn, whenever the use of the indexes simplifies
the understanding of the equations involved. The design problem we study consists in
finding the optimal design x∗ ∈ {0, 1}n˜ minimizing an objective function. In the context
of Discrete Material Optimization (see [21]), any choice of a vector x ∈ {0, 1}n˜ represents
a particular distribution of material in the structure. The governing equations are given
by the equilibrium between the given external static forces fl ∈ R
d, l = 1, . . . ,m, and the
corresponding deformation of the structure. The response of the structure to these loads
is computed by the finite element method, which in the case of linear elasticity, is given
by the equilibrium equations
K(x)ul = fl, l = 1, . . . m, (1)
where the matrix K(x) ∈ Rd×d is the stiffness matrix related to the design x. In the case of
multi-material design problems, we impose the condition of choosing exactly one candidate
material for each design element. This condition is modeled by the set of constraints
nc∑
i=1
xij = 1, j = 1, . . . , n. (2)
If we assume that condition (2) holds, then equations (1) possess a unique solution. This
is a consequence of the positive definiteness of the stiffness matrix in this type of problems.
It implies also the existence of the inverse of the stiffness matrix K−1(x). The solutions
ul ∈ R
d, l = 1, . . . ,m of (1) are the displacements of the structure under each load
condition. d represents the number of degrees of freedom in the structure induced by the
finite element discretization, and m is the number of external static load conditions. The
first design problem studied in this article is the worse case minimum compliance problem,
formulated as
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minimize
x∈Rn˜
u1,...,um∈R
d
max
1≤l≤m
{fTl ul}
subject to K(x)ul = fl, l = 1, . . . ,m,
ρTx ≤M,
nc∑
i=1
xij = 1, j = 1, . . . , n,
F (x, ul) ≤ 0, l = 1, . . . ,m,
x ∈ {0, 1}n˜,
(3)
where M > 0 is the mass or weight limit for the design, and ρ ∈ Rn˜ is the vector of
material densities for each design variable. The function
F : Rn˜ × Rd −→ Rq
F (x, u) −→ (F1((x, u), . . . , Fq(x, u))
represents the failure function, and Fi : R
n˜×Rd −→ R, i = 1 . . . , q are the local components
of the failure function. Thus, the constraint F (x, ul) ≤ 0 indicates the non failure condition
for the external load fl. Problem (3) is a non-linear mixed 0 − 1 program. Of special
importance is the continuous relaxation of a reformulation of the minimum compliance
problem without local failure criteria, given by
minimize
x∈Rn˜
max
1≤l≤m
{fTl K(x)
−1fl}
subject to ρTx ≤M,
nc∑
i=1
xij = 1, j = 1, . . . , n,
x ∈ [0, 1]n˜ .
(4)
The second design problem studied in this article is the minimum weight problem,
formulated as
minimize
x∈Rn˜
u1,...,um∈R
d
ρTx
subject to K(x)ul = fl, l = 1, . . . ,m,
fTl ul ≤ Cl,
nc∑
i=1
xij = 1, j = 1, . . . , n,
F (x, ul) ≤ 0, l = 1, . . . ,m,
x ∈ {0, 1}n˜,
(5)
where Cl > 0 is the compliance limit for the design. Problem (5) is again a non-linear
mixed 0−1 program. Of special importance is the continuous relaxation of a reformulation
of the minimum weight problem without local failure criteria, given by
minimize
x∈Rn˜
ρTx
subject to fTl K(x)
−1fl ≤ Cl,
nc∑
i=1
xij = 1, j = 1, . . . , n,
x ∈ [0, 1]n˜.
(6)
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2.1 Assumptions
(A-1) The stiffness matrix K(x) is symmetric, linear in x, and positive definite for all
x ∈ {0, 1}n˜. The matrix K(x) is given by
K(x) =
∑
i,j
xijKij, (7)
where Kij ∈ R
d×d is the symmetric positive semi definite element stiffness matrix
for the j-th design element and the i-th design candidate material. Kij is given
explicitly by
Kij = BjC
′
iB
T
j , (8)
where Bj is the local strain-displacement matrix related to the design element j,
C ′i is the non null symmetric and semi-positive definite strain-stress matrix for the
candidate material i in the global coordinate system. This means that
C ′i = ΘiCiΘ
T
i ,
with Ci the strain-stress matrix in principal material coordinate system, and Θi is
the rotation matrix for the candidate material i between the material coordinate
system (system 1− 2) and the global coordinate system (system x− y). For further
details, see [11].
(A-2) The mass limit, M satisfies 0 < M <
∑n
j=1max
i
{ρij}, where ρij ≥ 0 ∀ i, j.
(A-3) Each of the loads f1, . . . , fm is non null, i.e., fl ∈ R
d \ {0},∀l = 1, . . . ,m.
(A-4) For all load cases, the corresponding displacements are bounded, i.e., there exists
bounds uminl , u
max
l ∈ R
d, such that uminl ≤ ul ≤ u
max
l .
(A-5) The structures are deformed under the given load conditions, in a plane stress state.
(A-6) The failure function F (x, u) is a continuous function.
(A-7) For each design element, there is a unique set of candidate materials, composed of
nc candidate materials. This assumption sets the number of design variables of the
design problem to n˜ = n · nc. This assumption makes the modeling and notation
much simpler, but in practice it is not necessary.
3 Convex Formulation of Failure Criteria
In this section, we make a brief study of the mathematical properties of some relevant
failure functions, which could be used for modeling multi-material design problems. In
particular, we investigate the reformulation of the maximum strain, maximum stress,
Tsai-Hill and Tsai-Wu failure criteria (see [11], [23]), into convex inequalities. These
reformulations allow us to formulate relevant optimization design problems, which can be
solved theoretically to global optimality.
125
3.1 The Max Strain Criterion
The maximum strain criterion is one of the simplest existing failure criteria (for a short
physical explanation, see [11]). It is given by the condition
‖ ǫi,l(ω) ‖∞≤ ǫmax, l = 1, . . . ,m, ω ∈ Ωc, i = 1, . . . , n
c, (9)
where ǫi,l(ω) ∈ R
3 = (ǫ11,i,l, ǫ22,i,l, ǫ12,i,l)
T represents the strain vector related to the load
condition l, if the candidate material i is chosen at ω ∈ Ωc. The strain vector must be
measured in the corresponding material coordinate system, since ǫmax ∈ R is the limit value
for the inf-norm of the strain tensor in the material coordinate system of the candidate
material i. In general the maximum strain criterion corresponds to a non linear failure
constraint in the strain. It can be easily reformulated as a linear failure criterion on the
strain
ǫi,l(ω) ≤ ǫmax, l = 1, . . . ,m, ω ∈ Ωc, i = 1, . . . , n
c,
−ǫi,l(ω) ≤ ǫmax, l = 1, . . . ,m, ω ∈ Ωc, i = 1, . . . , n
c.
(10)
The strain limits can be different for each component of the strain vector, and they
could also be material dependent. In this case, the limit value ǫmax ∈ R must be replaced
by a material dependent strain limit vector ǫmax,i ∈ R
3, depending on the material chosen.
In this case, the max strain faliure criterion is modeled as
ǫi,l(ω) ≤ ǫmax,i, l = 1, . . . ,m, if material i is chosen at ω,
−ǫi,l(ω) ≤ ǫmax,i, l = 1, . . . ,m, if material i is chosen at ω.
(11)
We can even generalize to the case where the strain limits are different in tension and in
compression states. After the discretization of the design space, the non failure condition
(11) is written as
nc∑
i=1
xijǫijl ≤
∑
i
xijǫmax,i, l = 1, . . . ,m, j = 1, . . . , n,
−
nc∑
i=1
xijǫijl ≤
∑
i
xijǫmax,i, l = 1, . . . ,m, j = 1, . . . , n,
(12)
where ǫijl = ǫi,l(ωj), with ωj being an evaluation point related to the j-th design element.
We are allowed to model the strains and strengths as linear sums over the set of candidate
materials, because in our original design problem (3), the selection constraint force the
optimization program to choose only one candidate from the candidate material set. The
strain vector ǫijl in the material coordinates system is related to the strain vector ǫ
xy
jl in
the global coordinates system by the introduction of the orientation rotation matrix Θi
(related to the candidate material i, see [11]) as
ǫijl = Θ
T
i ǫ
xy
jl .
In addition, we suppose that the strains ǫxyjl , j = 1, . . . , n, can be represented as a linear
function in the displacements (see, for example [19], pp. 88, pp. 115)
ǫ
xy
jl = B
T
j ul
ǫijl = Θ
T
i B
T
j ul,
where Bj ∈ R
d×q, j = 1, . . . , n are the local strain-displacement matrices, and q is the size
of the strain vector. For plane stress states, q = 3.
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As a general assumption, we consider that the strains can be represented as bilinear
functions in the design variable and displacements (see, for example [19], pp. 115, pp.
230) as
ǫjl =
nc∑
i=1
xijΘiB
T
j ul. (13)
We obtain the following representation of the maximum strain failure criterion
nc∑
i=1
xijΘiB
T
j ul ≤
nc∑
i=1
xijǫmax,i, j = 1, . . . , n, l = 1, . . . ,m
−
nc∑
i=1
xijΘiB
T
j ul ≤
nc∑
i=1
xijǫmax,i, j = 1, . . . , n, l = 1, . . . ,m,
(14)
which is a set of local bilinear constraints (at the design element level) on the design
variable x and the displacement field u. The constraints in (14) are non convex, but they
can be reformulated as a set of linear constraints. We introduce some extra continuous
variables dijl, ∀ i, j, l, and reformulate (14) as
nc∑
i=1
dijl ≤
nc∑
i=1
xijǫmax,i, ∀j, k,
−
nc∑
i=1
dijl ≤
nc∑
i=1
xijǫmax,i, ∀j, k,
dijl = xijΘiB
T
j ul, ∀i, j, k,
and we use the following result stated and proven in [22].
Proposition 1. Let b ∈ Rd, umin, umax ∈ Rd be given constants and let M = {(x, u, s) ∈
{0, 1} × Rd × R : umin ≤ u ≤ umax}. Further, let the constant numbers dmin and dmax be
given by
dmin = min
u
{bTu|umin ≤ u ≤ umax} =
∑
i:bi>0
biu
min
i +
∑
i:bi<0
biu
max
i
dmax = max
u
{bTu|umin ≤ u ≤ umax} =
∑
i:bi>0
biu
max
i +
∑
i:bi<0
biu
min
i .
Then, (x, u, s) ∈ M satisfies the non-linear equation
s = xbTu,
if and only if (x, u, s) satisfies the following four linear inequalities:
xdmin ≤ s ≤ xdmax
(1− x)dmin ≤ bTu− s ≤ (1− x)dmax.
Applying Proposition 1 to reformulate the failure condition (3.1), to reformulate it as a
set of convex inequalities, we obtain the following set of linear inequalities.
nc∑
i=1
dijl ≤
nc∑
i=1
xijǫmax,i, ∀j, k,
−
nc∑
i=1
dijl ≤
nc∑
i=1
xijǫmax,i, ∀j, k,
xijd
min
ijl ≤ dijl ≤ xijd
max
ijl , ∀i, j, k,
(1− xij)d
min
ijl ≤ ΘiB
T
j ul − dijl ≤ (1− xij)d
max
ijl , ∀i, j, k,
(15)
where the constant coefficients dminijl , d
max
ijl are given by
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dminijl = minul
{ΘiB
T
j ul|u
min
l ≤ ul ≤ u
max
l },
dmaxijl = maxul
{ΘiB
T
j ul|u
min
l ≤ ul ≤ u
max
l },
(16)
and uminl , u
max
l are valid bounds for the displacement field ul. The resulting non failure
condition (15) is a set of linear inequalities in the (x, u, d)-space, and we can use it for
formulating an optimization problem.
3.2 The Max Stress Criterion
The maximum stress criterion is given by the condition
‖ σl(w) ‖∞≤ σmax, l = 1, . . . ,m, w ∈ Ωc, (17)
where σl ∈ R
3 = (σ11,l, σ22,l, σ12,l)
T represents the stress vector related to the the load
condition l. (17) is a non convex failure criteria on the stress. Here, σmax ∈ R+ is
the upper limit value for the inf-norm of the stress tensor. We generalize to the case
where different limits are imposed depending on which material is chosen (introducing the
vector of maximum allowed stresses σmax,i ∈ R
3, 1 ≤ i ≤ nc). Besides, a finite element
discretization is included, and the maximum stress failure criterion is represented as the
condition
σjl ≤
nc∑
i=1
xijσmax,i, l = 1, . . . ,m, j = 1, . . . , n,
−σjl ≤
nc∑
i=1
xijσmax,i, l = 1, . . . ,m, j = 1, . . . , n.
(18)
As a general assumption, we consider that the stresses can be represented as a bilinear
function in the design variable and displacements (see, for example [19], pp. 115, pp. 230)
as
σjl =
∑
i
CixijΘiB
T
j ul, (19)
where Ci ∈ R
3×3 is the given strain-displacement matrix for the candidate material i. We
obtain the following equivalent representation
nc∑
i=1
CixijΘiB
T
j ul ≤
nc∑
i=1
xijσmax,i, j = 1, . . . , n, l = 1, . . . ,m
−
nc∑
i=1
CixijΘiB
T
j ul ≤
nc∑
i=1
xijσmax,i, j = 1, . . . , n, l = 1, . . . ,m,
(20)
which is a set of local bilinear constraints (at the design element level) on the design
variable x and the displacement field ul. The constraints in (17) are non convex, but they
can be reformulated as a set of linear constraints. We introduce some extra continuous
variables dijl, ∀ i, j, l, and reformulate (20) as
nc∑
i=1
Cidijl ≤
nc∑
i=1
xijσmax,i, ∀j, k,
−
nc∑
i=1
Cidijl ≤
nc∑
i=1
xijσmax,i, ∀j, k,
dijl = xijΘiB
T
j ul, ∀i, j, k,
(21)
Applying Proposition 1 to Condition (21), we can reformulate it as a set of convex in-
equalities, we obtain the following set of linear inequalities.
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nc∑
i=1
Cidijl ≤
nc∑
i=1
xijσmax,i, ∀j, k,
−
nc∑
i=1
Cidijl ≤
nc∑
i=1
xijσmax,i, ∀j, k,
xijd
min
ijl ≤ dijl ≤ xijd
max
ijl , ∀i, j, k,
(1− xij)d
min
ijl ≤ ΘiB
T
j ul − dijl ≤ (1− xij)d
max
ijl , ∀i, j, k,
(22)
where the constant coefficients dminijl , d
max
ijl are given by (16), and u
min
l , u
max
l are valid
bounds for the displacement field ul. The resulting non failure condition (22) is a set of
linear inequalities in the (x, u, d)-space, and we can use it for formulating an optimization
problem.
3.3 Reformulation of the Tsai Hill Failure Criteria
We start by formulating the Tsai-Hill failure criterion (see [11], [23]) for orthotropic ma-
terials:
F11σ
2
1 + F22σ
2
2 + F66σ
2
3 − 2F12σ1σ2 − 2F13σ1σ3
−2F23σ2σ3 + 2F44σ
2
4 + 2F55σ
2
5 + 2F66σ
2
6 ≤ 1,
(23)
for the failure strength parameters Fij . Criterion (23) applies to each of the load con-
ditions. Considering assumption (A-5), i.e., considering that the structure deforms in a
plane stress state (this is a reasonable assumption for laminated shell structures). By
taking this into account, (23) is reduced to
F11σ
2
1 − 2F12σ1σ2 + F22σ
2
2 + F66σ
2
6 ≤ 1.
In particular, this failure criterion can be written as a matrix equation
σTHσ ≤ 1, (24)
where H and σ are given by
H =

 F11 F12 0F12 F22 0
0 0 F66

 , σ =

 σ1σ2
σ6

 . (25)
Notice that the matrix H is symmetric and positive semi-definite if F22 −
F12
F11
≤ 0. This
assumption is also reasonable, and some authors, such as [13], even proposed to set F12 = 0
in their models. Therefore, we included as an additional assumption to our framework,
the following statement.
(A-8) The failure coefficients F11, F22, F12, satisfy F22 −
F12
F11
≤ 0.
Thus, in the case where H positive semidefinite, this matrix can be factorized, by the
Choleski decomposition, as the product
H = LTL,
with L the upper triangular matrix given by
L =


√
F11
F12√
F11
0
0
√
F22 −
F12
F11
0
0 0
√
F66

 . (26)
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Then, it follows that the non failure condition for the Tsai-Hill criterion can be written as
a quadratic function in the auxiliary variable s ∈ R3
sT s ≤ 1, (27)
where s = Lσ. After the discretization in design elements, and the inclusion of the
set of design variables xij, i = 1, . . . , n
c, j = 1, . . . , n, the vector of discrete stresses
σ = {σijl} ∈ R
3n
σijl = CixijΘiB
T
j ul
is introduced. Therefore, the discretization of the non failure condition (24), considering
the load conditions f1, . . . , fm, becomes
nc∑
i=1
σTijlHσijl ≤ 1, j = 1, . . . , n, l = 1, . . . ,m.
Then, after the inclusion of the discretized variables {sijl} ∈ R
3, sijl = Lσijl, the condition
(27) becomes
nc∑
i=1
sTijlsijl ≤ 1, j = 1, . . . n, l = 1, . . . ,m. (28)
Then, by using the bilinear representation of the stresses (19), the non failure condition
(28) can be explicitly related to the design variable x = {xij}
nc∑
i=1
sTijlsijl ≤ 1, j = 1, . . . n, l = 1, . . . m,
sijl = xijB
T
ijul, j = 1, . . . , n, i = 1, . . . , n
c, l = 1, . . . m,
(29)
where Bij ∈ R
d×3, for all i, j, are given by
Bij = BjΘ
T
i C
T
i L
T . (30)
It follows that (29) is a system of non convex functions representing the Tsai-Hill failure
criterion on the (x, u, s)-space. It can be reformulated as a quadratic function of the
displacement fields ul in local coordinates
F shjl (x, ul) = u
T
l Wj(x)ul ≤ 1, j = 1, . . . n, l = 1, . . . ,m, (31)
whereWj(x) ∈ R
d×d is the failure matrix related to the j-th design element. It is given as
Wj(x) =
nc∑
i=1
xijWij (32)
and Wij ∈ R
d×d specifies the failure matrix for the j-th design element and the i-th
candidate material
Wij = (CiΘiB
T
j )
THCiΘiB
T
j .
The function F shjl (x, ul) is a 3rd degree polynomial in (x, ul). It is a non convex inequality
and therefore, methods for convex optimization will not provide satisfactory solutions
in terms of guaranteeing global solutions. To fix this problem, we use Proposition 1 to
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reformulate (29) as a set of convex inequalities. Namely, after the reformulation, (29)
becomes
nc∑
i=1
sTijlsijl ≤ 1, ∀j, k,
xijs
min
ijl ≤ sijl ≤ xijs
max
ijl , ∀i, j, k,
(1− xij)s
min
ijl ≤ B
T
ijul − sijl ≤ (1− xij)s
max
ijl , ∀i, j, k,
(33)
where the constant coefficients sminijl , s
max
ijl are given by
sminijl = minul
{BTijul|u
min
l ≤ ul ≤ u
max
l },
smaxijl = maxul
{BTijul|u
min
l ≤ ul ≤ u
max
l },
(34)
and uminl , u
max
l are valid bounds for the displacement field ul.
3.4 Reformulation of the Tsai-Wu Failure Criteria
The Tsai-Wu Failure criterion for orthotropic materials is given by
6∑
i,j=1
Fiσi + Fijσiσj ≤ 1,
where Fi, Fij are strength tensors of the second and forth rank, respectively (see [11]).
Under a plane stress assumption, the Tsai-Wu criterion becomes
F1σ1 + F2σ2 + F6σ6 + F11σ
2
11 + F22σ
2
22 + F66σ
2
6 + 2F12σ1σ2 ≤ 1. (35)
In particular, this failure criterion can be written as a matrix equation
σTHσ + hTσ ≤ 1, (36)
where H is given by (25), and h are given by
h =

 F1F2
F6

 .
Then, by using the stress-displacement relationship given by (19), It follows that the Tsai-
Wu failure criterion can be expressed as a quadratic function of the displacement field ul
in local coordinates
F swjl (x, ul) = u
T
l Wj(x)ul + wj(x)ul ≤ 1, j = 1, . . . n, l = 1, . . . ,m (37)
where Wj(x) ∈ R
d×d is given by (32), and wj(x) are the vectors given by
wj(x) =
nc∑
i=1
xijh
TCiΘiB
T
j .
First, introducing new variables sijl, ηijl, i = 1, . . . n
c, j = 1, . . . , n, l = 1, . . . ,m, the
Tsai-Wu failure criterion (36) can be written as
nc∑
i=1
sTijlsijl + ηijl ≤ 1, ∀j, l,
sijl = xijB
T
ijul, ∀i, j, k,
ηijl = xijh
TCiΘiB
T
j ul, ∀i, j, k.
(38)
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Thus, using Proposition 1, we can reformulate the Tsai-Wu failure criterion into the fol-
lowing set of convex inequalities:
nc∑
i=1
sTijlsijl + ηij ≤ 1, ∀j, k,
xijs
min
ijl ≤ sijl ≤ xijs
max
ijl , ∀i, j, k,
(1− xij)s
min
ijl ≤ B
T
ijul − sijl ≤ (1− xij)s
max
ijl , ∀i, j, k,
xijη
min
ijl ≤ ηijl ≤ xijη
max
ijl , ∀i, j, k,
(1− xij)η
min
ijl ≤ h
TCiΘiB
T
j ul − ηijl ≤ (1− xij)η
max
ijl ∀i, j, k,
(39)
where the constant coefficients sminijl , s
max
ijl are given by (34), while η
min
ijl , η
max
ijl are given by
ηminijl = minul
{hTCiB
T
j ul|u
min
l ≤ ul ≤ u
max
l }, ∀i, j, k,
ηmaxijl = maxul
{hTCiB
T
j ul|u
min
l ≤ ul ≤ u
max
l }, ∀i, j, k.
(40)
4 Reformulation of the Equilibrium Equations
The equilibrium equations (1), with stiffness matrixK(x) given by (7), are bilinear equality
constraints in the design variable x and displacement fields ul, l = 1, . . . ,m. They are
therefore, a set of non convex constraints. This situation can be solved by using the
linear reformulation based on Proposition 1. First we introduce the additional variables
rl = {rijl} ∈ R
n˜, for l = 1, . . . ,m, given by
rijl = xijCiΘiB
T
j ul,
so the equilibrium equations can be rewritten as the system
Brl = fl, l = 1, . . . ,m,
rl = {rijl}ij = {xijCiΘiB
T
j ul}ij , l = 1, . . . ,m.
(41)
Here, the matrix B ∈ Rd×nq given by B = [B1, . . . , Bn], with Bj ∈ R
d×q the strain-
displacement matrix for the finite element j. Equations (41) represent still a non convex
system of equations. By using Proposition 1, we expect to obtain a linear system of
inequalities. This reformulation was already presented in [22] for discrete topology opti-
mization problems. By doing this, the equilibrium equations (1) are reformulated as
Brl = fl ∀l,
−xijr
max
ijl + rijl ≤ 0, ∀i, j, k,
xijr
min
ijl − rijl ≤ 0, ∀i, j, k,
−CiΘiB
T
j ul − xijr
min
ijl + rijl ≤ −r
min
ijl , ∀i, j, k,
CiΘiB
T
j ul + xijr
max
ijl − rijl ≤ r
max
ijl , ∀i, j, k,
(42)
where rminijl , r
max
ijl are given by
rminijl = minul
{CiΘiB
T
j ul|u
min
l ≤ ul ≤ u
max
l }, ∀i, j, k,
rmaxijl = maxul
{CiΘiB
T
j ul|u
min
l ≤ ul ≤ u
max
l }, ∀i, j, k.
(43)
The reformulated equilibrium equations (42) is a linear 0 − 1 system. For numerical
implementations where linearity is desired, it can replace the original equilibrium equations
(1). For notation simplicity, the linear reformulated version of the equilibrium equations
(42) will be displayed in a condensed matrix form
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Brl = fl ∀l,
A(rmin, rmax)(x, ul, r)
T ≤ 0 ∀l.
5 Reformulation of the Design Problem
In this section, we present reformulations of the minimum compliance problem (3) and
the minimum weight problem (5), considering different local failure criteria, namely, the
maximum strain, the maximum stress, the Tsai-Hill and the Tsai-Wu criteria.
5.1 Minimum Compliance, Max Strain Criterion
The minimum compliance problem (3), considering the maximum strain criterion (9), is
reformulated as a linear mixed 0− 1 problem as
minimize
x,d,r
u1,...,um
max
1≤l≤m
{fTl ul}
subject to Brl = fl, l = 1, . . . ,m,
A(rmin, rmax)(x, ul, r)
T ≤ 0 l = 1, . . . ,m,
ρTx ≤M,
nc∑
i=1
dijl ≤
nc∑
i=1
xijǫmax,i, ∀j, k,
−
nc∑
i=1
dijl ≤
nc∑
i=1
xijǫmax,i, ∀j, k,
xijd
min
jl ≤ dijl ≤ xijd
max
jl , ∀i, j, k,
(1− xij)d
min
jl ≤ ΘiB
T
j ul − dijl, ∀i, j, k,
ΘiB
T
j ul − dijl ≤ (1− xij)d
max
jl , ∀i, j, k,
nc∑
i=1
xij = 1, ∀j,
x ∈ {0, 1}n˜,
(44)
with dminjl , d
max
jl given by (16). Because of its linear 0−1 integer nature, it can be attacked
by any method for linear mixed integer optimization, and be solved directly by some
commercial software. It could also be attacked by the Benders’ Decomposition method
(see [3]). The draw–back of this formulation is the inclusion of a large number of variables
(r and d), and the large number of constraints. This problem can also be reformulated as
a problem with convex continuous relaxation, considering the maximum strain criterion
(14), reformulated to a convex system of constraints (15), and the reformulation of the
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equilibrium equations (1), given by the equations (42), as
minimize
x,r
u1,...,um
max
1≤l≤m
{fTl K(x)
−1fl}
subject to Brl = fl, l = 1, . . . ,m,
A(rmin, rmax)(x, ul, rl)
T ≤ 0 l = 1, . . . ,m,
ρTx ≤M,
nc∑
i=1
dijl ≤
nc∑
i=1
xijǫmax,i, ∀j, k,
−
nc∑
i=1
dijl ≤
nc∑
i=1
xijǫmax,i, ∀j, k,
xijd
min
ijl ≤ dijl ≤ xijd
max
ijl , ∀i, j, k,
(1− xij)d
min
ijl ≤ ΘiB
T
j ul − dijl ≤ (1− xij)d
max
ijl , ∀i, j, k,
nc∑
i=1
xij = 1, j = 1, . . . , n,
x ∈ {0, 1}n˜,
(45)
where rmin = {rminijl } and r
max = {rmaxijl } are as in (43). Problem (45) is a non linear
mixed 0−1 problem having a convex continuous relaxation. Therefore, it can be attacked
by the proposed GBD method, or any method for linear mixed 0 − 1 optimization. The
drawback of this formulation is the inclusion of the extra variables r, and the large number
of constraints.
5.2 Minimum Compliance, Max Stress Criterion
The minimum compliance problem (3), considering the maximum stress criterion (17), is
reformulated as a linear mixed 0− 1 problem as
minimize
x,d,r
u1,...,um
max
1≤l≤m
{fTl ul}
subject to Brl = fl, l = 1, . . . ,m,
A(rmin, rmax)(x, ul, r)
T ≤ 0 l = 1, . . . ,m,
ρTx ≤M,
nc∑
i=1
Cidijl ≤
nc∑
i=1
xijσmax,i, ∀j, k,
−
nc∑
i=1
Cidijl ≤
nc∑
i=1
xijσmax,i, ∀j, k,
xijd
min
jl ≤ dijl ≤ xijd
max
jl , ∀i, j, k,
(1− xij)d
min
jl ≤ ΘiB
T
j ul − dijl, ∀i, j, k,
ΘiB
T
j ul − dijl ≤ (1− xij)d
max
jl , ∀i, j, k,
nc∑
i=1
xij = 1, ∀j,
x ∈ {0, 1}n˜,
(46)
with dminjl , d
max
jl given by (16). Because of its linear 0 − 1 integer nature, it can be
attacked by any method for linear mixed integer optimization, and be solved directly
by some commercial software. It could also be attacked by the Benders’ Decomposition
method (see [3]). The draw–back of this formulation is, as in the case of the max strain
criteria, the inclusion of a large number of variables (r and d), and the large number of
constraints. This problem can also be reformulated as a problem with convex continuous
relaxation. Such a formulation is given by
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minimize
x,d,r
u1,...,um
max
1≤l≤m
{fTl K(x)
−1fl}
subject to Brl = fl, l = 1, . . . ,m,
A(rmin, rmax)(x, ul, rl)
T ≤ 0 l = 1, . . . ,m,
ρTx ≤M,
nc∑
i=1
Cidijl ≤
nc∑
i=1
xijσmax,i, ∀j, l,
−
nc∑
i=1
Cidijl ≤
nc∑
i=1
xijσmax,i, ∀j, l,
xijd
min
jl ≤ dijl ≤ xijd
max
jl , ∀i, j, k,
(1− xij)d
min
jl ≤ ΘiB
T
j ul − dijl, ∀i, j, k,
ΘiB
T
j ul − dijl ≤ (1− xij)d
max
jl , ∀i, j, k,
nc∑
i=1
xij = 1, ∀j,
x ∈ {0, 1}n˜,
(47)
In this last reformulation, the compliance is represented as a function on the design vari-
ables (see [4]). Problem (47) is a non linear mixed integer optimization problem with
convex continuous relaxation. This problem can be attacked by any method for non linear
mixed integer optimization.
5.3 Minimum Compliance, Tsai-Hill Criterion
The minimum compliance problem (3) considering the Tsai-Hill failure criterion (24), is
reformulated as a problem with convex continuous relaxation, by using the convex formu-
lation of the Tsai-Hill criterion, represented by equations (33) and (34). The existence
of a convex continuous relaxation of the Tsai-Hill criterion is justified on the assumption
(A-7), stated in section 3.3: The failure coefficients F11, F22, F12 satisfy F22 −
F12
F11
≤ 0.
This reformulation is given by
minimize
x,s
u1,...,um
max
1≤l≤m
{fTl K(x)
−1fl}
subject to Brl = fl, l = 1, . . . ,m,
A(rmin, rmax)(x, ul, r)
T ≤ 0 l = 1, . . . ,m,
ρTx ≤M,
nc∑
i=1
sTijlsijl ≤ 1, ∀j, l
xijs
min
ijl − sijl ≤ 0 ∀i, j, k,
sijl − xijs
max
ijl ≤ 0, ∀i, j, k,
−xijs
min
ijl −B
T
ijul + sijl ≤ −s
min
ijl , ∀i, j, k,
BTijul + xijs
max
ijl − sijl ≤ s
max
ijl , ∀i, j, k,
nc∑
i=1
xij = 1, ∀j,
x ∈ {0, 1}n˜,
(48)
with sminijl , s
max
ijl given by (34). Problem (48) is a non linear mixed 0 − 1 optimization
problem with convex continuous relaxation. We can attack this problem using for example
the GBD method.
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5.4 Minimum Compliance, Tsai-Wu Criterion
The minimum compliance problem (3) considering the Tsai-Wu failure criterion (35), is
reformulated as a problem with convex continuous relaxation, by using the convex formu-
lation of the Tsai-Wu criterion, represented by equations (39) and (40). The existence
of a convex continuous relaxation of the Tsai-Wu criterion is justified on the assumption
(A-7), stated in section 3.3: The failure coefficients F11, F22, F12 satisfy F22 −
F12
F11
≤ 0.
This reformulation is given by
minimize
x,s,η
u1,...,um
max
1≤l≤m
{fTl K(x)
−1fl}
subject to Brl = fl, l = 1, . . . ,m,
A(rmin, rmax)(x, ul, r)
T ≤ 0 l = 1, . . . ,m,
ρTx ≤M,
nc∑
i=1
sTijlsijl + ηij ≤ 1, ∀j, l,
sijl − xijs
max
ijl ≤ 0, ∀i, j, k,
−sijl + xijs
min
ijl ≤ 0, ∀i, j, k,
BTijul − sijl + xijs
max
ijl ≤ s
max
ijl , ∀i, j, k,
−BTijul + sijl − xijs
min
ijl ≤ −s
min
ijl , ∀i, j, k,
ηijl − xijη
max
ijl ≤ 0, ∀i, j, k,
−ηijl + xijη
min
ijl ≤ 0, ∀i, j, k,
hTCiΘiB
T
j ul − ηijl + xijη
max
ijl ≤ η
max
ijl ∀i, j, k,
−hTCiΘiB
T
j ul + ηijl − xijη
min
ijl ≤ −η
min
ijl ∀i, j, k,
nc∑
i=1
xij = 1, ∀j,
x ∈ {0, 1}n˜,
(49)
with sminijl , s
max
ijl given by (34), and η
min
ijl , η
max
ijl given by (40). Problem (49) is a non linear
mixed integer optimization problem with convex continuous relaxation. We can attack
this problem using for example the GBD method.
5.5 Reformulation of the Minimum Weight Problem
In general, for the minimum weight problem with local failure criteria, the corresponding
reformulation for the Max Strain, Max Stress, Tsai-Hill, Tsai-Wu criteria are analogous,
and can be obtained directly from the corresponding minimum compliance formulation
here presented. As an example we state the minimum weight problem with compliance
constraint, and maximum stress local criterion.
minimize
x,d,r
u1,...,um
ρTx
subject to Brl = fl, l = 1, . . . ,m,
A(rmin, rmax)(x, ul, rl)
T ≤ 0 l = 1, . . . ,m,
fTl K(x)
−1fl ≤ C, l = 1, . . . ,m,
nc∑
i=1
CixijΘiB
T
j ul ≤
nc∑
i=1
xijσmax,i, j = 1, . . . , n, l = 1, . . . ,m,
−
nc∑
i=1
CixijΘiB
T
j ul ≤
nc∑
i=1
xijσmax,i, j = 1, . . . , n, l = 1, . . . ,m,
nc∑
i=1
xij = 1, j = 1, . . . , n,
x ∈ {0, 1}n˜.
(50)
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The reformulation of the minimum weight problem considering the other local failure
criteria are straightforward. Therefore we will not state them explicitly here.
6 Resolution By Generalized Benders’ Decomposition
In this section, we show an approach to attack the formulated problems by using the Gen-
eralized Benders’ Decomposition (GBD, see [7] and [12]). GBD is a well known method for
mixed integer optimization and it obtains, if convergence occurs, global optimal solutions.
The method is based on the projection theory, i.e., it is based on separating the decision
space in two sets of variables, namely the set integer variables and the set of continuous
variables. The GBD method solves two sequences of optimization problems, each of them
considering only one of the two set of variables. For details about the GBD method, refer
to the articles cited above.
Problems (47), (48), and (49) are non linear mixed integer problems with convex
continuous relaxation. As it was proven in [14], the GBD method ([7], [12]) applied to the
minimum compliance and minimum weight problems, converges to a global optimum, as
long as the corresponding continuous relaxation is convex. In the case of the formulations
including local failure criteria stated in this article, the generalization of those results is
expected and assumed.
6.1 Generalized Benders’ Decomposition Algorithm
In [14], it was proven that the presented Generalized Benders’ Decomposition algorithm
applied to the minimum compliance/weight problem (without local failure criteria) con-
verges into a global optimal solution, in a finite number of iterations. This result is
important and we will use it to extend it to the case of inclusion of local failure criteria.
In particular, the results in [14] imply that if the stiffness matrix K(x) is given by (7),
then the GBD method applied to the minimum compliance problem
minimize
x∈Rn˜,u∈Rd
c = fTu
subject to K(x)u = f,
ρTx ≤M,∑nc
i=1 xij = 1, ∀j,
x ∈ {0, 1}n.
(51)
converges in a finite number of iterations to a global optimal design. Problem (51) cor-
responds to the problem (3), where the failure criterion has been removed. In ([15]), the
GBD method was applied to (51).
From [14], [16], the GBD method applied to the problem (51) supposes the inclusion
of two sequences of simpler optimization problems. The first one is the sequence of the
so called subproblems, considering the displacement field u (a continuous variable in Rd).
The second one is the sequence of master problems, considering the design variable x (a
variable in {0, 1}n˜).
The subproblem corresponds to the problem (3), for which, the variable x is fixed to
a given design x = xk ∈ [0, 1]n˜, so the optimization problem only takes into consideration
the displacement field u
minimize
ul∈R
d
c = max
l
{fTul}
subject to K(xk)ul = fl, l = 1, . . . ,m.
(52)
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Problem (52) simply corresponds to solve the equilibrium equations (1) by ukl = K(x
k)−1fl,
and evaluate the compliance related to the design xk by c(xk) = max
l
{fTukl }. Subproblem
(52) is also used to obtain optimal Lagrange multipliers related to the equilibrium equa-
tions. In [14] is was proven that it was necessary a reformulation of the subproblem in
order to ensure the existence of these optimal Lagrange multipliers. With this information,
it is possible to generate additional linear constraints l∗(xk, ηk, uk), called optimality cuts.
In the case of the problem (51), the optimality cuts l∗ represent a linear approximation
of the compliance function as a function of x, at xk (see [14]). The master problem is
defined almost exactly as it was defined in [14], and we repeat its description and notation
used, adapted to the problem (3). The master problem for iteration N corresponds to the
following linear mixed 0− 1 problem.
minimize
x∈Rn˜,y∈R
y
subject to l∗c(x, u
k
l , ν
k
l ) ≤ y, ∀ k = 1, . . . , N, l = 1 . . . ,m,
ρTx ≤M
nc∑
i=1
xij = 1, ∀ j = 1, . . . , n,
x ∈ {0, 1}n˜,
(53)
where l∗c is a function defined as
l∗c (x, u
k
l , ν
k
l ) = f
T
l u
k
l + ν
k
l
T
ukl [x
k − x],
νkl =
(
ukl
T
K11 u
k
l
T
K12 . . . u
k
l
T
Kncn
)T
,
(54)
where ukl is given by the subproblem (52), and and x
k is the solution of the k-th relaxed
master problem.
The following notation rule is identical to the ones stated in [16]. We repeat it almost
exactly, since it defines the notation used in this article.
Notation 1. In the definition of the function l∗c given by (54), a special notation is used.
This notation will be used throughout the article. The expression
νk
T
uk[xk − x] = νk
T
ukxk − νk
T
ukx,
should be understood in the following way. Each product of three terms
νTux, with ν ∈ Rn˜d, u ∈ Rd, x ∈ Rn˜,
is interpreted as
νTux =
d∑
j=1
n˜∑
k=1
ν(d[k − 1] + j)u(j)x(k).
In particular, using the expression of νk in (54), the νk
T
ukxk terms are interpreted
throughout the article as
νk
T
ukxk =
nc∑
i=1
n∑
j=1
xkiju
kTKiju
k.
The main purpose here is to extend the GBD method to problems of the type of (3).
We show how to do this in the next section.
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6.2 A Strategy for Applying Generalized Benders’ Decomposition to
Problems with Local Failure Criteria
In this subsection, we introduce the general approach to solve problems of the type of (3),
in such a way, that the solutions obtained are still global optimal solutions. The main
strategy is to consider the local failure functions F (x, ul) on the subproblem, and from
this, obtain a set of valid feasibility constraints on the design space x. The advantage of
this approach is that it can basically consider the Generalized Benders’ Decomposition
(GBD) algorithm presented ([15]) and modify only the subproblem, when including the
local failure functions. In the new approach, we will consider a given load l0, and the
subproblem
minimize
ul0∈R
d
c = {0Tul0}
subject to K(xk)ul0 = fl0,
F (xk, ul0) ≤ 0.
(55)
The subproblem (55) will be called the equilibrium-local failure feasibility system. The
idea is to obtain valid feasibility constraints for the local failure function through (55).
To do so, the problem (55) must be reformulated as a convex feasibility problem. In
section 3, the convex reformulation of the failure functions was presented. These reformu-
lations imply the existence of a convex version of the feasibility problem (55). It is given
by
minimize
ul0 ,r,s
c = {0Tul0 + 0
T r + 0T s}
subject to Brl0 = fl0,
A(rmin, rmax)(xk, ul0 , r)
T ≤ 0
F (xk, ul0 , s) ≤ 0,
(56)
where F (xk, ul0 , s) is a convex reformulation of the nonconvex failure function F (x
k, ul0).
In addition, the master problem has exactly the same appearance as it has when no failure
criteria is considered (i.e., the master problem given by (53)), with the only difference that
now, feasibility cuts lcr∗ ≤ 0 related to the feasibility system (56) are add to the master
problem, whenever a design xk is infeasible for the equilibrium and the considered failure
criterion.
For each design xk obtained after solving a relaxed master problem, one GBD cut and
eventually one or more feasibility cuts are included.
1. First, we include the corresponding U -level set GBD cut
−{νkl,Uc}
T {ukl,Uc}x− y ≤ −2f
T
l {u
k
l,Uc
}
(i.e., the one related to the design xkU ).
2. Then, if the design is not feasible for the local failure criterion, a feasibility cut
Gq(x) ≤ 0, q = 1, . . . , Q,
preventing xk to be feasible in the next iterations are included.
7 Statement of the Method
In this section, we present the Generalized Benders’ Decomposition (GBD) method to
solve the multiple load minimum compliance problem (3). The assumptions considered
are the same as in the previous sections, i.e. assumptions (A-1) – (A-8).
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Algorithm 1: Generalized Benders’ Decomposition for multiple load minimum
compliance problem (3) with local failure criteria
1. [1A] (Optional Step) Run any heuristic procedure (if available) to obtain 0−1 designs
for the optimal design problem. If P initial designs were found, number them in an
arbitrary order x1, . . . , xP . If among these P designs found there are feasible designs
for the optimization problem, set U as the objective of the incumbent solution. Call
this incumbent x∗.
[1B] (if [1A] is not executed) Set P = 1, , the upper bound U = +∞, Find an
initial design x1 ∈ [0, 1]n˜ satisfying the mass constraint ρTx1 ≤M , and the material
selection constraints
nc∑
i=1
xij = 1, j = 1, . . . , n.
2. Set Q = 0, the lower bound y∗ = −∞ and the convergence tolerance ǫ ≥ 0. Compute
the displacement fields uk = ukl , . . . , u
k
m, u
k
l = K(x
k)−1fl, the compliances c
k
l , . . . c
k
m,
ckl = f
T
l u
k
l , and the Lagrange multiplier vectors
νkl = ((K11u
k
l )
T (K12u
k
l )
T . . . (Kncnu
k
l )
T )T ,
for l = 1, . . . ,m, k = 1, . . . , P . Notice that the initial design x1 does not need to be a
0− 1 design, and it does not need to satisfy the local failure criterion F (x1, ul) ≤ 0,
l = 1, . . . ,m.
3. Solve the first relaxed master problem
minimize
x∈Rn˜,y∈R
y
subject to −νkl
T
ukl x− y ≤ −2f
T
l u
k
l , l = 1, . . . ,m, k = 1, . . . , P,
ρTx ≤M,
nc∑
i=1
xij = 1, j = 1, . . . , n
x ∈ {0, 1}n˜,
(M1)
by any solver for linear-mixed integer programming. If the problem is infeasible,
stop and exit. The whole design problem is infeasible. Otherwise, if the problem is
feasible, it necessarily has at least one optimal solution. This comes from the fact
that the functions
hkl : {0, 1}
n −→ R, hkl (x) = −ν
k
l
T
ukl x, ∀k, l,
are bounded from below. Denote the solution of (M1) found by (xP+1, yP+1). Set
P → P + 1.
4. Solve the equilibrium equations K(xP )uPl = fl, for l = 1, . . . ,m, and compute the
compliances cPl = f
TuPl , for l = 1, . . . ,m.
5. For each l = 1, . . . ,m, evaluate the equilibrium-local failure feasibility subproblem:
minimize
u1,...,um∈Rd
m∑
l=1
0Tul
subject to K(xP )ul = fl, l = 1, . . . ,m,
F (xP , ul) ≤ 0.
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If the subproblem (57) is infeasible, compute one or more valid feasibility cuts
preventing the design xP from being feasible in the next master problem (this
could be done, for example, by building GBD feasibility cuts after treating the
reformulation of the feasibility system as a convex problem). Denote GQ+1(x) ≤
dQ+1, . . . , GQ+p(x) ≤ dQ+p the found feasibility cuts. Set Q → Q + p. Compute
then the Lagrange multiplier vectors
νPl = ((K11u
P
l )
T (K12u
P
l )
T . . . (Kncnu
P
l )
T )T , ∀l = 1, . . . ,m.
6. If (57) is feasible, and max
1≤l≤m
{cPl } < U , then set U = max
1≤l≤m
{cPl }, x
∗ = xP , and
update all designs, displacements and Lagrange multipliers to the level set of U (as
is it explained in [17]), obtaining xkU , u
k
l,U , and ν
k
l,U , k = 1, . . . , P , l = 1, . . . ,m.
If (57) is feasible, and max
1≤l≤m
{cPl } >= U , compute the level set design x
P
U (as it is
explained in [17]), the corresponding displacements uPl,U , and Lagrange multipliers
νPl,U , l = 1, . . . ,m.
7. If U − y∗ ≤ ǫ, then stop. The optimal design found is x∗, with optimal value U .
Otherwise, set P → P + 1, and continue to step 8.
8. Solve the relaxed master problem
minimize
x∈Rn,y∈R
y
subject to −νkl
T
ukl x− y ≤ −2f
T
l u
k
l , k = 1, . . . , P, l = 1, . . . ,m,
−{νkl,Uc}
T {ukl,Uc}x− y ≤ −2f
T
l {u
k
l,Uc
}, k = 1, . . . , P, l = 1, . . . ,m,
Gq(x) ≤ 0, q = 1, . . . , Q,
ρTx ≤M,
nc∑
i=1
xij = 1, j = 1, . . . , n,
x ∈ {0, 1}n˜,
by any solver for linear-mixed 0− 1 programming. If the relaxed master problem is
infeasible, stop and exit. If a feasible design has been found, it is an optimal solution
for the design problem. Otherwise, the design problem is infeasible. If the relaxed
master problem is feasible and an optimal solution is found, denote the solution of
this program by (xP+1, yP+1). Set P → P + 1. Return to step 4.
Remark 1. Algorithm 1 can be adapted easily for attacking minimum weight problems
with local failure criteria.
8 Modified Algorithm
Algorithm 1, presented in Section 7 can find an optimal solution to the failure criterion
design problem (3) in a finite number of steps, if such solution exists. This algorithm is
adapted from the algorithm presented in [17] (refer to this article for details). In that
article, it was proposed to replace the classical construction of the compliance GBD cuts
based on displacements and Lagrange Multipliers related to 0− 1 designs by similar ones,
built from non necessarily 0 − 1 designs. These non necessarily 0 − 1 designs are to be
found at the level set of the incumbent solution, and must be updated each time a better
incumbent is found. The method supposes that the algorithm will easily find feasible
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designs. Each time a better incumbent solution is found, the compliance GBD cuts are
updated and improved, and the lower bound of the global optimal value provided by the
GBD method is likely to be significantly improved, and more chances of convergence of
the algorithm are expected. However, in local failure constrained problems, it might be
extremely difficult to even find a single feasible design. In this case, the upper bound stays
at a high value (+∞) and the algorithm does not use the advantages of the algorithm using
level set GBD cuts. To avoid this difficulty, we propose a strategy, which we motivate with
the following illustrative example. Consider a 2D topology design problem specified by
the design discretization and boundary conditions showed in Figure 8. Symmetry has
been taken into account, which reduces the problem to a 24 design variables optimization
problem. The material properties and the finite element modeling are the same as the
one used in [20]. The stiffness rate material-void is set to E1/E0 = 100. We set a mass
constraint of 68%. We first solved the minimum compliance problem without including
any failure criterion, with an optimality tolerance of 0.5%, using the GBD algortihm
proposed in [17]. The algorithm converged after solving 114 relaxed master problems,
with an objective value of c∗ = 30.8153. The solution of this problem is shown in Figure
2(a).
For each design obtained from the solution of each relaxed master problem, the stresses
were evaluated (at the center of each design element), and the ∞-norm of the stresses
were compared, keeping the smallest value in the sequence. The value obtained was
min
1≤i≤114
{‖ σi ‖∞} = 2.2125. On the other hand, the∞-norm of the stress for the solution of
the minimum compliance problem (showed in Figure 2(a)) has a value of ‖ σ∗ ‖∞= 3.767.
To test Algorithm 1, we included a maximum stress constraint not allowing the ∞-norm
of the stress σ to be larger than σmax = 2.22, so we use a local failure function
F (x, u) =‖ σ(x, u) ‖∞ −2.22
for the optimization model (this value for σmax ensures that the minimum compliance with
maximum stress constraints problem is in fact feasible). The algorithm this time run for
233 iterations, obtaining an optimal design which is showed in Figure 2(b). The optimal
solution found this time has compliance of c∗σ = 31.576. For this example, the algorithm
did not find a feasible design until 202 iterations were executed. This situation supposes
that the main difficulty of this algorithm is to find a first feasible solution, so the inclusion
of the level set cuts at the incumbent solution could have an impact in the performance
of the algorithm. At the same time, it is very likely that a design satisfying the local
failure constraints is to have a low value for the compliance (and otherwise the solution is
not interesting). To avoid this problem, and to take advantage of the improvement of the
performance of the algorithm when including these level set cuts, we propose a modified
algorithm, where the level set considered to built the cuts are the ones from the current
minimum compliance design (which maybe infeasible for the local failure constraint), while
the convergence of the algorithm is measured with respect to the incumbent solution of
the design problem. This idea supposes the existence of an extra artificial upper bound.
This extra upper bound is used to build GBD cuts, and is equal to the objective value
of the current minimum compliance found, regardless of the local failure criterion. The
other bound is the upper bound of the objective value of the incumbent solution, and it
is used to measure the convergence of the algorithm. For each design xk obtained after
solving a relaxed master problem, two GBD cuts, and eventually one or more feasibility
cuts are included.
1. First, we include the corresponding U -level set GBD cut
−{νkl,Uc}
T {ukl,Uc}x− y ≤ −2f
T
l {u
k
l,Uc
}
142
F0
Figure 1: Example: Boundary conditions of an mbb beam.
(i.e., the one related to the design xkU ).
2. The GBD cut with respect to xk
−νkl
T
ukl x− y ≤ −2f
T
l u
k
l
3. Then, if the design is not feasible for the local failure criterion, a feasibility cut
Gq(x) ≤ 0, q = 1, . . . , Q,
preventing xk to be feasible in the next iterations are included.
Here we present the algorithm in a formal statement.
(a) No Failure Solution. (b) Max Stress solution.
Algorithm 2: Generalized Benders’ Decomposition for multiple load minimum
compliance problem (3) with local failure criteria
1. [1A] (Optional Step) Run any heuristic procedure (if available) to obtain 0 − 1
designs for the optimal design problem. If P initial designs were found, number
them in an arbitrary order x1, . . . , xP . If among these P designs found there are
feasible designs for the optimization problem, set U as the objective of the incumbent
solution (the design with best objective). Call this incumbent x∗. If c1, c2, . . . , cP
are the objectives for the sequence of designs, set Uc = min
1≤k≤P
{ck}.
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[1B] (if [1A] is not executed) Set P = 1, , the upper bound U = Uc = +∞, Find an
initial design x1 ∈ [0, 1]n˜ satisfying the mass constraint ρTx1 ≤M , and the material
selection constraints
nc∑
i=1
xij = 1, j = 1, . . . , n.
2. Set Q = 0, the lower bound y∗ = −∞ and the convergence tolerance ǫ ≥ 0. Compute
the displacement fields uk = ukl , . . . , u
k
m, u
k
l = K(x
k)−1fl, the compliances c
k
l , . . . c
k
m,
ckl = f
T
l u
k
l , and the Lagrange multiplier vectors
νkl = ((K11u
k
l )
T (K12u
k
l )
T . . . (Kncnu
k
l )
T )T ,
for l = 1, . . . ,m, k = 1, . . . , P . Notice that the initial design x1 does not need to be a
0− 1 design, and it does not need to satisfy the local failure criterion F (x1, ul) ≤ 0,
l = 1, . . . ,m.
3. Solve the first relaxed master problem
minimize
x∈Rn˜,y∈R
y
subject to −νkl
T
ukl x− y ≤ −2f
T
l u
k
l , l = 1, . . . ,m, k = 1, . . . , P,
ρTx ≤M,
nc∑
i=1
xij = 1, j = 1, . . . , n
x ∈ {0, 1}n˜,
(M1)
by any solver for linear-mixed integer programming. If the problem is infeasible,
stop and exit. The whole design problem is infeasible. Otherwise, if the problem is
feasible, it necessarily has at least one optimal solution. This comes from the fact
that the functions
hkl : {0, 1}
n −→ R, hkl (x) = −ν
k
l
T
ukl x, ∀k, l,
are bounded from below. Denote the solution of (M1) found by (xP+1, yP+1). Set
P → P + 1.
4. Solve the equilibrium equations K(xP )uPl = fl, for l = 1, . . . ,m, and compute the
compliances cPl = f
TuPl , for l = 1, . . . ,m.
5. For each l = 1, . . . ,m, evaluate the equilibrium-local failure feasibility subproblem:
minimize
u1,...,um∈Rd
m∑
l=1
0Tul
subject to K(xP )ul = fl, l = 1, . . . ,m,
F (xP , ul) ≤ 0.
(57)
If the subproblem (57) is infeasible, compute one or more valid feasibility cuts
preventing the design xP from being feasible in the next master problem (this
could be done, for example, by building GBD feasibility cuts after treating the
reformulation of the feasibility system as a convex problem). Denote GQ+1(x) ≤
dQ+1, . . . , GQ+p(x) ≤ dQ+p the found feasibility cuts. Set Q → Q + p. Compute
then the Lagrange multiplier vectors
νPl = ((K11u
P
l )
T (K12u
P
l )
T . . . (Kncnu
P
l )
T )T , ∀l = 1, . . . ,m.
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6. If (57) is feasible, and max
1≤l≤m
{cPl } < U , then set U = max
1≤l≤m
{cPl }, x
∗ = xP .
7. If max
1≤l≤m
{cPl } < Uc, then set Uc = max
1≤l≤m
{cPl } and update all designs, displacements
and Lagrange multipliers to the level set of Uc (as is it explained in [17]), obtaining
xkUc , u
k
l,Uc
, and νkl,Uc , k = 1, . . . , P , l = 1, . . . ,m. If (57) is feasible, and max1≤l≤m
{cPl } >=
Uc, compute the level set design x
P
Uc
(as it is explained in [17]), the corresponding
displacements uPl,Uc , and Lagrange multipliers ν
P
l,Uc
, l = 1, . . . ,m.
8. If U − y∗ ≤ ǫ, then stop. The optimal design found is x∗, with optimal value U .
Otherwise, set P → P + 1, and continue to step 9.
9. Solve the relaxed master problem
minimize
x∈Rn,y∈R
y
subject to −νkl
T
ukl x− y ≤ −2f
T
l u
k
l , k = 1, . . . , P, l = 1, . . . ,m,
−{νkl,Uc}
T {ukl,Uc}x− y ≤ −2f
T
l {u
k
l,Uc
}, k = 1, . . . , P, l = 1, . . . ,m,
Gq(x) ≤ 0, q = 1, . . . , Q,
ρTx ≤M,
nc∑
i=1
xij = 1, j = 1, . . . , n,
x ∈ {0, 1}n˜,
by any solver for linear-mixed 0− 1 programming. If the relaxed master problem is
infeasible, stop and exit. If a feasible design has been found, it is an optimal solution
for the design problem. Otherwise, the design problem is infeasible. If the relaxed
master problem is feasible and an optimal solution is found, denote the solution of
this program by (xP+1, yP+1). Set P → P + 1. Return to step 4.
Remark 2. Algorithm 2 can be adapted easily for solving minimum weight problems with
local failure criteria.
9 Local Failure feasibility Analysis
In this section, we study the feasibility of the system (55). As it was pointed out before,
the system (55) can be reformulated as a convex system of constraints, given by (56). The
equivalence of these formulations of the equilibrium-local failure feasibility system means
that the feasibility of any of systems implies the feasibility of the other one. To simplify
the notation, we consider in this section only a single load condition f = f1, i.e., m = 1.
Therefore, the index for the load case l is not used in any equation during this section.
Suppose that a given design xk is infeasible for the equilibrium equations (55). Our goal
is to find one or several linear constraints preventing the design xk (and potentially other
infeasible designs for (55)) to be feasible for the master problem. Suppose that the the
failure condition F (x, u) ≤ 0 is linear in the displacement field u. Thus, we can apply the
so called combinatorial Benders’ feasibility cuts (see [5, 6, 10, 18, 24]) for the system (55).
This idea was used already in [16]. In general, combinatorial Benders’ cuts can be applied
to linear systems, when these are inconsistent. The idea is to find a small subsystem of
constraints, responsible for the infeasibility of the global system. These subsystems are
called Irreducible Inconsistent Subsystem (SII), and imply a necessary relationship among
the design variables. These relationships characterize the combinatorial Benders’ cuts.
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The Combinatorial Benders’ feasibility cuts for the structural design problems studied in
this article require the additional condition of linearity on the field u.
(A-7) The failure function F (x, u) is linear in the displacement field u.
To generate this type of feasibility cuts, the feasibility system (55) is reformulated
including additional variables zij ∈ R
d, i ∈ {1, . . . , nc}, j ∈ {1, . . . , n}, linking the dis-
placement fields u and the design variable xij , as zij = xiju. The reformulation we consider
for finding IIS’s is given by
∑
i,j
Kijzij = f, (58a)
zij − u = 0, ∀ (i, j) ∈ N1(x), (58b)
zij = 0, ∀ (i, j) ∈ N0(x), (58c)
F (x, u) ≤ 0. (58d)
The index sets N0(x), N1(x) are given by
N0(x) := {(i, j) : i ∈ {1, . . . , n
c}, j ∈ {1, . . . , n} | xij = 0},
N1(x) := {(i, j) : i ∈ {1, . . . , n
c}, j ∈ {1, . . . , n} | xij = 1}.
(59)
The procedure to find IIS’s is based on heuristics supported by dual optimization theory,
and it was developed by several authors. See, for example [6, 10] for a deep understanding
of the theory and heuristics involved. In [14], there is a more specific explanation about
the heuristic procedure for obtaining IIS’s for a version of the system (58), but without
the non failure condition.
The other option to treat the Equilibrium feasibility system, is to generate GBD feasi-
bility cuts to this system in its convex form, (56). Such cuts prevent the current design xk
(which is infeasible for the original mixed integer problem (3)) from being part of a feasible
solution in the next master problems. However, There are a few necessary conditions to
be able to build these cuts. In [14, 16] it was shown that a particular Lagrange duality
result is necessary to be able to build Benders’ feasibility constraints. Here we present
a general result for convex failure criteria, which is a similar to Theorem 2.2 in [7], but
before we write a result from the same article, which is necessary for the proof of the next
theorem.
Theorem 1. Consider the convex optimization problem
minimize
x∈X
f(x)
subject to gi(x) ≤ 0, i = 1, . . . ,m
(60)
where each gi(x) is a convex function in the non empty convex set X ∈ R
n. If {z ∈ Rm :
gi(x) ≤ zi, i = 1, . . . ,m, for some x ∈ X} is closed and the optimal value of the dual is
finite, then the primal problem must be feasible.
Theorem 2. A given design xk ∈ {0, 1}n˜ satisfies is a solution of the feasibility problem
(56), if and only if, it satisfies the infinite system
lcr∗ (x
k, η,Λ, φ) ≤ 0, ∀η ∈ Rd,Λ ∈ Rn
Λ
+ , φ ∈ R
nφ , (61)
where the function lcr∗ is defined as
lcr∗ (x
k, η,Λ, φ) = infimum
u,r,s
{ηT [Br − f ] + ΛT [A(rmin, rmax)(x, u, r)T ]
+φTF (xk, u, s)}.
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Proof. The proof is similar to the one of the Theorem 2.2 in [7]. Suppose that xk is such
that it exists (uk, rk, sk) satisfying the feasibility system (56). It is straightforward to
verify that (61) is satisfied as well. Now, suppose that (61) is satisfied. Then,
supremum
η,Λ≥0,φ≥0
{lcr∗ (x
k, η,Λ, φ)} ≤ 0, (62)
It follows that, since the zero vector (ηTl = 0
T , λT = 0T , φT = 0T ) is allowed in (62), we
have that
supremum
η,Λ≥0,φ≥0
{lcr∗ (x
k, η,Λ, φ)} = 0. (63)
This last equality implies that the dual of the feasibility problem (56) has an optimal
value equal to 0. The feasible problem (56) can be written as as continuous vectorial
constraint Gxk(u, r, s) ≤ 0. Therefore, the set {z ∈ R
nG : Gx(u, r, s) ≤ z} is closed (it
could be expressed as H−1([−∞, 0]n
G
, where H is the continuous function H(u, r, s, z) =
Gx(u, r, s)− z). Theorem 5.1 is verified for the convex feasibility problem (56). Therefore,
the primal feasibility problem (56) must be feasible, and therefore, xk is feasible for (56).
Theorem 2 implies that, whenever a design xk is infeasible for the system (56), we can
find the Lagrange multipliers ηk ∈ Rn
η
, Λk = {λki ∈ R
ni
+ , i = 1, . . . , 4, }, φ
k ∈ Rn
φ
+ , such
that
lcr∗ (x
k, ηk,Λk, φk) > 0.
Therefore, if the constraint (cut) lcr∗ (x
k, ηk,Λk, φk) ≤ 0 is included in the master problem,
the feasible design xk (and, hopefully, many other designs too) is prevented from being
feasible in the following instances of the master problem.
9.1 Feasibility Problem for the Maximum Strain Criterion
The equilibrium-local failure feasibility condition for the maximum strain criterion (given
by equation (3.1)), is given by
K(xk)u = f,
nc∑
i=1
dijl ≤
nc∑
i=1
xijǫmax,i, ∀j, k,
−
nc∑
i=1
dijl ≤
nc∑
i=1
xijǫmax,i, ∀j, k,
dijl = xijΘiB
T
j ul, ∀i, j, k,
(64)
Suppose that (64) is infeasible for a given design xk.
The first possibility we have, is to use combinatorial Benders’ cuts related to the system
(64). The construction is again, similar to the one presented in [16], with the difference of
the inclusion here of the maximum strain criterion in the system. The system considered
for finding combinatorial Benders’ cuts is given by
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∑
i,j
Kijzij = f,
zij − u = 0, ∀ (i, j) ∈ N1(x
k),
zij = 0, ∀ (i, j) ∈ N0(x
k),
nc∑
i=1
dijl ≤
nc∑
i=1
xijǫmax,i, ∀j, k,
−
nc∑
i=1
dijl ≤
nc∑
i=1
xijǫmax,i, ∀j, k,
dijl = xijΘiB
T
j ul, ∀i, j, k,
(65)
The method is explained in detail in [16]. Refer to this article for details about the
implementation of the algorithm obtaining combinatorial cuts.
The second possibility for feasibility constraints related to the equilibrium-max strain
system, is to generate GBD feasibility cuts (see [14, 16, 12]). In order to do this, we need
to consider the convex version of the equilibrium-max strain system.
minimize
u∈Rd,r,d
c = {0Tu+ 0T r}
subject to Br = f,
A(rmin, rmax)(x, u, r)T ≤ 0,
nc∑
i=1
dj ≤
nc∑
i=1
xijǫmax,i, ∀j,
−
nc∑
i=1
dj ≤
nc∑
i=1
xijǫmax,i, ∀j,
xijd
min
j ≤ dj ∀i, j,
dj ≤ xijd
max
j , ∀i, j,
(1− xij)d
min
j ≤ B
T
j u− dj , ∀i, j,
BTj u− dj ≤ (1− xij)d
max
j , ∀i, j.
(66)
Theorem 2, ensures that if xk is an infeasible design for the equilibrium-local failure
feasibility system (66), then it exists ηk ∈ Rn
η
,Λk ∈ Rn
Λ
+ , φ
k
i ∈ R
nφi
+ , i = 1, . . . , 6 such that
ls∗(x
k, ηk,Λk, φk) > 0,
where ls∗ is defined as
ls∗(x
k, ηk,Λk, φk) := infimum
u,r,d
{ηk
T
[Br − f ] + Λk
T
[A(rmin, rmax)(xk, u, r)T ]
+ φk1
T
[
nc∑
i=1
dj −
nc∑
i=1
xijǫmax,i]
+ φk2
T
[−
nc∑
i=1
dj −
nc∑
i=1
xijǫmax,i]
+ φk3
T
[xijd
min
j − dj]
+ φk4
T
[dj − xijd
max
j ]
+ φk5
T
[(1− xij)d
min
j −B
T
j u− dj]
+ φk6
T
[BTj u− dj − (1− xij)d
max
j ].
Therefore, to prevent the infeasible design xk from belonging to the feasible set of the
master problem, we must include the constraint
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ls∗(x
k, ηk,Λk, φk) ≤ 0,
in the following relaxed master problem.
9.2 Feasibility Problem for the Maximum Stress Criterion
The failure feasibility condition for the maximum strain criterion (given by equation (20)),
is given by
K(xk)u = f,
nc∑
i=1
Cix
k
ijΘiB
T
j u ≤
nc∑
i=1
xijσmax,i, j = 1, . . . , n,
−
nc∑
i=1
Cix
k
ijΘiB
T
j u ≤
nc∑
i=1
xijσmax,i, j = 1, . . . , n,
(67)
Suppose that (67) is infeasible for a given design xk. The first possibility we have is to use
combinatorial Benders’ cuts related to the system (67). The construction is again, similar
to the one presented in [16], with the difference of the inclusion of the maximum stress
criterion in the system. The system considered for finding combinatorial Benders’ cuts is
given by ∑
i,j
Kijzij = f,
zij − u = 0, ∀ (i, j) ∈ N1(x),
zij = 0, ∀ (i, j) ∈ N0(x),
nc∑
i=1
CixijΘiB
T
j u ≤
nc∑
i=1
xijσmax,i, j = 1, . . . , n,
−
nc∑
i=1
CixijΘiB
T
j u ≤
nc∑
i=1
xijσmax,i, j = 1, . . . , n,
(68)
The method was explained in detail in [16]. Refer to this article for details about the
implementation of the algorithm obtaining combinatorial cuts.
The second possibility for feasibility constraints related to the equilibrium-local failure
system, is to generate GBD feasibility cuts (see [14, 16, 12]). In order to do this, we need
to consider the convex version of the equilibrium-local failure system for the maximum
stress criterion.
minimize
u∈Rd,r,d
c = {0Tu+ 0T r}
subject to Br = f,
A(rmin, rmax)(x, u, r)T ≤ 0,
nc∑
i=1
Cidj ≤
nc∑
i=1
xijσmax,i, ∀j,
−
nc∑
i=1
Cidj ≤
nc∑
i=1
xijσmax,i, ∀j,
xijd
min
j ≤ dj ∀i, j,
dj ≤ xijd
max
j , ∀i, j,
(1− xij)d
min
j ≤ B
T
j u− dj , ∀i, j,
BTj u− dj ≤ (1− xij)d
max
j , ∀i, j.
(69)
Theorem 2, ensures that if xk is an infeasible design for the equilibrium-local failure
feasibility system (69), then it exists ηk ∈ Rn
η
,Λk ∈ Rn
Λ
+ , φ
k
i ∈ R
nφi
+ , i = 1, . . . , 6 such that
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lss∗ (x
k, ηk,Λk, φk) > 0,
where lss∗ is defined as
lss∗ (x
k, ηk,Λk, φk) := infimum
u,r,d
{ηk
T
[Br − f ] + Λk
T
[A(rmin, rmax)(xk, u, r)T ]
+ φk1
T
[
nc∑
i=1
Cidj −
nc∑
i=1
xijσmax,i]
+ φk2
T
[−
nc∑
i=1
Cidj −
nc∑
i=1
xijσmax,i]
+ φk3
T
[xijd
min
j − dj ]
+ φk4
T
[dj − xijd
max
j ]
+ φk5
T
[(1 − xij)d
min
j −B
T
j u− dj ]
+ φk6
T
[BTj u− dj − (1− xij)d
max
j ].
Therefore, to prevent the infeasible design xk from belonging to the feasible set of the
master problem, we must include the constraint
lss∗ (x
k, ηk,Λk, φk) ≤ 0,
in the following master problems.
9.3 Feasibility Problem for the Tsai-Hill Criterion
Here we consider the Tsai-Hill failure criterion. The failure feasibility system for this
failure ((33)) is represented explicitly by
Br = f,
A(rmin, rmax) (x, u, r)T ≤ 0,
k∑
i=1
sTijsij ≤ 1, ∀j,
xkijs
min
ij − sij ≤ 0 ∀i, j,
sij − x
k
ijs
max
ij ≤ 0, ∀i, j,
−xkijs
min
ij −B
T
iju+ sij ≤ −s
min
ij , ∀i, j,
BTiju+ x
k
ijs
max
ij − sij ≤ s
max
ij , ∀i, j.
(70)
In order to generate Benders’ feasibility cut (see [14, 16, 12]), we need to consider the
convex version of the equilibrium-local failure system for the maximum strain criterion.
Suppose that (70) is infeasible for a given design xk. Theorem 2, ensures that if xk is
an infeasible design for the equilibrium-local failure feasibility system (70), then it exists
ηk ∈ Rn
η
,Λk ∈ Rn
Λ
+ , φ
k
i ∈ R
nφi
+ , i = 1, . . . , 5, such that
lth∗ (x
k, ηk,Λk, φk) > 0,
where lth∗ is defined as
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lth∗ (x
k, ηk,Λk, φk) := infimum
u,r,d
{ηk
T
[Br − f ]
+ Λk
T
[A(rmin, rmax)(xk, u, r)T ]
+ φk1
T
[
k∑
i=1
sTijsij − 1] + φ
k
2
T
[xkijsminij − sij]
+ φk3
T
[sij − x
k
ijs
max
ij ]
+ φk4
T
[−xkijs
min
ij −B
T
iju+ sij + s
min
ij ]
+ φk5
T
[BTiju+ x
k
ijs
max
ij − sij − s
max
ij ]}.
Therefore, to prevent the infeasible design xk from belonging to the feasible set of the
master problem, we must include the constraint
lth∗ (x
k, ηk,Λk, φk) ≤ 0,
in the relaxed master problem of the next iteration.
As additional remark, we point out that the system (70) is not a linear system when
fixing the variable xk. Therefore it is not possible to obtain combinatorial Benders’ for
this type of system.
9.4 Feasibility Problem for the Tsai-Wu Criterion
Here we consider the Tsai-Wu failure criterion. The failure feasibility system for this
failure ((39)) is represented explicitly by
K(xk)u = f,
k∑
i=1
sTijsij + ηij ≤ 1, ∀j,
−sij + x
k
ijs
min
ij ≤ 0, ∀i, j,
sij − x
k
ijs
max
ij ≤ 0, ∀i, j,
−BTiju+ sij − x
k
ijs
min
ij ≤ −s
min
ij , ∀i, j,
BTiju− sij + x
k
ijs
max
ij ≤ s
max
ij , ∀i, j,
−ηij + x
k
ijη
min
ij ≤ 0, ∀i, j,
ηij − x
k
ijη
max
ij ≤ 0, ∀i, j,
−hTCiΘiB
T
j u+ ηij − x
k
ijη
min
ij ≤ −η
min
ij ∀i, j,
hTCiΘiB
T
j u− ηij + x
k
ijη
max
ij ≤ η
max
ij ∀i, j.
(71)
Suppose that (71) is infeasible for a given design xk.
Theorem 2, ensures that if xk is an infeasible design for the equilibrium-local failure
feasibility system (71), then it exists ηk ∈ Rn
η
,Λk ∈ Rn
Λ
+ , φ
k
i ∈ R
nφi
+ , i = 1, . . . , 9 such that
ltw∗ (x
k, ηk,Λk, φk) > 0,
where ltw∗ is defined as
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ltw∗ (x
k, ηk,Λk, φk) := infimum
u,r,d
{ηk
T
[Br − f ] + Λk
T
[A(rmin, rmax)(xk, u, r)T ]
+ φk1
T
[
k∑
i=1
sTijsij + ηij − 1]
+ φk2
T
[xkijs
min
ij − sij]
+ φk3
T
[sij − x
k
ijs
max
ij ]
+ φk4
T
[−xkijs
min
ij −B
T
iju+ sij + s
min
ij ]
+ φk5
T
[BTiju+ x
k
ijs
max
ij − sij − s
max
ij ]
+ φk6
T
[−ηij + x
k
ijη
min
ij ]
+ φk7
T
[ηij − x
k
ijη
max
ij ]
+ φk8
T
[−hTCiΘiB
T
j u+ ηij − x
k
ijη
min
ij + η
min
ij ]
+ φk9
T
[hTCiΘiB
T
j u− ηij + x
k
ijη
max
ij − η
max
ij ].
Therefore, to prevent the infeasible design xk from belonging to the feasible set of the
master problem, we must include the constraint
ltw∗ (x
k, ηk,Λk, φk) ≤ 0,
in the following master problems. Notice that the system (71) is not a linear system when
fixing the variable xk. Therefore, Combinatorial Benders’ cuts do not either apply for the
Tsai-Wu failure criterion.
9.5 General Local Failure Feasibility Cuts
In this section, we describe the implementation of a general type of feasibility cuts, which
is valid for any type failure criterion function, independently of the mathematical prop-
erties, such as convexity, as it was the case in previous sections. Consider the failure
feasibility system (55), where the function F (x, u) does not necessarely satisfy any con-
vexity assumption. We neither require any differentiability nor continuity propety. The
only assumption we suppose is that the function F (x, u) as a finite value in the set
{x ∈ {0, 1}n˜,
nc∑
j=1
xij = 1, u = u(x)}
where u(x) represents the unique solution to the equilibrium equations (1).
The idea of this feasibility analisys is the following. For each instance of the feasibility
system (55), for which the couple (xk, u(xk)) is infeasible, a weak cut Cw(x
k) preventing
the design xk from being feasible is created. The cut Cw(x
k) does not prevent any other
design in {0, 1}n˜ from being feasible. Therefore, the validity of this cut is not under
discussion, no matter which failure function we are considering.
This cut is created in the following way. Consider the design xk ∈ {0, 1}n˜, which is
infeasible for the feasibility system (55). The cut Cw(x
k) is defined as
Cw(x
k) : cTwx ≤ bw, (72)
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where cw ∈ R
n˜ is defined as:
cw(i) =
{
−1, if x(i) = 1, i = 1, . . . , n˜,
0, if x(i) = 0, i = 1, . . . , n˜.
bw =1−
n˜∑
i=1
x(i)
(73)
Is it important to note that the feasibility cut Cw(x
k), given by (72) is the weakest possible
cut. It is equivalent to a Combinatorial Benders’ cut (see [5, 6, 10, 18, 24]) of a linear
system of equations with no information about inconsistent sub systems. This lack of
information is the price we pay in order to be able to treat the general type of failure
criteria. Its validity of this type of cut is based on the convexity of the n˜-dimensional cube
[0, 1]n˜, where each design correspond to one corner of the cube. It is therefore possible
to impose a linear constraint removing a specific corner of the cube from the feasible set
of the design problem, without removing any other corner of the cube. The principle of
these cuts is in fact quite simple and could be understood in the following way. If a given
design vector xk is infeasible for the criterion F (x, u) ≤ 0, then we know that we need to
change the value of at least one component of the design vector xk to have the possibility
of finding a feasible design for the considered failure criterion. It is possible to argue that
this type of cuts is too weak to be implemented in an optimization design problem. We
do not deny this as a possible fact, but this should be tested in numerical experiments to
see whether it is the case or not.
10 Implementation
The Generalized Benders’ Decomposition method presented in this article is implemented
in the numerical environment and academic software MUST ([1]). This software is special-
ized for optimal design of composite laminated structures and shell finite element analysis.
The solver used in the treatment of the master problem is the commercial branch-and-cut
solver for integer programming Gurobi 3.0, [2]. The continuous relaxations (4) and (6) are
solved using the sequential quadratic programming package SNOPT, see [8, 9].
11 Numerical Examples
In this section, we present a preliminary numerical example for the Generalized Benders’
Decomposition method proposed in this article. The example showed in this article cor-
responds to the problem of designing an optimal fiber angle selection of a 2-D squared
membrane. The structure is clamped along the edge of one side, it is free along all other
sides, and that is subject to a load in the y-direction, as it shown in Figure 2(c). The
design domain is discretized in 20 by 20 finite elements for the analysis, using standard
9-nodes 2-D elements. At the same time, it is divided in 10 by 10 design elements. This
difference in the discretization means that 4 finite elements are linked in a single design el-
ement. The algorithm was implemented in the platform for the analysis and optimization
of shell, plates, and layered structures MUST ([1])
We start by solving the minimum compliance problem (3) without including any local
failure in the formulation. The objective is to obtain a reference in the values of the
strain of the optimal solution found. For this example, The GBD algorithm for problem
(3) failure-unconstrained, stopped after 1210 iterations, employed a CPU-time of 7.4[h],
obtaining a final optimality gap of 2.6%. The solution obtained is showed in Figure 2(d).
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F(c) Boundary conditions (d) Local-failure unconstrained so-
lution
(e) No local failure (f) Max strain failure criterion
Figure 2: Design domain and ground structure considered in the numerical examples.
Its value for the maximum strain criterion is max{ǫ} = 5.397 · 10−3. To test the GBD
algorithm (Algorithm 2 in section 8) in a local failure minimum compliance problem,
we consider Problem (3), with a local failure condition F (x, u) =‖ ǫ(x, u) ‖ −ǫmax, the
maximum strain criterion. We set ǫmax = 5.396 · 10
−3, to ensure that the optimal design
of the local failure unconstrained problem is infeasible for the maximum strain minimum
compliance problem. This time, the algorithm run for 1240 iterations, employed a CPU-
time of 8.5[h], and stopped finding a design with a optimality gap of 2.87%. The maximum
strain value for this example is 5.318 · 10−3 confirming the feasibility of the design for
problem (P).
In Figures 2(e), 2(f) we can see the comparison between the solutions obtained when
solving the unconstrained local minimum minimum compliance problem, and the max-
imum strain criterion-minimum compliance problem. These two design have 8 design
variables with a different value.
12 Final Remarks and Future Work
We have successfully implemented a Generalized Benders’ Decomposition algorithm which
can solve minimum compliance problems considering any local failure criteria to global
optimality. The method can be easily extended to minimum weight problem with local
failure criteria. To our knowledge, this is the first serious investigation in the field of
Structural Optimization considering solving structural design problems with local failure
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criteria to global optimality. We have tested the proposed algorithm on a medium size an-
gle selection design problem related to a single layered square plate obtaining convergence
within a small tolerance. We have shown the formulation of several local failure formula-
tions to be included in the standard minimum compliance and minimum weight problems.
It has been showed that for some specific failure criteria, a specific convex reformulation
can be used to implement GBD feasibility cuts which are valid in the sense of respect-
ing the convergence to global optimality of the algorithm. In addition, an alternative
and general implementation of feasibility cuts for general failure criteria, independent of
mathematical properties, is proposed to avoid the resolution of the feasibility subproblem,
and to be able to attack any type of local failure problem. This implementation trades the
weakness of the feasibility cuts, but gains in the flexibility of the algorithm with respect
to the use of local failure criteria. It has also been shown the particular implementation
of the GBD algorithm to attack structural problems with high efficiency. For the future,
the test of the algorithm with a set of examples, in order to evaluate the performance and
robustness of the method in different design problems is necessary, specially considering
the promising preliminary results obtained. The implementation of the GBD feasibility
cuts for the convex reformulation of the feasibility problem must be carried out. In general
a broad study considering a larger set of local failure criteria must be initiated.
References
[1] MUST website, 2008. http://www.mee.aau.dk/MUST/.
[2] GUROBI website, 2010. http://www.gurobi.com/.
[3] J.F. Benders. Partitioning procedures for solving mixed-variables programming prob-
lems. Numerische Mathematik, 4(1):238–252, 1962.
[4] M.P. Bendsøe and O. Sigmund. Topology Optimization: Theory, Methods and Appli-
cations. Springer-Verlag, 2nd edition, 2003.
[5] N. Chakravarti. Some results concerning post-infeasibility analysis. European Journal
of Operational Research, (73):139–143, 1994.
[6] G. Codato and M. Fischetti. Combinatorial Benders’ cuts for mixed-integer linear
programming. Operations Research, 54(4):756–766, 2006.
[7] A.M. Geoffrion. Generalized Benders decomposition. Journal of Optimization Theory
and Applications, 10(4):237–260, 1972.
[8] P.E. Gill, W. Murray, and M.A. Saunders. Users guide for SNOPT 7.1: A Fortran
package for large-scale nonlinear programming. Numerical Analysis Report NA 04-1,
2004.
[9] P.E. Gill, W. Murray, and M.A. Saunders. SNOPT: An SQP algorithm for large-scale
constrained optimization. SIAM Journal on Optimization, 47(1):99–131, 2005.
[10] J. Gleeson and J. Ryan. Identifying minimal infeasible subsystems of inequalities.
ORSA Journal on Computing, 2(1):61–63, 1990.
[11] R.M. Jones. Mechanics of Composite Materials. Taylor and Francis, Inc., 2nd edition,
1999.
155
[12] R. Lazimy. Extension of the generalized Benders decomposition. Communications in
Applied Numerical Methods, 6:195–203, 1986.
[13] W.P. Lin and H.T. Hu. Parametric study on the failure of fiber-reinforced composite
laminates under biaxial tensile load. Journal of Composite Materials, 36(12):1481,
2002.
[14] E. Munoz. Global Optimization for Structural Design by Generalized Benders’ Decom-
position. PhD thesis, Department of Mathematics, Technical University of Denmark,
2010. Chapter 3.
[15] E. Munoz. Global Optimization for Structural Design by Generalized Benders’ Decom-
position. PhD thesis, Department of Mathematics, Technical University of Denmark,
2010. Chapter 6.
[16] E. Munoz. Global Optimization for Structural Design by Generalized Benders’ Decom-
position. PhD thesis, Department of Mathematics, Technical University of Denmark,
2010. Chapter 4.
[17] E. Munoz. Global Optimization for Structural Design by Generalized Benders’ Decom-
position. PhD thesis, Department of Mathematics, Technical University of Denmark,
2010. Chapter 5.
[18] M. Parker and J. Ryan. Finding the minimum weight IIS cover of an infeasible system
of linear inequalities. Annals of Mathematics and Artificial Intelligence, 17(1-2):107–
126, 1996.
[19] M.E. Plesha R. Cook, D. Malkus and R.J. Witt. Concepts and Applications of Finite
element Analysis. John Wiley and Sons, 4th edition edition, 2002.
[20] O. Sigmund. A 99 line topology optimization code written in Matlab. Structural and
Multidisciplinary Optimization, 21(2):120–127, 2001.
[21] J. Stegmann and E. Lund. Discrete material optimization of general composite shell
structures. International Journal for Numerical Methods in Engineering, 62(14):2009–
2027, 2005.
[22] M. Stolpe and K. Svanberg. Modelling topology optimization problems as linear
mixed 0–1 programs. International Journal for Numerical Methods in Engineering,
57:723–739, 2003.
[23] S.W. Tsai. Theory of composites design. Dayton, 1992.
[24] J.N.M. van Loon. Irreducibly inconsistent systems of linear inequalities. European
Journal of Operational Research, 8(3):283–288, 1981.
156
Chapter 8
Conluding Remarks
This thesis provides a large amount of new knowledge to the sienti ommunity,
in fundamental researh, as well as in applied engineering sienes. The Thesis de-
velops a new tehnique, based in the Generalized Benders' Deomposition method,
to obtain global optimal solution of strutural design problems. This new tehnique
hanges fundamentally the philosophy of it predeesor, and improves dramatially
its performane. Besides, several heuristi proedures to improve the performane
of the algorithm have been implemented. In overall, the resulting tehnique seems
to be ompetitive with the most eient tehnique for Mixed Integer Optimization
existing nowadays. It has been suesfully applied in the design of truss strutures,
topology optimization problems, and in multimaterial omposite laminated stru-
tures. Even though the purpose of this thesis was to develop methods for Strutural
Optimization, the impat of this new tehnique an easily go to the whole mixed
integer optimization eld. It represents, to our knowledge, the rst serious work
in Global Optimization for strutural design problems, whih inludes loal failure
onditions in the design problem.
8.1 Future Work
The results delivered by this thesis opens several investigation lines to the future,
onsidering dierent levels of appliability. In the more fundamental area, the de-
velopment of a new method for globlal optimization in strutural design problems
onjetures the existene of a new method for Global Optimization in the entire area
of Mixed Integer Optimization. The results are promising, and everything indiates
that the all results in this thesis an be extended to general mixed integer problems
with onvex ontinuous relaxations. At the same time, the generalization of this
new tehnique for general types of problems implies that a orresponding benh-
marking with respet to the most eient tehniques in Mixed Integer Optimzation
must be arried out in the lose future. At a more applied level, the numerial
study of loal failure riteria in strutural optimization problems must be ontinued
and extended. Sine it does not exist similar results in the eld, a large number
of investigation should be arried out. This means that serious studies onsidering
eah spei failure riterion being relevant in the design of omposite laminated
strutures. Of ourse the study an be extended to the design of other types of
strutures, and onsidering other types of analysis modeling, and physis involved.
In order to apply the method for oarse nite element disretizations, the algorithm
must be optimized in the sense of minimizing the number of funtion evaluations,
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whih would be eventually the problem of the method as it is right now. This ould
be done eiently by the introdution of an optimized line searh algorithm in the
level set design searh proedure of the algorithm. This hange may have onse-
quenes in real life size design problems. Besides, it is important to note that we
have developed a global optimization method, whih uses a dierent disretization
for the analysis problem (FEM disretization) and for the design problem (design
disretization). Sine the present limitations of the method are related to the de-
sign disretization, and not for the analysis disretization, the method an ertainly
be applied for the design of real sized analysis disretization strutures, as long as
the design disretization remaind oarse enough. This implies that we ould use
the method to optimize real size analysis models, disretized in a very ne mesh of
nite elements (of order of millions of elements), as long as we use a oarse design
disretization, using no more that 50.000 design variables (this is in fat not too
ambiious, sine in this thesis, we were able to solve to optimality with a small
tolerane a design problem of 23.000 design variables).
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