The relative accuracies and efficiencies of these two excitation schemes are compared, and it has been shown that higher-order interpolation techniques can be used to improve the accuracy of the IFA scheme, which is already quite efficient.
Introduction
The finite difference time domain (FDTD) method was suggested three decades ago as a numerical technique to solve time-dependent Maxwell's equations [Yee, 1966] , whose general solution could not be ob- of an object at multiple frequencies.
Being a computational method, the FDTD method produces results with finite accuracy. If this accuracy is sufficient for a given application, the results are considered to be reliable. In the past, 1-2 dB of accuracy was targeted with the FDTD method [Tafiove, 1980; Tafiove et al., 1985] , and this accuracy was sufficient for the engineering applications considered at that time. Noting that 1-dB accuracy corresponds to 12% error in the signal and 26% error in the power, we can conclude that the range of applications, where this much error is still acceptable, is getting narrower. Recently, FDTD solutions with subdecibel accuracy have become possible due to the progress in the following areas:
1 
Plane Wave Excitation Schemes
For FDTD solutions of most scattering problems, an incident field, whose sources are outside the FDTD computational domain, needs to be simulated. This can be accomplished using either the total-field or the scattered-field formulations of Maxwell's curl equations. The total-field formulation has larger dynamic range compared with the scattered-field formulation [Tafiove, 1980] . In the scattered-field formulation, only the outgoing scattered waves need to be absorbed by the ABCs. On the other hand, the scattered-field formulation requires the evaluation of the incident fields everywhere on the surfaces of the impenetrable structures (e.g., conducting objects) and everywhere in the volumes of the lossy or lossless penetrable structures (e.g., dielectric objects). In order to exploit the advantages of each method while keeping the number of the incidentfield evaluations at a minimum, the separate-field formulation is suggested [Mur, 1981 When an incident-field value has to be computed at a particular point in the 3-D computational domain, first the relative position of that point is determined on the source grid. This is done by computing the projection of r on the direction of the wave vector kine, that is, p-kine' r. Let P denote the greatest integer that is less than or equal to p. Then, the indexes of the closest 1-D vector elements are determined as P and P + 1. The desired incident-field value is interpolated from these 1-D vector elements. Figure I depicts the case of linear interpolation using the closest two points in the source grid as originally suggested by Tafiove [1995] . In this work, wellknown Lagrange's polynomial interpolation formula is used for both linear and higher-order interpolations. Higher-order interpolations require more than two points from the IFA, for example, second-order interpolation uses the points indexed as P-1, P, and P + 1. The efficiency of the IFA scheme is due to the fact that both the 1-D FDTD propagation in the IFA and the interpolation operations on the connecting boundary require simple multiplications and additions instead of the evaluation of complicated expressions.
Numerical Dispersion in Plane Wave Excitation
In this section, FDTD errors caused by the numerical dispersion of an incident plane wave with sinusoidal time dependence are investigated following Tafiove [1988, 1995] . Any plane wave with arbitrary incidence can be generated with the separate-field formulation but with a limited accuracy. One major source of error is the numerical dispersion. As the incident wave propagates through the 3-D computational grid, its phase velocity is changed due to the discretization. That is, the numerical phase velocity 
Incident Field Array (IFA) With
Higher-Order Interpolation
The top row of error plots shown in Figure 3 is obtained by using the numerical wavenumber and employing linear interpolation as originally suggested by Taftore [1995] . By comparing these relatively high error levels with those of Figure 2b for the same window lengths, one can easily conclude that although the IFA computation scheme is quite efficient, it is not as accurate as CFIF. However, it is possible to increase the accuracy of the IFA scheme by increasing the interpolation order in the computations. When the interpolation order is increased, the incident-field values are related to more points in the 1-D source grid. The geometry of the IFA scheme using cubic (4-point) interpolation is shown in Figure 4 . As the IFA computation of an incident-field value uses more 1-D vector elements, the quality of the output also increases. In a linear (two-point) interpolation scheme, a straight line is assumed to pass through the two points. This is a rough estimate for curved functions such as sinusoidals. Higher-order polynomials, such as parabolas or cubic curves, are more suitable to model the variation of the incident wave. Therefore increasing the interpolation order decreases the error in the IFA computations. This improvement is depicted in Figure 3 , where the results obtained by using Hanning windows of lengths 0.5 To, To, and 2 To are shown for linear, quadratic, cubic, and fifthorder polynomial interpolation schemes. With the fifth-order interpolation, it is possible to achieve results close to the CFIF results. Using a half-periodlong Hanning window and a fifth-order interpolation scheme, the resulting error level is very close to that of the CFIF result, for which the same length of smoothing window is used. Moreover, the IFA technique is still efficient with respect to the CFIF technique, as will be discussed in the next section. The usefulness of the error-reducing techniques presented in this section are demonstrated using plane wave excitations with sinusoidal time dependence. However, the applicability of these higher-order interpolation techniques is not limited to the sinusoidal time dependence; they are valid for any arbitrary time dependence of the plane waves.
The results of this section imply that together with

Efficiency of the IFA
A simple experiment is set up to test the efficiency of the IFA technique with higher-order interpolation. One million sinusoidal functions are computed with closed-form expressions, and the computation time is compared with the time spent to perform one million linear, cubic, and fifth-order polynomial interpolations. The experiment is carried out on a Sun-SPARC10 workstation. The computation times are given in Table 1 .
Clearly, even the fifth-order interpolation is more efficient than computing a simple sinusoidal function. If a smoothing window is used, which means that a second sinusoidal term has to be computed, or if an incident wave with a more complicated expression is propagated, the computation time for the CFIF scheme increases; however, the computation times remain the same for the IFA scheme regardless of the input expression. Table I The results presented in Figure 5 show 
By examining
