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Constitutive modeling of gas production from methane hydrates, as the largest source of 
hydrocarbons on Earth, is one of the challenging topics in the field of Energy Geotechnics. 
Methane hydrates are solid compounds made of water molecules clustered around methane gas 
molecules. The ice shaped methane hydrates form under specific conditions of high pressure and 
low temperature that are common in sub-permafrost layers and in deep marine sediments. Methane 
gas is produced from hydrate bearing sediments (HBS) as a valuable energy resource based on 
releasing the molecules of gas from lattice components of hydrate with the aid of depressurization, 
heat and/or chemical stimulation. Coupled thermal, hydraulic, chemical and mechanical (THCM) 
analyses are necessary for realistic simulation of this complex phenomenon since hydrate 
dissociation comes with interrelated THCM processes. In this study, a numerical code based on a 
general mathematical formulation is used to analyze coupled THCM problems involving gas 
hydrate bearing sediments. It takes into consideration thermal and hydraulic processes, effective 
stress and the change in sediment properties in the presence of hydrates. This fully coupled 
formulation incorporates the different phases existing in HBS (including hydrate and ice) and has 
been implemented in CODE_BRIGHT, an existing coupled multiphysics program for geological 
media.  
An analytical solution is also proposed for the steady state condition involving fluid flow in a 
cylindrical geometry and accounting for the presence of two zones of different permeability 
coefficients. This solution can be very useful in problems encompassing HBS since it can 
determine the depressurization zone of influence, which paves the path to define realistic boundary 
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conditions in the numerical simulation. Furthermore, the effect of crucial parameters on hydrate 
dissociation, induced by depressurization, are investigated by both constitutive modeling and 
analytical solution.  
Beside the comparison between the outputs of the numerical analysis with the corresponding 
analytical solution, which are satisfactory compatible, the presented numerical formulation has 
been verified by some of the previous experimental data. The numerical simulations successfully 
capture the coupled processing associated with the hydrate dissociation/formation reported by the 







First, I would like to express my sincere gratitude to Professor Marcelo Sánchez for the patient 
guidance, encouragement, and advice he has provided throughout my time as his student. It has 
been my ultimate pleasure to have a supervisor who cared so much about my research, and who 
responded to my questions and queries so patiently and promptly.  Without his constructive 
feedback and continuous encouragement, I would not have been able to complete the dissertation.  
I would also like to extend my deepest appreciation to my dissertation committee, Professor 
Charles Aubeny, Professor Robert Lytton, and Professor Yucel Akkutlu, for their direction, 
dedication, and invaluable advice along this research.  
Moreover, I am grateful to the Zachry Department of Civil Engineering, especially the 
department head Professor Robin Autenrieth, for providing me with fellowships and scholarships 
during my PhD studies. Additionally, the financial support from NETL (National Energy 
Technology Laboratory), DOE, USA, through Award No.: DE-FE0013889 is highly appreciated. 
Finally, my special thanks go to my family for all the support and love they have given me; 








Part 1, faculty committee recognition: This work was supervised by a dissertation committee 
consisting of Professor Marcelo Sánchez (advisor), Professor Charles Aubeny, and Professor 
Robert Lytton of the Zachry Department of Civil Engineering and Professor Yucel Akkutlu of the 
Harold Vance Department of Petroleum Engineering. 
 Part 2, student/advisor contributions: All work for the dissertation was completed by the 




This work was made possible in part by the financial support from NETL (National Energy 
Technology Laboratory), DOE, USA, through Award No.: DE-FE0013889. However its contents 
are solely the responsibility of the authors and do not necessarily represent the official views of 
the United States Government, the Department of Energy, or the National Energy Technology 
Laboratory. 
Moreover, the student has received following fellowships/scholarships during his PhD 
research: 
 Graduate Research Assistantship  Sep.’14-Aug.’16 
by Texas A&M University, Zachry Department of Civil Engineering  
  
 Graduate Teaching Assistantship Spring’17; Spring’18 
by Texas A&M University, College of Engineering  
  
 Graduate Teaching Fellowship Fall’17 
by Texas A&M University, College of Engineering  
  
 Terracon Endowed Fellow Recipient Fall’17; Spring’18 
by Texas A&M University, Zachry Department of Civil Engineering  
  
 Graduate Student Research and Presentation Grant Spring’17 




TABLE OF CONTENTS 
Page 
ABSTRACT .................................................................................................................................... ii 
ACKNOWLEDGMENTS ............................................................................................................. iv 
CONTRIBUTORS AND FUNDING SOURCES .......................................................................... v 
TABLE OF CONTENTS ............................................................................................................... vi 
LIST OF FIGURES ..................................................................................................................... viii 
LIST OF TABLES ......................................................................................................................... xi 
1. INTRODUCTION .................................................................................................................. 1 
1.1. Background ...................................................................................................................... 3 
1.2. Gap in the Knowledge ...................................................................................................... 4 
1.3. Objectives ......................................................................................................................... 5 
1.4. Activities .......................................................................................................................... 6 
1.5. Methodology .................................................................................................................... 7 
1.6. Scope of Chapters............................................................................................................. 8 
 
2. INHERENT BEHAVIORS OF HBS: VOLUME EXPANSION DURING HYDRATE 
DISSOCIATION ..................................................................................................................... 9 
2.1. Factor of Volume Expansion .......................................................................................... 10 
2.2. Excess Pore Pressure ...................................................................................................... 11 
 
3. NUMERICAL CODE: COUPLED THCM PROCESSES INVOLVING WITH GAS 
PRODUCTION FROM HBS ................................................................................................ 14 
3.1. Balance Equations .......................................................................................................... 15 
3.2. Constitutive Equations ................................................................................................... 17 
vii 
 
3.3. Phase Boundaries ........................................................................................................... 21 
3.4. Pseudo Kinetic Model .................................................................................................... 23 
3.5. Phase Transitions............................................................................................................ 23 
3.5.1. Phase Transitions Based on The Capillary Pressure .................................................. 24 
3.5.2. Phase Transitions Based on Single Fluid Pressure ..................................................... 27 
3.6. Simulation ...................................................................................................................... 31 
3.7. Discussion ...................................................................................................................... 34 
 
4. ANALYTICAL SOLUTION: PREDICTING THE MAXIMUM RECOVERABLE 
GAS FROM HBS ................................................................................................................. 36 
4.1. Cylindrical Flow Between Two Impermeable Layers at Steady State Conditions ........ 37 
4.2. Steady State Cylindrical Flow Between Two Low Infinite Permeable Layers .............. 39 
4.3. Steady State Cylindrical Flow Between Two Low Finite Permeable Layers ................ 45 
4.4. Criteria for Considering Finite or Infinite Length of Confining Layers ........................ 48 
4.5. Simulation and Discussion ............................................................................................. 49 
 
5. SAND PRODUCTION: A SIDE EFFECT OF PRODUCING GAS FROM HBS .............. 55 
5.1. State of the Art ............................................................................................................... 55 
5.2. Methodology .................................................................................................................. 57 
 
6. CODE VALIDATIONS AND APPLICATIONS................................................................. 64 
6.1. Code Validation Against Experimental Data ................................................................. 64 
6.1.1. The Pressure Core Testing at the Krishna-Godavari Basin ........................................ 64 
6.1.2. The Pressure Core Testing at the Ulleung Basin, Sea of Japan .................................. 72 
6.2. Hydrate Formation in Permafrost Settings ..................................................................... 76 
6.3. Discussion ...................................................................................................................... 80 
 
7. CONCLUSIONS ................................................................................................................... 82 





LIST OF FIGURES 
 
Page 
Figure 1.1 Methane hydrate; an enormous environmentally friendly energy resource. ................. 1 
Figure 1.2 Main methods of gas production from HBS.................................................................. 2 
Figure 2.1 A unit of methane hydrate composed by molecules of water clustered around 
methane molecules ...................................................................................................... 9 
Figure 2.2 Variation in factor of volume expansion through methane-hydrate phase 
boundary. ................................................................................................................... 11 
Figure 2.3 Gas VS liquid phase compressibility factor ................................................................ 12 
Figure 3.1 Components of HBS grouped into phases and species. .............................................. 14 
Figure 3.2 Control volume (CV) for calculating the mass balance equation. ............................... 15 
Figure 3.3 (a) Liquid and gas relative permeability based on the classical and modified cubic 
power law VS effective liquid saturation; (b) description of the gas relative 
permeability based on the modified cubic power law for different value of n, 
according to Smin=0.001 and the pertinent value of m shown in Table.3.1. .............. 20 
Figure 3.4 Four regions emerge when the ice-water and the hydrate stability phase boundary 
are superimposed on the pressure-temperature P-T space. ....................................... 22 
Figure 3.5 The geometry and general properties of simple 1D models. ....................................... 32 
Figure 3.6  Hydrate formation at constant pressure. ..................................................................... 33 
Figure 3.7  Hydrate formation at constant volume. ...................................................................... 33 
Figure 3.8  Hydrate dissociation induced by heat stimulation at constant pressure. .................... 33 
Figure 3.9  Hydrate dissociation induced by heat stimulation at constant volume. ...................... 33 
Figure 3.10  Hydrate dissociation induced by heat stimulation at constant pressure. .................. 33 
Figure 3.11  Hydrate dissociation induced by depressurization. .................................................. 33 
Figure 4.1 Two zones can be identified under steady state conditions when the pressure drop 
is kept constant and hydrate stops dissociating: an inner zone where hydrate has 
been depleted and an outer zone where hydrate remains stable. ............................... 39 
ix 
 
Figure 4.2 General description for a half depth of reservoir confined by less permeable layers. 
If 'k k  then horizontal streamlines within reservoir and vertical ascended/ 
descended flow lines into reservoir from less permeable confining layers can be 
assumed. .................................................................................................................... 41 
Figure 4.3 Axisymmetric HBS reservoir confined between less permeable layers. At steady 
state condition, reservoir is divided in two zones of free hydrate sediments and 
HBS by an interface radius know as dissociation front (r*). .................................... 42 
Figure 4.4 Axisymmetric HBS reservoir confined between impermeable layer from one side 
and less permeable layer from another side. ............................................................. 42 
Figure 4.5 Approximately at 6r   all the well discharge flowing through leakage from less 
permeable confining layers. ...................................................................................... 48 
Figure 4.6 Results obtained with the analytical solution and numerical models related to 
reservoir with impermeable confining layers for the different cases listed in 
Table 1. ...................................................................................................................... 51 
Figure 4.7 Results obtained with the analytical solution related to the reservoir confined by 
infinite less permeable layers for the different cases listed in Table 1. Numerical 
results are very satisfactory when compared against that of the analytical 
solution. ..................................................................................................................... 53 
Figure 4.8 Profile of pore pressure through reservoir at steady state condition. Obviously, the 
result of numerical analysis is compatible with the prediction of analytical 
solution. ..................................................................................................................... 53 
Figure 5.1  Components of HBS grouped into phases and species (considering soil erosion) ..... 58 
Figure 5.2 Sand production coefficient is a function of plastic shear strain determined by an 
experimental observation. Both porous medium mechanical behavior and the 
properties of fluid flow affect this parameter. ........................................................... 60 
Figure 6.1 Schematic view of a HBS subsample specimen (21C-02E), indicating the position 
of ball-valve, and the thermocouple (from Yun et al., 2010); b) image selected 
for developing the 3D heterogeneous model; c) distribution of hydrate saturation 
in the heterogeneous model. ...................................................................................... 66 
Figure 6.2 Experimental results versus numerical analysis based on the homogeneous 
hydrate distribution: a) the P-T paths and phase boundaries, b) time evolution of 
pressure, c) gas produced in terms of pressure evolution, and d) temperature 
evolution during the experiment. .............................................................................. 68 
Figure 6.3 Evolution of contours of Sh with time, analysis assuming a homogenous hydrate 
distribution. ............................................................................................................... 69 
x 
 
Figure 6.4 Experimental results versus numerical analysis based on the heterogonous hydrate 
distribution: a) the P-T paths and phase boundaries, b) time evolution of 
pressure, c) gas produced in terms of pressure evolution, and d) temperature 
evolution during the experiment. .............................................................................. 70 
Figure 6.5 Evolution of contours of Sh with time, analysis assuming a heterogeneous hydrate 
distribution ................................................................................................................ 71 
Figure 6.6 The P-T path in 1D numerical model with respect to the ice/water and the methane 
hydrate phase boundary. ............................................................................................ 72 
Figure 6.7 Schematic view of a HBS specimen (10B-17P), indicating the position of ball-
valve, and the thermocouple (from Yun et al., 2011). .............................................. 73 
Figure 6.8 Experimental results versus numerical analysis of the specimen 10B-17P: a) the 
P-T paths and phase boundaries, b) time evolution of pressure, c) time evolution 
of produced gas, and d) temperature evolution during the experiment. .................... 75 
Figure 6.9 Evolution of contours of Sh with time, numerical analysis of the specimen 10B-
17P. ............................................................................................................................ 76 
Figure 6.10 Evolution of the ground surface elevation (GSE), the ground surface temperature 
(GST), the base of ice bearing permafrost (BIPF), and the gas hydrate stability 
zone (GHSZ) at Mount Elbert site (from Dai et al. 2011). The depth is based on 
the current ground surface and time is shown in logarithmic scale in unit of 
thousand years reverse to the present time. ............................................................... 77 
Figure 6.11 Evolution of pressure, temperature at depth of 300m derived from Dai et al, 
(2011); evolution of phase saturations reported by the numerical analysis. ............. 78 
Figure 6.12 Evolution of phase saturations and the P-T path with respect to the ice/water and 
hydrate phase boundary for the model located at 300m below the current GSE 
reported by the numerical analysis. ........................................................................... 79 
Figure 6.13 Evolution of pressure, temperature at depth of 650m, the Unit C, derived from 
Dai et al, (2011); evolution of phase saturations reported by the numerical 
analysis. ..................................................................................................................... 79 
Figure 6.14 Evolution of phase saturations and the P-T path with respect to the ice/water and 
hydrate phase boundary for the model located at 650m below the current GSE, 





LIST OF TABLES 
 
Page 
Table 3-1 Pertinent parameters for the modified cubic law based on Smin=0.001. ..................... 21 
Table 4-1 Cases considered in the analysis ................................................................................... 49 
Table 4-2 Model parameters used in numerical simulation .......................................................... 50 
Table 6-1 Index properties of the 21C-02E core specimen (from Yun et al. 2010) ..................... 65 
Table 6-2 Model parameters used in numerical simulation of the 21C-02E core specimen. ....... 66 
Table 6-3 Index properties of the 10B-17P core specimen (from Yun et al. 2011). .................... 72 







Ice shaped crystalline methane hydrate (Figure.1.1) is the largest source of hydrocarbons on 
Earth. (Sloan, 1998; Soga et al., 2006; Rutqvist & Moridis, 2007; Boswell, 2009). This enormous 
source of methane, which is made of water molecules clustered around methane molecules, forms 
under specific conditions of high pressure and low temperature that are common in sub-permafrost 
layers and also in deep marine sediments. One cubic meters of methane hydrate contains at least 
168 m3 of methane gas at the standard pressure and temperature conditions. According to 
estimations, the amount of this huge intact energy resource is at least twice of the whole amount 
of conventional oil and gas reservoirs (Kvenvolden, 1998; Lee & Holder, 2001; Milkov, 2004; 
Klauda & Sandler, 2005; Sloan & Koh, 2007). Methane gas is produced from hydrate bearing 
sediments, HBS, as a valuable clean energy resource based on releasing the molecules of gas from 
lattice components of hydrate, known as hydrate dissociation, with the aid of depressurization, 
CH4-CO2 replacement, heat and/or chemical stimulation (Figure.1.2). 
 




Figure 1.2 Main methods of gas production from HBS 
 
The experimental study of HBS has been hindered by the very low solubility of methane in 
water (preparing artificial samples in lab), and inherent sampling difficulties associated with 
depressurization and thermal changes during core extraction. This situation has prompted more 
decisive developments in numerical modeling in order to advance the current understanding of 
HBS, and to investigate/optimize production strategies and implications.  
Numerical modeling is equally challenged by the complex behavior of HBS since hydrate 
dissociation comes along with interrelated thermal, hydraulic, chemical, and mechanical, THCM, 
processes. For example, releasing gas from hydrate component is accompanied by a significant 
volume expansion, which results in either considerable fluid flux in free draining conditions, or 
high fluid pressure if the rate of dissociation is faster than the rate of fluid pressure dissipation. 
Consequently, changes in fluid pressure will alter the effective stress, hence the stiffness, strength 
and dilatancy of the sediment. Moreover, the permeability coefficient, as a crucial parameter in the 
fluid flow problem, will change because of a variation in temperature, in hydrate saturation, and 
volume expansion/contraction. Also, mechanical strength of sediments depends on hydrate 
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saturation while the effective stresses are affected by depressurization. Therefore, coupled THCM 
analyses are inevitable for providing realistic simulation of this complex phenomenon.  
Furthermore, methane gas production from HBS in permafrost possess additional challenges 
and opportunities. Complex stress paths in the pressure and temperature space, the P-T space, with 
two phase boundaries (i.e. gas-hydrate and ice-liquid phase lines) are anticipated during gas 
production, including secondary hydrate and ice formation. Therefore, ice phase must be explicitly 
incorporated in the analysis as it affects mechanical stability, fluid migration, and thermal 
properties. 
There are also side effects associated with hydrate dissociation, since it can cause borehole 
instability, blowouts, foundation failures, and trigger large-scale submarine slope failures (Kayen 
& Lee, 1991; Jamaluddin et al., 1991; Briaud & Chaouch, 1997; Chatti et al., 2005). Moreover, 
sand production has been reported during previous field trial tests (Yamamoto et al., 2014; Uchida 
et al. 2016). The escape of methane into the atmosphere would exacerbate greenhouse effects and 
contribute to global warming (Dickens et al., 1997).  
 
1.1.Background 
Several formulations have been developed to explore various aspects of hydrate formation 
and dissociation within well-defined boundary conditions (Rempel & Buffett 1997, 1998; Xu & 
Ruppel 1999; Davie & Buffett, 2001; Ahmadi et al 2004; Sultan et al., 2004; Xu & Germanovich 
2006; Nazridoust & Ahmadi 2007; Kwon et al. 2008). In these models, the sediment response is 
disregarded or handled with simple models (e.g., non-deformable rigid porous medium is assumed 
in Nazridoust & Ahmadi (2007), an elastic porous medium in Kwon et al. (2008); and a non-linear 
1D compression law in Garg et al. 2008). HM coupled isothermal models with more appropriate 
(mechanical) sediment representation has been developed by Klar et al. (2010). Other hydrate 
simulators mainly focused on fluid flow and phase changes, rather than on the mechanical behavior 
of HBS (e.g. White & McGrail, 2008). Chemo-thermo-mechanical analyses related to ground 
deformation and gas production are presented in Kimoto et al. (2007, 2010). Rutqvist & Moridis 
(2007), Rutqvist (2011), and Kim et al. (2012) presented a more general THMC approach by 
linking (sequentially) a geomechanical code (FALC3D) with a multiphase fluid and heat transport 
simulator (TOUGH+HYDRATE). More recently, Gupta et al. (2017) proposed a TCHM code for 
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HBS that is based on a simplified coupling concept for linking different simulators. Ajayi et al. 
(2018) discussed key aspects to consider when modeling gas production from HBS. 
Furthermore, some analytical solutions have been proposed to analyze depressurization (Goel 
et al. 2001; Ji et al. 2001; Hong et al. 2003; Tsypkin 2000), thermal stimulation (Ullerich et al. 
1987; Esmaeilzadeh et al. 2011; Klar et al. 2013), and local conditions (Kwon et al. 2008). 
However these analyses also remain complex, require iterative solution and hide explicit relations 
between governing parameters (Sanchez & Santamarina, 2015).   
 
1.2.Gap in the Knowledge 
Currently, some simulator codes are provided as results of previous studies (Moridis, 2014; 
Hong & Pooladi-Darvish 2005; Moridis et al. 2008; Walsh et al. 2009; Konno et al. 2010) such as 
TOUGH+HYDRATE (Lawrence National Lab), MH21-HYDRES (Japan Oil Engineering 
Company), CMG_STARS (Computer Modeling Group, Canada), STOMP-HYD (Pacific 
Northwest National Laboratory) but they are complex and suffer from time and space 
discretization errors due to a large number of equations, constitutive relations, and parameters 
involved (Pooladi-Darvish 2004). Also, sequential explicit computational schemes are 
implemented in most of them. Truly coupled THCM numerical approaches rather than sequential 
explicit computational schemes (i.e., they resolve the hydrate state separate from the sediment state 
at every time step) is recommendable for the robust analysis of hydrate bearing sediments. 
Sequential schemes often restrict computations to one-way coupled analysis where one can 
investigate. For example, it considers the effect that change in pressure and/or temperature has on 
the sediments mechanical response while it does not account for the effect of granular strains on 
the multiphase flow behavior.  Furthermore, sequential schemes are generally less efficient 
because they require the use mapping algorithms to transfer the information between the codes 
used to solve the different physics. Therefore, the fully coupled THCM numerical code 
formulation that incorporates the different phases existing in HBS (including hydrate and ice) is 
necessary to simulate the methane hydrate formation/dissociation form the laboratory to the field 
scale reservoir. The robust monolithic approach in implicit truly-coupled methods leads to 




Additionally, implementing realistic boundary conditions in the numerical modeling is 
inevitable for the sake of precise simulation. Up-to-date, no criterion has been presented to 
determine the influence length of depressurization within the reservoir induced by the vertical well. 
For instance, gas production from HBS at the Mount Elbert located in the North Slope of Alaska 
is simulated with TOUGH+HYDRATE by Moridis et al. (2011). A cylindrical 2D axisymmetric 
geometry with the outer radius of 400m is used for modeling the reservoir with vertical well while 
there is no strong discussion behind the assumed horizontal limitation of reservoir. 
Issues associated with sand production was observed in previous field trial methane hydrate 
gas producing operations. For instance, sanding was occurred during ConocoPhillips gas 
production test from gas hydrate sediments in Ignik Sikumi field on North Slope of Alaska. Also, 
during the 1st offshore gas hydrate field trial production at Nankai Trough (Japan) in 2013, the 
operation was terminated on day 6 due to severe sanding. Sand production is a relatively well-
known problem that has been extensively studied in the context of hydrocarbon production from 
conventional reservoirs. However, sanding associated with methane hydrate production possess 
new and significant challenges that require further research. A clear difference is that hydrate 
dissociation induces profound changes in the sediment structure, facilitating even more 
disaggregation of particles and their subsequent transport.  
 
1.3.Objectives  
The main aim of this research is to investigate the coupled THCM processes during methane 
hydrate dissociation by studying its natural behavior and simulating it through both the numerical 
analysis and analytical solution.  
Truly coupled processing in the enhanced numerical code paves the path: 
 to advance the current knowledge of HBS; 
 to simulate hydrate dissociation/formation more efficiently and precisely; 
 to investigate the crucial parameters, which affects the methane hydrate gas 
production; 
 to optimize the future field production studies in marine and permafrost sediments; 
 to minimize the hazardous side effects; 
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 to address the most pertinent questions that have emerged from both past lab tests and 
previous field scale experiences. 
The proposed simple yet robust analytical solution at steady state conditions makes it possible: 
 to predict the maximum recoverable gas form HBS based on initial and boundary 
conditions; 
 to consider a realistic boundary conditions in the numerical analysis; 
 to validate the results achieved by the numerical analysis; 
 to perform sensitivity studies on the essential factors affecting the methane hydrate 
production and examine different strategies.   
  
1.4.Activities 
The scope of the conducted study has been related to the development of a formal and robust 
numerical framework able to capture P-T paths and ensuing phase transmissions during methane 
hydrate gas production in both marine and permafrost settings based on the analysis of available 
data from laboratory tests and field experiments. The analytical solution has also been proposed to 
predict the influence zone of depressurization induced gas hydrate production in a 2D 
axisymmetric cylindrical geometry with various confining situations at the steady state condition. 
The main following activities have been conducted: 
 in-depth reviewing of the properties associated with gas hydrates sediments;  
 updating the coupled THCM formulations and the numerical code for hydrate bearing 
sediments to incorporate augmented constitutive models;  
 developing the close-form analytical solutions that highlight the interplay between 
governing parameters in the context of gas production, and to corroborate the 
numerical code with these close-form end-member situations (i.e., close form 
solutions will inherently involve simplifying assumptions such as considering the 
problem at the steady state condition); 
 studying on the sanding phenomenon, which comes along with methane hydrate gas 
production from unconsolidated sand stone reservoirs and providing the augmented 
formulations to upgrade the numerical code.   
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 gathering data about past laboratory tests and previous field scale productions to 
validate the numerical code and to address the most pertinent questions that have 
emerged from earlier experiences; 
 implementing the enhanced code (in combination with the proposed analytical 
solutions) to optimize methane hydrate gas production in marine and permafrost 
sediments by investigating the effect of crucial parameters on hydrate dissociation, 
like the permeability coefficient, the imposed pressure and temperature at wellbore 
area, heterogeneity in sediments, reservoir initial and boundary conditions. 
 
1.5.Methodology 
A numerical code based on a general mathematical formulation is upgraded to analyze 
coupled THCM problems involving gas hydrate bearing sediments. This finite element, FE, 
program takes into consideration thermal and hydraulic processes, effective stress and the change 
in sediment properties in the presence of hydrates. It is a fully coupled formulation that 
incorporates the different phases existing in HBS (including hydrate and ice) and has been 
implemented in CODE_BRIGHT, standing for COupled DEformation, BRIne, Gas, and Heat 
Transport problems, which is an existing coupled multiphysics program for geological media 
(Olivella et al. 1996).  
Also, an analytical solution is studied for the steady state condition involving fluid flow in an 
axisymmetric cylindrical geometry with various confining situations and accounting for the 
presence of two zones of different permeability coefficients for hydrate bearing sediments and free 
hydrate sediments within the reservoir. This solution can be very useful in problems encompassing 
HBS as it provides the physical limit to the zone around a well that can experience dissociation 
triggered by depressurization. This solution makes it possible to predict the maximum amount of 
gas that can be produced from a given reservoir under this assumptions. The outputs of the 






1.6.Scope of Chapters 
Below, a description of the main components of the conducted research is summarized.  
In order to deal with coupled THCM processing involved in gas hydrae production, the 
inherent behaviors of HBS should be studied. For instance, hydrate dissociation as an endothermic 
phenomenon comes with either a volume expansion or a generated excess pore pressure. These 
properties of HBS is explored in Chapter.2.  
The theoretical framework and the main formulations implemented to enhance the numerical 
code are explained in Chapter.3. Also, a number of simple 1D models are provided to capture all 
the probable P-T paths, which are common in simulating hydrate/ice formation/dissociation.   
A simple yet robust analytical solution, which calculates the ultimate radius of reservoir 
affected by depressurization from vertical well is introduced in Chapter.4. The suggested 
analytical solution can predict maximum recoverable gas from HBS by depressurization. 
Moreover, it paves the path to have realistic boundary conditions in the numerical modeling. The 
results of numerical code presented in Chapter.3 have been validated with that of this analytical 
solution. The proposed solution can also describe the effect of crucial parameters on 
depressurization induced gas hydrate production.    
The numerical code explained in Chapter.3 can be enhanced to simulate the sand production 
associated in HBS. The augmented formulations is provided in Chapter.5.  
The gathered data of two laboratory depressurization induced dissociation tests performed on 
natural HBS samples are presented in Chapter.6. Both experiments are simulated by the enhanced 
numerical code and results are satisfactory compatible with the lab reports. Moreover, the history 
of HBS formation in a permafrost setting reported by Dai et al. (2011) is illustrated and analyzed 
with the numerical simulator. 




2. INHERENT BEHAVIORS OF HBS: VOLUME EXPANSION       
DURING HYDRATE DISSOCIATION 
 
 
Gas hydrates are solid compounds consisting of water molecules clustered around low 
molecular weight gas molecules (Figure.2.1). According to mass balance equations, the mass of 
this solid compound should be equal to the summation mass of released water and gas molecules 
after dissociation:  
h l gm m m                                                                                                                                  (1) 
 
Figure 2.1 A unit of methane hydrate composed by molecules of water clustered around methane 
molecules 
 
Hydrate molecular structure is indicated by the hydration number. Therefore, the water mass 








                            (2) 
Note that for the case of methane-hydrate: X=5.75 and α=0.866 
It can be concluded that the following equations are valid for the mass fraction of water and 
gas molecules composing a molecule of hydrate. 
l hm m                                         (3) 
 1g hm m                              (4) 
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The variation of void volume due to dissociation is the summation of changes in volume of 
hydrate, gas, and liquid phases. The amount of volume expansion could be derived as follows: 
 1 1h h h
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                                 (5) 
where dSh represents de reduction in hydrate saturation because of dissociation. 




       




                          (6) 
where RV is the factor of volume expansion resulting from the gas hydrate dissociation (Xu and 
Germanovich, 2006). The minus sign for hydrate volume indicates the consumption of hydrate due 
to dissociation while the gas and water are released. As shown in the equations above, the factor 
of volume expansion inherently depends on molecular structure of hydrate ‘α’ and also is a 
function of gas, liquid and hydrate densities. Gas and liquid densities highly depends on pressure 
P [MPa] and temperature T [°C], while the dependency of solid hydrate density (ρh=900kg/m3) on 
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3], 2000l  [MPa] and 0.0002lT  °
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                         (8) 
where Mm=16.042 g/mole; R=8.314 J/(mol°K), and Pref=1[MPa] 
 
2.1.Factor of Volume Expansion 
Since the factor of volume expansion ‘RV’ is a function of liquid and gas densities which are 
highly dependent on pressure and temperature, it considerably changes through methane-hydrate 
phase boundary. Figure.2.2 illustrates the variation of RV through methane-hydrate phase 
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boundary. As shown, the rate of volume expansion is much higher for the case of cold reservoir 
(permafrost region).  
 
Figure 2.2 Variation in factor of volume expansion through methane-hydrate phase boundary. 
 
2.2.Excess Pore Pressure 
The volume expansion that takes place during hydrate dissociation may induce some of the 
following effects: i) compression of the liquid and/or gas phases (mainly associated with undrained 
and rigid skeleton conditions); ii) advective fluxes of gas and liquid phases (triggered by the 
gradient of fluid pressure under drained conditions); iii) sediment deformation (related to changes 
in effective stresses in deformable media).  
For the case of compression of the liquid and gas phases, it can be estimated from the excess 
pore pressure generated during dissociation. Considering a rigid and undrained sediment, the 
increment of the excess pore pressure (Pex) can be estimated as a function of the hydrate 
dissociation (dSh), factor of volume expansion (Rv), and the equivalent volume compressibility of 















The compressibility coefficients of gas and liquid phases, ‘Kg’ and ‘Kl’ respectively 
(Figure.2.3), through methane-hydrate phase boundary can be calculated from the following 
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The equivalent volume compressibility factor ‘Keq’ can be calculated as:  
g g l l
eq
g l
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Based on the aforementioned equations, the updated hydrate, liquid and gas saturations (Shu, 
Slu and Sgu, respectively) can be written in terms of the current hydrate, liquid, and gas saturations 
(Sh, Sl and Sg, respectively), compressibility coefficients and saturations, as follows: 
u
h h hS S dS   
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3. NUMERICAL CODE: COUPLED THCM PROCESSES INVOLVING 
WITH GAS PRODUCTION FROM HBS 
 
 
The coupled THCM numerical code is being developed to analyze problems involving HBS. 
The finite element (FE) computer program takes into consideration thermal and hydraulic 
processes in deformable sediments, and it also accounts for the changes in sediment properties in 
the presence of hydrate dissociation/formation. It is based on a fully coupled formulation that 
incorporates the different phases and species existing in HBS (including hydrate and ice) and it 
has been implemented in CODE_BRIGHT (Olivella et al., 1996), an existing coupled multiphysics 
program for geological media.  
As illustrated in Figure.3.1, five phases including solid, liquid, gas, ice, and hydrate, which 
are composed by three species of minerals, water, and methane are considered in this framework. 
Also, the following components are considered in the analysis: balance equations, constitutive 
equations, and equilibrium restrictions. A brief explanation of these equations is presented below. 
 
 




The macroscopic balance of either mass or energy relates the rate of change per unit volume 
to the flux in and out of the volume, and takes into consideration external inputs as well 
(Figure.3.2). The mass flux in balance equations includes advactive transport by the fluid and the 
movement of the sediment relative to a fixed reference frame. The proposed framework can also 
accommodate non-advective diffusive transport of species in the phases (i.e. w in g, and m in l) as 
discussed in Olivella et al. (1994). 
The mass of water per unit volume of the porous medium consists of the mass of water in the 
liquid, hydrate, and ice phases. The water flux associated to the liquid, hydrate, and ice phases 





   
  
   






   
  
   
  relative to the fixed 
reference system. Therefore, the water mass balance can be expressed as:  
[( ) ] .[ ] wl l h h i i l l l l h h i iS S S q S u S u S u f
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, h , and i   represent the mass density of liquid, hydrate, and ice phase 
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  stands for the external water mass supply per unit volume of the medium.  
 
 
Figure 3.2 Control volume (CV) for calculating the mass balance equation. 
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The total mass of methane per unit volume of the HBS is computed by adding the mass of 
methane per unit volume of the gas and hydrate phases taking into consideration the volume 
fraction 
gS  and hS , the mass fraction of methane in hydrate  1  , and the porosity of porous 
medium  . As in the case of water balance, the flux of methane in each phase combines advective 
terms relative to the porous matrix and the motion of the porous medium with velocity relative to 
the fixed reference system: 
[( (1 ) ) ] .[ (1 ) ] mg g h h g g g g h hS S q S u S u f
t
         
 
      
                                               (19) 
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  is an external supply for methane, expressed in term of mass of 
methane per unit volume of the porous medium. 
The mineral species is only found in the solid phase. The mass balance equation follows:  
[ (1 )] .[ (1 ) ] 0s s u
t
   

   







    
   
 is the mass density of the minerals that make the soil particles.  
The energy balance equation is considered as a function of internal energy per unit volume, 
assuming that all phases are in equilibrium at the same temperature. Also, energy consumption or 
liberation associated to hydrate dissociation/formation and ice melting/formation are taken into 
consideration using the corresponding latent heats or changes in enthalpy. Therefore, the 
formulation inherently captures energy changes during endothermic or exothermic processes 
through specific internal energies and the corresponding changes in volume fractions.  








, transport by fluid mass 
advection relative to the mineral skeleton, and transport by the motion of the whole sediment with 
respect to the fixed reference system. The energy balance equation taking into consideration 
transport through the phases is:  
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the energy supply per unit volume of HBS. 
 
 
3.2.Constitutive Equations   
The governing equations are finally considered in terms of the unknowns when constitutive 
equations that relate unknowns to dependent variables are substituted in the balance equations. 
Given the complexity of the problem, simple yet robust constitutive laws are selected for this 
simulation. 
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 are computed using 
the generalized Darcy’s law (Gens & Olivella, 2001):   









  is the phase pressure, and the vector g is the scalar gravity g=9.8 m/s2 times the 









  captures the medium permeability for the α-phase; if the 
medium is isotropic, K  is the scalar permeability K  times the identity matrix. The 
permeability K depends on the intrinsic permeability k  2 2L m     of the medium, the dynamic 












                                                                                                                   (23) 
Methane and water densities, which are equal to the gas and liquid phase densities 
correspondingly, highly depend on pressure P (MPa) and temperature T (°C), while the 
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                                (25) 
where Mm=16.042 g/mole; R=8.314 J/(mol°K), and Pref=1(MPa) 
The viscosity of the liquid phase  .Secl Pa varies with temperature T (K) (i.e. Olivella, 
1995):  
6 1808.5 K2.1 10 exp
T
      
                                                                                 (24) 
While the viscosity of gases is often assumed independent of pressure, experimental data in 
the wide pressure range of interest shows otherwise. Published data in Younglove & Ely (1987) 
are fitted to develop a pressure and temperature dependent expression for the viscosity of methane 
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                                                                              (25) 
The relative permeability coefficients for liquid krℓ and gas krg increase as the degree of 
saturation of each phase increases with respect to the mobile phase saturation, Sℓ+Sg. A single 
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*S  is the effective liquid saturation in the hydrate bearing sediment.  
Implementing aforementioned equations for the phase relative permeability for the full range 
of effective liquid and gas saturation causes some numerical errors for the case of fully saturated 
and oven dry porous medium. For instance, consider the case of fully saturated soil in which the 
gas saturation should be equal to zero. Consequently, the gas relative permeability calculated based 
on the classical power law is zero. Therefore, if there is any perturbation in fluid pressure, assume 
depressurization, the liquid pressure will be modified, decreases, according to the liquid flow, 
however the gas pressure remains constant because of the zero/negligible gas relative permeability, 
which results in spurious gas saturation as a result of spurious capillary pressure. This problem is 
common in the study of coupled processing in porous media (Zhang et al. 2016). In order to avoid 
the numerical error for these extreme conditions, the validation of classical models is restricted to 
the range of effective saturation bounded by critical values (e.g. Webb (2000) modified the 
classical capillary pressure suggested by Brooks & Corey (1966) and Van Genuchten (1980) for 
the oven dry condition). 
In this study, the same problem happens for the condition of a fully saturated porous medium. 
Consider a case of depressurization in the HBS in which the P-T conditions are still favorable for 
hydrate stability. Perturbation of liquid pressure is propagated through reservoir while the gas 
pressure is not affected by the depressurization due to the negligible gas relative permeability. 
Furthermore, the capillary pressure generated by a considerable difference in the value of gas and 
liquid pressure reports the non-zero gas saturation prior to hydrate dissociation. To cope with this 
problem in the numerical analysis, the classical power law for the gas relative permeability is 


























                                                                                    (28) 
in which the value of liquid relative permeability is used for the gas relative permeability when the 
effective gas saturation is lower than the predefined minimum value for phase saturation and the 
classical power law is implemented for the range of effective gas saturation while its value is 
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higher than the n  times of predefined minimum value. For the range of effective gas saturation 
between these two intervals, the gas relative permeability is a factor of the classical liquid relative 
permeability. This factor is considered to satisfy the continuity of the gas relative permeability on 
the whole range of gas saturation.     
Figure.3.3 shows the classical power functions, the cubic law (a=b=3), for liquid and gas 
relative permeability. Also, the extended classical model for the gas relative permeability based 






Figure 3.3 (a) Liquid and gas relative permeability based on the classical and modified cubic power law VS 
effective liquid saturation; (b) description of the gas relative permeability based on the modified cubic 
















The hydraulic conductivity of sediments is highly affected by ice saturation, hydrate 
concentration, and hydrate morphology. Therefore, the modified permeability coefficient in HBS 
can be written as: 
 i1
N
HBS Sed hk k S S                                                                                                (29) 
where N [-] is related to hydrate deposit morphology.  
The interfacial tension between liquid and gas sustains the difference between the liquid and 
gas pressures Pℓ and Pg. The capillary pressure and the effective liquid saturation 
*S  are related 



















                                                                                                              (30) 
where Pc is the capillary pressure, Po, and  are model parameters. 
 
3.3.Phase Boundaries  
Pressure and temperature define the phase boundary for methane hydrate and ice. The selected 
expression for the phase boundary of methane follows the format in Sloan & Koh (2008), but it is 








                                                                                                       (31) 
where Peq is the equilibrium pressure (KPa). Local equilibrium conditions are attained much faster 
than the duration of the global process in most THCM problems. 
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Moreover, the salinity of water affects the phase boundary of gas hydrate mixture. According 
to Kamath & Godbole (1987) studies, a linear relationship between the temperature of dissociation 
and the salinity weight concentration for a given pressure is assumed. The aforementioned 
equation is modified to account for the effect of salinity on hydrate phase boundary. 
8860
(40.234 )






                                                                                           (32) 
in which, αs represents the slope of the temperature-salinity curve and Is stands for the salinity     
weight concentration.  
The phase boundary for ice-water transition, which exhibits low sensitivity to pressure is 
considered according to the equation provided by Wagner & Kretzschmar (2008): 
  13.0 273.16eq iceP T K                                                                                                                            (33) 
where Peq-ice is the equilibrium pressure (MPa). 
As illustrated in Figure.3.4, aforementioned two phase boundaries divide the pressure-
temperature P-T space in four regions. 
 
 
Figure 3.4 Four regions emerge when the ice-water and the hydrate stability phase boundary are 





3.4.Pseudo Kinetic Model 
A novel pseudo kinetic model for hydrate dissociation/formation and ice melting/formation is 
used. Based on this model, the rate of hydrate dissociation/formation and ice melting/formation is 
driven by the distance δ from the corresponding equilibrium phase boundary. 
   
2 2
T eq P eqT T P P                                                                                                              (34) 
in which  1T K   and  1p MPa  are scaling parameters and Teq and Peq are the corresponding 
temperature and pressure on phase boundary. The variation in phase saturations due to hydrate/ice 
formation/dissociation at each time step is a fraction 0 1   of the potential change. This 
reduction factor is calculated based on the factor  , which is a rate of change, the phase saturation 
of the potential change  S , and the duration of the current time step  dtime . The factor   is 
described as a function of the distance from the phase boundary. 
1 q  
   
                                                                                                                                         (35) 
where q is the parameter, which establishes the rate of change  . Therefore the updated saturation 
of the phase, which is not in the stable condition on the P-T space, at the current time step with 
duration of dtime follows: 
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3.5.Phase Transitions 
In this study, two different methods are used to calculate the phase transitions as a result of 
hydrate/ice dissociation/formation. In the first method, the concept of the capillary pressure has 
been used to split the effective void volume, the portion of void volume occupied by the fluid 
phases, between the liquid and gas phases. In the second method, which is based on the single fluid 
pressure, the phase transitions are considered based on the mass amount of consumed/released 




3.5.1. Phase Transitions Based on The Capillary Pressure  
Since both ice and liquid phases are formed by the water species, the phase transition between 
these two is straightforward. However, splitting the partial volume of hydrate, which is dissociated 
to liquid water and methane gas, between the liquid and gas phases needs an additional effort. The 
same issue happens in the hydrate formation.     
The effective void volume
*  is defined as the portion of the porosity , which is occupied by 
the fluid phases (the liquid and gas phases). This portion is updated based on the hydrate/ice 
formation/dissociation at each time-step.  
   * 1 h i l gS S S S                                                                                                               (37) 
The partial of effective void volume, which is filled by liquid phase is known as the effective 
liquid saturation *
lS  and with a same trend the effective gas saturation
*









                                                                                                                                         (38) 







                                                                                                                     (39) 
According to Van Genuchten (1978), as shown previously in Eq. (30), the distribution of 
effective liquid and gas saturations in the effective void volume is a function of the capillary 
pressure. Therefore the volumetric amount of consumed/released fluid phases due to hydrate 
formation/dissociation should obey this distribution at any specified time-step. In following, any 
probable phase transitions corresponding to each zone, illustrated in Figure.3.4, will discuss. 
At any specified temperature, if the pressure is below the equilibrium pressure with respect to 
the hydrate stability phase boundary, which is located in zone (I) or (II) on the P-T space, the 
hydrate dissociation occurs. According to the aforementioned pseudo kinetic model, the hydrate 
saturation and the effective void volume will be updated at each time-step as follows: 
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   1 ' 1* 1i i ih iS S
    
                                                                                                                                      (41) 
Then by having the effective fluid phase saturation from retention curve, the updated liquid 
and gas saturation due to hydrate dissociation will be derived as: 
      1 ' 1 '* * 1* 1i i i il l l h iS S S S S                                                                                                   (42)   
         1 ' 1 '1 * * 1 1* 1 1 1i ii i i i ig g l h i h l iS S S S S S S S                                  (43) 
Notation (i+1)’ in the superscript of the effective void volume and the liquid saturation 
indicates that they are not the final values at the current time-step. The values will be finalized 
after considering the ice formation/melting. 
The pressure and temperature conditions in zone (III) and (IV) on the P-T space are favorable 
for the stability of the hydrate phase. Therefore, if both methane and water are available, the 
hydrate is forming, which leads to decreasing the partial void volume occupied by fluid phases. 
Based on hydrate formation, the phase saturation will be updated as follows:  
   1 '* * 1i i                                                                                                                                      (44) 
  1 '1 * * *ii i i i ih h hS S S                                                                                        (45) 
      1 ' 1 '* * 1* 1i i i il l l h iS S S S S                                                                                                      (46)   
         1 ' 1 '1 * * 1 1* 1 1 1i ii i i i ig g l h i h l iS S S S S S S S                                           (47) 
 
in which fraction ξ is calculated based on either the case of excess water or the case of excess 
methane. Excess water is the case in which the available water is higher than the required amount 
to form hydrate with respect to the existing methane and oppose to this case, in the case of excess 
methane, the available methane is higher than the required to consume with potential water for 
hydrate formation. The case determination of excess methane or excess water depends on 
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  It is important to consider that the amount of change in the effective void volume should not 
be higher than the existing gas/liquid saturation in the case of excess water/methane respectively.  
After updating the hydrate, liquid, and gas saturations due to the probable hydrate 
formation/dissociation with respect to the corresponding phase boundary at each time-step, the 
liquid and ice saturations are modified by considering the ice stability phase boundary.  
The existence of liquid phase under the P-T condition located in zone (II) and (III) is a 
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                                                                                                                     (52) 
in which ' is the rate of change due to the ice stability phase boundary and calculated according 
to Eq. (35).  
Under the P-T condition prevailed in zone (I) and (IV), the existence of the ice phase is a 
potential to melt the ice and to make an increment in the liquid phase, which needs implementing 
the following modifications. 
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                                                                                                                             (54) 
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By having the updated saturation of all phases after considering both phase boundaries of 
methane and ice, the final value for the effective void volume can be derived. 
   1 1 1 1 1* 1i i i i ih i l gS S S S                                                                                                      (55) 
In all aforementioned equations, the minimum value should be considered for phase 
saturation. If any of the modified saturations in the time step (i+1) gets lower than this minimum 
value, calculation should be terminated. 
 
3.5.2. Phase Transitions Based on Single Fluid Pressure 
In this method, the ice and hydrate phase saturations will be updated based on the 
thermodynamic conditions, the single fluid pressure and the temperature, with respect to the 
corresponding phase boundaries. Consequently, saturation of the fluid phases will be affected by 
any variations in the ice and hydrate phases. Based on the molecular structure of methane hydrate, 
the mass of liquid water and methane gas which are consumed/released due to the 
formation/dissociation can be derived.  
Eq. (56) represents the mass balance equation of the liquid phase, which only contains the 
species of water. 
* * * *. lw l w l w lS q S u f
t
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  
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                                                                                        (56) 
where 
* and *lS  are the effective porosity and the effective liquid saturation respectively.  
Therefore, the variation of effective liquid saturation will be derived. 
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                              (57) 
By assuming the rigidity for the porous medium skeleton, the negligible variation of water 
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                                                                            (58) 
in which lf  stands for a source/sink including an internal production/consuming liquid water due 
to any hydrate/ice dissociation/formation.  
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In following, the framework of how to calculate the variation of the ice and hydrate phase 
saturation and consequently the internal producing/consuming liquid water, lf , due to the 
transition between different zones on the P-T space based on the aforementioned pseudo kinetic 
model and also according to the concept of volume expansion/contraction as a result of hydrate 
dissociation/formation is explained. It is worth noting that since the compressibility of liquid phase 
is considerably smaller than that of gas phase, it is assumed that volume compression/contraction 
is compensated by gas phase.  
Zone (I) is defined by conditions in which pore pressure is lower than the equilibrium pressure 
on the methane hydrate stability phase boundary with respect to the corresponding temperature 
while temperature is greater than the equilibrium temperature on the ice-water phase boundary at 
the given pressure. Therefore, the stable phases in this zone are liquid and gas. This condition leads 
to dissociating hydrate and melting ice phases. Updated saturation of each phases due to 
hydrate/ice melting at current time step (i+1) is calculated based on the known phase saturation in 
previous time step (i) through following equations. 
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where is the water mass fraction in hydrate solid compound. Also  and ' are determined based 
on Eq. (35) with respect to hydrate stability and ice-water phase boundary respectively.  
The conditions in which pressure is lower than the equilibrium pressure with the 
corresponding temperature on the methane hydrate stability phase boundary and also temperature 
is lower than the equilibrium temperature at the given pressure on the ice-water phase boundary 
define zone (II). Since ice and gas phases are stable in this zone, any hydrate will dissociate and 
any liquid water will freeze. 
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Prevailing conditions for zone (III) happen when pressure is higher than the equilibrium 
pressure on the hydrate stability phase boundary at the corresponding temperature while 
temperature is lower than the equilibrium temperature on the ice-water phase boundary at the given 
pressure. Ice and hydrate phases are stable in this zone. Therefore, any probable water will freeze, 
but since water is required for hydrate formation, no hydrate will form in this zone. The modified 
saturation due to ice formation at the current time step (i+1) will derived based on saturations in 
previous time step (i) according to following equations. 
1i i
h hS S
                                                                                                                                             (65) 
 1
'








    
  
                                                                                                                    (66)   




       
  
                                                                                                                                      (67) 
The favorable conditions of zone (IV) are described by pore pressure higher than the 
equilibrium pressure according to the corresponding temperature on the methane hydrate stability 
phase boundary and also temperature higher than the equilibrium temperature at the given pressure 
on the ice-water phase boundary. Consequently, hydrate phase is stable while ice phase is unstable 
under this condition. Two different cases may happen in zone (IV): the case of excess water and 
the case of excess methane. If the amount of water species is higher than the required amount for 
hydrate formation with the existing methane species, then after consuming that available methane, 
the excess amount of water remains in liquid phase. The same scenario happens for the amount of 
excess methane, which remains in gas phase.  The case determination of excess methane or excess 
water depends on parameter '  which is defined in Eq. (68). Modified phase saturations in both 
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cases of excess water and excess methane due to hydrate formation and ice thawing are described 
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In all aforementioned equations, the minimum value should be considered for phase 
saturation. If any of the modified saturations in the time step (i+1) gets lower than this minimum 
value, calculation should be terminated.  
Accordingly, an internal production/consuming liquid water due to any hydrate/ice 
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As a result, the updated effective liquid saturation,
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where dtime  and *lS are the duration of the current time-step and the liquid phase saturation at the 
previous time step respectively.  




gS , at the current time-step 
are derived based on following equations: 
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3.6.Simulation 
With featuring sound and proven constitutive relations and satisfying fundamental 
conservation principles, truly coupled numerical models were used to address the complex THCM 





Figure 3.5 The geometry and general properties of simple 1D models.  
 
Figure.3.6 illustrates the result of the case in which hydrate and ice are formed by decreasing 
temperature under a constant pressure condition. The P-T path starts form zone (I), then goes 
through zone (IV) and ends up in zone (III). Since pressure is assumed to be constant during 
hydrate formation, valves are opened and consequently flow in/out is allowed.  
Hydrate formation by cooling method is also modeled under a constant volume condition, 
which is shown in Figure3.7. Similar to the previous case, hydrate is formed as the P-T path goes 








Figure 3.6  Hydrate formation at constant pressure. 
 
Figure 3.7  Hydrate formation at constant volume. 
 
Figure 3.8  Hydrate dissociation induced by heat 
stimulation at constant pressure. 
 
Figure 3.9  Hydrate dissociation induced by heat 
stimulation at constant volume. 
 
Figure 3.10  Hydrate dissociation induced by heat 
stimulation at constant pressure. 
 




Figure.3.8 and Figure.3.9 represent the hydrate dissociation by heat stimulation in which 
initial pressure and temperature satisfy the prevailing conditions of zone (IV) and final conditions 
are in zone (I). Valves are opened during dissociation in the case shown in Figure.3.8 while they 
are closed for the other case illustrated in Figure.3.9.  
In the case depicted in Figure.3.10, ice is melting when the P-T path passes zone (III) and 
goes to zone (IV). But since this case represents the excess water condition, no additional hydrate 
forms. Moreover, hydrate dissociates as the P-T path enters to zone (I). Both ice melting and 
hydrate dissociation are induced by heat stimulation under constant pressure.  
Also, Results of hydrate dissociation induced by depressurization is shown in Figure.3.11.  
The exothermic effect of formation and endothermic effect of dissociation are obviously 
shown in Figure.3.7, Figure.3.9 and Figure.3.11 on the P-T path.  
All aforementioned data was verified with equations, which are explained in Chapter.2 and 
derived by studying on natural behavior of HBS. The comparative results are very satisfactory.  
 
3.7.Discussion 
Numerical simulation of methane hydrate gas production is challenged by the complex 
behavior of HBS since hydrate dissociation comes along with interrelated THCM processes. 
Moreover, the potential ice formation during hydrate dissociation possess additional difficulties in 
numerical modeling. Complex stress paths in the P-T space with two phase boundaries (i.e. ice-
liquid and gas-hydrate phase lines) are anticipated during gas production, including secondary ice 
and hydrate formation.  
The fully coupled THCM numerical code, which incorporates the different phases and species 
existing in HBS including hydrate and ice has been developed to analyze gas production from 
HBS. This numerical analysis helps to expand the current knowledge in HBS; to address the issues 
associated with previous filed trial tests; to optimize/investigate the upcoming long term 
production strategies and implications. 
Implementing the novel pseudo kinetic model paves the path to simulate the two-way phase 
transitions for both ice and hydrate and avoids complexities in the classical model.  
35 
 
Considering fully coupled THCM formulations instead of sequential methods makes the 
numerical analysis much more straightforward and accurate because of preventing linking two or 
more different numerical codes to study the problems involving HBS and avoiding one-way 
coupling, which cannot truly replicate the inherent behavior of HBS. 
According to the presented framework, comprehensive 1D models are studied to address the 
inherent behavior of HBS and the proposed numerical code successfully captures the complex 






4. ANALYTICAL SOLUTION: PREDICTING THE MAXIMUM 
RECOVERABLE GAS FROM HBS 
 
 
When solving engineering problems both transient and steady state analyses are relevant. 
Transient solutions are typically used, amongst others, to learn about gas production rate, to 
investigate optimal production strategies, and to perform sensitivity studies aimed at understanding 
the impact of material parameters (and other factors) on gas production. Steady state analyses are 
equally relevant because they demonstrate about the limit (or the final condition) of the problem 
under study.  
In this chapter, an analytical solution is studied for the steady state condition involving fluid 
flow in an axisymmetric cylindrical geometry with various confining situations and accounting for 
the presence of two zones of different permeability coefficients for hydrate bearing sediments and 
free hydrate sediments within the reservoir. This solution can be very useful in problems 
encompassing HBS as it provides the physical limit to the zone around a well that can experience 
dissociation triggered by depressurization. From this solution, it is possible to learn about the 
maximum amount of gas that can be produced from a given reservoir under these assumptions.  
As it will be discussed, the analytical solution for a radial flow is a function of following main 
factors: the radius of the wellbore area and the imposed pressure at the wellbore; the pressure at 
the dissociation front (which depends on the reservoir temperature through the methane-hydrate 
phase boundary); the pressure at a distant boundary (equal to the reservoir initial pressure); the 
ratio between the permeability coefficients of the already dissociated hydrate sediments ‘kSed’ and 
that of the HBS ‘kHBS’; the length and the permeability coefficient of confining layers. 
The corresponding radial flow problem was solved using the coupled THCM numerical code 
developed to analyze problems involving HBS. The finite element (FE) computer program takes 
into consideration thermal and hydraulic processes in deformable sediments, and it also accounts 
for the changes in sediment properties in the presence of hydrate dissociation. It is based on a fully 
coupled formulation that incorporates the different phases and species existing in HBS (including 
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hydrate and ice) and it has been implemented in CODE_BRIGHT (Olivella et al., 1996), an 
existing coupled multiphysics program for geological media.  
To validate the FE program, the results of the analytical solution were compared against the 
outputs of a numerical model replicating the same conditions. The effects of critical factors were 
also analyzed. The comparisons between the outcome of the analytical solution and that of the 
finite element model were very satisfactory.  
 
4.1.Cylindrical Flow Between Two Impermeable Layers at Steady State Conditions 
At steady-state conditions, the pressure distribution in a radial flow through the reservoir 
confined by impermeable overburden and underburden layers is inversely proportional to the 
logarithm of the radial distance to the well. Therefore, there is a physical limit to the zone around 
a well that can experience pressure-driven dissociation. A simple yet robust set of equations to 
estimate limits for gas production from the HBS using depressurization has been proposed. 
Considering radial flow conditions governed by Darcy’s law in a thin and confined reservoir 









                                                                                              (82) 
where v [m/Sec] is the flow velocity at any specified point, k [m/Sec] is the hydraulic conductivity 
of medium, h [m] is the head of pressure at any specified point of the reservoir (since it is a thin 
reservoir, the variation of pressure head due to the elevation is negligible), r [m] is the radius of 
any specified point from the center of the wellbore area, q [m3/Sec] defines the flow at any specific 
point and H [m] is the thickness of sediments. By combining these two equations and solving them 
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Two zones can be identified under steady state conditions when the pressure drop is kept 
constant and hydrates stop dissociating: the inner zone where hydrate has been depleted and the 
outer zone where hydrate remains stable (Figure.4.1). Let us define the size of the produced zone 
as r* [m], and the head of pressure at a distant boundary as hfar [m]. The inner zone is characterized 
by the permeability of the sediment without hydrates ‘kSed’ and the outer zone by the permeability 
of the HBS ‘kHBS’. Clearly, gas was released from the inner zone ‘r ≤ r*’. Therefore, the following 
equations are valid at steady state conditions: 
Sed HBSq q                                                                                              (85) 
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In the above equations, h* [m] and hw [m] are the head of pressure at the dissociation front and 
at the wellbore area respectively, and rw [m] is the radius of well. Based on the aforementioned 











k h hk h h
k h h
w farr r r

    
   
            






                                 (87) 
It is worth mentioning that the length of reservoir ‘rfar’ is determined based on the ultimate 
radius of impermeable confining layers, since the sufficient flow into the reservoir keeps the head 




                       
Figure 4.1 Two zones can be identified under steady state conditions when the pressure drop is kept 
constant and hydrate stops dissociating: an inner zone where hydrate has been depleted and an outer 
zone where hydrate remains stable. 
 
As shown above, according to this simple yet robust analytical solution, the ultimate radius of 
pressure induced dissociation front in a thin and confined hydrate deposit is a function of 1) the 
radius of the wellbore area ‘rw’ and the imposed pressure head at this radius ‘hw’; 2) the head of 
pressure at the dissociation front ‘h*’ (which in turn depends on the reservoir temperature through 
the methane hydrate phase boundary); 3) the head of pressure at a distant boundary ‘hfar’ (equal to 
the reservoir initial pressure); and 4) the ratio between the hydraulic conductivity of the already 
dissociated hydrate sediments ‘kSed’ and that of the hydrate bearing sediments ‘kHBS’ (Figure.4.1). 
 
4.2.Steady State Cylindrical Flow Between Two Low Infinite Permeable Layers 
Based on the law of refraction of streamlines (Bear, 1979) at boundary of two homogeneous 









where k1 and k2 stand for the hydraulic conductivity of each layer while 1  and 2  are the angles, 
which streamlines in corresponding layers make with the normal vector of boundary surface. It 
follows that when k1>>k2 then 1 2  and the refracted streamline approaches the normal to the 
boundary surface on passing from one porous medium to another, less permeable than the first. 
Similarly, the refracted streamline tends to become almost parallel to the common boundary on 
passing from less to higher permeable layers. Therefore, if the reservoir is coffined between two 
very low permeable layers then horizontal flow lines in the reservoir and vertical flow lines in the 
low permeable confining layers can be assumed. Hence an approximate solution can be derived 
by following additional assumptions: 1) the flow in the less permeable layers ascend or descend 
vertically based on the direction of the hydraulic gradient within these layers; 2) the head of 
pressure above/below the less permeable overburden/underburden layer is constant; 3) reservoir 
and confining layers are homogeneous, therefore corresponding coefficients of permeability are 
constant  within each layer; 4) the variation of pressure head due to the elevation is negligible by 
considering the thickness of layers; 5) and the length of very low permeable layer is theoretically 
infinite, which is explained in detail in Section 4.4., then at the steady state condition, flow in the 
reservoir is sustained almost entirely by the leakage. According to Eq. (81) and Eq. (82) the flow 
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As illustrated in Fiqure.4.2 by considering the equilibrium at the steady state condition for a 
tiny section of reservoir, the following equations yield: 
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Figure 4.2 General description for a half depth of reservoir confined by less permeable layers. If 
'k k  then horizontal streamlines within reservoir and vertical ascended/ descended flow lines into 
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in which, as shown in Figure.4.3, H [m] and H’ [m] are the half depth of the symmetric reservoir 
and the depth of each confining layer, k [m/Sec] and k’ [m/Sec] stand for the hydraulic conductivity 
of the reservoir and confining layers respectively. As it is illustrated in Figure.4.4, if the reservoir 
is confined by both an impermeable layer from one side and a less permeable one from another 
side then H should be considered as the full depth of reservoir.  h0 [m] represents the initial 
reservoir head of pressure which is equal to hfar in the previous section. Modified Bessel Functions 
of order zero provides the general solution for Eq. (93) (De Glee 1951): 
0 1 0 2 0( ) ( )r
r r
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in which I0 and K0 are the first and the second kind of Modified Bessel Function respectively and 
  stands for the leakage factor which is defined as:  
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Figure 4.3 Axisymmetric HBS reservoir confined between less permeable layers. At steady state 
condition, reservoir is divided in two zones of free hydrate sediments and HBS by an interface radius 
know as dissociation front (r*). 
                 
Figure 4.4 Axisymmetric HBS reservoir confined between impermeable layer from one side and less 
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Two boundary conditions can be considered: no drawdown at far distance and the constant 
discharge at the wellbore area. Since the second kind of Modified Bessel Function at infinity goes 
to zero  0 0K       then: 
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The hydraulic gradient at each radius of the confined reservoir between two infinite low 
permeable layers can be derived by implementing 1  from Eq. (96) into Eq. (94) then derivative 
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in which K1 is the second kind of Modified Bessel Function of first order. By considering the 
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Hence, based on Eq. (94), Eq. (96), and Eq. (98) the drawdown ‘Sr’ at any specified radius of 
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At steady state conditions, when the pressure drop is kept constant and hydrates stop 
dissociating, from the wellbore area up to the dissociation front ‘r*’ hydrates have been depleted 
and also remain stable beyond that radius. The inner zone is characterized by the permeability of 
the sediment without hydrates ‘kSed’ and the outer zone by the permeability of the hydrate bearing 
sediment ‘kHBS’. Consequently, the reservoir cannot be assumed as a homogeneous porous medium 
anymore, therefore the aforementioned equation should be modified. The concept of the equivalent 
section is implemented in this regard; if n is the ratio of the hydraulic conductivity of free hydrate 
sediments over that of HBS, then the section of reservoir containing free hydrate sediments with 
the length of r* can be represented by the n times longer equivalent section having the same 
permeability coefficient of HBS. But since this modification does not deal with the leakage through 
confining layers, the new leakage factor '   should be used for this section by considering the 
hydraulic conductivity of free hydrate sediments with respect to that of confining layers. As a 
result, if h*[m] is the head of pressure at the dissociation front ‘r*’ based on the corresponding 
temperature on the hydrate phase stability boundary diagram then S* is the drawdown at this 





n r n r
k




HBS Sedk HH k HH
k k



















   
   
   
      
       
       
       



















    
    




                                                                                                (104) 
As shown in Eq. (100) and Eq. (104), the ultimate radius of the pressure induced dissociation 
front in a thin hydrate deposit confined by infinite low permeable layers is a function of 1) the 
radius of the wellbore area ‘rw’ and the imposed head of pressure at this radius ‘hw’; 2) the head of 
pressure at the dissociation front ‘h*’ (which in turn depends on the reservoir temperature through 
the methane hydrate phase boundary); 3) the initial reservoir head of pressure‘h0’; 4) the ratio 
between the hydraulic conductivity of the already dissociated hydrate sediment ‘kSed’ and that of 
the hydrate bearing sediments ‘kHBS’; 5) the leakage factor, which depends on the square root of 
ratio between the permeability coefficient of reservoir sediments and that of confining layers as 
well as a function of their corresponding thicknesses. 
 
4.3.Steady State Cylindrical Flow Between Two Low Finite Permeable Layers 
If the reservoir is confined by low permeable layers extended to the radius of ‘r=R’ and at the 
end of those layers, there are permeable confining layers providing a sufficient flow into the 
reservoir to keep the pressure equal to the  initial one, then new boundary conditions should be 
applied to Eq. (94) at ‘r=R’: 
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, and considering the constant discharge at the wellbore area, Eq. (94) and Eq. 
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If the ultimate radius of both the reservoir and confining low permeable layers is limited to 
the radius of ‘r=R’ at which there is an impermeable rock that makes it impossible to have any 
horizontal flow beyond that radius into either the reservoir or confining layers, then the hydraulic 
gradient at this point should be equal to zero. Hence, by considering Eq. (94) the boundary 
condition at ‘r=R’ is modified as follows: 
0 1 0 2 0 1
1




















      
        
                             
          
 
 
  (107) 
Assuming a small radius of the wellbore with respect to the leakage factor, the constant 
discharge, the aforementioned boundary condition at ‘r=R’, and Eq. (94), the following equation 
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                                                                                          (108) 
Similar to the confining reservoir by infinite low permeable layers, under steady state 
conditions, the reservoir is divided in two zones of free hydrate sediments and HBS. By modifying 
the model based on the aforementioned concept of the equivalent section, the radius ‘r*’ within 
that dissociation takes place for the cases of a permeable medium’s presence beyond ‘r=R’ and 
also an existence of an impermeable rock at this radius, can be derived by solving Eq. (106) and 
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According to Eq. (110) and Eq. (112), the ultimate radius of the pressure induced dissociation 
front in a thin hydrate deposit confined by finite low permeable layers not only depends on the 
five aforementioned factors for the reservoir confined by infinite less permeable layers but also is 
a function of the ultimate radius of confining layers ‘R’, as well as if the reservoir is vertically 





4.4.Criteria for Considering Finite or Infinite Length of Confining Layers 
At any specified radius ‘r’, some portion of the well discharge ‘ wq ’ flows through reservoir ‘
rq ’ while the remaining part ‘ w rq q ’ enters the aquifer through the leakage from low permeable 
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With an accepted error, as shown in Figure.4.5, at 6r   all the well discharge flows through 
the leakage from less permeable confining layers. Therefore, for the sake of simplicity, if the radius 
of less permeable confining layer is six times higher than the leakage factor then those confining 
layers can approximately be assumed as the infinite value. Otherwise the boundary condition 
related to finite confining layers should be implemented. 
Moreover, this concept may help to obtain more realistic and accurate results from numerical 
models by having a good understanding of reservoir boundary conditions and the radius of 
depressurization influenced zone with respect to adjacent layers of HBS deposit. 
 
 





4.5.Simulation and Discussion 
To validate the developed FE program, the results of the analytical solution discussed above 
ware compared against the outputs of a numerical model replicating the same conditions. The 
effects of critical factors are also analyzed.  
Several models were prepared based on various reservoir initial and boundary conditions and 
also different production strategies by imposing a variety of possible pressures at the wellbore to 
verify the code performance when compared against the results from the analytical solution. These 
analyses also allowed studying the effect of crucial parameters and factors related to the problem 
of hydrate dissociation induced by depressurization. Table.4.1 presents the initial reservoir 
conditions and also the imposed pressure at the wellbore for the cases studied for this purpose.  
The intrinsic permeability coefficient for hydrate bearing sediments kHBS=1x10-12 m2 was 
considered in all the models. An initial hydrate saturation Sh=0.5 was adopted. The different ratios 
between already dissociated hydrate sediment permeability coefficient ‘kSed’ and kHBS were 
obtained by adopting different values of the hydrate morphology coefficients N according to Eq. 
(29). Also details about the porosity, the capillary pressure model, and the liquid/gas relative 
permeability models are shown in Table.4.2.    
Table 4-1 Cases considered in the analysis 
Case 
farh   
(m) 
wh   
(m) 











A 1020 306 12 7.14 
B 1224 306 12 2.14 
C 1224 510 12 1.44 
D 1224 306 10 0.91 





Table 4-2 Model parameters used in numerical simulation 
Parameter Value 
Initial saturation  Sh=0.50, Sl=0.50, Sg=0.00 
Intrinsic permeability in HBS  kHBS=1x10-12 m2 (Isotropic: kx = ky = kz) 
Porosity of HBS  φ=0.40 
Porosity of less permeable confining layers φ=0.40 
Capillary pressure model  Po=100 kPa;  λ=0.5  
Liquid relative permeability model 3a    
Gas relative permeability model  3b   
 
Figure.4.6 presents the results from the analytical solution discussed above (lines) for the 
different cases listed in Table.4.1, showing the interplay between the relative sediment 
permeability coefficients kSed/kHBS and the relative pressure dissociation. For example, it is 
predicted that the dissociation front is the farthest (from the well) when the permeability contrast 
between already dissociated and hydrate sediments is the highest. This implies that the 
permeability enhancement during dissociation plays an essential role in the depressurization 
propagation in hydrate reservoirs. For a fixed kSed/kHBS, Cases B, D and E allow assessing the 
effect of the reservoir initial temperature (i.e. all the other factors are identical) showing that the 
larger amount of gas is released from warmer reservoirs. Cases A and C have the same hydraulic 
gradient, as well as, the same initial temperature, but different initial pressures. Under these 
conditions the lower the initial reservoir pressure, the higher the amount of gas produced. Similar 
meaningful discussions can be conducted involving other variables and factors, showing the 
usefulness of this type of solution.  
The proposed analytical solution is also very useful to validate the numerical program. A 2-D 
axisymmetric model including a single vertical producing well that replicates the conditions of the 
analytical solution was developed. A thin and long (L=1200 m) reservoir confined by impermeable 
layers was adopted. The mesh discretization along the radial direction was not uniform, increasing 
logarithmically from 0.12m at rw to 0.80 m at rmax. The final discretization consists of a 2503 
elements. We conducted a mesh sensitivity analysis to confirm that the adopted domain 





Figure 4.6 Results obtained with the analytical solution and numerical models related to reservoir with 
impermeable confining layers for the different cases listed in Table 1. 
 
Each FE steady state simulation corresponds to a point in Figure.4.6, we conducted a total of 
30 analyses (indicated by symbols). To reach the steady state condition we considered a long-term 
depressurization in the simulations. Therefore, the cases were run until practically no changes in 
the variables were observed. A very satisfactory agreement between numerical and analytical 
results was obtained, indicating that the proposed approach is able to capture the main features of 
HBS behavior associated with this particular conditions and could be extended to other conditions. 
For the sake of modeling a reservoir confined by infinite less permeable layers, a long 
reservoir (L=4km) with thickness of ten meters (H=5m) confined by two meters thickness of each 
overburden and underburden (H’=2m) was adopted. The mesh discretization was increasing 
logarithmically from 0.183m adjacent to rw to 15.98m at rmax through the radial direction while 
there was a uniform discretization along vertical direction. The final discretization consists of 7831 
nodes and 7216 elements.  
52 
 
To reach the steady state condition, a long term depressurization was considered in the 
numerical analyses. In some occasions, the steady state condition was not fully achieved (even for 
the very long time duration performed analyses). In these cases, the final conditions were not very 
far from the steady state ones. In fact, for some of the cases analyzed, the analytical solution 
predicted a little bit further dissociation front than the FE solution. Therefore, it appears that if 
those models would run for longer times, both results could match even better. In all the cases, the 
radii of the wellbore area was rw=0.1m. It is also assumed that the rate of heat conductivity is high 
enough to compensate the temperature reduction due to the endothermic behavior of hydrate 
dissociation by reaching the steady state condition. Therefore the head of pressure at dissociation 
front ‘h*’ is derived from the methane hydrate phase boundary diagram for a given reservoir initial 
temperature.  
Figure.4.7 presents the results of the analytical solution for the reservoir confined by infinite 
less permeable layers corresponding to the different cases listed in Table 1, showing the interplay 
between the leakage factor ‘  ’ and the relative pressure dissociation ‘(h* – hw)/(hfar – h*)’.  
Also, Figure.4.8 shows the drawdown through the reservoir confined by infinite less 
permeable layers and having the same properties of Case B with two different leakage factors. As 
illustrated, the result of the numerical analysis perfectly matches with the prediction of the 
analytical solution. 
Generally, the most efficient depressurization is related to a perfectly confined reservoir, but 
for the reservoir which is confined by low permeable layers, favorable condition is the existence 
of a vertical impermeable rock around the ultimate radius affected by depressurization derived as 
a function of the leakage factor. Also depressurization has the lowest efficiency in the reservoir 
confined by finite low permeable layers with the length shorter than affected radius of 
depressurization and connected to high permeable porous medium beyond that point. 
The suggested analytical solution can predict the ultimate radius of the depressurization 
induced dissociation front in HBS at the steady state equilibrium based on reservoir initial 
conditions, hydrate morphology and its pertinent effect on sediment properties, induced pressure 
at the vertical well, and the most important of all, the boundary conditions, geometries and 




Figure 4.7 Results obtained with the analytical solution related to the reservoir confined by infinite less 
permeable layers for the different cases listed in Table 1. Numerical results are very satisfactory when 
compared against that of the analytical solution. 
 
                  
Figure 4.8 Profile of pore pressure through reservoir at steady state condition. Obviously, the result of 
numerical analysis is compatible with the prediction of analytical solution. 
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In addition, defining realistic boundary conditions is the most essential requirement to get 
reasonable results from numerical modeling. By having proper simple data from reservoir 
horizontal and vertical confining layers, the suggested analytical solution can help to define 
realistic boundaries and also determine the influence zone of depressurization.  
As discussed, the analytical solution also depends on crucial factors which affect hydrate 
dissociation like the dependency of sediments properties on the hydrate morphology, the induced 
pressure at the wellbore, the initial pressure, and the temperature of HBS deposit. The comparative 
study was done about the effect of those parameters and the results of both analytical solution and 




5. SAND PRODUCTION:                                                                                  
A SIDE EFFECT OF PRODUCING GAS FROM HBS 
 
 
5.1.State of the Art 
Sand production usually takes place in an unconsolidated sandstone (UCSS) reservoir as a 
side effect of oil and gas production. Sediment degradation and disaggregation of the material 
around the cavity, together with (relatively high) seepage forces (generated by well operation) 
remove the disaggregated particles leading to sand production. This complex phenomenon 
depends on various factors, such as the stress level, stress history, stress distribution (especially 
around the wellbore), seepage forces, as well as sediment and fluids properties. This process is 
generally associated with two main mechanisms; sediment plastification and localized failure of 
the solid phase (i.e. mechanical instability), as well as erosion induced by the fluid drag forces, 
resulting in the dislodgment and migration of loose particles (i.e. hydro-mechanical instability). 
Moreover, these mechanisms are strongly coupled and inter related. Particle disaggregation 
weakens the sediment, decreasing its strength, inducing also stress concentration that leads to local 
failure and the releasing of more particles. Furthermore, seepage velocity also increases with the 
porosity enhancement induced by this process, increasing in turns the ability of the fluid to drag 
bigger particles. These are processes which feed back into each other, exacerbating the problem.  
Since this phenomenon could lead to various problems such as early well completion, 
numerous studies have been conducted in order to anticipate its occurrence and extremeness. 
Based on these studies, proper techniques can be implemented in order to control sanding. Sand 
screens, liners and gravel packs are typically used to limit sand production. Detailed sanding 
analysis are generally required to provide the best well design and also to estimate amount of sand 
to be produced. 
Issues associated with sand production have also been observed in field tests of methane 
production from HBS. For example, sanding was observed during ConocoPhillips gas production 
test from gas hydrate sediments on North Slope of Alaska. Although, sanding was anticipated (i.e. 
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Delta Elite 200 micron screens were implemented before the start of the test) the magnitude of 
sand production was unexpected (i.e. more than 67bbl of sand with a mean particle size of 148μm 
were produced along with gas and water). Some valves were damaged and the tanks and separator 
contained considerable amount of sand at the end of the field trial test. Moreover, during the 1st 
offshore gas hydrate field trial production at Nankai Trough (Japan) in 2013, the operation was 
terminated on day 6 due to severe sanding, although the perforation was equipped with gravel 
pack. More than 30 m3 of sand was produced during this short-term field test.  
Sand production is a relatively well-known problem that has been extensively studied in the 
context of hydrocarbon production from conventional reservoirs. However, this problem 
associated with methane production from HBS possess new and significant challenges that require 
further research. A significant difference is that hydrate dissociation induces profound changes in 
the sediment structure, facilitating even more disaggregation of particles and their subsequent 
transport. In the following, a review of current methods to study sand production are briefly 
introduced. 
The first methods for anticipating sand production were derived from empirical relationships 
in terms of fluid velocity, formation strength and grains size. Ishunwa et al. (2010) proposed a 
simple analytical model for predicting sand production in the Niger delta oil filed. The equation 
was on stablishing the equilibrium between buoyancy and drag forces associated with fluids flow 
in reservoir. This approach is similar to one proposed before by Bratli-Risnes, which shows the 
effect of flow rate, fluid viscosity, grain size, grain density and cavity height on sand production. 
Fjaer et al. (2004) proposed a simple analytical model based on both mechanical behavior and 
erosion equations. This simple model depends on the amount of reducing well pressure blew the 
critical sand production pressure, fluid flow rate, fluid viscosity, and rock cementation. They 
assumed that the removal of sand from the rock is an erosion process driven by the fluid flow, in 
such a way that the rate of produced sand is proportional to the hydrodynamic forces acting on the 
grains. Also there is a minimum force which is required to uphold the erosion process. Wang et l. 
(2011) proposed a model based on the momentum and mass balance equations that simulates the 
sand removal process by equipping it with Eulerian boundary and automatic adaptive re-meshing. 
This model is especially useful for studying the complex behavior of wormhole production during 
cold heavy oil production with sand. According to Papamichos & Vardoulakis (2005) porosity 
diffusion model illustrates erosion in mono-disperse media as opposed to filtration of fines in a 
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coarse matrix. A simple model for fluidized particles discharge is a gradient law that enforces 
particles to exit from regions of increasing porosity. This may be seen as a piping erosion law 
which enforces the flow line of eroded particles to follow the porosity gradient. Papamichos (2004) 
suggested that the rate of fluidized particles mass per unit volume is related to the magnitude of 
the pore pressure gradient.  
Uchida et al. (2016) also studied on sand production model in gas hydrate sediments by 
implementing thermo-hydro-mechanical coupling and enhanced the numerical code which they 
prepared for simulating methane hydrate gas production. They assumed that eroded particles are 
divided into two groups of fluidized and settled particles based on considering two threshold values 
for hydraulic gradient which are functions of hydrate saturation. In fact by satisfying the upper 
value, eroded soil particles are transported by fluid phase. In this model, increasing hydraulic 
gradient does not have any effect on the severity of sanding, which is not realistic. Also, there are 
several factors implemented in this model that should be determined by experimental tests.   
According to previous studies, continuous modeling by considering both mechanical behavior 
of material and erosion equations is the most accurate way to predict and evaluate the sand 
production (Rahmati et al. 2013). 
 
5.2.Methodology  
The framework of the numerical code explained in Chapter.3 is capable to be enhanced for 
considering the soil erosion during the methane hydrate gas production. 
As an adjustment, it is assumed that the liquid phase is composed by two species of eroded 
minerals and water (Figure.5.1). Accordingly, the density of liquid phase can be written as: 
 1l w sc c                                                                                                                                                    (114) 
in which w and s are the densities of water and mineral species respectively and c stands for the 
volumetric concentration of fluidized minerals due to erosion in the liquid phase. 
Therefore, the modified mass balance equation for the water species can be expressed as:  
      1 . 1 1 ww l h h i i w l w l h h i ic S S S c q c S u S u S u f
t
          










    
   
, h , and i   represent the mass density of water specie, hydrate phase, and ice 
phase respectively. Sβ (β=l,h,i)  indicates the phase saturation,   is the mass fraction of water in 






   
    
   
  stands for the external water mass supply per unit volume of the medium.   
 
 
Figure 5.1  Components of HBS grouped into phases and species (considering soil erosion). 
 
Moreover, the mass balance equation of the mineral species, which is found in the solid and 
liquid phases, should be adjusted as follows:  
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 is the mass density of the minerals that make the soil particles.  
As mentioned previously, sand production is initiated by the fluid seepage force when failure 
occurs based on the soil mechanical behavior. The pore pressure gradient model, introduced by 
Papamichos (2004), is implemented in this framework. According to this model, the rate of 
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fluidized particles mass per unit volume of the porous medium is a function of the plastic shear 





















is the rate of sand erosion per unit volume of the medium, s  is the density of 
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is the sand production coefficient, 











0 p pq q
p p p p pL t






















                                                                                (118) 
in which 
p
q   stands for the plastic shear strain, 
*p
q is the threshold value at which sand erosion is 
initiated, 1  is the increment rate of sand production coefficient untill it reaches the maximum 
value of 2  . Although the value of sand production coefficient is determined by an experiment, 
but it would be a function of soil mechanical behavior and also inherent fluid properties like the 
viscosity and the density.  
This numerical code is already equipped with Hierarchical Single Surface model (HISS) 
which is an accurate mechanical modeling with respect to the inherent behavior of HBS. In fact, 
the effects of hydrate saturation and morphology are considered in the mechanical modeling. 
Therefore, the plastic shear strain is calculated by considering those effects and consequently, soil 
erosion is implicitly affected by hydrate saturation and morphology. In the other words, this model 
is taking into account both the accurate mechanical behavior of HBS and also the erosion due to 
flow according to the fluid properties.   
By considering the aforementioned rate of sand erosion, the mass balance equation of intact 
soil particles in solid phase is written as: 
    1 . 1s s su P
t
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                                                                                               (119) 
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 is the velocity of porous medium motion relative to 
the fixed reference system. By implementing the definitions of material derivative with respect to 
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Apparently, as indicted in the above equation, the porosity of porous medium increases with 
sand production. Consequently, there is an expansion in the volume of void while the volumes of 
all phases remain constant except that of liquid phase. Therefore after considering the hydrate/ice 
formation/dissociation at any time step, the phase saturation should be modified based on the mass 
balance equation for the corresponding phase.  
 
 
Figure 5.2 Sand production coefficient is a function of plastic shear strain determined by an experimental 
observation. Both porous medium mechanical behavior and the properties of fluid flow affect this parameter. 
 
Accordingly, the updated ice saturation is derived by considering the mass balance equation 








 represents for the variation of the ice 
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saturation due to the ice formation/melting calculated based on the pseudo kinetic model explained 
in Chapter.3.  
  . ii i i iS S u f
t
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With a same trend, the updated hydrate saturation is calculated according to the mass balance 








 represents for the variation 
of the hydrate saturation due to the hydrate formation/dissociation derived based on the pseudo 
kinetic model described in Chapter.3.  
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Also, at each time-step, the liquid saturation is updated based on mass balance equation for 
liquid phase: 
     * * * * * * * *1 . 1 1 lw l s l w l s l w l s lS c S c c q c q S c u S cu f
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lS  are the effective porosity and the effective liquid saturation respectively.  
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By substituting the Darcy’s equation and the density of liquid phase in Eq. (127), the variation 
of effective liquid saturation will be derived. 
* * * *. ll l l l l lS q S u f
t
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lf and sP  represent the source or sink of the liquid phase due to hydrate/ice formation 
/melting and erosion respectively.  
The variation of liquid saturation due to hydrate/ice formation/melting is calculated based on 
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Therefore, the updated effective liquid saturation is calculated as: 
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 (134) 
where t  and *
lS are the duration of the current time step and the liquid phase saturation at the 
previous time step respectively.  
Consequently, the liquid and the gas phase saturation are derived based on following 
equations: 
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Finally, the volumetric concentration of eroded mineral particles c  in the liquid phase is 
calculated based on the mass balance equation for fluidized soil particles. 
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6. CODE VALIDATIONS AND APPLICATIONS 
 
 
A general mathematical formulation has been developed further to analyze coupled THCM 
problems involving HBS (Chapter.3). This truly coupled formulation incorporates the different 
phases (including solid, liquid, gas, hydrate, and ice) and species (i.e., water, methane, solutes and 
minerals). It takes into consideration thermal processes (i.e., conduction, phase transformation), 
hydraulic processes (i.e., multiphase multicomponent flow), effective-stress dependent sediment 
response, presence of solutes, and changes in sediment properties in the existence of hydrates. The 
formulation was implemented in CODE_BRIGHT, an existing fully coupled multiphysics 3D 
finite element program for geological media (Olivella et al. 1996), in order to advance the current 
understanding of HBS as well as to investigate/optimize production strategies and implications.  
The proposed numerical framework was verified against the analytical solutions, which were 
developed as a part of this study (Chapter.4).  
The simulation of two gas production tests, under controlled conditions on natural samples 
from the Krishna-Godavari Basin and the Ulleung Basin, conducted in the lab were also analyzed. 
These experiments are very useful for both, to advance the current knowledge about the complex 
behavior of sediments under these conditions, and to validate numerical tools. The main tendencies 
observed in the experiments, in terms of pressure evolution, gas produced, and temperature were 
qualitatively well captured by the models. The models also assist to understand the propagation of 
the dissociation fronts inside the samples and the patterns of ice formation during the experiments. 
Moreover, two models were developed that replicate the temperature and pressure evolutions 
during (around) 2,000x103 years that have led to the formation of gas hydrate at Mount Elbert site, 
Alaska.  
 
6.1.Code Validation Against Experimental Data 
6.1.1. The Pressure Core Testing at the Krishna-Godavari Basin  
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Yun et al. (2010) characterized a natural HBS recovered from the Krishna-Godavari Basin 
offshore India during the first Indian National Gas Hydrate Program expedition in 2006. The 
Instrumented Pressure Testing Chamber, IPTC, was used to gather good quality specimens and 
maintain them at 4 ͦ C and 13 MPa. A 21C-02E core of 380mm length and 50mm diameter was 
subsampled under pressure to simulate depressurization induced gas production. The index 
properties of this specimen are shown in Table.6.1 and fully reported in Yun et al. (2010). 
Figure.6.1 presents the X-ray image of the sample prior to testing in which darker colors represent 
high density sediments while lighter colors indicate low density materials like gas hydrates or 
cavities. The controlled depressurization of the pressure core begun with a gradual decrease of the 
hydrostatic pressure at an average rate of 0.18 MPa/min, until reaching the hydrate stability phase 
boundary. The depressurization rate was reduced afterwards, up to about 0.025 MPa/min, until 
reaching the atmospheric pressure. The temperature was continuously measured during the 
controlled depressurization with a thermocouple located 54mm away from the valve (Figure.6.1a). 
 
Table 6-1 Index properties of the 21C-02E core specimen (from Yun et al. 2010) 
Properties Values Device/Technique 
pH 7.75-8.5 Nonbleeding pH strip (± 0.25) 
Specific surface (Sa, m
2/g) 87-94 Methylene blue adsorption 
Liquid limit (wL, %) 73-75 Fall cone 
Plastic limit (wP, %) 34-36 ASTM D4318-05 
Plastic index (wL-wP) 40  
Gravimetric water content (wC, %) 60-65 Oven dry (ASTM D2216) 
Porosity (φ) 0.61-0.63 Computed from wC assuming specific gravity GS = 2.65 
 
To represent the cylindrical sample, a 2-D axisymmetric model was adopted with a uniform 
mesh discretization consisting of 750 elements. The first analysis is based on assuming a 
homogeneous hydrate distribution of 0.298 (Yun et al., 2010). The initial conditions correspond to 
the experimental ones: P=13 MPa, T=4 ͦ C and φ=0.61. An impermeable flow boundary around 
the shell is considered except at the ball-valve position imposed the depressurization rate discussed 
above. A heat radiation condition around the shell for the thermal problem is implemented. 
Furthermore, the hydrate phase boundary described by Eq. (32) for a salt concentration of around 
4 % and the ice-liquid water phase boundary given by Eq. (33) are applied. The other parameters 




Table 6-2 Model parameters used in numerical simulation of the 21C-02E core specimen. 
Parameter Value 
Average initial saturation  Sh=0.298, Sl=0.702, Sg=0.00 
Intrinsic permeability in HBS  kHBS=1.9x10
-12 m2 (Isotropic: kx = ky = kz) 
Porosity of HBS  φ=0.61 
Capillary pressure model  Po=100 kPa;  λ=0.5  
Liquid relative permeability model 3a    









(a) (b) (c)  
   
 
Figure 6.1 Schematic view of a HBS subsample specimen (21C-02E), indicating the position of ball-valve, 
and the thermocouple (from Yun et al., 2010); b) image selected for developing the 3D heterogeneous 
model; c) distribution of hydrate saturation in the heterogeneous model.  
 
The evolution of the experimental and modeling P-T trajectory are presented in Figure.6.2a. 
The endothermic character of the hydrate dissociation is well captured by the model, predicting a 
sharp change of the P-T path direction (i.e. towards the left, in the P-T plane), once the hydrate 
phase boundary is touched. The heat consumed during hydrate dissociation induces a significant 
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cooling of the sample reaching subzero temperatures. Once the hydrate dissociation is completed, 
the path leaves the phase boundary and the temperature increases because of the ambient heat and 
the exothermic of ice formation. The simulated P-T trajectory satisfactorily reassemble the 
experiment one. Figure.6.2b shows the experimental and simulated pressure evolution versus time, 
where the two depressurization rates discussed above are clearly observed. Figure.6.2c presents 
the comparison between experimental and simulated gas production. The model predicts well the 
maximum amount of produced gas, but at a faster rate at advanced stages of the experiment. The 
main trends observed in terms of temperature evolution are qualitatively well simulated 
(Figure.6.4d), but the minimum temperature is underpredicted by the model (i.e. model~-5 °C, 
test~-2.5 °C). The thermocouple was located (Figure.6.1a) in a zone in which hydrate saturation is 
lower than the average value, it is then possible that the local temperature at that position may be 
higher than the ones developed in other sections. A model based on a homogenous hydrate 
distribution cannot capture this type of trend. Therefore, a model considering a heterogeneous 
hydrate distribution was developed to achieve a better description of the test conditions.  
Figure.6.3 presents the contours of hydrate distribution during depressurization. The 
dissociation front propagates initially from the bottom of the sample (where the depressurization 
is induced) and stabilizes at a distance of around 6.5 cm from the bottom. After 110’ 
(approximately) a radial front also develops (i.e. triggered by the ambient heat transfer from 
outside), which progresses towards the center of the sample until the end of the experiment. 
One of the core X-ray images (Figure.6.1b) was adopted to develop a 3D model considering 
a 2D axisymmetric geometry (Figure.6.1c) using MATLAB tools to assign different hydrate 
saturations based on the specimen grayscale color. According to the experiment, the volume of 
hydrate in the 21C-02E subsample was estimated as 136cm3, which results in an average hydrate 
saturation of 0.298. This model perhaps does not capture the full complexity and variability of 
hydrates saturation observed in the natural sample, but do represent an improvement respect to the 
homogenous model. The new model simulation was conducted under the same conditions adopted 
for the homogeneous model. Figure.6.4 presents the main results associated with this modelling. 
The main difference respect to the previous analysis is that now the minimum temperature recorded 
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Figure 6.2 Experimental results versus numerical analysis based on the homogeneous hydrate distribution: 
a) the P-T paths and phase boundaries, b) time evolution of pressure, c) gas produced in terms of pressure 




      
 
t = 0 min t = 90 min t =110 min t = 140 min t = 150 min t = 230 min 
      
Figure 6.3 Evolution of contours of Sh with time, analysis assuming a homogenous hydrate distribution.   
 
In the P-T plane, the changes in hydrate and ice saturations are also included during the 
experiment (Figure.6.4a). Sh starts to decrease when the hydrate boundary is reached by the P-T 
path (i.e. point 1) and continues reducing until point 3, when all the hydrate dissociates. Si starts 
to from when the P-T trajectory reaches the ice-liquid water transition (i.e. point 2), and continues 
forming until the phase transition is reached again (i.e. point 4), during the heating of the sample 
induced by the surrounding and also the exothermic of ice formation. Beyond this point, the ice 






 (a)  (b) 
  
     
 (c)  (d) 
  
Figure 6.4 Experimental results versus numerical analysis based on the heterogonous hydrate distribution: 
a) the P-T paths and phase boundaries, b) time evolution of pressure, c) gas produced in terms of pressure 
evolution, and d) temperature evolution during the experiment. 
 
The under-prediction of the minimum temperature obtained in the initial analysis was not 
related to a possible deficiency of the proposed formulation to properly capture the cooling during 
the endothermic hydrate dissociation, but to the impact of the no-uniform Sh distribution on this 
process.   
The contours of Sh distribution is also plotted during depressurization (Figure.6.5). The two 
clear dissociation fronts observed in the homogenous analysis are also apparent in this case, but 
they are much less marked than before. 
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t = 0 min t = 90 min t =110 min t = 140 min t = 150 min t = 230 min 
       
Figure 6.5 Evolution of contours of Sh with time, analysis assuming a heterogeneous hydrate distribution   
 
In addition to above, a simple 1D plain strain model consists of 3 elements of 4 nodes is used 
to simulate methane hydrate dissociation under the same condition. Figure.6.6 reports the results 
of this analysis. As it is illustrated, the P-T path follows the ice/water boundary when all the 
hydrates dissociate. In other words, the numerical model captures the exothermic behavior of ice 
formation. Since the heat provided by surrounding is not defined as boundary conditions in this 
1D model, the endothermic behavior of hydrate dissociation is just partially compensated by 
exothermic effect of ice formation. On the other hand, as both ice and liquid phases exist in the 
truly isolated model by the completion of hydrate dissociation, the P-T path follows the ice/water 








Figure 6.6 The P-T path in 1D numerical model with respect to the ice/water and the methane hydrate 
phase boundary. 
 
6.1.2. The Pressure Core Testing at the Ulleung Basin, Sea of Japan  
In order to assess the existence of the HBS, to recover deep offshore sediments containing 
methane hydrates, and to investigate physical properties of the HBS, the Korea UBGH01 was 
performed during the summer and fall of 2007. 
 By using the IPTC, which gathered good quality specimens and maintained them at 4 ͦ C and 
15 MPa, Yun et al. (2011) characterized a natural HBS recovered from the Ulleung Basin during 
the first Korea UBGH expedition. A 10B-17P core of 822mm length and 50mm diameter was 
subsampled under pressure to simulate depressurization induced gas production. The index 
properties of this specimen are shown in Table.6.3 and fully reported in Yun et al. (2011).  
 
Table 6-3 Index properties of the 10B-17P core specimen (from Yun et al. 2011). 
Properties Values Device/Technique 
Specific gravity, Gs 2.57 ASTM D854 
Specific surface (Sa, m
2/g) 31 N2 adsorption 
Clay content (%) 12 Less than 2 µm 
Liquid limit (wL, %) 115 ASTM D4318 
Plastic limit (wP, %) 65 ASTM D4318 
Plastic index (wL-wP) 50  
Soil classification OH or MH USCS system 
 
Figure.6.7 illustrates the X-ray image of the sample prior to testing in which darker colors 
represent high density sediments while lighter colors indicate low density materials like gas 
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hydrates or cavities. The controlled depressurization of the pressure core established with a gradual 
reduction of the hydrostatic pressure at an average rate of 0.146 MPa/min for 50 min, until reaching 
the hydrate stability phase boundary. The depressurization rate was reduced afterwards, up to about 
0.0115 MPa/min, for 130min until reaching 3.2MPa. Then, the valve was closed to keep the entire 
mass of chamber constant around 8 hours, from t=180min to t=650min. According to the 
experiment, the temperature remained constant at 1.2 ͦ C, while there was a slight rebound in 
pressure from 3.2MPa to 3.7MPa during this time. Again, the depressurization continued by 
opening the value from t=650min to t=830min to reaching the atmospheric pressure.  The 
temperature was continuously measured during the controlled depressurization with a 
thermocouple located 422mm away from the valve (Figure.6.7). 
 
 
Figure 6.7 Schematic view of a HBS specimen (10B-17P), indicating the position of ball-valve, and the 
thermocouple (from Yun et al., 2011). 
 
A 2-D axisymmetric model was adopted with a uniform mesh discretization consisting of 750 
elements in order to represent the cylindrical sample. The model is based on assuming a 
homogeneous hydrate distribution of 0.195 (Yun et al., 2011). The initial conditions correspond to 
the experimental ones: P=12 MPa, T=3.5 ͦ C and φ=0.75. An impermeable flow boundary around 
the shell is considered except at the ball-valve position imposed the depressurization rate discussed 
above. A heat radiation condition at the valve for the thermal problem is implemented. 
Furthermore, the hydrate phase boundary described by Eq. (32) for a salt concentration of around 
2.05% and the ice-liquid water phase boundary given by Eq. (33) are applied. The other parameters 





Table 6-4 Model parameters used in numerical simulation of the 10B-17P core specimen. 
Parameter Value 
Average initial saturation  Sh=0.195, Sl=0.805, Sg=0.00 
Intrinsic permeability in HBS  kHBS=1.9x10
-12 m2 (Isotropic: kx = ky = kz) 
Porosity of HBS  φ=0.75 
Capillary pressure model  Po=100 kPa;  λ=0.5  
Liquid relative permeability model 3a    
Gas relative permeability model  3b   
 
The evolution of the experimental and modeling P-T trajectory are shown in Figure.6.8a. The 
endothermic behavior of the hydrate dissociation is well captured by the model, predicting a sharp 
change of the P-T path direction (i.e. towards the left, in the P-T plane), upon touching the hydrate 
phase boundary. The heat consumed during hydrate dissociation induces a significant cooling of 
the sample reaching subzero temperatures. Once the hydrate dissociation is completed, the path 
leaves the phase boundary and the temperature increases because of both the ambient heat and the 
exothermic character of ice formation. The simulated P-T trajectory is satisfactorily compatible 
with the experiment one. Figure.6.8b presents the experimental and simulated pressure evolution 
versus time, where the aforementioned depressurization rates are clearly observed. Moreover, the 
slight pressure rebound happened during t=180min to t=650min in the experiment, because of the 
closed valve condition and keeping the entire mass of chamber constant, is also captured by the 
model. Figure.6.8c presents the comparison between experimental and simulated gas production. 
The model predicts well the maximum amount of produced gas. The trends observed in terms of 
temperature evolution are qualitatively well simulated (Figure.6.8d).  
Although for analyzing the subsampled 21C-02E specimen from Krishna Godavari Basin, the 
heterogeneous model is required to capture the exact experimental results, but in the case of the 
10B-17P core sample form the Ulleung Basin, outcomes of the homogeneous model are 
satisfactory compatible with that of the experiment as shown in Figure.6.8. The main difference 
between these two cases is the location of the thermocouple. However, in the first experiment, the 
thermocouple was located close to the valve and the heterogeneity of hydrate distribution is 
considerable at that location, for testing the 10B-17P specimen, the temperature was measured at 
the half length of the sample and the average of hydrate distribution beyond and back of this point 










Figure 6.8 Experimental results versus numerical analysis of the specimen 10B-17P: a) the P-T paths and 
phase boundaries, b) time evolution of pressure, c) time evolution of produced gas, and d) temperature 
evolution during the experiment. 
 
Figure.6.9 presents the contours of hydrate distribution during depressurization. Since the 
chamber was isolated from the environment and there was no heat radiation from the shell, oppose 
to the depressurization of core specimen from Krishna Godavari Basin, the dissociation front 




      
 
t = 0 min t = 650 min t =700 min t = 750 min t = 800 min t = 830 min 
      
Figure 6.9 Evolution of contours of Sh with time, numerical analysis of the specimen 10B-17P.   
 
6.2.Hydrate Formation in Permafrost Settings 
The previous simulations focused on problems involving hydrate dissociation, hereafter the 
formation of methane hydrates under the specific hydrostatic conditions of high pressure and low 
temperature commonly found in permafrost layers is analyzed. According to information on 
permafrost and ground surface temperature (Wolfe, 1980,1994; Brigham & Miller, 1983; Wolfe 
& Upchurch, 1987; Parrish et al., 1987; Spicer & Chapman, 1990; Elias & Matthews, 2002; 
Matheus et al., 2003; Kaufman et al., 2004; Bujak Research International, 2008), stratigraphic and 
geologic information from Alaska North Slope (Reimnitz et al., 1972; Bird, 1981,1999; Collett et 
al., 1988; Valin & Collett, 1992; Frederiksen et al., 1998; Inks et al., 2008), and logging data 
gathered for the Mount Elbert, Dai et al. (2011) reconstructed the evolution of the ground surface 
elevation (GSE), the ground surface temperature (GST), the gas hydrate stability zone (GHSZ), 
and the base of ice bearing permafrost (BIPF) at Mount Elbert site, Alaska North Slope region 
(Figure.6.10). It was assumed that continuous permafrost was formed when the mean annual 
ground surface temperature was below -5 °C and the temperature at the BIPF was -1 °C. 
Furthermore, a linear geothermal gradient of -1.64 °C/100m and -3.56 °C/100m are considered 
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above the BIPF and below the permafrost, respectively (Lachenbruch et al., 1982; Collet et al., 
1988, 2008; Collet, 1993). The fluid pressure is hydrostatic and water table was assumed at GSE. 
Two main formations with high Sh (i.e. between 60% and 75%) have been identified in this area: 
a shallower Unit D (depth: ~614m to ~628 m), and a deeper Unit C (depth: ~650 m to ~666 m).  
As reported in Dai et al. (2011), different possible scenarios have been proposed to explain 
the presence of hydrates in these layers. For example: i) the preexistence of gas reservoirs that 
were transformed into hydrates sediments triggered by favorable P-T conditions was suggested, 
ii) the slow and progressive increase of hydrate saturation formed from biogenic or migrated 
thermogenic gas that arrives at the stability zone. 
 
 
Figure 6.10 Evolution of the ground surface elevation (GSE), the ground surface temperature (GST), the 
base of ice bearing permafrost (BIPF), and the gas hydrate stability zone (GHSZ) at Mount Elbert site 
(from Dai et al. 2011). The depth is based on the current ground surface and time is shown in logarithmic 




In order to replicate the both aforementioned scenarios, two models were prepared at two 
different levels, which are at 300m and 650m below the current GSE shown in the orange and the 
pink dash line in Figure.6.10 respectively.  
A 1D plain strain numerical model consists of 3 elements and 4 nodes is studied based on the 
evolution of pressure and temperature at depth 300m (i.e. the orange dash line in Figure.6.10), 
which is derived from the aforementioned information. 
At the initial condition, the value of both liquid and gas saturation is 0.5 and it is free of both 
hydrate and ice phase. The raise of the GSE and the reduction of the GST provide favorable 
condition of hydrate formation. With a rough calculation, according to the abovementioned initial 
liquid and gas phase saturation, the phase density at corresponding pressure and temperature upon 
touching the hydrate phase boundary, and the assumed hydration number of 5.75, which results in 
value 0.866 for the fractional mass of water in methane hydrate, the final hydrate phase saturation 
should be equal to 0.09 (Figure.6.12), which is satisfactory compatible with the results of 
numerical mode. Higher reductions of the GST in following time steps cause the formation of 
permafrost and extends the area with the favorable conditions for hydrate formation by cooling the 
deeper sediments (Figure.6.11) 
 
 
Figure 6.11 Evolution of pressure, temperature at depth of 300m derived from Dai et al, (2011); evolution 





Figure 6.12 Evolution of phase saturations and the P-T path with respect to the ice/water and hydrate 
phase boundary for the model located at 300m below the current GSE reported by the numerical analysis.   
 
To study the hydrate formation under the second scenario discussed above, a point level 
analysis to mimic the conditions prevailing at the Unit C (i.e. the pink dash line in Figure.6.10) 
was adopted. This model is based on the hypothesis that considers a sediment almost fully water 
saturated and in which hydrates form because of the continuous arriving of gas. Scenarios with a 
larger amount of initial free gas can also be simulated (Figure.6.13). 
 
 
Figure 6.13 Evolution of pressure, temperature at depth of 650m, the Unit C, derived from Dai et al, 




Figure 6.14 Evolution of phase saturations and the P-T path with respect to the ice/water and hydrate 
phase boundary for the model located at 650m below the current GSE, the Unit C, reported by the 
numerical analysis.   
 
The temperature evolution at the Unit C was estimated based on the BIPF/GST and the 
corresponding geothermal gradients suggested by Dai et al. (2011). Also, according to Dai et al. 
(2011) assumption, P was calculated based on the GSE. The raise of GSE and the reduction of 
GST provide favorable conditions for hydrate formation. Hydrates start to form upon the P-T path 
touching the phase boundary (Figure.6.14) and continued increasing afterwards with the 
progressive reduction of Sl, (i.e. because the volume of voids is gradually occupied by hydrates). 
Sg remains very small during the whole analysis. Under the assumed conditions, the model predict 
a current Sh~0.63, which is compatible with the reported values (Lee & Collet, 2011). 
 
6.3.Discussion 
A variety of problems involving HBS have been analyzed with the proposed numerical code; 
from small scale laboratory tests to field scale simulations, and involving hydrate 
formation/dissociation, as well as, ice formation/melting.  
The simulation of two gas production tests conducted in the lab are analyzed under controlled 
conditions on a natural HBS sample. This type of experiment are very useful for both, to advance 
the current knowledge about the complex behavior of sediments under this condition, and to 
validate numerical tools. The main tendencies observed in the experiments, in terms of pressure 
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evolution, gas produced and temperature are qualitatively well captured by the model. However in 
case of analyzing the specimen of the Krishna Godavari Basin, the adopted model under-predicts 
the recorded temperature during hydrate dissociation. To achieve a better description of the 
complex Sh distribution observed in the specimen under study, a model that contemplates a non-
uniform hydrate distribution is developed, which is able to capture very satisfactorily the observed 
experimental behavior, confirming that the main physics that control this problem are properly 
implemented in the formal framework. Also, the experimental dissociation test on the specimen 
from Ulleung Basin is simulated and based on the location of thermocouple, the heterogeneity of 
hydrate distribution does not have considerable effects on the results. Both models also assisted to 
understand the propagation of the dissociation fronts inside the sample and the patterns of ice 
formation during the experiment. The two different set of assumptions behind of these two 
experiments address the characteristic behaviors of hydrate dissociation.   
Further, two models are developed, which replicate the temperature and pressure evolutions 
during (around) 2,000x103 years that have led to the formation of gas hydrate at Mount Elbert site, 
Alaska. It was assumed that the hydrates were formed at depth 300m below the current ground 
surface elevation by consuming the preexisting gas upon providing the favorable P-T conditions 
by arising the elevation and cooling the temperature at the ground surface elevation. The 
concentration of formed hydrate is compatible with that of calculated theoretically. Based on the 
other scenario assuming hydrates were formed at depth 650m below the current ground surface by 
consuming migrated gas from lower elevation a Sh~0.63 was computed, which concurs with the 






Methane hydrate reservoirs have been known as a huge source of clean energy. The crystalline 
structure of hydrate is dissociated, which results in releasing significant volume of methane gas by 
the aid of depressurization, CH4-CO2 replacement, heat and/or chemical stimulation.  
The experimental study of HBS has been hindered by the very low solubility of methane in 
water (preparing artificial samples in lab), and inherent sampling difficulties associated with 
depressurization and thermal changes during core extraction. This situation has prompted more 
decisive developments in numerical modeling in order to advance the current understanding of 
hydrate bearing sediments, and to investigate/optimize production strategies and implications.  
Numerical simulation of methane hydrate gas production is also challenged by the complex 
behavior of HBS since hydrate dissociation comes along with interrelated THCM processes. 
Moreover, the potential ice formation during hydrate dissociation possess additional difficulties in 
numerical modeling. Complex stress paths in the P-T space with two phase boundaries (i.e. ice-
liquid and gas-hydrate phase lines) are anticipated during gas production, including secondary ice 
and hydrate formation.  
A critical component of this research is a coupled THCM formulation for HBS that allows 
integrating, in a unique and consistent framework, all the physics and interactions that control the 
behavior of this type of soil. It is a truly coupled mathematical framework that solves all the 
governing equations simultaneously in a monolithic manner. This robust numerical framework is 
able to capture the P-T paths and ensuing phase transmissions during methane hydrate gas 
production in both marine and permafrost settings based on the analysis of available data from 
laboratory tests and field experiments.  
Therefore, by deep understanding the inherent natural behavior of HBS, a computer code has 
been developed to analyze problem associated with HBS. This finite element computer program 
takes into consideration thermal and hydraulic processes in deformable porous media, also 
accounts for the changes in sediment properties in the presence of hydrate dissociation/formation, 
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and it has been implemented in CODE_BRIGHT (Olivella et al., 1996), an existing coupled 
multiphysics program for geological media.  
 The proposed numerical code paves the path to advance the current knowledge of HBS; to 
simulate the hydrate dissociation/formation more efficiently and precisely; to investigate the 
crucial parameters, which affects the methane hydrate gas production; to optimize the future field 
production studies in marine and permafrost sediments; to minimize the hazardous side effects; to 
address the most pertinent questions that have emerged from both past lab tests and previous field 
scale experiences.  
Implementing the novel pseudo kinetic model in this framework makes it possible to simulate 
the two-way phase transitions for both ice and hydrate and avoids complexities of the classical 
model.  
Considering fully coupled THCM formulations instead of sequential methods makes the 
numerical analysis much more straightforward and accurate because of preventing linking two or 
more different numerical codes to study the problems involving HBS and avoiding one-way 
coupling, which cannot truly replicate the inherent behavior of HBS. 
According to the presented framework, comprehensive 1D models were studied in Chapter.3 
to address the inherent behavior of HBS and the proposed numerical code successfully captures 
the complex phenomena associated with hydrate formation/dissociation.  
When solving engineering problems both transient and steady state analyses are relevant. 
Transient solutions are typically used, amongst others, to learn about gas production rate, to 
investigate optimal production strategies, and to perform sensitivity studies aimed at understanding 
the impact of material parameters (and other factors) on gas production. Steady state analyses are 
equally relevant because they demonstrate about the limit (or the final condition) of the problem 
under study.  
In this study, an analytical solution was also developed for the steady state condition involving 
fluid flow in an axisymmetric cylindrical geometry with various confining situations and 
accounting for the presence of two zones of different permeability coefficients for HBS and free 
hydrate sediments within the reservoir. This solution can be very useful in problems encompassing 
HBS as it provides the physical limit to the zone around a vertical well that can experience 
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dissociation triggered by depressurization. From this solution, it is possible to learn about the 
maximum amount of gas that can be produced from a given reservoir under these assumptions.  
The suggested analytical solution predicts the ultimate radius of the depressurization induced 
dissociation front in HBS at the steady state equilibrium based on reservoir initial conditions, 
hydrate morphology and its pertinent effect on sediment properties, induced pressure at the vertical 
well, and the most important of all, the boundary conditions, geometries and properties of reservoir 
confining layers.  
The numerical simulations have been combined together with analytical solutions and 
constitutive modeling, with the aim of achieving a better understanding of the behavior of HBS. 
To validate the FE program, the results of the analytical solution were compared against the outputs 
of a numerical model replicating the same conditions. Since the analytical solution depends on 
crucial factors which affect hydrate dissociation like the dependency of sediments properties on 
the hydrate morphology, the induced pressure at the wellbore, the initial pressure, and the 
temperature of HBS deposit, the effects of critical factors were also analyzed and discussed in 
Chapter.4 and the results of both analytical solution and numerical models are compatible. For 
example, it is predicted that the dissociation front is the farthest (from the well) when the 
permeability contrast between already dissociated and hydrate sediments is the highest. This 
implies that the permeability enhancement during dissociation plays an essential role in the 
depressurization propagation in hydrate reservoirs. For a fixed kSed/kHBS, the effect of the reservoir 
initial temperature was assessed (i.e. all the other factors are identical) showing that the larger 
amount of gas is released from warmer reservoirs. Moreover, under conditions in which all the 
factors are the same except the initial pressure, it was observed that the lower the initial reservoir 
pressure, the higher the amount of gas produced. Similar meaningful discussions can be conducted 
involving other variables and factors, showing the usefulness of this type of solution.  
Furthermore, outputs of the developed numerical model were compared with those of the 
proposed analytical solution for the steady state conditions. The comparison between numerical 
model and analytical solution confirmed that the proposed numerical code is well suited to estimate 
the limits of gas production from HBS reservoirs. 
According to the analytical solution, generally, the most efficient depressurization is related 
to a perfectly confined reservoir, but for the reservoir, which is confined by low permeable layers, 
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favorable condition is the existence of a vertical impermeable rock around the ultimate radius 
affected by depressurization derived as a function of the leakage factor. Also depressurization has 
the lowest efficiency in the reservoir confined by finite low permeable layers with the length 
shorter than affected radius of depressurization and connected to high permeable porous medium 
beyond that point. 
   In addition, defining realistic boundary conditions is one of the most essential requirements 
to get reasonable results from numerical modeling. By having proper simple data from reservoir 
horizontal and vertical confining layers, the suggested analytical solution can help to define 
realistic boundaries and also determine the influence zone of depressurization.  
Sand production is a relatively well-known problem that has been extensively studied in the 
context of hydrocarbon production from conventional reservoirs. However, this problem 
associated with methane production from HBS possess new and significant challenges that require 
further research. A significant difference is that hydrate dissociation induces profound changes in 
the sediment structure, facilitating even more disaggregation of particles and their subsequent 
transport. A review of current methods to study sand production was provided in Chapter.5 and 
comprehensive augmented formulations, based on the framework presented in Chapter.3, were 
developed to enhance the numerical code for the sake of simulating this side effect of methane 
hydrate production. 
A variety of problems involving HBS have been analyzed with the proposed numerical code; 
from small scale laboratory tests to field scale simulations, and involving hydrate 
formation/dissociation, as well as, ice formation/melting.  
The simulation of two gas production tests conducted in the lab are analyzed under controlled 
conditions on a natural HBS sample. This type of experiment are very useful for both, to advance 
the current knowledge about the complex behavior of sediments under this condition, and to 
validate numerical tools. The main tendencies observed in the experiments, in terms of pressure 
evolution, gas produced and temperature are qualitatively well captured by the model. However in 
case of analyzing the specimen of the Krishna Godavari Basin, the adopted model under-predicts 
the recorded temperature during hydrate dissociation. To achieve a better description of the 
complex Sh distribution observed in the specimen under study, a model that contemplates a non-
uniform hydrate distribution is developed, which is able to capture very satisfactorily the observed 
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experimental behavior, confirming that the main physics that control this problem are properly 
implemented in the formal framework. Also, the experimental dissociation test on the specimen 
from Ulleung Basin is simulated and based on the location of thermocouple, the heterogeneity of 
hydrate distribution does not have considerable effects on the results. Both models also assisted to 
understand the propagation of the dissociation fronts inside the sample and the patterns of ice 
formation during the experiment. The two different set of assumptions behind of these two 
experiments address the characteristic behaviors of hydrate dissociation.   
Further, two models are developed, which replicate the temperature and pressure evolutions 
during (around) 2,000x103 years that have led to the formation of gas hydrate at Mount Elbert site, 
Alaska. It was assumed that the hydrates were formed at depth 300m below the current ground 
surface elevation by consuming the preexisting gas upon providing the favorable P-T conditions 
by arising the elevation and cooling the temperature at the ground surface elevation. The 
concentration of formed hydrate is compatible with that of calculated theoretically. Based on the 
other scenario assuming hydrates were formed at depth 650m below the current ground surface by 
consuming migrated gas from lower elevation a Sh~0.63 was computed, which concurs with the 
reported hydrate saturation in the unit under analysis.  
Finally, the following activities are recommended for the future studies: 
 Extending the analytical solution for the reservoir with more than one wellbore. By 
modifying the assumed boundary conditions, it is possible to calculate the profile of drawdown 
due to multiple sources of depressurization.  
 Moreover, the suggested analytical solution can be adapted for the case of hydrate gas 
production induced by depressurization from a horizontal well. Besides considering the proper 
boundary conditions, the equation of flow at equilibrium should be adjusted. 
 Furthermore, with the same approach but in different assumption, the analytical solution 
can be developed under the transient condition. In this case, the endothermic feature of hydrate 
dissociation and the ambient heat provided by surrounding should be considered. Obviously, all 
terms should be taken into consideration in terms of time evolution. The outputs provide valuable 
details about the production strategy optimization based on the effect of crucial parameters in terms 
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