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ContentsMarket analysts and central banks often use the implied volatility of FX options as an indicator of expected exchange
rate uncertainty. The aim of our study is to investigate the limits of this statistic. We present some key factors that may
deviate the value of implied volatility from the exchange rate variability expected by the market. These biasing factors
are linked to the simplifying assumptions of the Black-Scholes option pricing model. Our empirical results show that
forint/euro implied volatilities carry useful information about future exchange rate uncertainty when the forecast horizon
is shorter than one month. However, implied volatility provides a biased estimate, and does not encompass the informa-
tion included in other (GARCH, ARMA) predictors of volatility calculated from historical exchange rate data. These results
are in line with the findings of similar analyses of other currency pairs.
Keywords: option, volatility, exchange rate.
JEL: G13.
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AbstractBlack-Scholes implied volatility can be calculated by computing the volatility value that equates the theoretical option
price given by the Black-Scholes formula with the observed market price of the option. Analysts of financial markets often
consider the implied volatility calculated with this method as a good estimate of the expected price uncertainty of the
underlying product. Private market analysts, central banks and international institutions often use implied volatility calcu-
lated from currency and stock index options to characterise market uncertainty. Various publications of the Magyar
Nemzeti Bank also refer to the implied volatility of forint/euro options.
1
The aim of this study is twofold. The first aim is to examine whether it is worthwhile monitoring this indicator, i.e. whether
it is possible to infer the market’s expectations and the future exchange rate uncertainty from the path of the implied
volatility. The second is to highlight some of the ”caveats” that come with implied volatility and describe the factors ana-
lysts of implied volatility may want to pay attention to when interpreting this indicator and when drawing conclusions
based on its developments. 
We touch on two closely interrelated subjects. Firstly, we examine how the differences between the nature of the ”real”
financial markets and the simplifying assumptions of the Black-Scholes model influence the value of implied volatility.
Secondly, we perform an empirical analysis to decide how forint/euro implied volatility performs in practice as the pre-
dictor of the future uncertainty of the forint/euro exchange rate.
The paper is structured as follows. In Chapter 2, we discuss the biasing factors that stem from the simplifying assump-
tions of the Black-Scholes model, which may result in differences between the Black-Scholes implied volatility and the
market’s actual expectation of future volatility. In Chapter 3 we review the empirical literature on the forecasting ability
of implied volatility. In Chapter 4 we present the result of our own econometric analysis on the forecasting ability and
information content of the implied volatility calculated from forint/euro foreign exchange options. Chapter 5 summaris-
es our conclusions on how it is worthwhile using and interpreting implied volatility as an indicator of future exchange
rate uncertainty.
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1. Introduction
1 From time to time, both the Quarterly Report on Inflation and the Report on Financial Stability use the forint/euro implied volatility as an indicator of mar-
ket uncertainty (see, for example, MNB [2004], MNB [2005]). The various data sources of forint/euro implied volatility, together with a broader description
of the Hungarian currency option markets, are presented by Csávás and Gereben (2005).As mentioned in the introduction, both financial market participants and central banks use the Black-Scholes implied
volatility as a measure of future uncertainty of asset prices. In such analyses, changes in implied volatility are, in most
cases, interpreted as a shift in expectations about the uncertainty of the given asset’s price. Meanwhile, it is often forgot-
ten that implied volatility, due to the simplifying assumptions of the underlying Black-Scholes pricing model, often pro-
vides a biased picture, and its value can be influenced by other factors in addition to the uncertainty related to the price
of the options’ underlying asset.
If the relationship between implied volatility and market expectations is carefully examined, it becomes evident that
implied volatility, even theoretically, does not provide an unbiased estimate of the market’s expectations regarding
uncertainty, except under some very strict conditions that are not likely to occur in real-world financial markets. Therefore,
prior to the empirical analysis of implied volatility’s forecasting ability, it is worth elaborating on the factors which may
bias the value of implied volatility.
2.1. THE RELATIONSHIP BETWEEN IMPLIED VOLATILITY 
AND THE SUBJECTIVE EXPECTATIONS OF THE MARKET
Why do we monitor implied volatility? Let us presume that market participants have (subjective) expectations regarding
the probabilities of possible future developments in the exchange rate. It may be useful to learn about this probability
distribution for several reasons. Knowing what the market as a whole expects about prices is important in itself for mar-
ket participants and monetary policy-makers to evaluate the possible consequences of trading and policy decisions.
Furthermore, if market participants are presumed to be rational, then the market’s expectation is likely to be a good pre-
dictor of future price developments. Implied volatility is usually considered as a simple estimate of the dispersion of the
market’s subjective probability distribution.
The market’s subjective expectations are reflected in the prices of options. If options are traded on the market and their
market prices are observable, then we can use this price data to calculate the implied volatility by ”reverting” the Black-
Scholes formula and computing the volatility value that equates the Black-Scholes price with the price observed on the
market. Chart 1 shows the relationship between the market’s subjective expectation and the implied volatility calculated
as described above.
The starting point for mapping the expectations is the observable data, namely the listed option price. The theory of asset
pricing suggests that there exists a direct relationship between the option price and the subjective probability distribu-
tion of the market expectation. According to the theory, the market’s subjective expectations about the future and the
market participants’ risk preferences can be combined to create a so-called ”risk-neutral” probability distribution. This
distribution – which is sometimes referred to as state-price density – plays a central role in option pricing. Under the the-
ory’s usual assumptions about the market structure, the knowledge of the risk-neutral probability distribution allows the
precise pricing of all derivative products of a given underlying asset, including options.
2
If the above logic worked in the other way as well, one could calculate the risk-neutral distribution from option prices,
and from the risk-neutral distribution the market’s subjective expectations could also be filtered out. Unfortunately, how-
ever, the reverse procedure usually cannot be done in practice. The reason is that deriving the risk-neutral distribution
from option prices requires simultaneous and reliable price data for a large number of different options on the same
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2. Theoretical reasons behind the difference
between implied volatility and expected 
uncertainty
2 The relationships between option prices, risk-neutral probability distribution, preferences and subjective expectations are discussed in detail by Aït-
Sahalia and Lo (2000) and Jackwerth (2000).underlying asset. In practice such data are not available and the methods for approximating the missing data work only
for the most liquid option markets. Even for these markets, taking the risk preferences into account creates an addition-
al problem, as they are not observable empirically.
Analysts of financial markets can cut through the Gordian knot by using the Black-Scholes implied volatility, which allows
us to obtain a quick estimate of the distribution of subjective expectations and its dispersion from relatively little data.
However, in exchange for the simplicity, we must bear in mind that if we use the Black-Scholes formula, we make several
strong implicit assumptions about the market environment. Although these assumptions simplify the calculations and reduce
the data requirements, they often do not hold in reality, thus the estimates obtained are biased to a certain extent.
The assumptions of the Black-Scholes formula are as follows: 
• the logarithmic changes in the underlying asset’s price follow a normal distribution;
• the risk-free interest rate is constant;
• the volatility of the underlying asset’s price is constant;
• there are no transaction costs;
• there are no arbitrage opportunities; and 
• the trading of the underlying asset is continuous.
Since in reality these assumptions never hold perfectly, we cannot expect the Black-Scholes implied volatility to be iden-
tical with the actually expected uncertainty.
In addition to the deviations caused by the above assumptions, risk preferences also bring bias into the calculation of
implied volatility. Under the special assumptions of the Black-Scholes model the risk-neutral and subjective probability
distributions differ only in their expected values, but their shape and dispersion is identical. As a result, risk preferences
do not have to be taken into account when calculating the Black-Scholes implied volatility. However, this is not true for
the general case. Outside the universe of the Black-Scholes model, the shapes of the risk-neutral distribution and the
distribution describing subjective expectations are not necessarily identical, and consequently their dispersion, meas-
ured by the volatility, may also be different.
MAGYAR NEMZETI BANK
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subjective expectations Implied volatilityIn the following subsections we examine one by one the potential reasons behind the bias of implied volatility, and
look into the extent and the nature of the bias they may cause in practice.
3
2.2. DEVIATIONS FROM THE NORMAL DISTRIBUTION
The Black-Scholes model assumes that the logarithmic changes of the underlying asset’s price follow a normal distri-
bution. In reality, however, observed price changes of financial products, including exchange rates, are different from
the normal distribution. The empirical distribution is usually more peaked (leptokurtic) than the normal. This also
means that extreme outcomes at the distribution’s tails are more frequent. If the empirical distribution is non-normal,
it is plausible to presume that the distribution describing market participants’ expectations is also likely to differ from
the normal.
A sign of this extra leptokurtosis can also be observed on most option markets. Market data show that implied volatil-
ities of options at different strike prices but identical maturity are usually different, while they should be identical if the
normality assumption of the Black-Scholes model were true. In reality, the implied volatility of options with strike prices
near the spot price (at-the-money options) is usually lower than that of in-the-money and out-of-the-money options,
which have strikes farther away from the spot price. This phenomenon is called the volatility smile curve. In addition,
the smile curve is usually not symmetrical, but tilted towards one direction or the other. This indicates that the under-
lying distribution is not symmetrical either.
It cannot clearly be decided which point of the implied volatility smile represents best the true dispersion of the distribu-
tion describing expectations. Most often the implied volatility of at-the-money forward (ATMF) options is used in analysing
foreign exchange markets. However, the reason is not theoretical – since the market of at-the-money options is usually
the most liquid, these data are the most reliable and the easiest to observe.
4
The ATMF implied volatility is usually close to the lowest point of the volatility smile curve. Assuming that the standard devi-
ation of the market expectations can be obtained as some mean value of the observed implied volatilities, the ATMF
implied volatility, being at the lower section of the volatility smile curve, is biased downwards (Backus, Foresi, Li and Wu
[1997]).
2.3. STOCHASTIC INTEREST RATE
The Black-Scholes model assumes that the risk-free interest rate is constant; in reality, it is not. If we calculate implied
volatility from market prices, the resulting indicator will simultaneously reflect both the underlying asset’s expected price
volatility and the volatility of interest rates.
Merton’s (1973) model releases the assumption of constant interest rate and examines how the price of the option can
be calculated when interest rates are stochastic. According to his findings, the Black-Scholes formula remains valid with
stochastic interest rates as well, with the difference that the volatility of the original formula should be replaced with the
sum of the squares of the volatility of the underlying asset and the volatility of the risk-free asset. Formally:
,
where  is the volatility value brought into the BS formula, σ is the volatility of the underlying asset, σP
2 is the volatility of
the risk-free asset, and ρ is the correlation coefficient between the prices of these two instruments.
How does this affect the value of implied volatility? The Merton model suggests that the Black-Scholes implied volatility
is in fact the function of three factors: the (expected) volatility of the underlying asset, the volatility of the risk-free asset
and the price correlation of the two assets. Therefore, when interest rates are stochastic, the Black-Scholes implied
σ ˆ
() P P ρσσ σ σ σ 2 ˆ
2 2 2 − + =
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3 Bates (1996) provides a similar, but more technical analysis of the factors potentially biasing the implied volatility. Poon and Granger (2005) also provide
a comprehensive summary of the possible reasons for the bias.
4 Bates (1996) describes some alternative measures of implied volatility, which can be obtained by averaging various points of the volatility smile curve.volatility cannot be considered an unbiased predictor of the underlying asset’s volatility, as it also reflects the interest
rate volatility to some extent. The size and direction of the bias depend on the magnitude of interest rate volatility and
the direction of the correlation of the two asset prices.
In practice, the volatility of interest rates, especially for options with short maturity, is not significant, as the volatility of
the risk-free assets is negligible compared to the volatility of the underlying assets, like equity and foreign exchange.
The bias is therefore usually rather small. However, there are periods when interest rate volatility increases. During
these periods it is necessary to take the effect of interest rate volatility into account when interpreting implied volatili-
ty. This is particularly true for options with longer maturities, which are more sensitive to interest rate variability.
(Appendix 1 provides an analysis of the interest rate bias in the implied volatilities of long-maturity forint/euro foreign
exchange options.)
2.4. STOCHASTIC VOLATILITY
The Black-Scholes model assumes that the volatility of the underlying asset is constant: if the assumptions of the origi-
nal model held in the real world, the value of implied volatility should always be the same. Consequently, the fact that
implied volatility is not constant in time seems to question the relevance of the indicator itself.
Nevertheless, using the Black-Scholes formula when volatility is variable is not unjustified. Merton (1973) showed that if
volatility is a known, deterministic function of time, the Black-Scholes model remains valid, provided that the volatility is
replaced by the average volatility of the base product for the duration of the option.
If volatility follows a stochastic process, however, the Black-Scholes formula does not hold anymore. Hull and White
(1987) provided a pricing formula for a particular case of stochastic volatility, when the volatility and the price of the
underlying asset do not correlate. Under the assumptions of the Hull-White model, the at-the-money implied volatility cal-
culated using the Black-Scholes model is slightly biased downwards, while in the case of in-the-money and out-of-the
money options the bias goes upwards (Bates [1996], Poon and Granger [2005]). Fleming (1998) shows that for short-
maturity at-the-money options the Black-Scholes model is nearly linear with regard to volatility; therefore implied volatili-
ty calculated from such options is an almost unbiased predictor of the volatility expected until the option’s maturity, if the
conditions of The Hull-White models hold.
Since the appearance of the Hull-White model, several other option pricing techniques have been developed under the
assumption of stochastic volatility (see, for example, Heston [1992]). From our perspective, is worth highlighting the
GARCH option pricing models (Duan 1995), which assume that the underlying asset’s volatility follows a generalised
autoregressive process of conditional heteroskedasticity (GARCH). The GARCH option models are particularly interest-
ing due to their good empirical performance. As will be discussed in later chapters of this study, most empirical analy-
ses find that implied volatility calculated from the at-the-money options usually overestimates the realised volatility. This
contradicts the conclusions of the traditional stochastic volatility models, but at the same time it is in line with the predic-
tions of the GARCH option pricing models.
2.5. THE DIFFERENCE BETWEEN THE RISK-NEUTRAL DISTRIBUTION
AND THE DISTRIBUTION OF THE MARKET’S EXPECTATIONS
General equilibrium models of option pricing (e.g. Cox, Ingersoll and Ross [1985]) suggest that the probability distribu-
tion obtainable directly from the option prices is a so-called risk-neutral distribution. The risk-neutral distribution can be
considered as a mixture of the distribution of the market’s expectations and the market participants’ risk preferences.
The Black-Scholes model is a special case in a sense that under its assumptions the dispersions of the risk-neutral dis-
tribution and the distribution of subjective expectations are identical.
In reality, where the assumptions of the Black-Scholes model do not hold, the dispersions of the risk-neutral distribution
and of the distribution of subjective expectations are not necessarily identical. Implied volatility may thus be biased, as
it may reflect risk preferences as well as the market’s expectations. 
MAGYAR NEMZETI BANK
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of option prices for various instruments (Melick and Thomas [1997], Bahra [1997], Malz [1997], Gereben [2002], etc.)
assumed that it was negligible. Most of these works refer to Rubinstein’s study (1994), which asserts that the risk-neutral
and the subjective distributions differ mainly in their expected value, and the difference between their dispersion and
higher-order moments is insignificant. 
However, according to more recent studies, the difference may be important for practical applications as well. Using a
more general model than the Black-Scholes case, Bliss and Panigirtzoglou (2002) find that for the S&P 100 equity index
options the dispersions of risk-neutral and subjective distributions differ only slightly. However, this difference is sufficient
to affect the forecasting ability of options-based forward-looking indicators. Breuer (2003) draws a similar conclusion for
Hong Kong dollar/US dollar foreign exchange options.
2.6. MARKET IMPERFECTIONS AND INVESTORS’ PREFERENCES
The Black-Scholes model involves strict assumptions about the market’s structure. If these do not hold – e.g. transaction
costs exist and arbitrage opportunities cannot completely be exploited – option prices observed in the market do not
reflect the expectations perfectly. If this is the case, demand and supply conditions of the option market can also influ-
ence the prices, beyond the market expectations, at least to a certain extent. This causes an additional bias factor. This
bias is less important for highly liquid markets, where bid-ask spreads are narrow. For the forint/euro foreign exchange
options, however, which cannot be considered too liquid,
5 the bias caused by market imperfections is likely to be reflect-
ed, even in the implied volatility of the most liquid at-the-money options. 
Prices may also become biased if the risk-taking ability of individual market participants is limited and different market
participants have different risk preferences. For example, on markets for equity index options it is often observed that the
price – and the implied volatility – of put options with low strike prices is much higher than the theoretically fair price sug-
gested by option pricing models. Numerous studies, e.g. Franke, Stapleton and Subrahmanyam (1998) or Bates (2001),
explain this phenomenon by market segmentation. Large investment funds like buying such options to insure themselves
against large falls in equity prices. At the same time, there are very few market participants that are able to sell large
quantities of out-of-money put options, since for most financial institutions the internal or external risk regulations do not
allow the excessive accumulation of such exposures. Due to the different preferences and the risk-taking limits, the price
of these options is higher than what would be justified by the expected probability distribution of equity prices, while reg-
ulations and differing risk preferences prevent market participants exploiting the arbitrage opportunity.
Similar phenomena arise in foreign exchange option markets, too. According to the triennial global foreign exchange
market survey of the BIS, option market-makers sell more options than they buy (BIS [2005]). This suggests that the mar-
ket of foreign exchange options is also segmented: the market makers’ clients tend to buy options, while the supply is
provided by market-makers themselves. As they are likely to have limited risk-taking abilities, and hedging open option
positions with other instruments is costly, the extra risk taking is likely to be reflected in the option prices.
Other forms of supply constraints, arising from the segmented markets, may further bias the value of implied volatility in for-
eign exchange option markets. For example, hedging strategies connected to some exotic options often require very large
transactions on the market for regular, plain vanilla currency options. In these cases it is often empirically observable that
sudden, temporary shifts in demand or supply, caused by these hedges, affect the value of implied volatilities calculated
from regular at-the-money options (Malz [1995], Csávás and Gereben [2005]). 
2.7. THE EFFECT OF AN EXCHANGE RATE BAND
In the case of the forint-euro implied volatilities, the role of the exchange rate band should be also mentioned.
6 The fact
that the exchange rate of the forint does not float freely, but can only fluctuate between the limits of the declared
exchange rate band, affects the values of implied volatility, and in certain cases may cause significant bias. 
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5 While the bid-ask spread of euro-dollar options is around 10-40 basis points, this value for the forint-euro options fluctuates between 100 and 300 basis
points (Csávás and Gereben [2005]).
6 Naszódi (2004) examines the link between the Hungarian forint’s exchange rate band and option prices from a different aspect.Due to the existence of the exchange rate band, the probability distribution of exchange rate changes differs from the
normal. If the band is perfectly credible, the exchange rate cannot have values out of the band. Even in the case of a
not fully credible exchange rate regime, the probability of out-of-the-band exchange rate outcomes is usually smaller
than that of within-the-band values. As a result, if the exchange rate approaches the edge of the band, the future prob-
ability distribution will be tilted compared to the normal distribution, which is symmetrical.
In an exchange rate band, the expected volatility of the exchange rate depends on the position of the exchange rate
within the band. In Krugman’s (1991) exchange rate target zone model, which assumes a completely credible exchange
rate band, it can be shown that the closer the exchange rate to the edge of the band, the smaller the dispersion of the
distribution of the expected future exchange rate (Svensson [1991]).
This result can also be extended to some models in which the band is not completely credible, i.e. there is a positive
probability of giving up the band. In those target zone models where the probability of giving up the band is determined
independently of the exchange rate developments (models with exogenous realignment risk, e.g. Bertola and Svensson
[1993]), the expected volatility of the exchange rate declines when the exchange rate approaches the edges of the band,
similarly to the case of the credible target zone.
However, in models where the target zone’s maintenance depends on the same fundamentals as the value of the
exchange rate (so-called endogenous realignment models, e.g. Bertola and Caballero [1992]), the situation is the oppo-
site: when approaching the edge of the band, the expected volatility of the exchange rate increases.
All in all, the existence of the band affects the value of the expected exchange rate volatility. Even if all other factors
remain unchanged, the distance from the edge of the band has an impact on the expected exchange rate uncertainty;
and the magnitude and direction of this effect depends on the credibility of the band.
This attribute can also be used for verifying the credibility of the exchange rate band. Campa and Chang (1998), for
example, test the credibility of the Exchange Rate Mechanism (ERM) of the European Monetary System based on the
implied volatilities calculated from option prices on the member countries’ currencies. They found that during times when
exchange rates were close to the band limits, implied volatilities usually rose. This is consistent with the endogenous
realignment models and indicates that the ERM had lost its credibility in the market’s eye well before the emergence of
exchange rate crises.
A relevant question is how well does Black-Scholes implied volatility measure the expected exchange rate volatility in
target zone systems, where the exchange rate’s distribution is clearly not normal. In the following we illustrate with a
numerical example the magnitude of the potential bias resulting from the existence of an exchange rate band.
De Jong, Drost and Werker (2001) propose an exchange rate model with a credible target zone, which model is similar
to the Krugman model, but easier to handle in terms of calculation. They also derive an option pricing formula consistent
with the model. Using this framework, we examined the magnitude and direction of the bias which may be caused by
using the Black-Scholes implied volatility in a credible band.
The results of this experiment are shown in Table 1. In our example, the parameters of the model were set in a way such
that the edges of the band correspond to the Hungarian framework. Implied volatility around the middle of the band is
set at an annual level of 5 per cent.
7
Given these assumptions, the table shows the developments in the one-year ahead volatility of the expected exchange
rate approaching the edge of the band, and its estimate indicated by the Black-Scholes implied volatility, calculated
backwards from the price of one-year ahead options, priced with the framework’s own option pricing model. The last row
of the table shows the percentage difference between the two volatilities.
MAGYAR NEMZETI BANK
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7 We would like to call our readers’ attention to the fact that our calculations are illustrative only. We have not tested whether the assumptions of the model
hold in practice, nor are the parameters based on empirical estimates. Our aim here is to show, within the framework of a given model, how large a bias
the existence of the band can bring into the value of implied volatility. We do not intend here to provide even a rough representation of the Hungarian
exchange rate regime.It can be seen from the table that in this model, which assumes a perfectly credible exchange rate band, both realised
and implied volatilities decline fast as the spot exchange rate approaches the edge of the band (which is at HUF 240.01).
It can also be observed that the Black-Scholes volatility is biased slightly upwards in the middle of the band. Once
approaching the edge of the band, however, the direction of the bias changes and the Black-Scholes implied volatility
is somewhat lower than the model-based volatility. The magnitude of this bias is relatively low; even very near the edge
of the band it is comparable to the magnitude of the bid-ask spread normally observed on the forint/euro options mar-
ket. 
2.8. CONCLUSIONS
The above examples illustrate that several factors may cause bias in the implied volatility, relative to future expected
volatility. The simplifying assumptions of the Black-Scholes formula provide only an approximate description of real-world
financial markets, therefore the implied volatility cannot be expected  to be a perfect predictor.
However, it would be early to conclude that the Black-Scholes implied volatility does not carry useful information. Firstly,
biases may very often be non-significant for practical applications. Secondly, if bias factors are relatively stable over
time, changes in implied volatility will indicate changes in expected exchange rate uncertainty, even if the level is biased.
Consequently, the dynamics of implied volatility may carry important information, even in the presence of forecasting
bias.
In the next part of the study we examine the forecasting performance of implied volatility from an empirical aspect. First,
previous results with regard to various equity and foreign exchange markets will be reviewed. Then, in the light of these
results, the forecasting ability of the forint/euro implied volatility will be examined.
THEORETICAL REASONS BEHIND THE DIFFERENCE BETWEEN IMPLIED VOLATILITY...
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Table 1
The performance of implied volatility in a target zone
Spot exchange rate 282.36 250 245 242 241 240.5
(mid-point 
of the band)
Model-based expected volatility (%) 5.00 3.45 2.54 1.66 1.23 0.96
Black-Scholes implied volatility (%) 5.29 3.59 2.58 1.56 1.09 0.84
Bias (%) 5.68 3.95 1.53 -5.99 -11.92 -16.19Numerous studies discuss the relationship between the implied volatility derived from option prices and the realised
volatility of the underlying assets’ prices. Research in this area usually covers two topics. Some studies simply examine
whether implied volatility can forecast future realised volatility. Other studies also raise the question whether implied
volatility contains all the relevant information, in addition to providing a forecast of future volatility. In other words, these
studies also test whether there are other variables beyond the implied volatility, e.g. past price data, that could improve
the forecast.
The above-described biasing factors may affect the different markets to different extents, therefore it would not be sur-
prising if the information included in implied volatility differed markedly in different asset markets. However, as we will
see, empirical results prove to be roughly similar, irrespective of the financial instruments examined.
As the first analyses of implied volatility’s information content has been carried out on stock index options market data,
and a considerable part of the literature continues to focus on the equity markets, we will begin our (non-comprehensive)
overview with the literature on equity options. Then the results for foreign-exchange option markets, more important for
our purposes, will be presented.
3.1. EQUITY OPTIONS
As mentioned above, initial research on the subject focussed on the equity markets and analysed mainly the volatility
derived from the most liquid stock index options. Most of these studies concluded that implied volatility contains limited
information on future volatility.
Analysing individual stocks, Lamoureux and Lastrapes (1993) concluded that time series models based on historical
data provide a better forecast than implied volatility. Using data on the S&P 100 equity index options, Canina and
Figlewski (1993) found that in the period between 1983 and 1989 the implied volatility gave practically no information on
future realised volatility. Their results held irrespective of the options’ strike price and maturity.
Later studies, however, show that option prices – at least on liquid markets – have significant, non-negligible information
on future volatility. For the S&P 100 index, Christensen and Prabhala (1998) noted that the conclusions drawn by Canina
and Figlewski partly result from the inappropriateness of the methodology they used. In their study, they point out that in
time series of implied volatility, data on consecutive days reflect forecasts for overlapping periods. In the case of
exchange traded options these periods also differ in the forecast horizon. Usual estimation methods and test statistics
are not applicable in such cases, and disregarding these features of the data leads to false conclusions for an empiri-
cal analysis.
The authors also carried out the analysis with a more suitable methodology. The conclusion was that in the period fol-
lowing the 1987 crisis, implied volatility was an unbiased forecasting indicator of future realised volatility. They also found
that it was also providing an efficient forecast in the sense that past volatilities – calculated in this case from past realised
yields with a 60-day rolling window – do not contain additional information above implied volatility.
Subsequently, a number of other studies confirmed the forecasting power of implied volatility; for examples see Fleming
(1998), Blair, Poon and Taylor (2001), Poteshman (2000), Koopman, Jungbacker, Hol (2004) or Corrado and Miller
(2004). These works generally found that although implied volatility forecasted future volatility with an upward bias, it con-
tained more information than historic data. The results of Fleming (1999) suggest that even the bias is insignificant, espe-
cially if one cleans the data from the effects of transaction costs. These results are further confirmed by Christensen and
Strunk Hansen (2002), who extend the analysis of Christensen and Prabhala (1998) to a longer time period, and con-
clude that implied volatility is an unbiased indicator of the future realized volatility. 
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3. The information content of implied volatility – 
an overview of the literatureConclusions differ whether implied volatility includes all the information that can be obtained from past data. Ederington
and Guan (2002), and Martens and Zein (2002) came to the conclusion that ARCH models based on past volatilities con-
tained more information on future volatility than implied volatility. In contrast, Blair, Poon and Taylor (2001), Christensen
and Prabhala (1998), Christensen and Strunk Hansen (2002) and Fleming (1998) concluded that time series based mod-
els of volatility had no additional information content relative to implied volatility.
In the case of small and less liquid stock markets, it is often concluded that the forecasting power of implied volatility is
negligible, or at least it does not provide additional information relative to the simple time series models (see Gonzalez
Perez [2004], on Spanish equity index options). For Swedish equity index options, Frennberg and Hansson (1996) found
that implied volatility was not able to outperform the random walk in forecasting future volatility.
3.2. CURRENCY OPTIONS
As to the currency markets, most studies find that implied volatility is a good forecaster of future volatility. 
Jorion (1995) analyses the forecasting power of implied volatility derived from the exchange-traded options on the
deutschmark/dollar, the yen/dollar and the Swiss franc/dollar currency pairs in the period between 1985 and 1992. He
found that implied volatility could explain a significant part of variations in future realised volatility, both at one day and
one month forecast horizons. He pointed out that, although backward-looking indicators, such as GARCH(1,1) and
MA(20) forecasts, also have explanatory power, they do not provide more information than implied volatility. Taylor and
Xu (1995) draw similar conclusions from an analysis of deutschmark/dollar options between 1985 and 1991. The ARCH
model they used as a benchmark did not provide additional information relative to the implied volatility. 
Martens and Zein (2003) analysed the implied volatility of yen/dollar options between 1996 and 2000. They, too, found
that in comparison to the GARCH(1,1) model, implied volatility was an efficient predictor over a horizon of 1 to 20 days.
The projections could not be improved by time-series based models of daily data. By using intraday data and taking
volatility indicators’ long-memory properties into account, the forecast could, however, be improved on a few horizons.
Nevertheless, in most cases implied volatility also had the information provided by the intraday indicators.
Neely (2002) analyses the dollar/deutschmark, the dollar/yen, the Swiss franc/dollar and the dollar/pound between 1987
and 1998. He uses ARIMA, long-memory ARIMA and GARCH(1,1) models to serve as bases of comparison for the infor-
mation content of implied volatility. In the case of the yen/dollar exchange rate, his results support the view that implied
volatility is an efficient forecast of future realised volatility. None of the alternative models provided extra information rel-
ative to the implied volatility, irrespective of whether daily or intraday data were used for measuring realised volatility.
For intraday data, implied volatility has proven to be an efficient predictor for the Swiss franc/dollar exchange rate
volatility, too. 
Christoffersen and Mazzotta (2004) analysed OTC option data on the dollar/euro, yen/euro, pound/euro and yen/dollar
currency pairs between 1998 and 2002. (Prior to 1999, the euro was replaced by the German mark). One of their most
significant conclusions is that when using OTC data instead of exchange-traded options, implied volatility provides bet-
ter forecasts of future realised volatility. This is due to the fact that OTC option data poses fewer methodological prob-
lems than exchange-traded ones.
Their results confirm that implied volatility usually provides a better forecast for future volatility than the simultaneously
analysed time series models, such as historic volatility, exponentially weighted historic volatility and the GARCH(1,1)
model. This has proven to be true over a one-month as well as a three-month horizon. However, implied volatility seemed
to be an inefficient predictor: time-series models contained some additional predictive information. The method of 
measuring realised volatility – i.e. whether it was calculated from daily or intraday data – did not affect the conclusions.
Taylor and Xu (1997) also compare implied volatility with the forecasts that rely on intraday exchange rates, besides the
forecasts based on historical exchange rate data at daily frequency. Their results suggest that if the information set is
extended to historical intraday exchange rate fluctuations, implied volatility is no longer efficient as a predictor. Intraday
exchange rate data provides additional information on future exchange rate volatility, therefore their addition to the mod-
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pound/dollar exchange rates. 
Pong, Shackleton, Taylor and Xu (2004) analysed implied volatilities derived from OTC options on the dollar/deutsch-
mark, pound/dollar and dollar/yen rates. They compared the implied volatilities with the forecasts based on the daily fre-
quency GARCH(1,1) model, and the ARMA and ARFIMA models based on intraday data. They found that in the case of
1-day-ahead and 1-week-ahead forecasts, the intraday indicators performed better. For the 1-month and 3-month fore-
cast horizons, however, the implied volatilities were the best predictors. Furthermore, they found that with every forecast
horizon, implied volatilities contained some unique information that could not be extracted merely from past data.
As to whether implied volatility is an unbiased predictor of the future realised volatility, results are less favourable. The
majority of analyses find evidence for a bias: in estimated equations explaining future volatility, the regression coeffi-
cients of implied volatility are usually lower than 1, which suggests that implied volatility contains an upward bias. This
result was found, for example, by Jorion (1996) for all three currency pairs he examined, by Neely (2002) for the
dollar/deutschmark, dollar/Swiss franc and pound/dollar rates; and by Christoffersen and Mazzotta (2004) for some cur-
rencies they analysed.
Neely (2002), however, found the implied volatility of the dollar/yen to be an unbiased predictor. Furthermore, 
Christoffersen and Mazzotta (2004) find that implied volatilities of post-1999 euro cross rates are also unbiased 
predictors of realised volatility calculated from daily data. 
In contrast to stock markets, implied volatilities calculated from foreign exchange options provide useful information on
future volatility on the smaller markets, too. Aguilar (1999) compared the implied volatilities calculated from Swedish
krone/deutschmark, Swedish krone/US dollar and Australian dollar/US dollar OTC options with forecasts based on the
GARCH(1,1) and EGARCH(1,1) models. His results revealed that between 1995 and 1998, the implied volatility of
Swedish krone/deutschmark and Australian dollar/US dollar options forecasted future volatility without a bias on most
horizons. In the case of the Australian dollar/US dollar rate, implied volatility proved to be the best predictor, while the
EGARCH(1,1) model provided the most accurate forecast for the volatility of the Swedish krone/deutschmark exchange
rate, although the implied volatility also provided additional information.
Results are favourable for the emerging markets, too. Using OTC options data, Cincibuch and Bouc (2001) reveal that
in the case of the Czech koruna, implied volatility predicts exchange rate volatility without a bias on a 5-day horizon. In
comparison to a simple historic average it is also an efficient predictor. Canesso de Andrade and Tabak (2001), as well
as Tabak, Chang and Canesso de Andrade (2002) analysed the implied volatility calculated from exchange-traded
options of the Brazilian real/US dollar exchange rate. Their results suggest that irrespective of the forecast horizon,
implied volatility provides good, although biased, forecasts on future volatility. A comparison of implied volatility and fore-
casts based on the GARCH(1,1) and MA(20) models revealed that in an information set that included daily data, option-
based implied volatilities contained all the relevant information. Once the information set was complemented with the
daily closing and opening prices, implied volatility became an inefficient predictor; nevertheless the additional informa-
tion provided by the time-series models has proven to be small compared to the information built in option prices.
3.3. IMPLIED VOLATILITY AS AN INDICATOR OF MAJOR MARKET 
TURBULENCES
The key question of the literature summed up so far is whether implied volatility predicts future volatility. Future volatility
is, however, frequently not the most pivotal issue for practical applications. For the risk management of financial institu-
tions, or for central bank policy-making, forecasting normal-sized fluctuations in future volatility, which are part of the
usual market conditions, is often a secondary issue. The main question is whether we can predict drastic and major
shocks to market prices.
Surprisingly, very little is written in the literature about the forecasting power of implied volatility in this regard. As far as
we know, a study by Malz (2000) is the single example of an explicit attempt at answering the question whether the Black-
Scholes implied volatility is suitable for predicting major market turbulences. 
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exchange rates of diverse currencies. Using Granger causality tests and contingency tables, he examined whether
changes in implied volatilities and historic volatility indicators can predict major shocks in the market of the specific
asset.
His results suggest that implied volatility performs well in this respect: in numerous cases it helped predicting major
shocks, even when historic volatility indicators have not changed. As a result, the author concluded that the implied
volatility was a useful forward-looking indicator for risk management.
3.4. CONCLUSIONS
On the basis of the extensive international literature on the forecasting performance of implied volatility calculated from
equity and foreign exchange options, the following conclusions can be drawn:
• In the majority of cases, implied volatility provides useful information on the expected volatility; its changes usually sug-
gest changes in future volatility.
• Nevertheless, implied volatility usually predicts future volatility with a bias: its level tends to be higher than the actual
future volatility.
• Implied volatility has not always proven to be an efficient predictor. Other indicators of past changes in the exchange
rate – especially intraday data for exchange rate volatility – often provide additional information, which helps to improve
the forecast.
• In the case of foreign exchange markets these promising results could be extended to smaller, less liquid currency
markets as well.
• For the purposes of central bank policy-making it needs to be highlighted that implied volatility has proven to be a use-
ful predictor of major shocks to asset prices.
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cable to the forint/euro options. In other words, we will examine whether the forint/euro implied volatility predicts future
exchange rate volatility, and whether this prediction is unbiased and/or efficient. First we provide an introduction to our
data set, then we discuss the methodology applied, and finally we discuss the results of the econometric analysis.
4.1. DATA
a. Measuring realised volatility. The very first question one faces in an empirical analysis of the predictive power of
implied volatility is how to measure the subject matter of our forecasts. Exchange rate volatility is a feature of the actual
data generation process, which cannot be directly observed.
8 Its adequate approximation is a key issue in any empiri-
cal analysis.
Several approaches have been developed to model and measure volatility. They are discussed in detail in the study of
Poon and Granger (2003). Earlier studies focussed on data at daily frequency, and approximated the volatility with
absolute or quadratic changes in asset price changes. Later, the availability of intraday data added new tools to the
measurement of volatility. Andersen and Bollerslev (1998) point out that daily absolute or quadratic price changes are
an unbiased, but noisy estimator of the latent volatility. Simultaneously, they demonstrate that volatility can be more accu-
rately measured by the sum of quadratic intraday yields. If yields are calculated at sufficiently frequent intervals, the
measurement error of volatility – i.e. the noise – can be reduced considerably. Volatility can practically be treated as an
observable variable, if yields can be measured at a high enough frequency. Andersen, Bollerslev, Diebold and Labys
(2001, 2003) provided theoretical verification for this conclusion in a no-arbitrage framework.
In our analysis, realised volatility is also approximated with intraday yields. Our time series of realised volatility are gen-
erated from Reuters D2000 quotes, which are available at a 2-minute frequency. We cover the period between 2 January
2002 and 26 May 2005.
9
Theoretically, the more frequently one can measure the price, the better volatility can be approximated. However, as is
highlighted by the studies of Alizadeh, Brandt and Diebold (2002) and Brandt and Diebold (2003), with increasing sam-
pling frequency, market microstructure noise may increasingly influence price dynamics, and this effect may outweigh
the benefit of high-frequency sampling. As a result, considerable attention has been given in the literature to find the
optimal sampling frequency for intraday yields. The problem was analysed, for instance, in a study by Aït-Sahalia and
Mykland (2003), as well as by Bandi and Russel (2003). In empirical analyses, 5 to 30-minute yields are the most wide-
ly used. 
We performed the analysis using 30-minute and 60-minute intraday yields. The frequency of sampling did not affect our
conclusions, therefore we decided to report only the results based on the 30-minute yields. Initially, we approximated
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4. The information content of the forint/euro
implied volatility – an econometric analysis
8 In this study we will not discuss the possibility of data generation processes where the concept of volatility cannot be interpreted.
9 Transaction price data are also available through Reuters. However, this time series is only available for a shorter period, therefore we have decided to
use quotes instead.where RVt is the estimated (realised) volatility on day t; and rt,h is the (logarithmic) yield realised in the h-th 30-minute
period on day t. To ensure synchroneity with implied volatility data, volatility for any given day is calculated from the yields
measured between 10.30 am on that day and 10.30 am on the following day. 
By using this technique, however, the time series of realised volatility proved to be too volatile: outliers were frequent and
their presence was independent of the frequency of yield measures within a day. The time series of intraday logarithmic
exchange rates reveals that a possible underlying reason for these outliers may be the presence of jumps in the intra-
day prices (See the graphs in Appendix 2).
A study by Barndorff-Nielsen and Shephard (2004) offers an alternative solution for measuring daily variance. This is
also consistent with stochastic volatility models and is relatively robust in cases when major jumps are seen in the
observed exchange rate.
10 The recommended alternative indicator is the bipower variation. It is similar to realised
volatility, but instead of using quadratic intraday yields, the absolute values of yields in consecutive intervals are mul-
tiplied together, before being added up. By using this technique, the volatility impact of a major price change in a spe-
cific interval decreases if it is followed by a smaller change in the next period. The realised ”bipower variation” is cal-
culated by the following formula:
, 
where σt stands for volatility on day t; and rt,h is the (logarithmic) yield realised in the h–th 30-minute period on the day t;
while rt,h+1 is the (logarithmically measured) yield realised in the h+1-th 30-minute period on the day t. Due to its benefi-
cial properties, in this study we approximated daily realised volatility with this measure.
Daily volatilities were then used to calculate daily, weekly (5-day), monthly (21-day) and 3-month (63-day) volatilities, and
then annualised to match the quoting conventions of the implied volatility used. Thus the realised volatility time-series we
used in the regressions were calculated using the following formula:
,
where H is the number of days in the given time horizon. 
Some outliers due to shocks related to the exchange rate regime have been removed. These shocks include the exces-
sive exchange rate fluctuations seen during the speculative attack against the strong edge of the forint’s exchange rate
band in January 2003 (16 and 17 January 2003), the excessive volatility subsequent to the target zone realignment in
June 2003 (4-10 June 2003), and large fluctuations related to the exchange rate shock in early December 2003 (1 and
2 December, 2003).
b. Implied volatility. The source of our implied volatility time series (IV) is the Royal Bank of Scotland’s Reuters page
(RBVN), where the bank lists prices for 1-week, 1, 2, 3, 6, 9 and 12-month forint/euro options. In the analysis, we used
the average of the bid and ask volatilities of one-week (IW
1W), one- and 3-month (IW
1m, IW
3m), European-style at-the-
money (ATM) options. The time series spans the period from 31 December 2002 to 25 May 2005. 
We excluded options with maturity longer than 3 months, as the market of longer-term forint/euro options is rather 
illiquid. On certain maturities, data are available from May 2001. However, again, insufficient liquidity made us question
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10 If jumps are not present, both the realised volatility and the alternative indicator discussed in the study converge to the integrated variance; thus both
are consistent estimates of the latter.Although option data is quoted directly in the form of implied volatility, this does not mean that it is independent of the
option pricing model or measurement errors. According to the relevant market conventions, quotes are given as implied
volatilities calculated using the Black-Scholes model.
11 Despite numerous potential biasing factors linked to theoretical
reasons and market imperfections, we used these implied volatilities directly in their raw form. 
As both market and central bank analyses usually refer to the Black-Scholes implied volatility directly, it is the relevant
indicator to study, rather than a more complicated, more realistic but less widely used one. Furthermore, the use of more
complex models assuming stochastic volatility requires the estimation of additional parameters, which may introduce fur-
ther uncertainties and measurement errors. Moreover, the literature suggests that the model choice does not affect the
results regarding the predictive power of implied volatility. In the case of foreign exchange options, Neely (2002) com-
pares implied volatilities calculated by three option pricing models – Heston (1993), Barone-Adesi and Whaley (1987)
and Black (1976) – and reveals that they produce highly similar descriptive statistics. 
c. Alternative projections. The predictive power of implied volatility is compared to two alternative, time-series based fore-
casts.
Our first alternative forecast is the GARCH(1,1) volatility forecast, which is widely popular, both in the academic litera-
ture and in practical applications. We created forecasts using this model on daily, weekly (5 days), one-month (21 days)
and three-month (63 days) horizons for the period between 31 December 2002 and 25 May 2005. The forecasts are ex
ante out-of-sample forecasts, made at any given day with a model that was estimated using a sample covering the peri-
od from 2 January 2002 to the given day. 
The second time-series-based alternative forecast was created by modelling the daily time series of volatility using intra-
day data. Andersen, Bollerslev, Diebold and Labys (2001) analysed the distribution of realised volatility for exchange
rates, and found that realised volatility followed a process close to a unit root, with slowly declining autocorrelation. They
found that this structure could be best modelled by fractionally integrated ARFIMA models. Moreover, they also pointed
out that the distribution of logarithmic realised volatility was closer to normal, and thus modelling in log form results in
more efficient estimates and better forecasts. Pong, Shackleton, Taylor and Xu (2004) compare the forecasts by the
ARFIMA model and forecasts resulting from an ARMA(2,1) model,
12 and conclude that this latter predicts exchange rate
volatility similarly well. 
The realised volatility of the forint exchange rate behaves similarly. The distribution of logarithmic volatility is closer to the
normal in terms of skewness and kurtosis than that of the non-logarithmic data. Slowly decaying autocorrelations indi-
cate the strong persistence of the process. At the same time, the process is stationary – both the ADF and the Phillips-
Perron tests reject the null hypothesis of the root of unit, and the KPSS test also confirms this result. 
Thus, in addition to the forecasts based on the GARCH model, we also compare the performance of implied volatility to
the forecasts obtained by fitting the ARMA(2,1) model to the realised volatility time series – or more precisely, to its 
logarithm. Similarly to the GARCH model, forecasts were made for the period between 31 December 2002 and 25 May
2005, on daily, weekly (5 days), one-month (21 days) and three-month (63 days) horizons. ARMA forecasts are also ex
ante out of sample forecasts. Forecasts on a specific day were made on the basis of a model estimated on a sample
from 2 January 2002 to the day of the forecast.
In order to maintain unbiasedness, forecasts of realised logarithmic volatility were transformed into forecasts on (daily)
volatility by the use of the following formula:
() () () ⎥ ⎦
⎤
⎢ ⎣
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11 The quoting conventions of currency option markets are discussed in Csávás-Gereben (2005).
12 The model choice was triggered by the results of Gallant, Hsu and Tauchen (1999), who concluded that the sum of two AR(1) processes was suited to
describe the powerful persistence that characterised exchange rate volatility. The sum of two AR(1) processes can, in turn, be described in an ARMA(2,1)
model.where  is the forecast of volatility on the t+j day;  is the forecast of the logarithm of the volatility, and
is the variance of this latter. 
4.2. METHODOLOGY
In line with the majority of the empirical literature on the information content of implied volatility, we use two types of
regressions to find out whether options-based volatility is an unbiased and/or efficient predictor of realised volatility. 
a. Testing forecasting ability and unbiasedness. Following the literature, we will test implied volatility’s forecasting ability
and unbiasedness using regression analysis (Day and Lewis (1992). 
If implied volatility reflects market participants’ expectations of future volatility, and the participants’ expectations are
rational, then the expected value of realised volatility corresponds to implied volatility. Formally, 
, 
where Φt is the information set available for the market participants at time t. By definition, the expected deviation from the
expected value equals zero under this information set, therefore:  
.
It follows from the above two equations that if the initial assumptions hold, then in the following linear regression between
realised and implied volatilities
(1)
the parameters will have to meet the conditions α=0; β1=1.
The question whether implied volatility can forecast future realised exchange rate volatility can be decided by testing the
significance of the β1 parameter in a regression based on equation (1), and by examining the overall explanatory power
of the regression (R
2). The question of unbiasedness can be analysed by testing the conditions α=0; β1=1.
b. Tests of forecast efficiency. Besides analysing whether implied volatility is an unbiased (rational) predictor of future
realised volatility, we will also look at whether it contains all the relevant information available at a given moment of time.
The efficiency test is carried out using the encompassing regression technique of Fair and Shiller (1990).
In the case of rational expectations, the forecast error (εt) is independent of the information set. In other words, the vari-
ables included in the information set cannot help explaining the error term, and cannot improve the forecast. As a con-
sequence, the above-mentioned parameter restrictions are valid for all rational forecasts. The ”quality” of the information
set, i.e. the amount and significance of the included information, is reflected in the explanatory power of the regression.
Let us consider the case of analysing two forecasts, where the information set underlying the second forecast is a sub-
set of the information set of the first forecast. In other words, the forecast F 
1
t,T  includes all the information included in
the second forecast F 
2
t,T . We call F 
1
t,T  an efficient predictor on the given information set, and F 
2
t,T  has no role in
explaining future volatility.
Formally, if F 
1
t,T is an efficient forecast, then in the regression
(2)
the condition α=0; β1=1; β2 =0 must be met. 
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explanatory power (R
2) of the regressions based on equation 1. Then we will use the coefficients in regressions based
on equation 2 to study whether the alternative forecasts have additional information relative to one another.
c. Methodological problems. Two conditions must be met for implied volatility to be a good and unbiased predictor of
future volatility. Firstly, it needs to reflect market expectations. As we have seen in Chapter 2, a number of factors may
prevent this. Secondly, expectations must also be rational. Our analysis is a joint test of these two hypotheses. If we reject
this joint hypothesis, the econometric results alone will not be able to tell which of the assumptions was violated leading
us to the rejection. 
When assessing the results, it is important to note that our data sometimes have overlapping forecast horizons. The
analysis was carried out over 4 different forecast horizons (1 day, 1 week and 1 and 3 months), using data of daily and
weekly frequency. As a consequence, regression residuals will be autocorrelated in those estimations using daily data
where the forecast horizon is one week or longer, and those using weekly data where the forecast horizon is one month
or longer. In the case of daily data, for example, realised future volatility with 1 week horizon equals the sum of the 
volatilities of the next 5 days. As a result, consecutive observations are not independent of each other, and forecast
errors will be serially correlated.
When the problem of overlapping forecast periods is present, ordinary least squares (OLS) parameter estimates con-
tinue to be unbiased; however, the estimate of the covariance matrix will be biased. In small samples, the problem may
result in non-efficient estimation and – especially in the case of the time series based forecasts – an upwardly biased
explanatory power.
13
The literature offers two solutions for handling this problem. We can either take autocorrelation into account through
imposing an appropriate structure for the covariance matrix, or reduce the sampling frequency to match the forecast
horizon. As our sample is relatively short, we cannot choose the latter solution for every horizon, so we performed the
analysis on data of daily and weekly frequencies
14 and adjusted the covariance matrix. In those cases where the fore-
cast horizon exceeded the frequency of sampling, we used the autocorrelation-consistent covariance matrix proposed
by Newey and West (1987). 
As to the 1-day forecast horizon, 1-day-ahead implied volatility data was not available. For this horizon we used implied
volatilities of the two shortest maturities: 1 week and 1 month. Results were similar in both cases, thus we present here
only the results obtained by using the 1 month implied volatilities.
15
An additional methodological issue is due to the fact that – as we pointed out earlier – both the dependent variable
(realised volatility) and the explanatory variable (implied volatility) can only be observed with measurement errors. If the
measurement error is not independent of the information set, the OLS estimation of parameters can be biased. To han-
dle this problem, we also performed the estimations with the generalised method of moments (GMM), using the lagged
values of explanatory variables as instruments. However, this alternative estimation method has not influenced the
results.
4.3. FINDINGS
a. Forecasting ability and unbiasedness. In order to establish the forecasting ability and unbiasedness of implied 
volatility, we estimated equation (1) on daily and weekly data, using implied volatility as the explanatory variable and
actual realised volatility as the dependent variable. The results are shown in Table 2.
MAGYAR NEMZETI BANK
MNB OCCASIONAL PAPERS 39. • 2005 22
13 In the case of exchange-traded options, further difficulties may arise due the fact that the maturity of the options are not permanent, and thus implied
volatility corresponds to fixed-event forecasts. Ignoring these characteristics of the time series could also lead to significant biases and could also change
qualitative conclusions. Christensen and Prabhala (1998) point out that this was partly the reason why early literature found that implied volatility had no
information content relative to time series based forecasts.
14 Weekly time series were based on Tuesday data with the smallest number of missing observations.
15 The explanatory power of regressions was nearly identical in both cases. However, the estimated parameter of 1 month implied volatility was somewhat
closer to 1.Looking at the data, we can conclude that in the majority of forecast horizons, implied volatility seems to contain useful
information related to future realised volatility, but it is not an unbiased predictor.
The coefficients of implied volatility differ from zero up to the 1-month horizon. The explanatory power of the models is
between 40 and 17 per cent. Therefore, looking at both daily and weekly data, we can establish that implied volatility
contains forecasting power up to the 1-month horizon. At the 3-month forecasting horizon, however, the coefficient of
implied volatility is not statistically different from zero.
With the lengthening of the forecast horizon, the coefficients decrease. They are also significantly smaller than unity in
every case. Furthermore, the constant generally differs from zero at a 5 per cent significance level, with the exception of
the 1-day horizon. The joined test of the two parameters results in the rejection of the hypothesis of unbiasedness in every
case. In line with the majority of the literature, we found that implied volatility is an upwardly biased predictor of future
realised volatility over all horizons. Our findings are independent of whether we used daily or weekly data.
It is worth comparing our findings with the results of other studies in the literature. Table 3 shows a few results for vari-
ous currency pairs.
The table shows that at shorter maturities (1 day and 1 week) the explanatory power of the regressions estimated on the
Hungarian data is similar to the results of other currency pairs. Over the 1 month forecast horizon, however, we can
already see that the explanatory power is lower for the forint/euro than for other currency pairs. For the 3 months fore-
casting horizon, the forint/euro implied volatility does not provide information on future volatility, which is in contrast with
the results of the other studies.
THE INFORMATION CONTENT OF THE FORINT/EURO IMPLIED VOLATILITY...
MNB OCCASIONAL PAPERS 39. • 2005 23
Table 2
The forecasting ability of forint/euro implied volatility
Forecast horizon (daily data) (weekly data)
R
2 αβ 1 R
2 αβ 1
1 day 0.37 -1.24*  0.75** - - -
(-2.24) (10.11)
1 week 0.39 1.07*  0.5** 0.37 1.14* 0.49**
(2.22) (7.93) (2.29) (8.41)
1 month 0.18 2.53** 0.34** 0.17 2.54** 0.33** 
(3.88) (4.82) (2.84) (3.70)
3 months 0.00 5.08**  0.05  0.00 5.19**  0.03
(5.53) (0.49) (3.06) (0.20)
Adjusted t-values of the estimated parameters are shown in parentheses. Parameters significant at 5% are marked with *, while parameters significant at 1%
are marked with **. 
Table 3
The explanatory power of the estimations (R
2) – international comparison
Source Foreign currency pairs R
2
1 day 1 week 1 month 3 months
Gereben and Pintér (2005) forint/euro (daily data) 0.37 0.39 0.18 0.00
Pong at al. (2003) pound/dollar 0.39 0.38 0.4 0.19
deutschmark/dollar 0.45 0.44 0.34 0.17
yen/dollar 0.43 0.42 0.46 0.4
Aguilar (1999) Swedish krone/deutschmark n. a. 0.3 0.35 0.19
Swedish krone/dollar n. a. 0.16 0.33 0.23
deutschmark/dollar n. a. 0.29 0.34 0.18
Australian dollar/US dollar n. a. 0.37 0.52 0.54
Cincibuch and Bouc (2001) Czech koruna/euro n. a. n. a. 0.26-0.48 n. a.In summary, our findings indicate that the informational content of implied volatility on the Hungarian foreign exchange
market decreases faster with the lengthening of the forecast horizon than on other markets. This is most likely due to the
fact that the forint/euro options market is relatively young and undeveloped compared to the other foreign currencies
examined, and the liquidity and turnover of longer-maturity options has been, so far, too low for quoted prices to accu-
rately reflect market expectations.
b. Efficiency and alternative forecasts. In the second part of our empirical analysis we examine whether the alternative
forecasting models contain extra information, in addition to the implied volatility, in those forecasting horizons where
implied volatility is capable of forecasting future realised volatility to some extent. To answer this question we examine
the coefficients of the encompassing regressions based on equation (2). The results are shown in Table 4. 
Over the 1-day horizon, the ARMA model’s forecasts have proven to be the best. In those cases where the regression
contains additionally the implied volatility or the GARCH model forecasts, their coefficients are not significantly different
from zero. Neither the implied volatility, nor the GARCH model forecasts contain information in addition to the forecasts
of the ARMA model. Nevertheless, implied volatility contains more information than the GARCH forecast, and the coeffi-
cients of implied volatility in the regressions are higher. At the same time, however, when compared to the GARCH
model, it is still not true to say that implied volatility contained all the information in itself – coefficients for both variables
are significant at a 5% significance level.
The superior performance of the ARMA model over the 1-day horizon is partly due to the fact that implied volatility
time series reflect expectations for the average volatility of the next 1 month horizon, as opposed to the volatility of the
following day. 
Over the 1-week horizon, however, implied volatility has proven to be an efficient predictor. Neither the ARMA nor
the GARCH models improved the forecasts, and their coefficients did not differ from zero at any usual significance
levels.
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Table 4
Forecast efficiency of implied volatility – ”encompassing” regressions
Forecast R
2 αα 1 β2 β3
horizon (implied) (ARMA) (GARCH)
1 day 0.37 -1.24* (-2.24) 0.75** (10.11)
0.59 -1.13** (-3.24) 1.22** (14.77)
0.31 1.35** (4.39) 0.52** (10.09)
0.60 -0.94* (-2.34) -0.15 (-1.3) 1.42** (8.53)
0.39 0.03 (0.07) 0.47** (4.6) 0.15* (1.98)
0.59 -1.12** (-3.18) 1.24** (10.77) -0.02 (-0.23)
0.60 -0.91* (-2.31) -0.2 (-1.67) 1.41** (8.3) 0.06 (0.81)
1 week 0.39 1.07* (2.22) 0.5** (7.93)
0.36 1.2** (2.93) 0.79** (9.2)
0.28 2.10** (4.62) 0.98** (6.29)
0.41 0.78 (1.74) 0.3* (2.31) 0.39* (2.17)
0.39 1.03* (2.08) 0.44** (5.4) 0.18 (1.09)
0.38 1.00* (2.16) 0.61** (5.2) 0.37 (1.82)
0.41 0.77 (1.63) 0.26* (2.05) 0.38* (2.13) 0.13 (0.77)
1 month 0.18 2.53** (3.88) 0.34** (4.82)
0.19 3.04**(7.09) 0.46** (6.73)
0.09 3.57** (6.16) 1.10** (6.3.31)
0.20 2.75** (4.06) 0.1 (0.61) 0.35 (1.89)
0.18 2.56** (3.83) 0.37** (4.55) -0.15 (-0.43)
0.19 3.09** (5.74) 0.48** (4.47) -0.08 (-0.18)
0.2 2.80** (3.91) 0.13 (0.9) 0.35 (1.83) -0.20 (-0.52)
3 months 0.00 5.08** (5.53) 0.05 (0.49)
0.05 4.53** (11.12) 0.19** (3.23)
0.01 6.22** (8.20) -0.21 (-1.02)
Adjusted t values attached to estimated parameters are shown in parentheses. Parameters significant at 5% are marked with *, while parameters significant at
1% are marked with **. Over the 1-month horizon the GARCH forecasts do not provide any additional information relative to the ARMA forecast
and the implied volatility. It is interesting to note that the latter two forecasts have explanatory power in themselves; how-
ever, when they appear together in a regression, none of the coefficients are significant. This indicates that these two
forecasts are very strongly correlated, and have very similar information content.
Over the 3 month time horizon implied volatility has no significant explanatory power. The ARMA forecast outperforms
here the other two candidates.
In summary, implied volatility cannot be considered to be an efficient predictor of future volatility over most time horizons.
Thus, in addition to implied volatility, time series forecasts based on intraday data – and the indicator based on the ARMA
model in particular – should also be taken into account, when one attempts to forecast future volatility. These results cor-
respond to the earlier findings by other authors on a wide range of currency pairs.
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implied volatility is a useful indicator of future volatility, especially on the foreign exchange market. Although it is usually
biased, and does not necessarily contain all past information, it can be stated that changes in the implied volatility usu-
ally lead to changes in the future realised volatility as well.
Naturally, the Black-Scholes implied volatility is not a ”perfect” indicator, and its constraints must be taken into account
for practical applications. First, the information content of longer-maturity options on less developed option markets, such
as the Hungarian one, has been relatively low so far. Secondly, as implied volatility is upwardly biased, this bias must be
adjusted when forecasting the level of future volatility. And finally, to create efficient forecasts of future volatility, the infor-
mation from intraday exchange rate data is also worth considering, in addition to the implied volatility.
For the accurate interpretation of changes in implied volatility, the possible biasing factors described in section 2 of our
study should be taken into account. Occasionally these biasing factors, which result from the simplifying assumptions of
the Black-Scholes model, may cause changes in the value of implied volatility, without changes in the market expecta-
tions of future exchange rate uncertainty. On the forint/euro option market, such bias can arise from the existence of the
exchange rate band, from occasionally large interest rate volatility, and low liquidity. These bias factors should always
be taken into account when drawing conclusions from changes in implied volatility.
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MNB OCCASIONAL PAPERS 39. • 2005 29During 2003, the Magyar Nemzeti Bank (MNB, the central bank of Hungary) carried out two large increases in its key
policy rate. The two rate hikes occurred in June and December. The level of short term interest rates, together with the
euro-forint interest rate differential, suddenly increased in both cases. During this period, the implied volatility of the forint-
euro exchange rate also moved together with the interest rate differential (see Chart 1). The data suggest that the value
of the forint-euro implied volatility had been influenced and biased by the significant changes in the interest rates – or
the interest rate differential – in this period. In other words, it is possible that the increase in implied volatility in the peri-
od in question was only partly due to greater uncertainty surrounding the exchange rate, and the other part of the
increase may be attributed somehow to the change in the interest rate (differential). 
In this appendix we present a modified version of the Black-Scholes implied volatility based on Merton’s option pricing
model for stochastic interest rates (Merton, 1973) . We show how the use of this alternative measure of implied volatility
alters the outlook regarding the future uncertainties surrounding the exchange rate.
Merton’s model extends the original Black-Scholes model, by incorporating stochastic interest rates (or stochastic price
for the risk-free bond) into the option pricing formula. Let us denote the time-t value of a risk-free bond paying one unit
at time T as P(t, T). If the expected yield until time T – R(t, T) – is known, then P(t, T)=e-
R(t, T). Let us assume that P(t, T) fol-
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one-year Black-Scholes implied volatility one-year interest rate differential (HUF/EUR, right-hand scale)where dzP is a Wiener process. Keeping all the other assumptions of the Black-Scholes model unchanged, Merton





In the above formula, ρ denotes the contemporaneous correlation of the bond price and the share price, σS stands for
the volatility of the stock price, and σP is the bond price volatility. As we can see, Merton’s formula is very similar to the
original Black-Scholes formula. The only difference involves the method of calculating the volatility parameter entering to
the formula. In Merton’s model the value of this volatility depends on the volatility of both the stock price and the bond
price, as well as the correlation of the two prices.
Merton’s formula can easily be extended to foreign exchange options as well. For foreign exchange options, the discount
factor is determined by the interest rate differential; the bond should be replaced with a virtual bond with a yield equal
to the interest rate differential. 
It follows from the Merton model that if we calculate implied volatility ( ) based on the Black-Scholes formula, the indi-
cator we obtain is indeed dependent on three factors: 
1. Expected exchange rate volatility (the ”true” implied exchange rate volatility, σS );
2. the volatility of the bond yielding the interest rate differential (σP); and
3. the correlation between the exchange rate and the bond price (ρ).
If the second and third factors are not negligible, implied volatility calculated from the Black-Scholes formula is a biased
predictor of the realised exchange rate volatility. 
As a first step, let us quantify the price of a 1-year bond paying the interest rate differential. The time series of the 1
year interest rate differential can easily be calculated using zero-coupon yield curves, and the price of the virtual bond
can be obtained through the P=e
-R formula.
Let us now attempt to filter the effects of interest rate volatility from the Black-Scholes implied volatility indicator using for-
mula (A1.1). The Black-Scholes implied volatility () is known. Unfortunately, as there are no traded options on the inter-
est rate differential, we have quantified the volatility of the interest rate differential-paying bond with the historical volatil-
ity of the virtual bond price. We have also calculated the correlation of the virtual bond and the exchange rate (ρ) on the
basis of historical correlation  
Using the formula, and by substituting historical bond volatility we obtain 
,
where  is the observed Black-Scholes implied volatility. Once the substitutions are made, the value of implied volatili-
ty filtered from interest rate volatility effect (σS can be determined (see Chart 3).
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MNB OCCASIONAL PAPERS 39. • 2005 31It is clear from the chart that the filtered implied volatility indicator shows significantly lower expected volatility than the
Black-Scholes value. The difference is significant only when large shifts in the interest rate are present, or in other words
when the interest rate volatility increases are significantly greater.
It seems that at times of large changes in the interest rates, the Black-Scholes implied volatility may be biased due to
increased interest rate volatility. This should be taken into account when interpreting implied volatility as an indicator of
future exchange rate uncertainty. In such cases, it would be worthwhile to use the transformed indicator, filtered from
interest rate volatility.
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Chart 3
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Chart 6
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Chart 7
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