We formulate the Hartree-Fock method in large-N approximation using a functional integral approach. We then derive an exact renormalization group equation for the effective action. We organize the QED corrections into higher and low energy parts. The former is calculated by many authors. To find the latter we perform a low energy decomposition of the nuclear charge and electron mass. The renormalization group equation yields a system of ODEs for coefficients of the expansion.
Introduction
One of the most important discoveries that laid a path to the contemporary QED is the Dirac equation. However this discovery introduced a notorious problem of negative energy solutions which led Dirac to the creation of the hole theory. In order to preserve the probabilistic interpretation of the wave function and the particle-hole symmetry he gave a new definition of the density matrix (16) . A radical departure from this point of view proposed by R. Feynman. He was the first to realize that negative energy solutions are necessary to describe the motion of the relativistic electrons [4] . A more important difference with the quantum mechanics is the fact that the field operator in QED does not have any probabilistic interpretation. An excellent historical review can be found in "The Quantum Theory of Fields" by S. Weinberg [7] . Surprisingly there are no attempts to obtain the Hartree-Fock approximation from QED. Among other reasons the main cause is the famous probabilistic interpretation of the wave function, i.e. the hole theory is intuitive. Furthermore there is a misleading similarity between the Dirac density matrix and the Feynman propagator which is a Green's function. It turns out that the Dirac density is the zero time restriction of this Green's function. Hence one would obtain the hole theory from the Schwinger-Dyson equation by truncating all other correlators. For heavy atoms the hole theory and QED yields the same 1-loop approximation (166). Indeed one gets this leading term by simply adding the Dirac density matrix to the probability distribution of electrons (118) . However the discrepancy between QED and the hole theory appears in higher orders.
We begin with a qualitative analysis from a QED point of view. As usual we assume that the state of an atom is given by the Slater determinant. We account for many-body environment by putting a valence electron on the Fermi energy level. Of cause such an approximation breaks the original symmetry. To restore it we introduce a field multiplet whose component describes an electron and then retain only the invariant term. This yields an action whose semiclassical limit coincides with the Hartree-Fock approximation.
From M. Gell-Mann and F. Low we know however that the parameters of a quantum theory are functions of energy scale [42] and the action obeys the Wilson-Polchinski equation [24] . Furthermore above a sufficiently large infra-red cut-off the Hartree-Fock action can be calculated using the theory of perturbation, i.e. its 1-loop approximation is known analytically. To recover the action below the cut-off we substitute its low energy decomposition into an exact renormalization group equation. This yields a system of ODE for coefficients of the expansion which can be solved analytically or numerically.
A short tour of the Dirac theory
To introduce the relativistic propagator it is necessary to clarify the physical meaning of negative energy solutions of the Dirac equation. Hence it is appropriate to start with a short exposition of this theory. The essence of the idea is the decomposition of the Klein-Gordon equation using quaternions
where σ i are standard Pauli matrices. If we define the metric E = iσ 2 in the linear space of two-component spinors then for any 2 × 2 complex matrix Λ with det Λ = 1 the bilinear form ξ ν E νµ η µ is invariant under the transformation ξ ′ = Λξ, η ′ = Λη. Clearly ξEη = det ξη , ξη = ξ 1 η 1 ξ 2 η 2 , det ξ ′ η ′ = det(Λ ξη ) = det Λ det ξη . (3) In the space of anti-hermitian matrices M λμ
the transformation M → ΛMΛ + furnishes an irreducible representation of the proper horthochronous Lorentz group, det M = x µ g µν x ν . Here x µ is a contravariant vector in Minkowski space with the metric g µν = (−1, 1, 1, 1). The dot on the top of an index means that the component transforms using the complex conjugate matrix, i.e. ξ ′μ = Λ * ξμ. For each element of the Lorentz group we have two matrices ±Λ. Furthermore it is easy to show that the matrix Mμ λ = EM * E T with covariant indices corresponds to the covariant vector x µ = g µν x ν . Since the partial derivatives transforms as a covariant vector we can write equations (1) and (2) in a form which is explicitly invariant under the spinor transformations i∂μ λ u λ − mvμ = 0, i∂ λμ vμ − mu λ = 0,
where ∂ λμ = E λσ Eμν∂ν σ . We complex conjugate the equation on the right and define a new spinor w µ = v * µ i∂μ λ u λ − mw * µ = 0, i∂μ λ w λ − mu * µ = 0.
With an auxiliary potential Aμ λ these equations become U(1) gauge invariant
The gauge transformation has the form u → e ieα u, w → e −ieα w, Aμ λ → Aμ λ + ∂μ λ α.
It is clear from equations (7) that the spinors u and w describe particles of opposite charge. Let bμ = u * µ and complex conjugate the left equation in (6) i∂ λμ bμ − mw λ = 0, i∂μ λ w λ − mbμ = 0.
Using the Weyl or chiral representation of the γ matrices the equations (1) and (2) yield the Dirac equation
Comparing (9) and (5) we see that the Dirac equation is invariant under the transformation of charge conjugation C,
Each of the spinors u and w in (6) furnishes an irreducible representation and thus accordingly to the Wigners classification any given solution describes a pair of elementary particles. Clearly the Dirac equation is invariant under the time reversal T and the parity P transformations
What does a stationary process look like? If the spinor u t = e −iEt u 0 corresponds to a usual particle, i.e. E > 0, then w t = e +iEt w 0 describes its opposite charged partner and propagating backwards in time, i.e. with its phase reversed. Due to the particle-antiparticle symmetry (u, w) → (w, u) the situation remains the same for E < 0. A stationary solution of (6) has the following form
Using the CP T -symmetry, i.e.
CP T : (u
we have (u
Consequently w corresponds to the mirror image of the antiparticle. Similarly using invariance of equations (1), (2) under the space inversion P it is easy to see that a general solution of v is the mirror image of u. Since v is the charge conjugate of w it is natural to identify u and v with the chiral components of the particle. Using the Dirac representation of the γ-matrices one obtains a picture describing an electron or a positron. However in the Electroweak theory it is more convenient to keep u and v independent because, as we all know after the Wu experiment, these two particles interact differently. Using the four component spinor ψ a positive energy solution describes the chiral components of a particle and, due to the CP T map (14), a negative energy solution which can not propagate forwards in time corresponds to the mirror image of the antiparticle. In relativistic quantum theory the time direction for virtual particles outside of the light cone depends on the system of coordinates hence the both solutions are necessary to construct the propagator. For a virtual particle evolution of state during a time interval δt = t 1 − t 0 is
The case δt < 0 corresponds to the transition ψ 1 → ψ 0 of the antiparticle with a positive energy −E, see "The theory of positrons" [4] by R. Feynman where he also proposed that virtual pairs in the vacuum may interact with the real external charges.
The Dirac density matrix
We have seen in the previous section that the Dirac theory is a many-body theory. Consequently the probabilistic interpretation of the wave function becomes less obvious. Instead one should consider a transition probability amplitude from one state ψ i to another ψ j , i.e. the scalar product between these states ψ i , ψ j H . In this sense the kernel of transition matrix has interpretation of the density matrix. For sake of simplicity we continue to consider only the case with no external field. An attempt of Dirac to give a probabilistic interpretation of the relativistic wave function leads him to a definition of the density matrix [5] ,
where P ± are the projectors on the positive and negative spectrum respectively, i.e. P ± H = H ± . To find these projectors we consider Fourier transform of the Dirac equation
Multiplying the both sides by (−i / p+m) one finds thatψ satisfies the Klein-Gordon equation
whereφ : R 3 × Z 2 → C 4 is a function on the mass shell. Since we restrict the functional space to solutions of the Klein-Gordon equation it is more convenient to use differently renormalized functionsψ ± ( p) instead ofφ( p, ±)
Here p 0 = E, E = p 2 + m 2 ,ψ ± ∈ H ± . Let ψ ∈ H + ⊕ H − and apply the Fourier transformations
The components ψ ± satisfy the Dirac equation
Similar to (12) the parity transformation gives
Using (23) we obtain
We define auxiliary projectorsP
Then from identities (24)-(26) it follows the following propertieŝ
MoreoverP 2 ± =P ± butP ±P∓ = 0. Using (21) and (22) we getP ± F ± ψ =ψ ± and thus
Finally we have
Here ∆ 1 is the Hadamard function, knows also as the even solution of the Klein-Gordon equation. The odd solution ∆ is the Pauli-Jordan function. A detailed analysis of their singularities can be found in the original paper of Dirac [5] .
In non-relativistic quantum mechanics the expectation of an observable O is defined as
Consequently the density matrix is ρ(y, x) = ψ(y)ψ * (x) and the expectation is given by the trace of the observable with the density matrix, i.e. O H = T r(Oρ). It follows from (33) that R 1 doesn't vanish at space-like intervals and thus if considered as the density matrix would include non-local contributions to vacuum expectations of observables. In 1927 J. von Neumann defined the density ρ and the expectation of an observable O for a canonical ensemble at temperature T , see [8] ,
,
This definition has been subsequently extended to the grand canonical ensemble [9, 3] . Using this probability measure one obtains the 2-point Schwinger function (47) which corresponds to the Feynman propagator ∆ F in Minkowski space [11] . In the quantum field theory there are two equivalent definitions of the propagator [7] ,
Here ψ x is a generalized operator in H. Since P + = −P − the propagator is not continuous at x 0 = y 0 . Apparently R 1 and ∆ F have different propagation properties
Consequently we restrict the analysis of R 1 and ∆ F to the case with x 0 = y 0 . Since the Heviside function is a generalized function its value at a single point is not defined. Let θ(0) = θ 0 > 0 then equation (37) gives
On the other hand for any space-like intervals
It follows that θ 0 = 1 2 and thus
The space-like correlation of the Dirac density matrix R 1 is induced by the vacuum fluctuations which are explicitly given by the Feynman-Kac formula in (43) and (46).
Hartree-Fock action
A usual way to formulate QED is the functional integral formalism, see e.g. L.D. Faddeev [1] . The fundamental formula for the construction of Euclidean field theory, see e.g. [3] , is
Here 
In particular, construction of Euclidean QED in the ξ-gauge leads to a formal path integral in D ′ (R 4 ) with the Lagrangian semiclassical density which includes a gauge fixing term
The Feynman gauge corresponds to ξ = 1. Calculating the inverse of this bilinear form yields the covariance matrix
Let G(R 4 ) denote an infinite dimensional algebra whose generators are maps from R 4 to a Grassmann algebra G. A system with fermions is usually quantized using the Berezin integral [2, 35] e ηS 0 η = dνψ ψ e ηψ + ψ η .
Hereη, η ∈ G(R 4 ) are smooth function with compact support andψ, ψ ∈ G ′ (R 4 ). For Dirac fermions Γ 0 =ψ( / ∂ + m)ψ and thus the covariance matrix is
Here / p = p µ γ µ and {γ ν , γ µ } = 2δ µν , γ 0 = β.
To introduce interaction one substitutes / ∂ with a covariant derivative wrt local gauge transformations, i.e. / ∂ → / ∂ − ie / A, and define a generating functional
In perturbation theory L is understood as a formal expansion over the Planck constant, i.e. the loop expansion L = l 0 l L l . The terms L l with l > 0 are the counterterms. It is clear that a non-zero current does not require new counterterms.
In Quantum Mechanics the Hartree-Fock method is an approximation to the quantum many-body problem. One assumes that quantum mechanical N-particle state is an antisymmetric combination of one-particle wave functions {ϕ i ∈ H 1 } known as the Slater determinant [16] . The equations of motion are obtained by the variational principle, i.e. they correspond to the stationary points of the energy under the constraint that the norm of the wave functions be one. This leads to the Euler-Lagrange
are one-particle Hamiltonians. Because of symmetry it is more convenient to define the Fock operator F and solve the eigenvalue problem F ϕ i = ε i ϕ i . For neutral and positively charged atoms and molecules of N + 1 electrons the minimiser of the energy exists [18] , and there are infinitely many stationary points below the energy level of the ground state corresponding to the same non-linear problem with N electrons [17] . The discrete spectrum of the Dirac Hamiltonian with a potential V such that for r → ∞ it behaves as V = Cr α−2 where 0 < α < 2 is also infinite [19] . To account for the vacuum polarization it is necessary to add to the method arbitrary number of virtual particles, i.e. we need to make a transition from the representation in the configuration space to a new canonical variable which describes the occupation numbers of quantum states [6] . A further development of this idea led V. Fock to the introduction of the quantized wave function ψ and subsequently to a new form of the non-relativistic energy operator [20] 
Here the first term is the Hamiltonian of an electron in the potential of a hydrogen atom and the second term gives two-particle interaction. This form can be obtained using the generating functional given above in (48) if one integrates out all electromagnetic quantum fluctuations. Indeed given an external current J and denoting the corresponding background field by A, i.e. A = CJ , we obtain
For simplicity we restrict our discussion to the semiclassical approximation and deliberately omit all the counterterms. Let define the classical fields as usual
Each of these vacuum expectations has a non-vanishing value only in the presence of the corresponding external source. Using integration by parts (211) and taking the semiclassical limit, i.e. → 0, we obtain
Solutions of these equations make stationary the following effective action
Appropriately defining the quantum state and closely following V. Fock [20] we would get a relativistic generalization of the Hartree-Fock equation (50). Instead we shall pursue the problem with an equivalent representation. Let perform a shift of the Gaussian measure dν A (43) by a background field
It is also convenient to define a measure dµψ ψ
where S is a solution of a non-homogeneous Dirac equation with an external potential A, e.g. a Coulomb potential,
To uniquely define the propagator S we shall also specify a walk around the poles. Given a neutral atom with N + 1 electrons in a particular quantum state {ϕ i } we can single out a valence N + 1-th electron and solve the Hartree-Fock problem for the remaining N electrons. We consider the example in the theory of perturbation up to the first order in the coupling constant of the quartic term in (51) without addressing the convergence of the expansion. A non-perturbative approach will discussed below in section 3. In the Hartree-Fock approximation a N-particle state in the Hilbert space H is a functional Φ N ∈ H,
Here ϕ i ∈ H 1 (R 3 , C 4 ) are wave functions of electrons. The state is invariant under the transformations of a symmetry group, i.e. ϕ → gϕ where g ∈ SU(N). We consider the 2-point correlation function of the valence electron in a background state Φ N such that the functions {ϕ i } are eigenvectors of the Hamiltonian with the Coulomb interaction onlȳ
It is not difficult to realize that 2(n + 1)-point functions Φ 0 ψ z ′ 1 . . . ψ + zn Φ 0 with two points connected to x, y and with the remaining 2n points connected to ϕ i ( z i ), ϕ + i ( z ′ i ) describe the screening of the Coulomb potential and the exchange between the valence electron and other n electrons. The functions in the second line on Figure 1 can be obtained from the corresponding terms in the upper line by a suitable modification of the walk around the poles of the propagator (59)
However at higher orders we shall account for functions with four and more external lines connected to the background state. Here we do not need to develop the expansion beyond the first order. Performing the Wick rotation to the Minkowski space S E (it) = −iS M (t), restrictingḡ to the hyperplane t = 0 and retaining only the leading order we get the result which is similar to equations (36), (41) 
We come to a representation in which all other electrons define the Fermi energy level, i.e. an appropriate choice of the walk around the poles of the Feynman propagator. This is a general property that holds whenever the propagator and the corresponding background state are compatible. The additive term to the propagator (62) is equivalent to 2N-dimensional Grassmann integral over a set of auxiliary variables {ψ i , ψ i } N i=1 with the covariance S i . Let dµψ i ψ i denote a two-dimensional restriction of the original measure dµψ ψ , i.e. it is an integral over two Grassmann variables dψ i dψ i . Furthermore it is convenient to putψ N +1 =ψ, ψ N +1 = ψ and thus
A tensor productψφψϕ of vectors in the fundamental representation can be uniquely decomposed into symmetric and antisymmetric irreducible representations. Since in equation (65) we sum over all color indices we shall consider only the symmetric representationsψ ∧φ and ψ ∧ ϕ. The unique invariant is the scalar product
Consequently the invariant component of the quartic term has the form
We can restore the original symmetry by defining a measure dµψ ψ such that each component dµψ i ψ i is similar to (58)
Here as above in (51) we omit the counterterms. Of cause the first quartic term has been expected. Indeed for any system of distinct particles one could obtain the direct term from the generating functional (48) by integrating over the electromagnetic potential
For a system of indistinguishable particles the previous argument based on the theory of perturbation gives also the exchange term. The definition of the classical fields literally repeats expression (53). As above these fields satisfy Euler-Lagrange equations (54) with the Lagrangian which coincides with the expression of the Hartree-Fock energy
Thus the semiclassical trajectories under the standard normalization conditions for the wave functions give the Hartree-Fock approximation.
In the remaining of the section we calculate 1-loop radiative corrections. The direct and exchange terms appear when we put the valence electron on the Fermi energy level. Assuming the renormalizability of QED we construct a generating functional in a such way that the counterterms preserve the Lorentz invariance and satisfy the Ward identities
Convention used here is clear from the scaling properties of the measure given in appendix B.2. Since we assume that the Ward identities can be restored we intentionally omit all other terms which break the gauge invariance. It is helpful to consider the semiclassical limit. To do this we shall restore the Planck constant in the Feynman-Kac integral
and define the corresponding classical fields
Using integration by parts (211), (212) we obtain equations of motion in the limit → 0
It follows that the semiclassical action has the form
Substituting L with the decomposition given in (72) we see that this expression is a rescaling of the initial action
The last term does not appear in equations of motion (75) and can be omitted. In the following we put Z i = 1 + O( ). The 2-point correlation function is
The generating functional of connected Schwinger functions is related to Z by a simple combinatorial relation e W = Z.
Sinceψ, ψ are odd elements of G ′ (R 4 ) their expectations vanish, ψ L 2 = ψ L 2 = 0. Consequently we have Wη η = Zη η , and thus the leading order of Wη η in the loop expansion coincides with the covariance −S. Using integration by parts (211) we obtain an identity
This form suggests introduction of the connected amputated Schwinger functions. We define its generating functional L
In particular for 2-point correlators these definitions yield
Hence identity (80) has the form
where
One can obtain this equation directly from definition (82) using the fact that odd fermionic correlators vanish. Using integration by parts (212) for linear and quadratic functions on
Substituting these identities into (84) we obtain
where the last term is a correction of the second order in the Planck constant. Retaining only the leading order we get
Each of constants Z 2 , Z 3 , δm contains divergent and finite parts. The finite part is fixed by the renormalization conditions. It is important to note that the divergent constants are universal, i.e. they are independent of the potential A. Retaining in equation (83) terms up to the first order in the Planck constant we obtain the Dirac equation
Expression on the right hand in (92) can be written in a more concise form using 1PI functions. The generating functional of 1PI functions is the effective action Γ which is defined by the Legendre transform (74)
From this definition one can derive the following identity
We substitute into this equation the expansion of Γ over the Planck constant
restrict it to K = 0 and retain only first order corrections. This yields
Subtracting equation (93) we obtain
Let perform the Wick rotation back to the Minkowski space-time. Recall that the Schwinger functions S n is a restriction of an analytic extension of the Wightman functions W n to Euclidean points [11] R :
The covariance matrix of the vector field A transforms respectively under SO(4) and SO (1, 3) . For x 0 1 > x 0 2 let −iC M = W AA = AA H and C E = S AA . Consequently we have
Indeed for t > 0
and thus
The propagator in the Coulomb gauge can be obtained using a gauge transformation [12] C M µν (p) =
This has the form
where ξ is a device to obtain the inverse operator, see e.g. (44). Similarly for x 0 1 > x 0 2 let −iS M = W ψψ = ψψ H and S E = S ψψ . Furthermore there is a group homomorphism, i.e. ∀g ∈ SL(2, C) and ∀h ∈ SU(2) × SU (2) h :
Consequently for the 2-point function of spinor fields in (47) we have
The divergent constants calculated by several authors [10, 7]
where Λ 0 is an ultraviolet cut-off in the momentum space and {c a } are some finite constants. Using equation (83) we obtain that 2-point Green's function ig(x, y) = Wη (x)η(y) satisfies the Dirac equation with first order radiative corrections,
Since the Green's function S coincides with g at the leading order in the loop expansion we substitute S in equation (108) with g. In the following we make a crude approximation by restricting the photon propagator to the Coulomb interaction (221). Unfortunately the counterterms break the Lorentz and gauge symmetries, see e.g. appendix C.
. The Fourier transform of the Green's function wrt the time argument gives the resolvent of the Hamiltonian
where α k = βγ k are the Dirac α-matrices. Here g depends on the external potential A which we restrict to the Coulomb potential of the nuclear charge −Ze and also on the position of residues. Let define the instantaneous density matrix ρ f as the restriction of the Green's function to t = 0, i.e. ρ f = iḡ| t=0 . Omitting the delta function δ 3 x y in the diagonal terms the kernel of the Hamiltonian iŝ
The resolvent can also be written using the bilinear formulā
where σ + (Ĥ) is the essential and discrete spectra of unoccupied orbitals. The position of the residues has been chosen such that lim t→0± −iḡ(t) = ±P f ± , see also (64). We perform the inverse Fourier transform by applying the Cauchy contour integration theorem
Similar to equation (63) for the density with a non-trivial propagator we have
Finally the kernel (113) has the form
This result is far from being quantitatively precise but it shows that the direct and exchange terms describe a non-trivial background. Let consider the eigenvalue problem of the Dirac Hamiltonian with a Coulomb potential in the spherical coordinates system. Using the Dirac representation of the γ-matrices by separation of variables one obtains the following equations for the radial part of the wave function ϕ λ (r)
Here F , G are appropriately rescaled radial functions, for notation see e.g. [14, 13] . Note that these equations are invariant under the charge conjugation F ↔ G, γ ↔ −γ z ↔ −z, κ ↔ −κ. For 0 < z n < 1 there exists a discrete set of eigenvectors (G n , F n ) which are dense in H 1 (R). For −1 < z 0 there are no solutions in H 1 (R), see [13] . For |z| > 1 every solution is bounded for x → ∞ [15] .
Theorem 1 Let F, G ∈ L ∞ be solutions of (119). Then ∃q > 0 s.t. ∀z : q 2 z 2 < z 2 − 1 the corresponding Taylor expansions wrt the parameter γ < q are uniformly convergent on compact sets
Proof. It is convenient to use a representation proposed in Swainson and Drake [32] F G = 1 2s
Let y = √ z 2 − 1 x then equations (119) have the form
Let K = [0, a] be an interval. It follows from lemma A.1 that the remainder of the Taylor expansion can be arbitrary small ∀y ∈ K. For y ∈K one usually proceeds with the Sturm-Liouville equation,
by determining functions α and β g(y) = α(y) sin(y + β(y)).
The corresponding equations have the following form 
Furthermore from Hilbert [15] we know that ∃a > 0 s.t. ∀y > a the function α is bounded. Then for ǫ > 0 we can choose a such that max(|α|, |β|) < cγ a < ǫ. Since g is an entire function ofα andβ it follows that the corresponding remainder of the Taylor expansion can be made sufficiently small uniformly in y.
Corollary 1
Let H = H 0 + V be the full Hamiltonian where H 0 = α k ∂ k + βm and V is an appropriate self-adjoint operator, e.g. V = −ieβ / A. For a sufficiently large infra-red cut-off the leading term of the resolvent (114) restricted to unbound states L ∞ is given by first order radiative corrections of the free particles theory, i.e.
S(ω)
Proof. Let φ λ , ψ λ denote eigenvectors respectively of H 0 and H, i.e. H 0 φ λ = λφ λ and Hψ λ = λψ λ . The eigenvalue problem for H is equivalent to the fixed point problem
At the leading order in the expansion over the perturbation V we have
Consequently restricting the bilinear formula (114) to the leading order in the Planck constant and retaining in the summation only unbounded states ψ λ ∈ L ∞ we get
In the second term we substitute K λ with the bilinear expression (129), change the variables λ ↔ ε in the integrand with K + λ term and use the identity
Finally we obtain
All non-linear terms of the perturbative expansion are very small and negligible at the energy scale of the atomic physics. Consequently above an appropriate infra-red cut-off we can use the well known 1-loop order results obtained for the running coupling constant and selfenergy. Below the infra-red cut-off a non-perturbative approach is necessary. It is clear that the theorem 1 breaks down then γ 2 > ω where ω = |z| − 1. Hence an infra-red cut-off must be much higher than 26eV for hydrogen, 3.8KeV for magnesium, 80KeV for xenon. For these atoms the lowest energy of electron calculated in Hartree-Fock approximation is 13.6eV , 1.34KeV and 34.4KeV respectively. This means that all solutions in H 1 are also below this cut-off. Indeed the lowest energy level z HF min in the Hartree-Fock approximation is always above the lowest energy level z C min of electron in the Coulomb potential,
Exact RG equation
To account for radiative corrections one needs to add the vacuum polarization and selfenergy terms to the Hamiltonian. In this section we discuss the solution obtained using the renormalization group (RG). As an introduction to the RG theory the reader might consider the original review written by K. Wilson [22] . There is an extensive list of references on the subject with applications to condensed matter physics [23] , the field theory [24, 25, 26, 27, 28] and stochastic pdes [29] . We restrict the solution to the leading contribution in the 1/N-expansion which is a meaningful approximation for large atoms and molecules. The calculation of radiative corrections on non-trivial backgrounds in this approximation considered already by many authors, see e.g. [40, 34, 30] . Distribution over energy levels of a large number of bosons is described by the Bose-Einstein statistics. At zero temperature such systems create a condensate. Distribution of electrons in large atoms is described by the Fermi-Dirac statistics, i.e. at zero temperature all orbitals below the Fermi energy are occupied and all orbitals above are free. Furthermore in the large-N limit all n-point irreducible functions with n > 4 are negligible in the vacuum [38, 39] and thus we will omit these terms in the effective action.
It is important to observe how the Green's function changes from one energy scale to another one. We have seen in corollary 1 that at very higher energy scales the Coulomb interaction can be considered as a perturbation of free particle motion. For the electrons of inner shells the exchange term balances the screening of the direct term. Hence for such orbitals the Coulomb potential is of the foremost importance. For orbitals with higher quantum numbers, i.e. at very low energy scales, the exchange term is very weak and the screening becomes significant. In other words, as the infra-red cut-off Λ grows up the effective action is approaching the action of the Fermi gas in the Coulomb potential whose Green's function is known analytically [21] . Here we use a multiscale expansion in order to continuously follow up the deformations of the effective action as the infra-red cut-off decreases down to zero. A proof of convergence for a similar expansion can be found, for example, in V. Mastropietro [31] .
Let H be the Dirac Hamiltonian with a Coulomb potential of the nuclear charge one Z = 1. We denote by Λ 0 and Λ the ultraviolet and infra-red cut-offs which restrict the space of distributions on H 1 to a subset
The generating functional (68) with the both cut-offs has the form
where L Λ 0 Λ 0 includes the counterterms. Since the Lagrangian is time translation invariant the Legendre transform (53) gives the Hartree-Fock E 0Λ 0 HF energy multiplied by the time interval T [41] . Here we are interested in the limit Λ → 0,
where the orbital energies ω are Lagrange multipliers. Furthermore since our goal is an effective low energy theory we restrict generating functionals to the low energy components, e.g. η,η ∈ G 0Λ . Using the background field method we translate the integration variables ψ → ψ + φ by a field φ ∈ G 0Λ and then obtain
Next we decompose the measure dµ 0Λ 0 ψψ into dµ 0Λ
Since φ, η ∈ G 0Λ the integrand depends on ψ 2 andψ 2 only via the term L Λ 0 Λ 0 (ψ 1 +ψ 2 +φ, ψ 1 + ψ 2 + φ). Consequently the integration over dµ ΛΛ 0 ψ 2 ψ 2 yields the generating functional of connected amputated Schwinger functions with the infra-red cut-off L ΛΛ 0 ,
The functional L ΛΛ 0 is free of any ultraviolet divergences when Λ 0 → ∞ and contains the radiative corrections of perturbative QED. We have already mentioned in the text below corollary 1 that this functional can be obtained from the semiclassical Hartree-Fock action by substituting the constants e and m with its 1-loop approximation. By expanding L Λ∞ at the point φ we get
The bilinear term L Λ∞ 2 (ψ, ψ) can be decomposed in the form
In the semiclassical approximation the auxiliary matrices V , Σ, Q,Q are
We can account for the bilinear form by defining a new measure dμ Φ e 1 2 KGK = dμ Φ e K1ηΦ , K = (η,η), Φ = (ψ, ψ).
Here G is the propagator of the particles on the Fermi energy level
where G is the Green's function with the standard walk around the poles
Using the measure dμ Φ we can write
It follows that the generating functionalW 0Λ has the form
Substituting (139) into (136) and denoting δψ =ψ −φ, δψ = ψ − φ we get
We choose the background fields to coincide with the classical fields, i.e. φ = ψ andφ =ψ and obtain a generalization of the well known result [30] to arbitrary infra-red cut-off
HereΓ 0Λ is the Legendre transform ofW 0Λ . One obtains 1-loop approximation by substituting (150) into (152), see e.g. [30, 40] ,
Expanding in the fine-structure constant we see that at the leading order the radiative corrections are given by the Green's function of the Dirac operator with the potential of the nuclear charge Z, see also (118). Let λ ∈ (0, Λ] be a floating infra-red cut-off. We define the reduced effective actionΓ
Here S λΛ is the propagator with the floating infra-red cut-off, i.e. S λΛ = Sσ λΛ . In the following we will omit the tilde symbol in the notations of the effective potential. Furthermore,Ṡ λΛ is a shorthand for ∂ λ S λΛ ; Γ ′′ stands for the matrix
. Let assume that Γ ′′λΛ −1 is a Neumann series expansion on an interval of energy scales (0, Λ]
Theorem 2 The RG equation for the effective action has the form [37, 36] 
where σ λΛ = 1 (λ,Λ] .
Proof. Using the definition of the Grassmann measure it is straitforward to obtain the derivative dμ wrt the infra-red cut-off λ dμψ ψ e ηψ + ψ η = dµψ ψ −δ ψṠ δψ e ηψ + ψ η .
This yields the Wilson-Polchinski equation for the functional L defined in (82)
The Legendre transform (94) has the form
Applying the derivative ∂ Λ and using equation (158) we havė
Equation (95) gives the identity
Together with (160) this yields the RG equatioṅ
From definition (140) we have
This implies that Γ ΛΛ (0) = 0 and thus
Since Γ λΛ (0) = Γ λΛ (0) the Hartree-Fock energy E 0∞ HF has the following form
where f 0×R 3 denotes the zero time restriction of the trace f (0, ·) R 3 . We have also used the time translation symmetry, i.e. I Λ = T E Λ∞ HF − φ βωφ . At 1-loop approximation Γ ′′λΛ = Γ ′′0Λ and thus we obtain the Dirac hole theory
This expression is similar to (153). However numerical calculations of the Green's function Γ ′′0Λ −1 are unmanageable in computational complexity for the infra-red cut-off Λ approaching the essential spectrum from below. A necessary large cut-off is unreachable in practice.
To make a progress we need to return to the RG equation (156). Given a generating functional
Consequently we get a multiscale expansion of Γ 0Λ (0) with an appropriate propagator at each scale
The renormalization group equation (156) holds for each interval (Λ k , Λ k+1 ]. Hence omitting the superscript k in the notation of the propagator we havė
For practical use it is important to perform the Wick rotation to the Minkowski space. Furthermore because of time translation symmetry it is convenient to define the Dirac density
Let assume that for some M N we have a set of solutions
Usually this set is obtained by method of iterations. We make the following assumptions:
Hypothesis 1 We retain only corrections to the mass and the nuclear charge
Furthermore µ λ (r), ρ λ (r) are spherically symmetric functions. Their Laplace transform has the formρ
For p < 1 we suggest a low energy decomposition
At λ = Λ these functions are approximated by QED corrections at 1-loop.
where R λΛ 1 corresponds to the Coulomb Green function of the Dirac Hamiltonian with the potential of the nuclear charge one [33] .
Then one can consider the renormalization group equation (170) for two point function δψδ ψ Γ λΛ = −Ω λ . By smearing the both sides with solutions of hydrogen atom of appropriate quantum numbers one obtains the necessary number of ODEs for the coefficients ρ λ i , µ λ i .
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Appendices A Complementary lemmas
Lemma A.1 For |z| 1 let F, G ∈ L ∞ be solutions of (119). Then ∀γ : |γ| < 1 and ∀κ ∈ Z\{0} there exists an upper bound on the derivatives wrt the parameter γ
where c z = |z| + 1 and c is a positive constant.
Proof. We look for a solution of the form
where g 0 = 0,f 0 = 0. Substituting the series into (119) we get
Since g 0 = 0, f 0 = 0 then an assumption that either s − κ = 0 or t + κ = 0 yields a contradiction. In the remaining case s − κ = 0, t + κ = 0 we have t = s and thus
In order to have the functions in L ∞ we choose s = κ 2 − γ 2 . From equations (182), (183) for κ > 0 we obtain
Here we consider only the case κ ∈ N + . The case κ < 0 can be obtained using charge conjugation symmetry. It is convenient to split the sequence (g n , f n ) in two subsequences corresponding to even n = 2r and odd n = 2r + 1 indices
Then equations (182), (183) have the form of tail recursion
Here the coefficients A h , B h are functions of γ 2 and Z j , K are constants
Furthermore let us define a 0 = 1, b 0 = 1 and
The recurrence relation (187) can be easily solved
This yields a p p = a p+1 p+1 , a p+1
It is easy to see that a p 1 = (2p − 3)!! and a p p = 1. Then ∀s ∈ [0, p − 1], ∀n ∈ [s + 1, p] put b n s = a n n−s . We have a n n = b n 0 = 1, a s+1
Assuming that for a fixed s the coefficients b n s are known one can obtain all b n s+1 using the recursion starting from b s+2 s+1 = (2s + 1)!!. It remains to verify the upper bound, i.e. b n s <
First we assert the bounds for b n 0 and b s+1 s , i.e. b n 0 < 2 n and b s+1 s < (2s + 2)!!. Using recursion (201) we obtain
where p i ∈ N be a set of indices and p ∈ N. Then
Proof.
Put x = 1.
Proof. It is sufficient to show by induction the following relation 
A similar formula holds for the Gaussian measure (43). For
For details see [3] .
B.2 Scaling properties
Let dµ C denote a Gaussian measure with covariance C, see (43),
Using integration by parts (212) we obtain
It follows that Z(j) is the characteristic function of the measure dµ 
Consequently Z(η, η) is the characteristic function of the measure dµ Z −1 2 S Z(η, η) = Z(0)e ηZ −1 2 Sη .
(220)
C The counterterms
In this section we calculate the counterterms in (108) by restricting the photon propagator to the Coulomb part, i.e. 
and the Feynman parameterization 1 a 1 . . . a n = (n − 1)
Since the counterterms depend on the external potential A linearly we need to retain only two first terms in the expansion over A,
This yields the divergent terms of the self-energy Σ(x, y, A) = e 2 C 00 (x, y)γ 0 (−i)(S 0 (x, y) + ieS 0 (x, z) / A(z)S 0 (z, y))γ 0 (225) = ie 2 βΣ(x, y)β − e 3 β z∈R 4
A ν (z)Γ ν (x, z, y)β,
Σ(x, y) = C 00 (x, y)S 0 (x, y), Γ ν (x, z, y) = C 00 (x, y)S 0 (x, z)γ ν S 0 (z, y), 
Π µν (x, z) = iT r(S 0 (x, y)γ µ S 0 (y, x)γ ν ) .
The first term on the right in (228) vanishes. We also omit all non-linear terms of the external potential which are finite contributions. Thus using (252) and the gauge fixing condition ∂ k A k = 0 one can rewrite the divergent part of the vacuum polarization in the following form 
change the variables 
