accurate procedures implemented from mainframes to personal computers have recently been reported (Argos and Rao, 1986; von Heijne, 1992; Persson and Argos, 1994, 1996) , some of them using neural networks (Rost et at., 1995; Fariselli and Casadio, 1996) . In this paper, a neural networkbased program will be described for personal computers running in Excel worksheets to predict with 93% accuracy the presence of hydrophobic transmembrane (HTM) stretches from a protein sequence.
The minimal requirements of program hardware and software are: Apple Macintosh or PC computers with 2 Mbytes of RAM; Excel spreadsheet 4.0. The program is user friendly. When the user opens the program (file named 'TransMem'), he or she will find a dialogue window with different buttons: 'Enter Sequence', 'Clear Screen', 'Save Results', 'Run' and 'Quit' indicating different functions that can be performed. The protein sequence must be entered or imported (into 'Enter Sequence') in one-letter amino acid code in cells of a typical Excel spreadsheet box. For users not familiar with Excel, it should be mentioned that a spreadsheet cell takes up to 255 characters; thus, if the sequence exceeds this number, additional cells have to be used. Nevertheless, in order to visualize better the whole sequence in the cell charts, it is advisable to enter the sequence as 50-character strings. The running time is 4.5 s per protein residue on a Power Macintosh, less on a Pentium PC. The output of the results is depicted as a list of amino acid stretches or as a profile.
As a training set, the following five protein sequences were used, with 39 transmembrane helices (in SWISS-PROT code): anion transport protein (b3at_hiirnan); dopamine receptor (dadr_human); glucose transporter type I (gtr^hu-man); haemagglutinin-neuraminidase (hema_ndvu) and rhodopsin (opsd_human). From a set of 69 protein sequences from the SWISS-PROT database previously used to design the program of Rost et al. (1995) , 55 have been chosen as a testing set. It deserves to be mentioned that the exact location of transmembrane helices is often controversial due to the very small set of protein membrane 3D structures solved and deposited in the data banks.
The neural network used in this method is based on the Perceptron model (Rosenblatt, 1958) , known as MLP (Multilayer Perceptron). Each of the different amino acids has been P.Aloy el al. encoded as a 21-component vector (Quian and Sejnowski, 1988) . Therefore, the network can be considered as a window with 21 positions moving along the protein sequence. This kind of codification defines the network architecture: 441 neurons in the input layer (21 x 21), 20 in the hidden and only one in the output one.
In the training procedure, a modification of the standard Backpropagation (Rumelhart et ai, 1986 ) was used as a learning algorithm, known as Backpropagation of Momentum. This algorithm allows an increase in the learning coefficient when the input patterns are similar and a decrease when an unusual pattern appears. A hyperbolic tangent has been used as activation function. This is a C 1 non-decreasing function with domain in the interval [ -1, +1 ] . This activation range was used because the learning process is faster than a typical codification form [0, 1] (Fausett, 1994) . The initial weights were randomly assigned, being the values uniformly distributed along the range [-0.3, +0.3] , in order to obtain the largest slope of the hyperbolic tangent function within its domain, thus being the maximum learning rate. The net was trained by placing a binary output value (+1 if the residue is alocated in a transmembrane stretch, -1 otherwise) in the middle of the window. This strategy allows a specific residue to be related with its neighbours along the sequence.
The program was tested on 172 transmembrane segments belonging to 55 different proteins, involving ~25 000 amino acid residues. These proteins correspond to those used by Rost et al. (1995) , in their neural network, but removing all sequences presenting significant sequence similarity (>25% over 80 or more residues) to the training set. The accuracy of the transmembrane prediction of the net was evaluated by comparing the predicted helices to the helix transmembrane assignments of the SWISS-PROT database, and calculated as follows: Accuracy = Number of residues correctly predicted Total number of residues x 100
According to this definition, the percentage accuracy obtained for the set of proteins tested is ~93%. The best prediction (nep_human) was 99.9% and the worst (bach_halhm) was 71.7%. The segment-based scores are 93.6% (161 out of 172) correctly predicted and 6.4% (11 out of 172) incorrectly or not found. In addition, the program finds 18 false HTMs. Finally, 63.6% (35 out of 55) match any of the predicted and observed segment locations. These results were obtained using several net topologies, either decreasing or increasing the window size, hence the number of neurons in its input layer, the worse results being when decreasing the window size. This would indicate that the information contained in the 20 residues around the central one was necessary. On the other hand, results did not improve significantly when increasing the window size, but the net did spend a longer time in the learning process. When the number of hidden layers was modified, the results were similar. The advantage of such a simple program as this is its userfriendliness on a personal computer. The price to be paid for simplicity and mobility is a loss of prediction accuracy.
