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Abstract
The Hales–Jewett Theorem states that any r–colouring of [m]n contains a monochromatic
combinatorial line if n is large enough. Shelah’s proof of the theorem implies that for m = 3
there always exists a monochromatic combinatorial lines whose set of active coordinates is
the union of at most r intervals. Conlon and Kamcˇev proved the existence of colourings
for which it cannot be fewer than r intervals if r is odd. For r = 2 however, Leader and
Ra¨ty showed that one can always find a monochromatic combinatorial line whose active
coordinate set is a single interval. In this paper, we extend the result of Leader and Ra¨ty
to the case of all even r, showing that one can always find a monochromatic combinatorial
line in [3]n whose set of active coordinate is the union of at most r − 1 intervals.
1 Introduction
Given natural numbers m and n, let [m]n be the collection of all words of length n with letters
taken from the alphabet [m] = {1, . . . ,m}. We write [m]n⋆ =
(
[m]∪{⋆}
)n
\ [m]n and refer to the
coordinates in ℓ ∈ [m]n⋆ where the symbol ⋆ occurs as active. Let ℓ[α] denote the word in [m]
n
obtained by substituting each occurrence of the symbol ⋆ in ℓ by α ∈ [m] and note that ℓ must
contain at least one active coordinate. The set of m words {ℓ[1], . . . , ℓ[m]} ⊂ [m]n is referred
to as a combinatorial line in [m]n. We will usually simply refer to ℓ as that combinatorial line.
Theorem 1.1 (Hales–Jewett [6]). For any natural numbers m and r there exists a number n
such that any r–colouring of [m]n contains a monochromatic combinatorial line.
The smallest such n is called the Hales–Jewett number and denoted HJ(m, r). Shelah’s
celebrated proof of the theorem [11] uses a single induction (on m) and therefore gives primitive
recursive bounds for the HJ(m, r). Moreover, it yields monochromatic combinatorial lines with
a specific structure, which has drawn attention of several researchers. The following definitions
help us discuss these results: we refer to a combinatorial line as q–fold if the set of its active
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coordinates consists of at most q sub-intervals of {1, . . . , n} for some positive integer q. Let
I(m, r) be the minimum q so that for sufficiently large n any r–colouring of [m]n contains a q–
fold combinatorial line. Shelah’s argument implies that I(m, r) ≤ HJ(m−1, r). Conlon and the
first author [4] showed that the bound is sharp for m = 3 and odd r, i.e. I(3, r) ≥ r = HJ(2, r).
This gives Shelah’s approach a certain additional weight.
Perhaps surprisingly, Leader and Ra¨ty [9] showed that the restriction on the parity of r is
necessary by proving that I(3, 2) = 1 < HJ(2, 2). Our goal is to show that this case is not an
exception by extending their result to any even number of colours.
Theorem 1.2. For any even r ≥ 2 there exists N = N(r) such that any r–colouring of [3]n
contains a monochromatic combinatorial line whose set of active coordinates is contained in at
most r − 1 intervals for n ≥ N .
More concisely, I(3, r) = r − 1 for even r. The fact that I(3, r) depends on the parity of
r could also come as a surprise seeing as the Hales–Jewett Theorem is purely combinatorial.
Several ideas behind the proof of Theorem 1.2 will overlap with those of [4] and [9] and it is
perhaps advisable to first familiarise oneself with these two (significantly shorter) papers. In the
following, we will sketch the idea behind our result, which requires some additional notation.
Given a word w = w1 . . . wn ∈ [m]
n, let its contraction w be obtained by contracting every
interval on which w is constant to a single letter of [m].
Example. The word w = 11233322 has the contraction w = 1232.
We write P(m,n) = {w : w ∈ [m]n} for the set of patterns with alphabet [m] of length at
most n. Given some pattern p = p1 . . . pk ∈ P(m,n) and i ∈ [m], we also use the notation
ϕi(p) = #{1 ≤ j ≤ k : pj = i} and ϕ(p) =
(
ϕ1(p), . . . , ϕm(p)
)
. (1)
We refer to ϕ(p) as the count of p. Lastly, we write
ϕ
(q+1)
i (p) = ϕi(p) (mod q + 1) and ϕ
(q+1)(p) =
(
ϕ
(q+1)
1 (p), . . . , ϕ
(q+1)
m (p)
)
(2)
and refer to ϕ(q+1)(p) ∈ Zmq+1 as the reduced count of p. From now on, the number of colours
will always be equal to q + 1 and we aim to find a monochromatic q–fold combinatorial line.
The colouring that Conlon and the first author constructed to show that I(3, r) ≥ r for odd
r is in fact a function of ϕ(q+1)(p). We will show that colourings of this type are inherent to
the problem by passing precisely from any colouring of [3]n to a function of ϕ(q+1)(p).
We can describe the idea of the proof as follows: consider the q–fold combinatorial lines in
[3]n as the hyperedges of a 3–uniform hypergraph with vertex set [3]n. Any colouring of [3]n
that avoids monochromatic q–fold combinatorial lines simply corresponds to a proper vertex-
colouring of this hypergraph, i.e. a colouring with no monochromatic edges. Using a purely
Ramsey-theoretic argument, we first show that for any such colouring and n large enough we
can find a sub-hypergraph isomorphic to the q–fold combinatorial lines in [3]n˜, where n˜ is
significantly smaller than n, with the following important property: any two words in this sub-
hypergraph that have the same contraction must also have the same colour. We can therefore
identify all words in this sub-hypergraph that get contracted to the same pattern.
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We continue by showing that this sub-hypergraph has a rich structure, consisting of many
interlaced cliques of size q + 1, that is it contains q–powers of arbitrarily long paths. Besides
establishing that any proper colouring of the original hypergraph requires at least q+1 colours,
this structure will imply that, within a significant part of our sub-hypergraph, we can identify
patterns with each other if they have the same reduced count ϕ(q+1). This establishes that
any (q + 1)–colouring of [3]n that avoids monochromatic q–fold combinatorial lines implies the
existence of a proper (q + 1)–colouring of a particular hypergraph with vertex set Z3q+1. This
hypergraph is translation-invariant, has edges between any two vertices which differ in a single
coordinate as well as some important additional restrictions. These restrictions imply that it
cannot be (q + 1)–colourable for odd q, from which the main theorem follows.
We note that everything up to the bound on the chromatic number holds for general q and
that the initial Ramsey theoretic reduction to the patterns also holds for general m. Therefore,
our proof along with the colouring from [4] give a good intuition on why the function I(3, r)
displays the afore-mentioned alternating behaviour.
Outline. We start Section 2 by formally defining the hypergraphs just outlined in the sketch
of our proof. We proceed by formalising the reduction to the patterns and then to the reduced
count. The final proof ingredient is a lower bound on the chromatic number of the hypergraph
defined using the reduced count. Section 3 contains some further remarks and open questions.
2 Proof of Theorem 1.2
Given some pattern p ∈ P(3, n) and k ∈ N, the notation
(p)k =
k times︷ ︸︸ ︷
pp . . .p (3)
refers to the k–fold repetition of that pattern. For the rest of the section, we fix
k0 = k0(q) = 10q + 6 (4)
and define the buffered version of a pattern x = x1 . . . xk′ ∈ P(3, k0) satisfying x1 6= 1 and
xk′ 6= 2 to be
x+ = 1x (23)2k0 (13)2k0 (21)2k0 231 ∈ P(3, 7k0 + 4). (5)
Using these definitions, we define the following hypergraphs for any m ≥ 2.
• H(m,n, q) refers to the hypergraph with vertex set [m]n and edge set consisting of all
q–fold combinatorial lines in [m]n.
• P(m,n, q) refers to the hypergraph obtained fromH(m,n, q) by identifying vertices whose
contractions are the same and keeping the hyperedges. Each vertex of H(m,n, q) is
mapped to its contraction in P(m,n, q).
• C(n, q) refers to the hypergraph on Z3q+1 obtained by taking the sub-hypergraph of
P(3, n, q) induced by the set of vertices p ∈ P(3, 7k0 + 4 + q) that are buffered, that
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is p = x+ for some appropriate x ∈ P(3, k0), and then identifying and labelling vertices
based on the reduced count ϕ(q+1)(x). That is, a hyperedge {x+,u+,v+} in P(3, n, q)
induces the hyperedge {ϕ(q+1)(x), ϕ(q+1)(u), ϕ(q+1)(v)} in C(n, q), assuming x+,u+ and
v+ are of length at most 7k0 + 4 + q.
In the remainder of this section, we first show that if P(m,n, q) is not r–colourable, then
neither is H(m,N, q) for some appropriately large N . Then we will assume that n ≥ 7k0+4+q,
set r = q + 1 and show that if C(n, q) is not (q + 1)–colourable, then neither is P(3, n, q). We
conclude the proof of Theorem 1.2 by showing that any (q+1)–colouring of C(n, q) must contain
a monochromatic (hyper)edge.
2.1 The reduction to patterns
The notation and idea behind this part are derived from the approach of Leader and Ra¨ty [9]
for the specific case of q = 1.
We define the set of breakpoints of a given word w = w1 . . . wn ∈ [m]
n to be the set
T (w) = {a1, . . . , ak} for which wai−1+1 = · · · = wai and wai 6= wai+1 for 1 ≤ i ≤ k + 1
where we set a0 = 0 and ak+1 = n. Let S
(k) refer to all subsets of size k of some given set
S. Given some N ≥ n and A = {a1 < · · · < an−1} ∈ [N − 1]
(n−1), let wA denote the word
wA = wA1 . . . w
A
N ∈ [m]
N defined by wAai−1+1 = · · · = w
A
ai
= wi for 1 ≤ i ≤ n where we set a0 = 0
and an = N . Note that in general wA = w and T (w
A) ⊆ A. Specifically T (wA) = A if and
only if w = w.
Example. Let w = 13323 be given. We have T (w) = {1, 3, 4}. If A = {2, 3, 5, 6} and N = 8
then wA = 113 33 2 33.
This notation allows us to make the following statement.
Proposition 2.1. For any n ∈ N there exists N = N(n) ∈ N so that for any colouring χ of [m]N
there exists A = A(n,N, χ) ∈ [N − 1](n−1) such that χ(wA1 ) = χ(w
A
2 ) for any w1,w2 ∈ [m]
n
satisfying w1 = w2.
Proof. Give the patterns in P(m,n) an arbitrary ordering, say P(m,n) = {p1, . . . ,pk}, and
write ti = |pi| for their respective length. Set n0 = n−1 and recursively define ni = R
(ti−1)(ni−1)
for 1 ≤ i ≤ k where R(t)(s) = R(t)(s, s) is the t–set Ramsey number. Lastly, set N = N(n) =
nk + 1.
Let us recursively define sets Tk ⊃ · · · ⊃ T1 ⊃ T0 satisfying |Ti| ≥ ni for 0 ≤ i ≤ k as well
as certain properties with respect to the colouring χ. We start by setting Tk = [N − 1]. Let
|Ti| ≥ ni be given and observe that χ induces a colouring χi on T
(ti−1)
i given by χi(A) = χ(p
A
i )
for A ∈ T
(ti−1)
i . Now, since by definition ni = R
(ti−1)(ni−1), it follows that there exists Ti−1 ⊂ Ti
satisfying |Ti−1| ≥ ni−1 such that T
ti−1
i−1 is monochromatic with respect to χi.
Now fix some A = {a1 < · · · < an−1} ∈ T
(n−1)
0 . Consider two words w1,w2 ∈ [m]
n which
satisfy w1 = w2 = pj for some 1 ≤ j ≤ k. We note that there exist A1, A2 ∈ A
(tj−1) such that
wA1 = p
A1
j and w
A
2 = p
A2
j , that is T (w
A
1 ) = A1 and T (w
A
2 ) = A2. Since T0 ⊂ Tj−1, we have
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A1, A2 ∈ T
(tj−1)
j−1 and therefore
χ(wA1 ) = χ(p
A1
j ) = χj(A1) = χj(A2) = χ(p
A2
j ) = χ(w
A
2 )
as desired.
The lemma states that within [m]N we can find a ‘copy’ of [m]n in which any two words
with the same contraction must also have the same colour. The following corollary captures
this point.
Corollary 2.2. For any n ∈ N there exists N = N(n) ∈ N so that if P(m,n, q) is not r–
colourable, then neither is H(m,N, q).
Proof. Given some proper colouring χ of [m]N we note that χ′ given by χ′(w) = χ(wA) for
w ∈ [m]n defines a proper colouring of [m]n. This follows since any combinatorial line ℓ in
[m]n connecting {ℓ[1], . . . , ℓ[m]} corresponds to the combinatorial lines ℓA in [m]N connecting
{ℓ[1]A, . . . , ℓ[m]A}. Proposition 2.1 now implies that χ′ also induces a proper colouring of
P(m,n, q), proving the statement.
Before we proceed to the reduction to the reduced count, let us describe the structure of
the hyperedges in P(m,n, q). Let us write P⋆(m,n) = {ℓ : ℓ ∈ [m]
n
⋆} where the contraction
also contracts repeated occurrences of the symbol ⋆. We start with a simple observation which
follows from the definition of P(m,n, q).
Lemma 2.3. For any ℓ ∈ P⋆(m,n), the set
{
ℓ[1], ℓ[2], . . . , ℓ[m]
}
forms an edge in P(m,n, q).
Proof. Let ℓ = ℓ1 . . . ℓk where k ≤ n. Clearly ℓ
′ = ℓ1 . . . ℓk(ℓk)
n−k ∈ [m]n⋆ is a combinatorial line
in [m]n so that {ℓ[1], ℓ[2], . . . , ℓ[m]} = {ℓ′[1], ℓ′[2], . . . , ℓ′[m]} forms an edge in P(m,n, q).
In general, the edges described in the previous lemma are of order m or m− 1. The central
observation being used for the next reduction is that for the case of m = 3 a combinatorial line
of the form ℓ = 1 ⋆ 2 connects the patterns 12 and 132 by an edge of order two, since both ℓ[1]
and ℓ[2] get contracted to the same pattern. This is a particularity of that alphabet order and
the main reason why this approach does not easily extend to larger m.
Let us derive a precise description of when an edge of order two occurs between two vertices
in P(3, n, q). Edges of order two will be sufficient in order to realise the reduction to the reduced
count, but edges of order three will be crucial at the end of the section when establishing the
lower bound on the chromatic number for odd q.
We start by introducing two more necessary notions. Let {α1, α2, α3} = {1, 2, 3} and p ∈
P(3, n). An α3–insertion in p is the operation of inserting a copy of the letter α3 between an
instance of α1 and an instance of α2 in p. An α3–alteration of p is the operation of moving one
instance of α3 whose neighbours in p are α1 and α2 to another part of p so that its neighbouring
letters are again α1 and α2.
Example. The pattern 13212 can be obtained from 1212 by a 3–insertion and from 12312 by a
3–alteration.
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We will only need the notion of insertion for the remainder of this subsection, but alterations
will become important in the next one.
Lemma 2.4. Let p1,p2 be two patterns in P(3, n) and α ∈ [3]. If p2 is obtained from p1 by at
most q successive α–insertions, then p1 and p2 are adjacent in P(3, n, q).
Proof. Assume without loss of generality that α = 3. We will construct some ℓ ∈ P⋆(3, n)
satisfying ℓ[1] = ℓ[2] = p1 and ℓ[3] = p2. Let p2 = p1 . . . pk and let j1, . . . , jk′ denote the k
′ ≤ q
indices of the 3–insertions that take one from p1 to p2, that is if one removes pj1 , . . . , pjk′ from
p2 then one obtains p1. We now define ℓ = ℓ1 . . . ℓk by
ℓi =
{
pi for i ∈ {1, . . . , k} \ {j1, . . . , jk′},
⋆ for i ∈ {j1, . . . , jk′}.
(6)
It immediately follows that ℓ[1] = ℓ[1] = p1 and ℓ[3] = p2, so by Lemma 2.3 ℓ forms an edge
between p1 and p2 in P(3, n, q).
2.2 The reduction to the reduced count
Let us introduce one last additional definition. For {α1, α2, α3} = {1, 2, 3} we call a pattern in
P(3, n) α3–diverse if it is of length at most n − q and it contains at least q copies of either of
the subwords α1α2 or α2α1.
Example. The pattern 121 is 3–diverse if q ≤ 2 and n ≥ 5
Note that we are not yet restricting ourselves to buffered patterns for the following remark
and the subsequent lemma.
Remark 2.5. For any α–diverse pattern p ∈ P(3, n) there exists a sequence p = b1, . . . ,bq+1 in
P(3, n) so that bi+1 can be obtained from bi by an α–insertion for 1 ≤ i ≤ q.
Lemma 2.6. Let χ be a proper (q+1)–colouring of P(3, n, q), p1,p2 ∈ P(3, n) and α ∈ {1, 2, 3}.
We have χ(p1) = χ(p2) if either the following two cases holds:
(i) p2 can be obtained from p1 by exactly q + 1 α–insertions,
(ii) p1 and p2 are α–diverse patterns and p2 can be obtained from p1 by an α–alteration.
Proof. Let us start with case (i). By assumption, there exists a sequence of patterns p1 =
b0,b1, . . . ,bq,bq+1 = p2 in P(3, n) so that bi+1 is obtained from bi by an α–insertion for any
0 ≤ i ≤ q. By Lemma 2.4, there is an edge connecting bi to bj if |i − j| ≤ q and i 6= j. It
follows that {b1, . . . ,bq} is a clique of order q that lies in the neighbourhood of both p1 and
p2. The desired statement follows.
p1 = b0
b1 b2 bq
bq+1 = p2
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Regarding case (ii), one can easily see that if p2 can be obtained from p1 by an α–alteration,
then there exists a pattern b0 so that both p1 and p2 can be obtained from b0 by an α–insertion.
Since p1 and p2 are diverse, Remark 2.5 established that there also exist patterns b2,b3, . . . ,bq
in P(3, n) so that b2 can be obtained from both p1 and p2 by an α–insertion and bi+1 can be
obtained from bi by an α–insertion for 2 ≤ i ≤ q − 1.
p1
p2
b0
b2 b3
bq
Again by Lemma 2.4, it follows that {b0,b2, . . . ,bq} form a clique of order q that lies in the
neighbourhood of both p1 and p2. The desired statement follows.
Throughout the remainder of this part we will assume that n ≥ 7k0 + 4 + q and restrict
ourselves to the patterns in the vertex set of P(3, n, q) that are buffered, that is we will consider
P+ = {p+ : p = p1, . . . , pk′ ∈ P(3, k0) s.t. p1 6= 2 and pk′ 6= 1} ⊂ P(3, n − q). (7)
Note that we have chosen n large enough so that this set is non-empty. Furthermore, since
k0 = 10q + 6 and P
+ ⊂ P(3, n − q), every pattern contained in P+ is clearly α–diverse for any
α ∈ [3]. We can now establish the central lemma that allows us to perform the next reduction.
Lemma 2.7. Let χ be a proper (q + 1)–colouring of P(3, n, q) and p1,p2 ∈ P
+. If the reduced
count of the two patterns is the same, that is ϕ(q+1)(p1) = ϕ
(q+1)(p2), then χ(p1) = χ(p2).
Proof. We will show that for any p ∈ P+ there exists a sequences of diverse words
p = b1,b2, . . . ,bk1 = c1, c2, . . . , ck2
such that bi+1 can be obtained from bi for 1 ≤ i < k1 by a single alteration and ci can be
obtained from ci+1 for 1 ≤ i < k2 by exactly q + 1 α–insertions where the α ∈ [3] is allowed to
depend on each step. We will also show that ck2 is determined by the reduced count of p, so
that the two sequences obtained by starting at p1 and p2 terminate in the same pattern. By
Lemma 2.6, it follows from this that χ(p1) = χ(p2).
We start by constructing the sequence b1, . . . ,bk1 : let us refer to a copy of any letter
α3 ∈ {1, 2, 3} in a pattern as movable if it is positioned between a copy of α1 and α2 where as
usual {α1, α2, α3} = {1, 2, 3}. In the pattern 12321 for example, both copies of the letter 2 are
movable whereas none of the others are. We let x ∈ P(3, k0) be the pattern for which
p = x+ = 1 | x | (2 xy 3)2k0 (1 xy 3)2k0 (2 xy 1)2k0 231.
Here both the bar as well as the symbol xy only serve as a visual aid to help us with the following
definitions: we will refer to the part between the two bars – that is initially x – as the core and
to the part to the right of the second bar – that is initially (2 xy 3)2k0 (1 xy 3)2k0 (2 xy 1)2k0 231 –
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as the buffer. We will refer to the spaces between the 12s, 13s and 21s in the buffer marked by
the symbol xy as slots.
We now obtain bi+1 from bi by choosing an arbitrary movable letter from the core and
moving it by an alteration into an appropriate slot in the buffer. We do so in a canonical
fashion by always moving a letter to the left-most available slot. The slot itself, with the
corresponding symbol, gets removed. Note that the bars stay in place throughout this process
and serve as the reference point for our notions of core and buffer, even as both change in length.
We iterate this until there are no more movable letters in the core and refer to the point at
which this happens as k′1. Since x is of length at most k0, we note that we haven constructed the
buffer large enough to not only contain all of x, but also large enough that all of the bi remain
α–diverse for any α ∈ [3]. If the core of bk′1 is empty, then we set k1 = k
′
1. If however the core of
bk′1 is non-empty, then we must have bk′1 = 1 | 2121 . . . 21 | 2 . . . 231. In this case, we proceed
by moving the last 3 in bk′1 in front of the core so that bk′1+1 = 13 | 2121 . . . 21 | 2 . . . 21. We
observe that we are now able to recursively move all remaining letters from the core into the
buffer until we reach bk1−1 = 13 | | 2 . . . 21. We finish by moving the 3 back to its original
position, so that
bk1 = 1 | | (213)
ϕ1 (2 xy 3)2k−ϕ1 (123)ϕ2 (1 xy 3)2k−ϕ2 (231)ϕ3 (2 xy 1)2k−ϕ3 231
where (ϕ1, ϕ2, ϕ3) = ϕ(x) refers to the count of x.
We now proceed by obtaining ci+1 from ci by removing, for each step, exactly q+1 of either
the 1s, 2s or 3s from, respectively, the parts (213), (123) or (231). We can continue to do so
until we reach
ck2 = 1 | | (213)
ϕ
(q+1)
1 (2 xy 3)2k−ϕ
(q+1)
1 (123)ϕ
(q+1)
2 (1 xy 3)2k−ϕ
(q+1)
2 (231)ϕ
(q+1)
3 (2 xy 1)2k−ϕ
(q+1)
3 231.
where (ϕ
(q+1)
1 , ϕ
(q+1)
2 , ϕ
(q+1)
3 ) = ϕ
(q+1)(x). We note that ck2 only depends on the reduced count
of the original core x. Since the original buffer is identical for any core, it follows that ck2 also
only depends on the reduced count of p as desired.
Corollary 2.8. If C(n, q) is not (q + 1)–colourable, then neither is P(3, n, q).
We conclude this subsection by establishing the structure of some of the edges that can be
found in C(n, q). In fact, these will be essentially almost all of the edges that can be found in
C(n, q), though we do not provide a proof of this. Recall that in C(n, q) the point associated
with ℓ[α]
+
∈ P+ is labelled with the reduced count of ℓ[α] for any α ∈ [3]. Let e1 = (1, 0, 0),
e2 = (0, 1, 0) and e3 = (0, 0, 1) denote the indicator vectors in N
3.
Lemma 2.9. Given any x ∈ Z3q+1 as well as any a1, a2, a3 ∈ Z satisfying 0 < a1 + a2 + a3 ≤ q
and ai + aj ≥ 0 for i 6= j, the set {x + a1 e1,x + a2 e2,x + a3 e3} forms an edge in C(n, q),
where addition is modulo q + 1.
Proof. Write x = (x1, x2, x3) where 0 ≤ x1, x2, x3 ≤ q are treated as integers. We note that
we must have either a1, a2, a3 ≥ 0 or ai2 , ai3 ≥ −ai1 > 0 for {i1, i2, i3} = {1, 2, 3}. We will
distinguish between these two cases.
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Case 1. Assume that a1, a2, a3 ≥ 0. Consider
ℓ = ℓ(x1, x2, x3; a1, a2, a3) = (2 ⋆ 3)
a1 (213)x1 (23)q+1−x1−a1 . . .
(1 ⋆ 3)a2 (123)x2 (13)q+1−x2−a2 . . .
(2 ⋆ 1)a3 (231)x3 (21)q+1−x3−a3 ∈ P⋆(3, k0).
Here the dots merely indicate that the word is continued in the next line. It is easy to verify
that
ϕ(q+1)
(
ℓ[1]
)
= (x1 + a1, x2, x3) = x+ a1 e1,
where all addition is modulo q + 1. Similarly, ϕ(q+1)
(
ℓ[i]
)
= x + ai ei for i ∈ {2, 3}. We
note that ℓ is of length at most 10q + 6 = k0 so that ℓ
+ ∈ P⋆(3, n) and hence by Lemma 2.3
{ℓ+[1], ℓ+[2], ℓ+[3]} constitutes an edge in P(3, n, q) so that {x + a1 e1,x + a2 e2,x + a3 e3} is
an edge in C(n, q).
Case 2. Assume that a1 < 0 and a2, a3 ≥ |a1|. The other cases follow likewise. Consider
ℓ = ℓ(x1, x2, x3; a1, a2, a3) = (1 ⋆ 1)
|a1| (213)x1 (23)q+1−x1+|a1| . . .
(1 ⋆ 3)a2−|a1| (123)x2 (13)q+1−x2−a2 . . .
(2 ⋆ 1)a3−|a1| (231)x3 (21)q+1−x3−a3 ∈ P⋆(3, k0).
It is again easy to verify that ϕ(q+1)
(
ℓ[i]
)
= x + ai ei for i ∈ [3] As before we conclude that
{x+ a1 e1,x+ a2 e2,x+ a3 e3} forms an edge in C(n, q).
The edges described in the following easy corollary form a ‘Latin cube’–type structure in
C(n, q), that is {x,x + ei,x + 2 ei, . . . ,x + q ei} form a clique of order q + 1 for any x ∈ Z
3
q+1
and i ∈ {1, 2, 3}.
Corollary 2.10. For any x ∈ Z3q+1, i ∈ {1, 2, 3} and a ∈ {1, . . . , q} there is a edge between the
vertices x and x + a ei in C(n, q) where addition is modulo q + 1. Therefore, if χ is a proper
(q+1)–colouring of C(n, q), then for any x and ei, each colour occurs exactly once in the clique
{χ(x), χ(x + ei), χ(x + 2 ei), . . . , χ(x+ q ei)}.
2.3 A lower bound on the chromatic number of C(n, q)
Throughout this section we will continue to assume that n ≥ 7k0 + 4 + q and simply write
Cq = C(n, q). The vertex set of Cq is Z
3
q+1 and the edges of Cq that we will use are described
in Lemma 2.9 and Corollary 2.10. As already noted, Cq contains plenty of cliques of order q+1
so that χ(Cq) ≥ q + 1. We know that this bound is sharp for even q, but we wish to show the
following:
Proposition 2.11. For odd q we have χ(Cq) > q + 1.
We will prove the proposition by considering a single colour, say ‘red’ which is assumed to
induce no hyperedges of Cq. We will show that the red set is determined by only two vertices
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and in fact comes from the zero set of a linear functional. We show this using an inductive
argument. Implicitly, [4] have shown that χ(Cq) ≤ q + 1 for odd q using exactly this type of
colouring.
Lemma 2.12. Let χ be a proper q+1–colouring of Cq. Let a ∈ Z and b ∈ N0 such that |a| ≤ b
as well as max(b, a+ b) ≤ q and let {ia, ib, i0} = {1, 2, 3}. If there exists x ∈ Z
3
q+1 such that
χ(x) = χ(x− a eia + b eib) (8)
then we must have
χ
(
x+ s0
(
− (a+ b) ei0 − b eib
)
+ s1
(
− a eia + b eib
))
= χ(x) (9)
for any s0, s1 ∈ Z. Here all addition is modulo q + 1.
Proof. Let us highlight two special cases of (9) that will be needed throughout the proof:
(i) Equation (9) with (s0, s1) = (1, 1) reads χ
(
x− (a+ b) ei0 − a eia
)
= χ(x).
(ii) Equation (9) with (s0, s1) = (−1, 0) reads χ
(
x+ (a+ b) ei0 + b eib
)
= χ(x).
We now prove the statement by induction on
d = max(b, a + b) =
{
a+ b if a ≥ 0
b if a < 0
. (10)
Note that by assumption 0 ≤ d ≤ q. For d = 0 we must have a = b = 0, for which the statement
is trivially true. We therefore assume that the inductive hypothesis holds for 0, 1, . . . , d− 1 < q
and prove it for d.
The case a = 0 immediately leads to a contradiction since x and x + b eib are adjacent by
Corollary 2.10. The case where a+ b = 0, that is a = −d and b = d, will be argued separately
at the end as it relies on previously having proven this statement for all other cases. Let us
therefore look at the case a + b > 0. We start by proving the special case (s0, s1) = (1, 1) of
equation (9).
Claim 2.13. Let a′ ∈ Z \ {0} and b′ ∈ N satisfy b′ ≥ a′ > −b′ as well as max(b′, a′ + b′) = d.
If there are {i′a, i
′
b, i
′
0} = {1, 2, 3} and x
′ ∈ Z3q+1 such that
χ(x′) = χ(x′ − a′ ei′a + b
′ ei′
b
), (11)
then
χ(x′ − a′ ei′a − (a
′ + b′) ei′0) = χ(x
′). (12)
Proof of Claim 2.13. For the remainder of the proof we simply say that the colour of x′ is red.
We write
c = x′ − a′ ei′a, y
′ = c+ b′ ei′
b
, and z = c− (a′ + b′) ei′0 .
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Case 1.1Case 1.3Case 1.2
a′
b′
−(a′ + b′) (q + 1) − (a′ + b′)c
x′
y′
z z
Figure 1: Relative positions of the involved points in the case a′ > 0.
Recall that the aim is to show that z is red. Before proceeding with a case distinction, we note
that c cannot be red since it is adjacent to both x′ and y′ by Corollary 2.10
Case 1. Assume that a′ > 0. Let us show that out of the vertices c+ j ei′0 where −(a
′ + b′) ≤
j ≤ q − (a′ + b′) only z, corresponding to j = −(a′ + b′), can be red and therefore in fact must
be red by Corollary 2.10. We will do so through a case distinction illustrated in Figure 1.
Case 1.1. If 1 ≤ j < (q +1)− (a′ + b′), then we note that x′ and y′ form a hyperedge with any
of the vertices c+ j ei′0 as described in Lemma 2.9 and therefore these vertices cannot be red.
Case 1.2. If −(a′ + b′) < j < −b′, then using (ii) with
a = −a′, b = −j, ia = i
′
a, ib = i
′
0 and x = c+ j ei′0 , (13)
we get that c+ (a+ b) ei′
b
is red. Note that we could use the inductive hypothesis as b = −j >
b′ ≥ |a′| = |a| and max(b, a + b) = b = −j < a′ + b′ = d. Since x′ = c + b′ ei′
b
is also red, we
have b′ = a+ b = −j − a′ by Corollary 2.10, implying the contradiction a′ + b′ = −j < a′ + b′.
Case 1.3. If −b′ ≤ j ≤ −1, then using the inductive hypothesis in the form of (i) with
a = j, b = b′, ia = i
′
0, ib = i
′
b and x = c+ j ei′0 , (14)
we get that c − (a + b) ei′a is red. Note that we could use the inductive hypothesis as b = b
′ ≥
−j = |a| and max(b, a + b) = b′ < a′ + b′ = d. However, since c + a′ ei′a is also red, it follows
that a′ = −(a+ b) = −j − b′ by Corollary 2.10, giving the contradiction a′ + b′ = −j < a′ + b′.
Case 2. Assume that a′ < 0. Let us again show that out of the vertices c + j ei′0 where
−(a′ + b′) ≤ j ≤ q − (a′ + b′) only z, corresponding to j = −(a′ + b′), is red. We will do so
through another case distinction that is illustrated in Figure 2.
Case 2.1. If 1 ≤ j ≤ |a′| − 1, then using (ii) with
a = −j, b = |a′|, ia = i
′
0, ib = i
′
a and x = x
′, (15)
we get that c + (a + b) ei′
b
is red. Note that we could use the inductive hypothesis as b =
|a′| > j = |a| and max(b, a + b) = |a′| < b′ = d. Since x′ = c + b′ei′
b
is also red, we have
b′ = (a+ b) = −j + |a′|, implying the contradiction a′ + b′ = −j.
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Case 2.2Case 2.12.42.3
a′
b′
−(a′ + b′) (q + 1) − (a′ + b′)c
x′
y′
z z
Figure 2: Relative positions of the involved points in the case a′ < 0.
Case 2.2. If |a′| ≤ j < (q +1)− (a′ + b), then we argue as in case 1.1. That is, we observe that
x′ and y′ form a hyperedge with any of the vertices c + j ei′0 as described in Lemma 2.9 and
therefore these vertices cannot be red.
Case 2.3. If −(a′ + b′) < j ≤ −|a′|, then we proceed as in case 1.2. That is, we apply (ii) with
a = |a′|, b = −j, ia = i
′
a, ib = i
′
0 and x = c+ j ei′0 , (16)
to conclude that c + (a + b) ei′
b
is red. Note that we could use the inductive hypothesis as
b = −j ≥ |a′| = |a| as well as max(b, a + b) = |a′| − j < |a′| + a′ + b′ = b′ = d. It follows that
b′ = a+ b = |a′| − j, implying the contradiction a′ + b′ = −j < a′ + b′.
Case 2.4. If max
(
− |a′|,−(a′ + b′)
)
< j ≤ −1, then using (ii) with
a = −j, b = |a′|, ia = i
′
0, ib = i
′
a and x = x
′, (17)
we get that c+ (a+ b) ei′
b
is red. Note that we could use the inductive hypothesis as b = |a′| >
−j = |a| as well as max(b, a+ b) = |a′|− j < |a′|+a′+ b′ = b′ = d. Hence b′ = a+ b = −j+ |a′|,
implying the contradiction a′ + b′ = −j < a′ + b′.
As previously in Case 1, we conclude that z must be red. This concludes the proof of
Claim 2.13. 
Claim 2.13 will now be used to show (9) in full generality, so for all s0, s1 ∈ Z, when a+b > 0
and max(b, a+ b) = d. For this purpose, let x, ia, ib and i0 be as stated in the lemma and recall
that
p(s0, s1) = x+ s0
(
− (a+ b) ei0 − b eib
)
+ s1
(
− a eia + b eib
)
.
Again, we will say that p(0, 0) = x and p(0, 1) = x− a eia + b eib are red. As previously in the
proof of the Claim 2.13, we have to distinguish two cases for a.
Case I. If a > 0, then we start by showing that p(s0, s1) is red for any s0, s1 ∈ N0 satisfying
s1 ≤ s0 + 1 by induction on s0. We note that for s0 = 0 the statement holds as p(0, 0) = x
and p(0, 1) = x− a eia + b eib . Assume therefore that the statement holds for s0 − 1 and let us
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+a +b
+(a+b)
p(s0-1,0)
p(s0-1,1)
p(s0-1,s0)
1
p(s0,1)
1
1
p(s0,s0)
2p(s0,0)
3 p(s0,s0+1)
Figure 3: The inductive step over s0 in the case a > 0.
show that it holds for all 0 ≤ s1 ≤ s0 + 1. We will do so through another case distinction that
is illustrated in Figure 3:
1. We start by proving it for 0 < s1 < s0+1. By inductive assumption, p(s0− 1, s1− 1) and
p(s0 − 1, s1) are red so that we can apply Claim 2.13 with
a′ = a, b′ = b, i′a = ia, i
′
b = ib and x
′ = p(s0 − 1, s1 − 1), (18)
to deduce that p(s0, s1) is also red.
2. Secondly, let s1 = 0. Since p(s0 − 1, 0) and p(s0, 1) are red, we apply Claim 2.13 with
a′ = −a, b′ = a+ b, i′a = ia, i
′
b = i0 and x
′ = p(s0, 1), (19)
to deduce that p(s0, 0) is also red.
3. Finally, consider s1 = s0 + 1. We use the fact that p(s0, s0) and p(s0 − 1, s0) are red and
apply Claim 2.13 with
a′ = −b, b′ = a+ b, i′a = ib, i
′
b = i0 and x
′ = p(s0, s0), (20)
to deduce that p(s0, s0 + 1) is also red.
This concludes the inductive step, so we have shown that (9) holds whenever s0 ∈ N0 and
0 ≤ s1 ≤ s0 + 1. However, since the summation is done modulo (q + 1), we have for instance
p(s0, s1) = p(s0 − (q + 1), s1). It immediately follows that p(s0, s1) is red for any s1, s0 ∈ Z.
Case II. If a < 0, then we note that, by Claim 2.13, z = x − a eia − (a + b) ei0 is red. If
a+ b ≥ |a|, then we rewrite that last equation as x = z− |a| eia + (a + b) ei0 and observe that
the position of x in relation to z satisfies the conditions of Case I. If a + b ≤ |a| then we note
that z = x− (a+ b) ei0 + |a| eia so that now z in relation to x satisfies the conditions of Case I.
In either scenario we can immediately derive (9).
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This completes the inductive step over d for a+ b > 0. The remaining case is −a = b = d,
so let x and y = x + b eia + b eib be red. By Corollary 2.10, the vertex x + b eia is connected
to both x and y by an edge and therefore cannot be red. The vertices x + b eia + j ei0 where
|a| = b ≤ j ≤ q form a hyperedge with x and y as described in Lemma 2.9 and therefore these
vertices also cannot be red. Now assume that x + b eia + j0 ei0 is red for some 1 ≤ j0 ≤ b− 1.
We apply (9) with −j0 in place of a and the same value of b. Note that |−j0| = j0 < b as well as
max(b,−j0 + b) = b = d and −j0 6= b. We previously established that (9) holds in this case, so
using observation (ii) we get that x+ b eia +(−j0+ b) eib must be red. Since y = x+ b eia + b eib
is also red, we must have b− j0 = b in contradiction to j0 ≥ 1. We have shown that the vertices
c + j ei0 cannot be red for any 0 ≤ j ≤ q, contradicting Corollary 2.10. It follows that (9)
vacuously holds for the case −a = b = d, completing the inductive step over d and proving
Lemma 2.12.
Let us now derive Proposition 2.11 from Lemma 2.12.
Proof of Proposition 2.11. By Corollary 2.10, one of the vertices {j e2 : 0 ≤ j ≤ q} must
have the same colour as −e1, say χ(j0 e2) = χ(−e1). If j0 = 0, then we get an immediate
contradiction. We claim that
1 = gcd(j0, q + 1) = gcd(j0 − 1, q + 1). (21)
From this one would immediately derive a contradiction since q + 1 is even by assumption and
at least one of j0 and j0 − 1 must be even as well.
To see that (21) holds, we apply Lemma 2.12 with
a = −1, b = j0, ia = 1, ib = 2 and x = −e1. (22)
Let p(s0, s1) be defined as in the previous proof so that Lemma 2.12 established that all p(s0, s1)
have the same colour as e1 and b e2 for any s0, s1 ∈ Z. Let Aa, Ab, A0 respectively denote the
set of their projections onto the axes ia, ib, i0. We note that
|Aa| = (q + 1)/ gcd(1, q + 1) = 1,
|Ab| = (q + 1)/ gcd(j0, q + 1),
|A0| = (q − 1)/ gcd(j0 − 1, q + 1).
However, in order not to violate the latin cube structure described by Corollary 2.10, we must
have |Aa| = |Ab| = |A0|. This establishes (21) and therefore concludes the proof of Proposi-
tion 2.11.
Theorem 1.2 now follows as an immediate consequence of Proposition 2.11, Corollary 2.8
and Corollary 2.2, where we set the N1.2 = N1.2(r) of Theorem 1.2 equal to N2.2(7k0+4+ q) =
N2.2(70q + 42 + q) from Corollary 2.2 and where of course q = r − 1.
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3 Remarks and Open Questions
3.1 Bounds for larger alphabets
Based on their result, Conlon and the first author originally conjectured that I(m, r) = HJ(m−
1, r). Given the result of Leader and Ra¨ty, this conjecture was later retracted, though it is still
reasonable to wonder if I(m, r) is at all linked to HJ(m− 1, r) when m > 3.
Question 3.1. Improve on either of the immediate bounds
max {I(m− 1, r), I(m, r − 1)} ≤ I(m, r) ≤ HJ(m− 1, r). (23)
In particular, r is the best explicit lower bound that the present methods can give on I(m, r),
which is probably far from the truth.
An upper bound separating I(m, r) from HJ(m− 1, r) would entail a new argument for the
Hales-Jewett theorem. For instance, the reduction to the hypergraph P(3, n, r) conceived by
Leader and Ra¨ty, along with the observation that P(3, n, r) contains an r-clique, already gives
an alternative proof for an alphabet of size 3. For m ≥ 3, this strategy essentially reduces the
alphabet size by one and therefore may be a good starting point for further inquiries.
3.2 Bounds for the Hales–Jewett number
There is currently a large gap in the best bounds on HJ(3, r), see [11, 1, 7, 8, 2, 3]. More
specifically, we have
rc ln(r) ≤ HJ(3, r) ≤ 22
cr
(24)
for some c > 0, where the upper bound is due to Conlon [3] and the lower bound follows from a
lower bound of the van der Waerden numberW (3, r) due to Graham, Rothschild and Spencer [5].
With this in mind, we ask the following question.
Question 3.2. Given r ≥ 2 and q ≥ 2⌈r/2⌉ − 1, what N = N(r, q) guarantees the existence of
q–fold lines in any r–colouring of [3]N?
A better lower bound on N(r, q) may turn out to be more accessible than one for HJ(3, r).
3.3 The cyclic setting
It should also be noted that the setup become significantly more natural if we take the cycle
ground set for the coordinates, that is Zn rather than [n], so that we might have an interval at
the border that ‘wraps’ around. In particular, the step to the reduced count in Subsection 2.2
becomes easier while actually resulting in a stronger statement that avoids the need for the
“buffer”. We therefore highly recommend that anyone interested in further exploring this topic
use that setup instead of the one employed so far in this and the previous papers. Note that
the cyclic setting is for example also used in [10], where a supersaturation-type Hales–Jewett
statement is obtained for combinatorial lines whose set of active coordinates is contained in
some small interval.
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