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COMPLETE SEGAL OBJECTS
NIMA RASEKH
Abstract. We define complete Segal objects, which play the role of internal higher category
objects. Then we study them using representable Cartesian fibrations, in particular defining
adjunctions and limits of complete Segal objects. Finally we use Segal objects to define univalence
in a locally Cartesian closed category that is not presentable and generalize some results from
[GK17] to the non-presentable setting.
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Introduction
0.1 Motivation. One way to expand the tools of category theory is by introducing category
objects. In a given category C which has the necessary limits, we define a category object as two
objects O (the object of objects) and M (the object of morphisms) with maps (s, t) : M→ O× O,
id : O → M and m : M ×O M → M that satisfy the necessary relations. Using this approach, we
can define Lie groups as a certain category object in the category of manifolds, or commutative
Hopf algebroids as a category object in commutative rings.
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The goal here is to develop a similar theory in the realm of (∞, 1)-categories. Concretely, we
generalize the concept of a complete Segal space that is one model of an (∞, 1)-category to internal
higher category object, which we call a complete Segal object.
Notice this generalization is different from the one that can be found in [Lu09]. While both are
a generalization of a complete Segal space, the work of Lurie focuses on generalizing it in a way
that gives us a definition of an (∞, 2)-category, whereas here the goal is to define internal (∞, 1)-
categories. In particular, a complete Segal space object in CSS is a model for an (∞, 2)-category,
whereas a complete Segal object in CSS is what we would call a “double higher category”. See
Section 5 for more details.
0.2 Outline. In the first section we review some notation for simplicial spaces and some basics
of complete Segal spaces.
In the second section we define Segal objects and complete Segal objects and develop the basic
category theory. In particular, we discuss objects, morphisms, composition and equivalences in
Segal objects.
In the third section we review the concept of representable Cartesian fibrations, which play the
role of presheaves that are represented by complete Segal objects. In particular, we show there
is a Yoneda lemma for complete Segal objects. The material in this section relies on [Ra17a] and
[Ra17b].
In the fourth section we use representable Cartesian fibrations to define adjunctions and limits
for complete Segal objects. In particular, we also prove the “Fundamental Theorem of Complete
Segal Objects”.
In the fifth section we give some examples of complete Segal objects in various higher categories.
In particular, talk about complete Segal objects in classical categories, spaces, right fibrations and
stable higher categories.
In the last section we use the definition of complete Segal objects to define univalent maps in a
non-presentable Cartesian closed higher category, generalizing results in [GK17].
0.3 Background. The first two sections only need a basic understanding of complete Segal
spaces. For the remainder we need the language of representable Cartesian fibrations which is
discussed at length in [Ra17b]. However, the main results we need are reviewed in Subsection 3.1
and Subsection 3.2. Thus as long as the reader is willing to accept the necessary results from
[Ra17b] the material here is self-contained.
0.4 Acknowledgements. My main gratitude goes to my advisor Charles Rezk who has guided
me through every single step of this work. I also want to thank Mike Shulman for many helpful
conversations on how to relate Segal objects to univalence that led to the material in Section 6.
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Basics & Conventions on CSS
In this section we review some of the notation and definitions we use. Throughout this note
we use the theory of complete Segal spaces. The basic reference to the theory of complete Segal
spaces is the original paper by Charles Rezk [Re01]. For a discussion on adjunctions and colimits
see [Ra18a]. Here we will only cover the basic notations.
Let S denote the category of simplicial sets, which we henceforth call spaces. Moreover, sS is the
category of bisimplicial sets, which we call simplicial spaces.
We define F (m) and ∆[m] as
F (m)nl = Hom∆([n], [m]),
∆[m]nl = Hom∆([l], [m]).
The category sS is generated by F (n)×∆[l].
We can localize the Reedy model structure on simplicial spaces to get a model for (∞, 1)-
categories, called complete Segal spaces (CSS). This happens in two steps.
Definition 1.1. [Re01, Page 11] A Reedy fibrant simplicial space X is called Segal space if the
map
Xn
≃
−−−→ X1 ×X0 ...×X0 X1
is an equivalence for n ≥ 2.
Theorem 1.2. [Re01, Theorem 7.1] There is a simplicial closed model category structure on the
category sS of simplicial spaces, called the Segal space model category structure, with the following
properties.
(1) The cofibrations are precisely the monomorphisms.
(2) The fibrant objects are precisely the Segal spaces.
(3) The weak equivalences are precisely the maps f such that MapsS(f,W ) is a weak equivalence
of spaces for every Segal space W .
(4) A Reedy weak equivalence between any two objects is a weak equivalence in the Segal space
model category structure, and if both objects are themselves Segal spaces then the converse
holds.
(5) The model category structure is compatible with the Cartesian closed structure
A Segal space already has many characteristics of a category, such as objects and morphisms
[Re01, Section 5]. However, it is still not an actual higher category. For that we need complete
Segal spaces.
Definition 1.3. A Segal spaceW is called a complete Segal space if it satisfies one of the following
equivalent conditions
(1) The map
Map(E(1),W )
≃
−−−→Map(F (0),W ) =W0
is a trivial Kan fibration. Here E(1) is the free invertible arrow.
(2) The following is a homotopy pullback square of spaces.
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W0 W3
W1 W
s
1 ×
s
W0
W t1 ×
t
W0
W1
Theorem 1.4. ([Re01] Theorem 7.2) There is a simplicial closed model category structure on the
category sS of simplicial spaces, called the complete Segal space model category structure, with the
following properties.
(1) The cofibrations are precisely the monomorphisms.
(2) The fibrant objects are precisely the complete Segal spaces.
(3) The weak equivalences are precisely the maps f such that MapsS(f,W ) is a weak equivalence
of spaces for every complete Segal space W .
(4) A Reedy weak equivalence between any two objects is a weak equivalence in the complete
Segal space model category structure, and if both objects are themselves Segal spaces then
the converse holds.
(5) The model category structure is compatible with the Cartesian closed structure
A complete Segal space is a model for higher category and as such comes with its own category
theory [Re01, Section 5, 6].
Complete Segal Objects
In order to be able to define complete Segal objects, we will proceed in three steps. First define
simplicial objects, then we specialize to Segal objects and finally we define complete Segal objects.
Remark 2.1. Everything we do henceforth happens internal to a given CSS. For consistency, we
will denote it by C and call it the ambient category. We will always assume that C has all finite
limits. For certain constructions we also need C to be locally Cartesian closed, which we will point
out.
2.1 Simplicial Objects. In this subsection we will focus on the definition of simplicial objects
in C.
Notation 2.2. We define the complete Segal space of simplices as the nerve N (∆) of the category
of simplices ∆. For simplicity, we will often denote this complete Segal space with ∆ as well.
Remark 2.3. Concretely, ∆ is a discrete simplicial space such that ∆n = Fun([n],∆). In particular,
∆0 = N.
Definition 2.4. We define the complete Segal space of simplicial objects of C by
sC = C(∆
op)
Remark 2.5. Given the explanation above, we can once again depict a simplicial object in X :
∆op → C as a diagram of the form
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X0 X1 X2 · · ·
d1
d0
d1
d0
.
Definition 2.6. A map of simplicial objects F (1)×∆op → C is an equivalence of simplicial objects,
if for any n ∈ N, the restriction map F (1) → C is an equivalence in C. In other words, the
equivalences are just level-wise equivalences of simplicial objects.
Notation 2.7. There are 3 important maps in the category ∆ that we will need later on and thus
deserve their own names.
(1) There is a map d1 : [0] → [1] taking the unique point to 0 ∈ [1]. This induces a simplicial
map
d1 : X1 → X0
We will call this map the “source map” and denote it by s.
(2) Similarly, the map d0 : [0]→ [1], taking the point to 1 ∈ [1], gives us a map
d0 : X1 → X0
which we refer to as the “target map” and denote by t.
(3) There is a unique map s0 : [1]→ [0], which gives a map:
s0 : X0 → X1
2.2 Segal Objects. In this subsection we specialize our simplicial objects so that it has some
categorical properties. Namely, we impose the Segal condition. Using the Segal condition we can
develop many interesting categorical notions internal to C.
In order to be able to define Segal objects we first need some preliminary definitions.
Definition 2.8. Let g(n) be the category with objects maps f : [1]→ [n] such that f(1)−f(0) ≤ 1,
excluding the two constant maps with value 0 and n. Every such map is completely determined by
its images. Thus, we can characterize a map as a string of two integers ij such that 0 ≤ i, j,≤ n
and j − i ≤ 1. In order to simplify notation, we will depict the constant map with target i with in
one letter i, rather than ii. Thus the category g(n) has 2n− 1 objects that can be summarized as
the set
{01, 1, 12, 2, ..., n− 1, n− 1n}
For each object ij in g(n) there is exactly one non-trivial morphism 0∗ : ij → i (if i > 0) and
exactly one non-trivial morphism 1∗ : ij → j (if j < n). In particular, there are no two composable
non-trivial morphisms.
Definition 2.9. We define the cone of g(n), cg(n), as the category which has objects of g(n), plus
one additional object, which we denote by 01...n. Moreover, there is one unique map from 01...n
to each object in g(n), which, depending on the target, we denote by aij or ai. Note the category
cg(n) does have composable arrows and so we have 0∗aij = ai and 1
∗aij = aj .
Remark 2.10. We can depict the category as the following diagram
6 NIMA RASEKH
01...n
01 12 ... n− 1n
1 ... n− 1
Remark 2.11. Let X be a simplicial object in C. There is a map of CSS Ng(n) → C defined as
follows: Each object of the form i is mapped to X0. Each object of the form ij is mapped to X1.
Each map of the form 0∗ is mapped to s : X1 → X0 and each map of the form 1∗ is mapped to
t : X1 → X0. We will name this map fX(n) : Ng(n)→ C.
The map fX(n) can be extended to a map f˜X(n) : Ncg(n) → C as follows. We map the object
01...n to the object Xn and each map aij is mapped to the map α
∗
i : Xn → X1. The functoriality
then uniquely determines the target of ai.
Remark 2.12. Using the depiction of the category above, we can depict this diagram in C as the
following.
Xn
X1 X1 ... X1
X0 ... X0
α∗0
α∗1
α∗n−1
t
s s
Definition 2.13. A simplicial object X is a Segal object if for every n ≥ 2 the cone f˜X(n) is a
limit cone for the map fX(n). Informally, we can say the map
(α∗0, ..., α
∗
n−1) : Xn
≃
−→ X1 ×
X0
X1 ×
X0
... ×
X0
X1
is homotopy equivalence in C.
Segal objects have their own higher category.
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Definition 2.14. We define Seg(C) as the sub full subcategory of the category C∆op generated by
Segal objects.
Similar to the case of Segal spaces, Segal objects have their own internal category theory that
we will discuss in the next subsection.
2.3 Category Theory of Segal Objects. Segal objects have their internal homotopy theory.
The key difference is that Segal spaces are Segal object in the complete Segal space of spaces which
is homotopically generated by the final object (i.e. there is a well-defined notion of membership).
This is not true for an arbitrary complete Segal space and so it is not enough to check conditions
only for points, which complicates the definitions to some extent.
Notation 2.15. For this subsection T : ∆op → C is a fixed Segal object in C.
Definition 2.16. We define the objects of T as objects of the over-CSS
Ob(T ) = Ob(C/T0 )
i.e. the set of maps into T0. Thus objects of T are the set
Ob(T ) = {x ∈ C1 : t(x) = T0}.
We say an object x : D → T0 in T has context D if the domain of x is D.
Remark 2.17. Notice that every object has an underlying context. The context plays an important
role when we later define morphisms and composition. We say an object has no context if the
domain is the final object x : ∗ → T0.
Definition 2.18. A morphism in T with context D is a map f : D → T1
Definition 2.19. Let f : D → T1 be a morphism in T . Then we define the source of f as
sf : D → T0 and the target of f as tf : D → T0. Notice that the source and target of f has the
same context.
T1 gives us a global way to access morphisms, however, we also want to be able to discuss
morphisms between two objects.
Definition 2.20. Let C be a locally Cartesian closed CSS. Moreover, let D be a fixed object. Then
the map of CSS
D ×− : C→ C/D
has a right adjoint, which we denote by
∏
D
: C/D → C
and call it the object of sections.
Remark 2.21. For the remainder of this subsection let C be locally Cartesian closed.
Definition 2.22. Let x, y : D → T0 be two objects with context D. We define the mapping object
mapT (x, y) as
mapT (x, y) =
∏
D
(x, y)∗T1.
We can depict the situation in the following diagram
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mapT (x, y) (x, y)
∗T1 T1
∗ D T0 × T0
∏
D
(s,t)
(x,y)
Remark 2.23. How does this object recover maps with source x : D → T0 and target y : D → T0?
We have following equivalences in C
mapC(∗,mapT (x, y)) ≃ map/D(D, (x, y)
∗T1) ≃ map/T0×T0(D,T1)
Thus a map ∗ → mapT (x, y) is exactly the data of a commuting diagram
D T1
T0 × T0
(x,y)
(x,y)
This is exactly the data of a morphism in T which has source x and target y.
More generally a map z → mapT (x, y) over T0 × T0 can be characterized as
z ×D T1
T0 × T0
(x,y)pi2 (s,t)
In particular, the definition comes with an evaluation map
ev : D ×mapT (x, y)→ T1
over T0 × T0.
Remark 2.24. Notice if x, y have no context then the map
∏
∗
is just the identity map and so
mapT (x, y) = (x, y)
∗T1. In particular, in this case we can define a mapping object just with limits.
Notation 2.25. As is customary in category theory, we denote a morphism f with source x and
target y as f : x→ y.
Now that we have a notion of morphisms, we need a notion of composition in a Segal objects. For
that we need to define the object of compositions. Let (x0, x1, ..., xn) : D → T0 × ...× T0 = (T0)
n+1
be objects with context D. We define the object of composition as
mapT (x0, x1, ..., xn) =
∏
D
(x0, x1, ..., xn)
∗Tn.
We can depict the situation in the following diagram
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mapT (x0, x1, ..., xn) (x0, x1, ..., xn)
∗Tn Tn
∗ D (T0)n+1
∏
D
(x0,x1,...,xn)
The maps above preserve limit cones. This means the limiting cone f˜T (n) as defined in Remark
2.11 can be first pulled back to a limiting cone
(x0, x1, ..., xn)
∗Tn
(x0, x1)
∗T1 (x1, x2)
∗T1 ... (xn−1, xn)
∗T1
D ... D
which tells us that we have following pullback diagram.
(x0, x1, ..., xn)
∗Tn
≃
−−−→ (x0, x1)
∗X1 ×
D
...×
D
(xn−1, xn)
∗X1
Applying the map
∏
D to this limiting cone we get
mapT (x0, x1, ..., xn)
mapT (x0, x1) mapT (x1, x2) ... mapT (xn−1, xn)
∗ ... ∗
we will depict this limiting cone with the product map
(α0, ..., αn) : mapT (x0, x1, ..., xn)
≃
−−−→ mapT (x0, x1)× ...×mapT (xn−1, xn).
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Definition 2.26. Let x, y, z be three objects with context D. We have the following equivalence:
(α0, α1) : mapT (x, y, z)
≃
−−−→ mapT (x, y)×mapT (y, z).
With this in hand we can define the composition of maps. Let (α0, α1)
−1 be a choice of inverse
for the equivalence above. Let f ∈ mapT (x, y) and g ∈ mapT (y, z). We define the composition as
follows.
∗
(f,g)
−−−→ mapT (x, y)×mapT (y, z)
(α0,α1)
−1
−−−−−−→ mapT (x, y, z)
d1−−−−→ mapT (x, z)
We call this composition map
g ◦ f : ∗ → mapT (x, z).
Remark 2.27. Note that the map is defined only up to a choice of inverse, but the space of inverses
is contractible and so any two choices are equivalent.
Remark 2.28. There is another way of understanding the composition. Let Sq((α0, α1), d1) be the
subspace of C2 ×C1 C2 generated by squares of the form
mapT (x, y)×mapT (y, z)
∗ mapT (x, y, z)
mapT (x, z)
(α0,α1)
≃
d1
The map Sq((α0, α1), d1)→ mapC(∗,mapT (x, y))×mapC(∗,mapT (y, z)) is a trivial fibration. Thus
we get following diagram
Sq((α0, α1), d1) mapC(∗,mapC(x, z)
mapC(∗,mapT (x, y))×mapC(∗,mapT (y, z))
≃
A composition of a map (f, g) ∈ mapC(∗,mapT (x, y)) ×mapC(∗,mapT (y, z)) is a choice of lift to
Sq((α0, α1), d1) and the projection to mapC(∗,mapC(x, z)).
This way of defining a composition is exactly in line with the definition of a composition in Segal
spaces [Re01, 5.3].
Definition 2.29. For every object x : D → T0, there is a morphism s0x : D → T1, which we
denote by idx. Using the simplicial identities we know that idx : x→ x.
Definition 2.30. Let f, g : D → T1 be two morphisms with context D. We say f is homotopic to
g if the corresponding points in the mapping space mapC(D,T1) are homotopic.
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Composition behaves as one might expect.
Proposition 2.31. Let x, y, z, w : D → T1 be four objects with context D. For three maps f ∈
mapT (x, y), g ∈ mapT (y, z) and h ∈ mapT (y, w) we have (h ◦ g) ◦ f ∼ h ◦ (g ◦ f) and f ◦ idx ∼
idy ◦ f ∼ f .
Proof. As we defined composition in Segal objects the same way it is defined in a Segal spaces
(Remark 2.28) the exact same proof generalizes to this setting. For a proof of those same properties
in a Segal space see [Re01, Proposition 5.4]. 
Note that maps of Segal objects have the correct functoriality properties.
Proposition 2.32. Let F : W → V be a map of Segal objects. For any two objects x0, x1, ..., xn :
D →W we get a map
F (x0, x1, ..., xn) : mapW (x0, x1, ..., xn)→ mapV (Fx0, FX1, ..., Fxn)
Moreover, for any two maps f : x→ y and g : y → z there is an equivalence F (g)◦F (f) ∼ F (g ◦f).
Proof. The existence of the map F (x0, x1, ..., xn) follows from following commutative diagram
C/Wn0 C/D C
C/V n0 C/D C
(x0,...,xn)
∗
(Fn0 )!
∏
D
(Fx0,...,Fxn)
∗
∏
D
Using this map in the particular case of F (x0, x1, x2) implies that the F preserves composition. 
2.4 Homotopy Equivalences in Segal Objects. The goal in this subsection is to carefully
study weak equivalences inside a Segal object. Thus for this section let T be a fixed Segal object.
Definition 2.33. A map f : x → y is a homotopy equivalence if there exists maps g, h : y → x
such that fg ∼ idx and hf ∼ idy.
Remark 2.34. As is customary in higher category theory, composition is not just a fact but actual
data. In particular, the definition above implies that there are maps ι1, ι2 : D → T2, that can be
summarized in following diagrams.
x
y y
fg
idy
ι1
y
x x
hf
idx
ι2
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Now that we have a definition of a homotopy equivalence, we want to define an object that
classifies all homotopy equivalences. In [Re01] the space of all homotopy equivalences is simply
defined as the subspace of T1, consisting of all homotopy equivalences. Unfortunately we cannot
make such a definition as we have no notion of subobjects. However, there is an equivalent space
that can be defined using a pullback, namely the space Thoeqchoice [Ra18a, Theorem 2.44]. Thus we
will generalize this space to the setting of Segal objects.
In order to do that we will give a second equivalent definition that will motivate further con-
structions. First we first need some definitions.
Definition 2.35. Let z(3) : NgT (3) → C be defined as follows. For objects we have z(3)(01) =
z(3)(12) = z(3)(23) = T1 and z(3)(1) = z(3)(2) = T0. Moreover, morphisms which have source 1
map to s : T1 → T0 and morphisms which have source 2 map to t : T1 → T0. We define ZT (3) to
be the limit cone of this diagram. We can depict this as following diagram.
ZT (3)
T1 T1 T1
T0 T0
s
s
t
t
This constructions comes with two important simplicial maps:
(d1d3, d0d3, d1d0) : T3 → Z
T (3)
(s0d0, idT1 , s0d1) : T1 → Z
T (3)
Having these two maps we can give a second characterization of homtopy equivalences in T .
Lemma 2.36. A map f : D → T1 is a homotopy equivalence in T if and only if there exists a
2-cell σ that lifts the diagram below. We call the lift d1σ = f˜ : D → T3
T3
D T1 Z
T (3)
(d1d3,d0d3,d1d0)
f˜
f (s0d0,idT1 ,s0d1)
Proof. If there is a map f˜ : D → T3 that lifts f , then d1d3f˜ : D → T1 and d0d0f˜ : D → T1 give
us the two inverses. For the other side, we first need following fact. The map T3 → ZT (3) factors
through the map (d3, d0) : T3 → T2 ×T1 T2, which is an equivalence by the Segal condition.
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By the definition of limits, we have an equivalenceD → T2×T1T2 over Z
T (3) which is determined
by following three maps:
D T2
T1 ×
T0
T1
(f,s0d0f)
ι1
(d1,d0)
D T1
T1
f
f
idT1
D T2
T1 ×
T0
T1
(s0d1f,f)
ι2
(d2,d1)
that agree with each other appropriately. However, this is exactly the two composition ι1, ι2 : D →
T2. 
Having a second criterion for equivalences, we can finally give the main definition.
Definition 2.37. We define the object of equivalences as the following pullback
Thoequiv T3
T1 Z
T (3)
e
U
p
(d1d3,d0d3,d1d0)
(s0d0,id,s0d1)
We have the following facts about homotopy equivalences in Segal objects:
Lemma 2.38. A map f : D → T1, is a homotopy equivalence if and only if there exists a 2-cell σ
of the form.
Thoequiv
D T1
U
witeq(f)
f
σ
We denote the map d1σ : D → Thoequiv as witeq(f), as it is a witness for the fact that f is an
equivalence.
Proof. If f is a homotopy equivalence then there is a f˜ : D → T3 making the diagram in Lemma
2.36 commute, so by the universality of pullbacks we get a two cell σ that lifts the desired diagram.
On the other hand if f factors then the map e ◦ witeq(f) is exactly the lift which makes f into a
homotopy equivalence, by the previous lemma. 
These results give us two interesting homotopy equivalences in T .
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Lemma 2.39. The map s0 : T0 → T1 is a homotopy equivalence with context T0.
Proof. Just to illuminate how the two approaches compare, we give two proofs.
First, notice that s0 : T0 → T1 is the identity map for the object id : T0 → T0 (with context T0).
By Proposition 2.31 we have s0 ◦ s0 ∼ s0 (where s0 ◦ s0 is the composition inside T ) and so s0 is a
homotopy equivalence by Definition 2.33.
Second, notice that the unique map T0 → T3 makes the diagram in Lemma 2.36 commute and
so s0 is a homotopy equivalence. 
Corollary 2.40. The map i : Thoequiv → T1, is a homotopy equivalence in T .
Notice we defined Thoequiv as a pullback which means following lemma holds.
Lemma 2.41. Let Th → T1 satisfy the property that any morphism D → T1 is an equivalence if
and only if it lifts to Th. Then Th is equivalent to Thoequiv.
There is also the following helpful lemma to determine whether a map is an equivalence.
Lemma 2.42. The morphism f : D → T1 is homotopy equivalence in T if and only if every
precomposition fg : E → T1 is a homotopy equivalence in T .
Proof. If any precomposition is a equivalence then so in particular is fidD = f . If f is a homotopy
equivalence then f factors with codomain Thoequiv and so does every precomposition. 
Up until now we have defined an equivalence in terms of certain liftings. One question that
comes up is the issue of uniqueness. Can a homotopy equivalence have several lifts to Thoequiv? In
the case of Segal spaces this is clearly not possible as we define Thoequiv as a subspace of T1 and
so the map between them is injective. As our definition of Thoequiv differs we have to confirm that
such liftings are unique in the correct sense.
Lemma 2.43. The map U : Thoequiv → T1 is (-1)-truncated
Proof. The map is (−1)-truncated if and only if in the following pullback square
Thoequiv ×
T1
Thoequiv Thoequiv
Thoequiv T1
pi1
pi2
p
U
U
Thoequiv ×T1 Thoequiv is equivalent to Thoequiv. We will prove that by showing that the map Uπ1 :
Thoequiv ×T1 Thoequiv → T1 satisfies the universal property described in Lemma 2.41.
A map f : D → T1 is an equivalence if and only if we can complete following diagram
COMPLETE SEGAL OBJECTS 15
Thoequiv
D T1
Thoequiv
U
f
witeq(f)
witeq(f)
U
which is exactly the data of a map D → Thoequiv ×T1 Thoequiv. Thus f : D → T1 is an equivalence
if and only if it lifts to a map (witeq(f), witeq(f)) : D → Thoequiv ×T1 Thoequiv, which means we are
done.

The lemma above has following important corollary.
Corollary 2.44. For any map f : D → T1, the internal mapping object map/T1(D,Thoequiv) is
either empty or contractible.
Thus either a morphism f : D → T1 is not an equivalence and thus has no lift, or it is an
equivalence and the space of such lifts is contractible. This is telling us that if a morphism has
inverses then they are determined uniquely (up to homotopy) by the morphism itself.
For two objects x, y : D → T0, we defined mapT (x, y) as the mapping object which contains the
data of maps from x to y. We now want to repeat the same procedure for homotopy equivalences.
Definition 2.45. Let C be locally Cartesian closed. Let x, y : D → T0 be two objects, we define
the object of equivalences hoequivT (x, y) as
hoequivT (x, y) =
∏
D
(x, y)∗Thoequiv
This can be captured in following diagram.
hoequivT (x, y) (x, y)
∗Thoequiv Thoequiv
∗ D T0 × T0
∏
D
(s,t)U
(x,y)
It comes with an evaluation map
ev : hoequivT (x, y)×D → Thoequiv
Remark 2.46. The map U : Thoequiv → T1 induced a map U(x, y) : hoequivT (x, y) → mapT (x, y).
As right adjoints preserve truncation levels, this map is still (−1)-truncated.
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2.5 Definition of a Complete Segal Object. As of now we have discussed homotopy equiv-
alence in Segal objects. However, by doing so we have created a possible ambiguity. Two objects
x, y : D → T0 can now be equivalent in more than one way. First, we can have an equivalence
(in the ambient category C) h : D → D such that yh is equivalent to x. Second, the object of
equivalences hoequivT (x, y) can be non-trivial (in the sense that a lift to Thoequiv exists).
We want to make sure that these two conditions do coincide. The way to achieve this is via the
completeness condition.
Definition 2.47. We say a Segal objectW is complete Segal object if the map s0 :W0 →Whoequiv
is an equivalence in C.
Given the definition of Whoequiv we have following equivalent way of defining a complete Segal
object.
Lemma 2.48. A Segal object W is complete if and only if the following is a pullback square in C.
W0 W3
W1 Z
W (3)
p
Similar to Segal objects, complete Segal objects also have their own category theory.
Definition 2.49. We define CSO(C) as the full subcategory of C∆
op
generated by complete Segal
objects.
Up to here we have defined a complete Segal object as something that plays the role of an
“internal higher category”. Our next goal should be to develop standard categorical tools for
complete Segal objects. In particular, we want to be able to talk about limits and colimits or
adjunctions in a complete Segal object. However, such discussions can become quite difficult as the
ambient category C might lack many pleasant properties that we can find in the category of spaces.
One approach is to impose enough conditions on C to get the desired result. For this approach
see [RS17], where Riehl and Shulman use techniques from type theory to be able to do internal
higher category theory. In particular, they define an internal version of the free arrow F (1), which
allows them to do many important categorical constructions.
Another approach is to embed complete Segal objects in a larger environment that allows us
to do categorical constructions externally. The key motivation here is the Yoneda lemma, which
shows that we can embed any higher category in the category of presheaves, or in a higher category
that models presheaves, namely right fibrations. The category of right fibrations has many pleasant
properties and in particular has a model structure, which gives us concrete ways to do many
constructions. The goal is to generalize the statement above to complete Segal objects. We embed
complete Segal objects in a generalization of right fibrations, namely Cartesian fibrations and use
the model structure on Cartesian fibrations to develop the category theory of complete Segal objects.
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Representable Cartesian Fibrations
In classical category theory we have the Yoneda embedding
Y : D→ Fun(Dop, Set)
which embeds a category D in the category of presheaves. This uses the fact that every object
d gives rise to a representable presheaf HomD(−, d). In higher category theory presheaves can be
quite complicated because of functoriality issues and so we use right fibrations to model presheaves
valued in spaces. Using the same Yoneda lemma argument for every object in a higher category we
get a representable right fibration.
We want to use the same argument for complete Segal objects. However, a complete Segal
object has more information than just one object and so it will give us a presheaf valued in higher
categories, rather than spaces. Presheaves valued in higher categories are modeled by Cartesian
fibrations. Thus our goal is to understand Cartesian fibrations built out of complete Segal objects,
so called representable Cartesian fibrations.
The theory of Cartesian fibrations for complete Segal spaces is carefully studied in [Ra17b] and
will serve as our main reference in this section. Thus, in the first subsection we review the most
important results that we need later on. Then we use the results in the coming subsections to
study representable Cartesian fibrations which then can be used to learn more about complete
Segal objects.
Remark 3.1. For this section C is a CSS with finite limits. Most definitions in this section hold in
a more general setting (see [Ra17b]), however, we will focus on the case we need.
3.1 Cartesian Fibrations. In this subsection we review the important definitions with regard
to Cartesian fibrations that we will need to study complete Segal objects. For more details see
[Ra17a] and [Ra17b].
Definition 3.2. [Ra17a, Definition 3.1] A map p : L → C is called left fibration if it is a Reedy
fibration and the following is a homotopy pullback square:
LF (1) L
CF (1) C
s
pF (1)
p
p
s
Left fibrations come with a model structure.
Theorem 3.3. [Ra17a, Theorem 3.14] There is a unique model structure on the category sS/C, ,
called the covariant model structure and denoted by (sS/C)
cov, which satisfies the following condi-
tions:
(1) It is a simplicial model category
(2) The fibrant objects are the left fibrations over C
(3) Cofibrations are monomorphisms
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(4) A map f : A→ B over C is a weak equivalence if
mapsS/C(B,L)→ mapsS/C(A,L)
is an equivalence for every left fibration L→ X.
(5) A weak equivalence (covariant fibration) between fibrant objects is a level-wise equivalence
(Reedy fibration).
Note that the definition is not symmetric and so we have following definition.
Definition 3.4. [Ra17a, Definition 3.21] A map p : R→ C is called right fibration if it is a Reedy
fibration and the following is a homotopy pullback square:
RF (1) R
CF (1) C
t
pF (1)
p
p
t
Remark 3.5. Similar to the previous case this fibration comes with its own model structure, which
is called the contravariant model structure.
For more details on left fibrations and it’s relevant properties see [Ra17a, Chapter 3].
Left fibrations model maps into spaces. The next step is it to generalize everything to the level
of presheaves valued in higher categories. However, before we can do so we have to expand our
playing field.
Definition 3.6. Let ssS be the category with objects bisimplicial spaces.
The category of bisimplicial spaces has its own version of Reedy model structure, which we call
the biReedy model structure.
Theorem 3.7. There is a model structure on ssS, called the biReedy model structure, defined as
follows:
W A weak equivalence is a level-wise Reedy equivalence of simplicial spaces.
C A cofibration is an inclusion.
F A fibration is a map that satisfies the right lifting property with respect to trivial cofibrations.
Having bisimplicial spaces we can define three fibrations that give us a model of a functor.
Definition 3.8. [Ra17b, Definition 4.14] Let p : R→ C be a bisimplicial space over C. We say p is
a Reedy right fibration if it is a biReedy fibration and it is a level-wise right fibration.
Definition 3.9. [Ra17b, Definition 7.2] A map p : R→ C is called a Segal Cartesian fibration if it
satisfies the following conditions:
(1) It is a Reedy right fibration.
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(2) It satisfies the Segal condition, meaning the map
Rn → R1 ×
R0
... ×
R0
R1
is a Reedy equivalence of simplicial spaces.
Definition 3.10. [Ra17b, Definition 7.15] A map p : R → C is called a Cartesian fibration if it is
a Segal Cartesian fibration and satisfies the following conditions:
• Completeness Condition: The map
R0 → R3 ×
R1 ×
R0
R1 ×
R0
R1
R1
is a Reedy equivalence of simplicial spaces.
(Segal) Cartesian fibrations come with model structures as well.
Theorem 3.11. [Ra17b, Theorem 7.3, Theorem 7.16] There is a unique model structure on the
category ssS/C, called the (Segal) Cartesian model structure and denoted by (ssS/X)
(Seg)Cart, which
satisfies the following conditions:
(1) It is a simplicial model category
(2) The fibrant objects are the (Segal) Cartesian fibrations over C
(3) Cofibrations are monomorphisms
(4) A map f : A→ B over X is a weak equivalence if
mapssS/X (B,C)→ mapssS/X (A,C)
is an equivalence for every (Segal) Cartesian fibration C → X.
(5) A weak equivalence ((Segal) Cartesian fibration) between fibrant objects is a level-wise equiv-
alence (biReedy fibration).
We have following recognition principle for (Segal) Cartesian fibration.
Definition 3.12. There is a map (iϕ)∗ : ssS→ sS defined as
(iϕ)∗(X)nl = Xn0l
Theorem 3.13. [Ra17b, Corollary 7.4, Corollary 7.18] Let R→ C be a Reedy right fibration. The
following are equivalent.
(1) R→ C is a Segal Cartesian fibration (Cartesian fibration).
(2) (iϕ)∗(R) is a Segal space (CSS).
(3) (iϕ)∗(R×C F (0)) is a Segal space (CSS) for each object c in C.
3.2 Representable Reedy Right Fibrations. There is a well-established theory of repre-
sentable right fibrations that is motivated by theory of representable presheaves. In this subsection
we review representable right fibrations and show how they generalize to representable Cartesian
fibrations.
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Definition 3.14. Let c be an object in C, we define the over-category C/c as
C/c = C
F (1) ×
C
F (0)
thus we can think of it as the subcategory of the arrow category CF (1) generated by the arrows
which have target c.
It comes with a natural projection map s : C/c → C that sends each arrow to its source. This
map is quite important.
Theorem 3.15. [Ra17a, Example 3.11] For any object c in C, the map s : C/c → C is a right
fibration.
Theorem 3.16. [Ra17a, Theorem 4.2] The map F (0) → C/c that sends the point to the identity
map idc : c→ c is a contravariant equivalence.
This in particular has following important corollary, we which we can think of as the “Yoneda
Lemma for right fibrations”.
Corollary 3.17. Let R → C be a right fibration over C and c an object in C. Then we have an
equivalence
MapC(C/c,R)
≃
−−−−→MapC(F (0),R) ≃ ∆[0] ×
C0
R0
This corollary justifies following definition.
Definition 3.18. We say a right fibration R → C is representable if it is equivalent to a right
fibration of the form C/c → C, for some object c in C.
Our next goal is it to generalize all of these results to simplicial objects and Reedy right fibrations.
So, we first generalize over-categories and construct a Cartesian fibration out of simplicial objects.
Definition 3.19. Let X• be a simplicial object in C. We define C/X• as following bisimplicial space
(C/X•)k = C/piikX .
Here (πi)k : (∆
op)k/ → ∆
op is the projection map.
Theorem 3.20. [Ra17b, Definition 5.27, Proposition 5.29] C/X• → C is a Reedy right fibration.
Such Reedy right fibrations even come with their own Yoneda Lemma.
Theorem 3.21. [Ra17b, Theorem 5.34] Let X•, Y• be two simplicial objects in C. Then we have a
map
MapC(C/X• ,C/Y•)
≃
−−−−→ mapC∆op (X•, Y•)
that is a trivial Kan fibration.
This justifies a new definition.
Definition 3.22. A Reedy right fibration is representable if it is equivalent to a Reedy right
fibration of the form C/X• for some simplicial object X•.
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Up until here we have defined Cartesian fibrations which model presheaves valued in higher
categories and constructed representable Reedy right fibrations which build functors valued in
simplicial spaces out of simplicial objects. The next goal is to combine these two approaches and
build representable (Segal) Cartesian fibrations out of (complete) Segal objects.
3.3 Representable Cartesian fibrations out of Complete Segal Objects. In the past
subsection we showed how we can use simplicial objects to build Reedy right fibrations. In this
section we specialize this approach to show we can build (Segal) Cartesian fibrations.
Theorem 3.23. Let W be a Segal object in C. Then C/W is a Segal Cartesian fibration.
Proof. We already know that C/W is a Reedy right fibration. It suffices to show that the fiber over
each point is actually a Segal space. Let D be an object in C. We have to show that the simplicial
space (iϕ)∗(C/W ×C F (0)) is a Segal space. The Reedy right fibration condition implies that it is
Reedy fibrant. Thus we only have to show that it satisfies the Segal condition.
By definition we have an equivalence ((C/W )k×C F (0))0 ≃ mapC(D,Wk). Moreover, we have an
equivalence
mapC(D,Wk)→ mapC(D,W1) ×
mapC(D,W0)
... ×
mapC(D,W0)
mapC(D,W1).
This follows from the fact that the diagram in Remark 2.12 is a limiting cone, which is preserved
by the mapping spaces. However, this implies that the map
((C/W )k ×C F (0))0 → ((C/W )1 ×C F (0))0 ×
((C/W )0×CF (0))0
... ×
((C/W )0×CF (0))0
((C/W )1 ×C F (0))0
is a trivial Kan fibration, which shows that (iϕ)∗(C/W ×C F (0)) is a Segal space and hence we are
done. 
Theorem 3.24. Let W be a complete Segal object in C. Then C/W is a Cartesian fibration.
Proof. From the previous theorem we already know that C/W is a Segal Cartesian fibration. In order
to show that it is Cartesian we have to show that every fiber satisfies the completeness condition.
However, this again follows from the fact that ((C/W )k ×C F (0))0 ≃ mapC(D,Wk) paired with the
fact that the W satisfies the completeness condition, which is preserved when we move to mapping
spaces. 
Definition 3.25. A (Segal) Cartesian fibration is representable if it is equivalent to a (Segal)
Cartesian fibration of the form C/W for some (complete) Segal object W .
Corollary 3.26. Let W,V be two CSO in C. Then we have a map
MapC(C/W ,C/V )
≃
−−−−→ mapCSO(C)(W,V )
that is a trivial Kan fibration.
This has following very important corollary
Corollary 3.27. Two CSOs W and V in C are equivalent in CSO(C) if and only if the corre-
sponding Cartesian fibrations C/W and C/V are equivalent.
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Thus we can study complete Segal objects via their Cartesian fibrations. However in Theorem
3.11 we showed Cartesian fibrations come with a very well behaved model structure and so we can
apply tools from model category theory to help.
It is valuable to see how the results about complete Segal objects translate when we look at it
from the perspective of Cartesian fibrations.
Definition 3.28. Let D be an object and W a CSO in C. We define the simplicial space
mapC(D,W ) as the following pullback diagram
mapC(D,W ) (iϕ)∗(C/W )
F (0) C
p
D
Notation 3.29. We will also denote mapC(D,W ) as WD in order to simplify notations.
Remark 3.30. Denoting the fiber by mapC(D,W ) is quite reasonable as we do have an equivalence
of spaces
((iϕ)∗F (0)×
C
C/W )k ≃ mapC(D,Wk)
Remark 3.31. We have now completely justified our previous intuition. The Cartesian fibration
C/W models the functor
map/C(−,W ) : C
op → CSS
that takes each object D to the complete Segal space defined as mapC(D,W ).
Now that we have established these facts, we can translate between complete Segal spaces and
complete Segal objects.
Remark 3.32. An object x : D → W with context D corresponds to an object in the CSS
mapC(D,W ) as it is a point x ∈ mapC(D,W )0. Similarly, a morphism f : D → W corresponds
to a morphism in the CSS mapC(D,W ). Moreover, a homotopy equivalence f : D → Whoequiv
corresponds to a point in the space mapC(D,W )hoequiv .
Extending this argument, for two objects x, y : D →W , we have an equivalence
mapC(∗,mapW (x, y))
≃
−−−→ mapWD (x, y)
Thus the study of the complete Segal objectW corresponds to the study of the collective complete
Segal spaces WD for all objects D. Having established a strong, rigorous connection between
complete Segal spaces and complete Segal objects, we can now prove higher categorical results
about complete Segal objects using what we know about complete Segal spaces.
3.4 Building Simplicial Objects. In this subsection we make use of our correspondence be-
tween Segal objects and Segal Cartesian fibrations and develop techniques that allow us to build
new simplicial objects. Then we specialize to the case of Segal objects.
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Theorem 3.33. Let X0, X1, ... be a sequence of objects in C such that there exists a Reedy right
fibration R→ C such that Rn ≃ C/Xn . Then there exists a simplicial object Xˆ : ∆
op → C such that
Xˆn ≃ Xn.
Proof. By assumption R is a representable Reedy right fibration, which implies that there is a map
(∆op)/• → R over C. We will use the map q : ∆
op
/• → C to define our simplicial object. We define
Xˆ : ∆op → C as follows
Xˆn(f1, ..., fn) = qt(fn)(f1, ..., fn)
Here we used the fact that the n-cell (f1, ..., fn) in ∆
op gives us an n-cell (f1, ..., fn) in ∆
op
/t(fn)
. The
functoriality of the construction follows from the functoriality of q. 
Remark 3.34. The essence of the proof is a classical Yoneda style argument. The maps have to
exist in C because they exist at the level of the presheaf represented by the objects.
Theorem 3.35. Let C be a CSS with finite limits and let R → C be a Segal Cartesian fibration.
Then R is representable if and only if R0 and R1 are representable.
Proof. One side is just a special case. So, let us assume R0 and R1 are representable right fibrations.
We have to prove that Rn is representable for n ≥ 2, which means we have to show it has a final
object. By the Segal condition we have a trivial Reedy fibration
Rn → R1 ×
R0
... ×
R0
R1
Thus it suffices to prove that the right hand side has a final object. However, by the representability
condition we have an equivalence
R1 ×
R0
... ×
R0
R1 ≃ C/W1 ×
C/W0
... ×
C/W0
C/W1
where W1 represents R1 and W0 represents R0. But the right hand CSS has a final object if and
only if the induced diagram of
W1 →W0 ←W1...W1 →W0 ←W1
has a limit, which holds as C has finite limits. 
Theorem 3.36. Let W0 and W1 be two objects in a CSS C with finite limits. Let R be a Segal
Cartesian fibration over C such that R0 is represented by W0 and R1 is represented by W1. Then
there exists a Segal object Wˆ• such that Wˆ0 ≃W0 and Wˆ1 ≃W1. Moreover, Wˆ is complete if R is
a Cartesian fibration.
Proof. By Theorem 3.35 the Segal Cartesian fibration R is representable. Thus, by Theorem 3.33
there exists a simplicial object Wˆ such that Wˆ0 ≃ W0 and Wˆ1 ≃ W1. Moreover, R being a Segal
Cartesian fibration implies that Wˆ is actually a Segal object. Finally, R is a Cartesian fibration if
and only if Wˆ is complete. 
Notation 3.37. Henceforth we will denote simplicial object Xˆ with X as well in order to avoid
extra notation that can cause extra confusion.
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Remark 3.38. The idea of this subsection is that we want to built a Segal object in a CSS with finite
limits, the same way we build the nerve in ordinary categories, namely by defining the nth level to
be the pullback W1 ×W0 ...×W0 W1. The problem is that in a higher category there are coherence
issues which make it very difficult to define all the necessary simplicial maps from between those
objects.
By using Segal Cartesian fibrations, we can simplify those issues as Segal Cartesian fibrations are
fibrant objects in a model structure and thus we can get the desired result in an ordinary category.
Category Theory of Complete Segal Objects
Now that we have developed a theory of Cartesian fibrations and showed that there is a subclass
of Cartesian fibrations completely determined by complete Segal objects, namely representable
Cartesian fibrations, we can use this larger framework to develop the category theory of complete
Segal objects.
4.1 The Fundamental Theorem of Complete Segal Objects. One of the very important
results of higher category theory is following theorem.
Theorem 4.1. A map of CSS F : C1 → C2 is an equivalence if and only if it is
(1) Fully Faithful: For any two objects x, y in C1 the induced map
mapC1(x1, x2)→ mapC2(Fx1, Fx2)
is an equivalence of spaces.
(2) Essentially Surjective: For any object y in C2 there exists an object x in C1 such that Fx
is equivalent to y.
This is called the “Fundamental Theorem of Quasi-Categories” in [Re16, Page 71]. We want
to adopt that result to the setting of complete Segal objects, which we appropriately call the
Fundamental Theorem of complete Segal objects.
Theorem 4.2. Let C be locally Cartesian closed. A map of CSO F :W → V in C is an equivalence
if and only if it satisfies following two conditions.
(1) Fully Faithful: For two object x1, x2 : D →W0 with context D the induced map
mapW (x1, x2)→ mapV (Fx1, Fx2)
is an equivalence in C.
(2) Essentially Surjective: For any object y : D → V0 with context D, there exists an object
x : D → W0 with context D such that Fx is equivalent to y in V .
Proof. It suffices to prove that the corresponding map F : C/W → C/V is a equivalence of Cartesian
fibrations. For that it suffices to prove that the map of fibers FD :WD → VD is an equivalence. As
the fibers are CSS, it suffices to prove that the map is fully faithful and essentially surjective.
Let x, y be two objects in WD, which are just maps x, y : D → W0. This gives us following
commutative diagram
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mapC(∗,mapW (x, y)) mapWD(x, y)
mapC(∗,mapV (Fx, Fy)) mapVD(Fx, Fy)
≃
≃
≃
The horizontal maps are equivalences by definition (see Remark 3.32). The left hand vertical map is
an equivalence by assumption. This implies that the right hand vertical map is also an equivalence.
which is exactly what we wanted to show.
For the next part let y be an object in VD, which means it is a map y : D → V . By the
assumption of the theorem there exists an x : D → W such that Fx : D → V is equivalent to y,
which means there exists an object x in WD, such that Fx is equivalent to y in VD. Hence, FD is
also essentially surjective. 
Remark 4.3. From the perspective of this proof we can see why it would not have sufficed to consider
an object in a complete Segal object W to be a map out of the final object ∗ → W0 (Definition
2.16). We do need to consider objects with different contexts to be able to understand equivalences
of complete Segal object in terms of the corresponding complete Segal spaces.
4.2 Adjunction of Complete Segal Objects. In this subsection we use the definition of ad-
junction for compete Segal spaces to define an adjunction of complete Segal objects.
Definition 4.4. Let W and V be two CSO. An adjunction of CSO is a Cartesian fibration p : A→
C× F (1) that satisfies the following two conditions:
(1) We have following pullback diagram.
C/W A C/V
C C× F (1) C
p q
idC×0 idC×1
(2) For each map f : F (1)→ C
A ×
F (1)×C
F (1) A
F (1) F (1)× C
(id,f)∗p
p
p
(id,f)
the induced map (id, f)∗p is a coCartesian fibration.
Remark 4.5. Note that Cartesian fibrations are stable under pullbacks and so (id, f)∗p will also be
a Cartesian fibration. Thus we could have replaced (2) with the following condition:
(2’) For each map f : F (1)→ C
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A ×
F (1)×C
F (1) A
F (1) F (1)× C
(id,f)∗p
p
p
(id,f)
the induced map (id, f)∗p is an adjunction.
An adjunction of CSO is closely related to adjunction of CSS.
Theorem 4.6. A map A → C × F (1) is an adjunction of CSO W and V if and only if the map
A→ C×F (1) is a CSS fibration and for each object D the map of fibers AD → F (1) is an adjunction
of CSS between WD and VD.
Proof. Let p : A→ C× F (1) is adjunction of CSO and D : F (0)→ C an object in C. Pulling along
D we get AD → F (1), which is by assumption is a coCartesian and Cartesian fibration over F (1).
Thus we get an adjunction from WD to VD.
On the other side, we have to prove that A → C × F (1) is a Cartesian fibration such that for
each object D the fiber is AD → F (1) is a coCartesian fibration. The fact that AD → F (1) is a
coCartesian fibration follows from the fact that it is an adjunction of CSS. Thus we only have to
prove that A→ C× F (1) is a Cartesian fibration.
Let F (1)→ C×F (1) be a map , which gives us a map f : D1 → D2 in C and a map F (1)→ F (1).
We have to show that every such map has a choice of Cartesian lift. There are three cases:
(1) The map F (1) → F (1) is the constant map to 0. The fiber over C × F (0) is just the
Cartesian fibration C/W → C. In this case, any choice of lift of the target to an object
D2 →W0 has a Cartesian lift D1 → D2 →W0.
(2) The map F (1) → F (1) is the constant map to 1. This case is similar to the previous case
as the fiber is just C/V .
(3) The map F (1)→ F (1) is the identity map. In this case the fiber over F (1) is AD → F (1),
which is a Cartesian fibration by assumption.

4.3 Limits of Complete Segal Objects. In this subsection we use representable Cartesian
fibrations to define limits of complete Segal objects.
For this subsection let W be a complete Segal object in C and I be any simplicial object in C.
Definition 4.7. We define the (C/W )
I as the internal mapping object
(C/W )
I = (C/W → C)
(C/I→C)
Notice the map (C/W )
I → C is a Cartesian fibration as the fiber over the object D is equivalent to
the CSS (WD)
ID .
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Definition 4.8. There is a map
∆W : C/W → (C/W )
I
over C that is induced by the map C/I → C and the fact that the internal mapping object (C/W →
C)(id:/C :C→C) = C/W .
Definition 4.9. A CSO W has limits of shape I if the map ∆W : C/W → (C/W )
I has a right
adjoint and has a colimits of shape I if the map has a left adjoint.
Example 4.10. Let I = ∗ be the final object in C. Then the map ∆W : C/W → (C/W )
I is just the
projection map C/W → C. In this case any left adjoint gives us an initial object in W and a right
adjoint gives us a final object in W .
Example 4.11. For any n let ∆n : W → Wn be the diagonal map in C. This gives us a map
C/W → C/Wn . A left adjoint to this map gives us finite coproducts and the right adjoint gives us
finite products.
We have following representability theorem for limits and colimits.
Theorem 4.12. W has (co)limits of shape I if and only if for each object D the CSS WD has
(co)limits of shape ID.
Proof. The Cartesian fibration (C/W )
I has fiber over D equivalent to (WD)
ID and the map ∆W :
C/W → (C/W )
I gives us a map (∆W )D : WD → (WD)ID . Now W has (co)limits of shape I if
and only if the map ∆W has right (left) adjoint, which is equivalent to (∆W )D having right (left)
adjoint. Finally, this is equivalent to WD having (co)limits of shape ID. 
Remark 4.13. This theorem is telling us that a limit cone in W is a choice of limit cone in WD that
changes functorially with the object D. For example if W has a final object C→ C/W then for any
map f : D → D′ in C the induced map FD :WD →WD′ will preserve the final object.
There is a different way to define limits for a complete Segal objects.
Definition 4.14. An object f in W without context is final if in the following pullback square
(W/f )0 W1
W0 × ∗ W0 ×W0
p
(s,t)
id×f
the induced map (W/f )0 →W0 is an equivalence in C.
There is following lemma to identify final objects in W .
Lemma 4.15. An object ∗ → W is final if and only if the induced object in WD is final for every
D.
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Proof. An object in a CSS fD in WD is final if and only if the projection map
(WD)1 ×
(WD)0
∗ → (WD)0
is an equivalence, which is exactly the condition we stated in the definition. 
Based on this lemma we have following definition and corollary.
Definition 4.16. A Cartesian fibration p : R→ C has a final object if there exists a section C→ R
such that for each object d in R the induced map on fibers ∗ → ∗ ×C R is a final object.
Corollary 4.17. A CSO W has a final object if and only if C/W has a final object.
Now we can use the definition of a final object to define general limits.
Definition 4.18. Let f : I →W be a diagram in W . We define the Cartesian fibration of cones as
C/f = C/W ×
(C/W )I
((C/W )
I)F (1) ×
(C/W )I
C
where the map C→ (C/W )
I is induced by the map f : C/I → C/W .
Definition 4.19. The diagram f : I → W has a limits if the Cartesian fibration C/f has a final
object.
Using Theorem 4.12 we get following corollaries.
Corollary 4.20. The map ∆W : C/W → (C/W )
I has a right adjoint if and only if for each
f : I →W , the Cartesian fibration C/f has a final object.
Proof. ∆W : C/W → (C/W )
I has a right adjoint if and only if the map WD → (WD)ID has a right
adjoint which is equivalent to (WD)/fD having a fina object, which finally is equivalent to (C/W )
I
having a final object. 
Examples of Complete Segal Objects
In this section we take a closer look at examples of complete Segal objects.
Classical Categories: Let C be a category with finite limits and C = NC be the classification
diagram of this category. This gives us a CSS. The functor N is an embedding and so a simplicial
object in C is a functor from the category
S : ∆op → C.
From this perspective a Segal object in C is a functor
S : ∆op → C
such that for each n ≥ 2 the induced map
Sn
∼=
−−−→ S1 ×
S0
... ×
S0
S1
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is an isomorphism. This is exactly the data of a category object in C with objects S0 and morphisms
S1.
The Segal object S : ∆op → C is complete if and only if each isomorphism in this category object
is the identity map.
Example 5.1. In particular in the category of sets, Set, Segal objects are just categories and
complete Segal objects are categories without non-trivial automorphisms.
Notice in this case all categorical arguments developed for complete Segal objects just translate
to the usual argument for ordinary categories.
Spaces: Let Spaces be a CSS that models spaces. In this case a simplicial object is a simplicial
space. However, a Segal object is not precisely a Segal space as it might not satisfy the Reedy
fibrancy condition. We need to find a way to strictify our Segal object in a correct way, to get an
actual Segal space.
Every Segal object W gives us a Segal Cartesian fibration Spaces/W . Let Wˆ be the fiber over
the final object. This is a Segal space such that there is an equivalence of spaces
Wn ≃ Wˆn
Thus, every Segal object in spaces is equivalent to a Segal space.
Using the same argument we can show that every complete Segal object in spaces is equivalent
to a complete Segal space.
Notice there are some subtle distinctions between complete Segal objects in spaces and complete
Segal spaces. For example, in a complete Segal object an object is a map of spaces D → W0,
whereas an object in a complete Segal space is defined as a map from the final object ∆[0]→W0.
Although the definitions might seem apparently different they are still consistent, as spaces are
generated by the final object and so it suffices to determine the maps out of the final object. From
that perspective defining an object as a map D → W0 is the correct generalization to a general
higher category. Thus the theory of complete Segal objects properly generalizes the theory of CSS.
Complete Segal Spaces: Let CSS be the (large) CSS of small CSS. A complete Segal object
in CSS is then exactly a double higher category. This naming convention comes from the fact that
category objects in categories are commonly known as double categories.
Concretely a double higher category is a bisimplicial space W•• such that for each n, each of the
simplicial spaces Wn• and W•n are CSS.
Notice the categorical constructions from complete Segal objects are compatible with complete
Segal objects. For example an adjunction of double higher categories W → V is the data of
adjunctions Wk → Vk for each k.
Right Fibrations: Let RFib(C) be the CSS of right fibrations over a given CSS C. In this case
a Segal object should correspond to Segal Cartesian fibrations, however as in the case of spaces we
do have to worry about fibrancy conditions. Thus we use representable Cartesian fibrations.
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Let RFib(C)/W → RFib(C) be the Segal Cartesian fibration corresponding to the Segal object
W in RFib(C). Let Rˆ be the fiber of the projection map over the point idC : C→ C (using the fact
that the identity map is always a right fibration). This fiber is exactly a Segal Cartesian fibration
over C as it satisfies the Reedy right fibrancy condition as well as the Segal condition.
Using a similar argument we can show that a complete Segal object in RFib(C) is just a Cartesian
fibration.
Stable CSS: Stable higher categories are used in stable homotopy theory and in particular in
the study of spectra.
Definition 5.2. A CSS is stable if it satisfies following conditions.
(1) It has finite limits and colimits.
(2) The initial object and final object are equivalent (it is pointed)
(3) A commutative square is a pullback square if and only if it is a pushout square.
Remark 5.3. There are many other ways to define stable higher categories. The reason we chose
this particular definition will become clear later on. For an introduction to stable higher category
theory see [Ra11].
Before we can classify complete Segal objects in a stable higher category, we need following
lemma.
Lemma 5.4. Let C be a CSS such that every −1-truncated map is an equivalence. Then there are
no non-trivial complete Segal objects.
Proof. Let W be a complete Segal object C. Then it is trivial if and only if the mapW0 →W1 is an
equivalence. However, we already know that map is −1-truncated and so it is an equivalence. 
Theorem 5.5. Let C be a stable CSS. Then every CSO is trivial.
Proof. Based on the previous lemma it suffices to prove that every (−1)-truncated map is an
equivalence. A map f : X → Y is a (−1)-truncated if and only if the square
X X
X Y
p
f
f
is a pullback square. However, by the stability condition this is equivalent to the same square being
a pushout square. However, the pushout along the identity map is necessary an equivalence. 
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Complete Segal Objects and Univalence
Univalence is a key concept in homotopy type theory [UF13], which is a foundational approach to
mathematics that is homotopy invariant. One aspect of homotopy type theory is the construction
of models, which are higher categories that satisfy the constructions and axioms of homotopy type
theory. One of the axioms of homotopy type theory is the univalence axiom, which then leads to a
notion of a univalent map in a higher category.
In this section we show how we can use Segal objects to study univalent maps in locally Cartesian
closed higher categories that are not necessary presentable. I am indebted to Mike Shulman for
several helpful conversation and ideas.
6.1 History of Univalent Maps. The first model of homotopy type theory was constructed
by Kapulkin and Lumsdaine (following Voevodsky) using Kan complexes. As part of their work
they defined a univalent fibration [KL12, Definition 3.2.10], which allowed them to prove that the
univalence axiom holds in their model. Notice their definition relied on the fact that simplicial sets
have a model structure, namely the Kan model structure.
Gepner and Kock generalized this definition of a univalent fibration to the setting of locally
Cartesian closed presentable quasi-categories and defined a univalent family [GK17, 3.2], removing
the model-dependence. The goal of this subsection is to give a basic review of the approach that
Gepner and Kock used to define univalence and how it has to be adjusted in the non-presentable
setting.
Remark 6.1. We will not give precise definitions as they can already be found in [GK17], but rather
focus on the ideas and give proper references.
Remark 6.2. For this subsection let P be a fixed quasi-category, in order to be consistent with the
model of (∞, 1)-categories used in [GK17]. However, it should be noted that their definitions do
not depend on any particular property of quasi-categories and can be adopted to any other setting.
Definition 6.3. [GK17, 2] For two objects X,Y in P, there is a right fibration
Map(X,Y )→ P
that over the point T in P has value mapP(X × T, Y ).
We have following representability results for this right fibration.
Proposition 6.4. [GK17, Proposition 2.1] The right fibration Map(X,Y ) is representable if and
only if P is Cartesian closed. We denote the representing object with Map(X,Y )
This right fibration comes with a sub-object defined as follows.
Definition 6.5. For two objects X,Y in P, there is a right fibration
Eq(X,Y )→ P
that over the point T in P has value hoequivP(X × T, Y ). It is a subobject of the right fibration
Map(X,Y ).
We have following key result about this right fibration.
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Proposition 6.6. [GK17, Proposition 2.9] If P is Cartesian closed and presentable then the right
fibration Eq(X,Y ) is representable. We denote the representing object with Eq(X,Y ).
There results have following obvious corollaries.
Corollary 6.7. [GK17, Corollary 2.5] [GK17, Theorem 2.10] Let P be locally Cartesian closed and
presentable. Then for any morphisms f : X → T and g : Y → T the right fibrations MapT (f, g)
and EqT (f, g) are representable right fibrations over P/T , with representing objects MapT (f, g) and
Eq
T
(f, g), respectively.
We now have all the ingredients to define univalent families.
Let P be a locally Cartesian closed presentable quasi-category. Moreover, let p : X → S be a
fixed map in P.
Definition 6.8. [GK17, 3.1] Let Eq/S(X) = Eq/S×S(π
∗
1X, π
∗
2X) as a right fibration and let
Eq
/S
(X) be the representing object in P/S×S .
Remark 6.9. Notice there is a map from the identity right fibration S → Eq
/S
(X), which sends
each object T → S in P/S to the identity map in EqS×S(X ×S T,X ×S T ).
Definition 6.10. [GK17, 3.2] The map p : X → S is a univalent family if the map
δS : S → Eq/S(X)
is an equivalence.
Now what goes wrong if the we don’t have the presentability condition? We can define the object
Map
/T
(f, g) as that only require the category to be locally Cartesian closed. However, we cannot
define Eq
/T
(f, g) as we only know it exists because of presentability. More precisely, we are trying
to build a specific subobject of Map
/T
(f, g) that represents the equivalences. However, there is no
method to build subobjects in a higher category without presentability.
The way to adjust this is to take the same approach we took when we wanted to define Whoequiv
for a given Segal object W . Instead of using subobjects we used pullbacks to define it (Subsec-
tion 2.4). Thus the goal is to construct a Segal object out of the given map and then using the
completeness condition to define univalence.
6.2 Univalence via Completeness. The goal of this subsection is to show how we can use
complete Segal objects to define univalent maps in a locally Cartesian closed higher category. The
definition is quite technical and requires the following steps:
(1) Defining a Cartesian fibration for each map.
(2) Modifying the Cartesian fibration to a Segal Cartesian fibration.
(3) Showing that the Segal Cartesian fibration came from a Segal object.
(4) Using the Segal object to define univalent maps.
Remark 6.11. For this subsection let C be a locally Cartesian closed CSS and let p : E → B be a
fixed map in C.
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Defining a Cartesian fibration: In the first part we need to define an important Cartesian
fibration out of p.
Definition 6.12. [Ra17b, Definition 7.68] Let t : OC → C be the right fibration over C which has
objects morphisms in C and has morphisms pullback squares in C.
The right fibration gives us following diagram
(OC)/p OC
C/B C
pip
We use this commutative square to give following definition.
Definition 6.13. Let O
(p)
C
be the full subcategory of OC generated by all objects in the image of
πp.
We call O
(p)
C
the sub category of morphisms generated by pullbacks of p : E → B.
Lemma 6.14. The map t : O
(p)
C
→ C is a right fibration.
Proof. We have following diagram
(O
(p)
C
)1 Pb (O
(p)
C
)0
(OC)1 (OC)0
p
t
Thus it suffices to show that these two are the same subspace of (OC)1. First, notice that (OC)1 is
the space of all pullback squares in C.
A B
X Y
f g
Pb is the subspace of (OC)1 generated by all pullback squares such that g is a pullback of p. On
the other hand (O(p))1 is the subspace of O1 generated by all points such that both f and g are
pullbacks of p.
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However the composition of two pullback squares again gives us a pullback square. Thus g is a
pullback of p if and only if f and g are pullback of p. Hence, the they are both the same subspace
of (OC)1, which means that O
(p)
C
is a right fibration over C. 
Having defined O
(p)
C
we can finally finish the first part and define our desired Cartesian fibration.
Definition 6.15. Let (CF (1))(p) be the sub-Cartesian fibration of CF (1) generated by objects O
(p)
C
.
Concretely,
((CF (1))(p))k = (C
F (1))k ×
(OC)k+1
(O
(p)
C
)k+1
Notice there is a natural inclusion map (CF (1))(p) →֒ CF (1).
Notation 6.16. For each object D we denote the fiber of this Cartesian fibration by (C/D)
(p). We
chose this notation as the fiber is the full subcategory of the over-category C/D generated by maps
that can be obtained as a pullback of p. Using the same argument we denote the fiber of O
(p)
C
over
D as (O/D)
(p).
Defining a Segal Cartesian Fibration: The right fibration O
(p)
C
has a distinguished point,
namely the map E → B that lies over B in C. By the Yoneda Lemma, this point induces a map of
right fibrations
s′0 = (−)
∗p : C/B → O
(p)
C
.
Concretely, the map takes a morphism f : D → B to the pullback f∗(p) : f∗E → D.
For the next part we first need a technical lemma.
Lemma 6.17. The right fibration ((CF (1))(p))1 is representable.
Proof. Let M = (p× id)∗(E×E) in C/B×B. Alternatively we can define M as the internal mapping
object
M = (B × E → B ×B)(E×B→B×B).
As it lives in C/B×B it comes with map (s, t) : M→ B×B. The goal is to show that ((C
F (1))(p))1 is
equivalent to C/M. For that we first show thatmapC(D,M) is equivalent to the fiber of ((C
F (1))(p))1
over D for every object D. We will denote this fiber by ((O/D)
(p))F (1).
Note that we have diagrams
mapC(D,M) ((O/D)
(p))F (1)
mapC(D,B)×mapC(D,B)
Thus it suffices to compare these spaces fiber-wise. Fix a point
(f, g) : ∆[0]→ mapC(D,B)×mapC(D,B).
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The fiber of ((O/D)
(p))F (1) over (f, g) is the space map/D(f
∗E, g∗E). We will show the other space
has the same fiber.
By adjunction property, the fiber over (f, g) is equivalent to
map/B×B(D ×
(B×B)
(E ×B), B × E)
First we understand the pullback D ×(B×B) (E ×B). It is the limit of the diagram
E D B
B B
p
f
g
idB
Taking the pullback of this diagram we get following diagram
f∗E
f∗E D
E D B
B B
idf∗E
f∗p
f∗p
idD
g
p
f
g
idB
Notice from the limit diagram above we can tell that the map f∗E → B × B are the maps
(f ◦ (f∗p), g ◦ (f∗p)). Next we know that
map/B×B(D ×
(B×B)
(E ×B), B × E) = map/B(f
∗E,B)×map/B(f
∗E,E) ≃ map/B(f
∗E,E)
as the space map/B(f
∗E,B) is contractible. Finally by adjunction we have
map/B(f
∗E,E) ≃ map/D(f
∗E, g∗E).
Putting this all together we have following chain of equivalences.
map/B×B(D,M) map/B×B(f
∗E,B × E) map/B(f
∗E,E) map/D(f
∗E, g∗E)
(p×id)∗
≃
pi1
≃
g∗
≃
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In particular, if D = M, then we have a distinguished point on the left hand side (idM : M→M)
that gives us a point in map/M(s
∗E, t∗E). We will denote this map by FM : F (0)→ ((CF (1))(p))1.
This induces a map
(FM)
∗ : C/M → ((C
F (1))(p))1.
We will show this map is a Reedy equivalence. As both maps are right fibrations over C it suffices
to prove the equivalence fiberwise. So we have to show that the map is an equivalence
(FM)
∗
D : mapC(D,M)→ ((O/D)
(p))F (1)
Again both are Kan fibrations over map(D,B)×map(D,B) and so we can check whether the map
is an equivalence fiberwise. Thus we can fix maps f, g : D → B and now we have to prove the map
(FM)
∗
(f,g) : map/B×B(D,M)→ map/D(f
∗E, g∗E)
is an equivalence. Notice the map takes a map h : D →M to h∗s∗E → h∗t∗E over D (where we are
using the fact that sh = f and th = g. However, the map fits into following commutative diagram:
map/B×B(f
∗E,B × E)
map/B×B(D,M) map/D(f
∗E, g∗E)
(p×id)∗
≃
g∗pi1
≃
(FM)
∗
(f,g)
Thus by two out of three the bottom map is an equivalence of spaces. This is exactly the statement
we wanted to show and hence we are done. 
This lemma plays an important role in the next part. Right now we need following corollary.
Corollary 6.18. There exists a map
((CF (1))(p))1 → C/B×B
Proof. By the lemma above there exists an equivalence
C/M
≃
−−−→ ((CF (1))(p))1.
Moreover, by definition of M there exists a map M→ B ×B, which by the Yoneda lemma induces
a map of right fibrations
C/M → C/B×B
By the previous equivalence we can lift this equivalence to a map
C/M C/B×B
((CF (1))(p))1
≃

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We can precompose the map above with the map ((CF (1))(p))0 → ((CF (1))(p))1 to get the map
(s′, t′) : O
(p)
C
= ((CF (1))(p))0 → C/B×B.
Combining the two maps we get following commutative diagram.
O
(p)
C
C/B C/B × C/B
(s′,t′)
d
s′0
The goal is to show that the map d : C/B → C/B × C/B is induced by the diagonal map ∆B : B →
B ×B.
Using the information of the previous lemma we can expand this diagram to the diagram of the
following form.
O
(p)
C
(CF (1))
(p)
1
C/B C/B × C/B C/M
(s′,t′)
d
s′0
≃
As the maps above are right fibrations and C/B is representable it suffices to check the image of the
map idB : B → B in C. So, first of all we take the fiber of the right fibrations over B which gives
us a diagram of spaces.
(O/B)
(p) (C/B)
(p)
1
map(B,B) map(B,B)×map(B,B) map(B,M)
(s′B ,t
′
B)
dB
(s0)
′
B
≃
The goal now is to trace the image of the identity map through the various maps until we end up in
map(B,B) ×map(B,B). The image of idB in (O/B)
(p) is just the map p : E → B. The inclusion
map to (C/B)
(p)
1 takes it to the commutative triangle
E E
B
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The map (C/B)
(p)
1 → map(B,B) ×map(B,B) then takes the commutative triangle above first to
the source and target (p : E → B, p : E → B) and then to the maps that created them as pullbacks
(idB : B → B, idB : B → B). Thus the map d : B → B ×B is really ∆B : B → B ×B.
Using this new information our previous diagram now turns into the following.
O
(p)
C
C/B C/B × C/B
(s′,t′)
(∆B)
∗
s′0
Combining all the information we gathered until now gives us an “extended” simplicial diagram.
C/B ((C
F (1))(p))0 ((C
F (1))(p))1 ((C
F (1))(p))2 · · ·
s′0
s′
t′ s0
s
t
d2
d0
Using the fact that t′s′0 = idB and s
′s′0 = idB we can compose those arrows to get an actual
simplicial object.
C/B ((C
F (1))(p))1 ((C
F (1))(p))2 · · ·
σ0=s0s
′
0
σ=s′s
τ=t′t
d2
d0
We will show it is a Segal Cartesian fibration. First of all it is clearly a Reedy right fibration as it
is a level-wise right fibration. Thus we only have to prove it satisfies the Segal condition. For that
we need to find the pullback of the diagram
(CF (1))
(p)
1
(CF (1))
(p)
1 C/B
τ
σ
We can extend the diagram above to the diagram
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(CF (1))
(p)
1
(CF (1))
(p)
1 C/B
(CF (1))
(p)
0
τ
t
σ
s
s′0
The map s′0 is an injection and thus both squares have the same pullback. However, (C
F (1))(p) is a
Cartesian fibration and thus satisfies the Segal condition. So, both squares are pullback squares:
(CF (1))
(p)
2 (C
F (1))
(p)
1
(CF (1))
(p)
1 C/B
(CF (1))
(p)
0
p
τ
t
σ
s
s′0
We can use a similar argument to show that the map
(CF (1))
(p)
k
≃
−−−→ (CF (1))
(p)
1 ×
C/B
... ×
C/B
(CF (1))
(p)
1
Having dones all this work we finally give following definition.
Definition 6.19. We call the Segal Cartesian fibration described above (CF (1))(p,B).
We are now ready to move on to the next step.
The Segal Cartesian fibration comes from a Segal object: In this part we want to show
that the Segal Cartesian fibration from the previous part is representable.
Lemma 6.20. The Segal Cartesian fibration (CF (1))(p,B) is representable.
Proof. By Theorem 3.36 it suffices to prove that ((CF (1))(p,B))0 and ((C
F (1))(p,B))1 are representable
right fibrations. ((CF (1))(p,B))0 = C/B and so is representable by definition. And ((C
F (1))(p,B))1 is
representable by Lemma 6.17. Hence we are done. 
This lemma gives us following definition.
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Definition 6.21. We denote any choice of Segal object that represents (CF (1))(p) as N(p).
Remark 6.22. The proof above shows that N(p)0 ≃ B, N(p)1 ≃ M. Moreover, N(p)n is equivalent
to the limit M×B ...×B M.
Remark 6.23. The notationN(p) is chosen to remind the reader that the construction is a generalized
nerve construction.
We have gathered all the ingredients to move on to the final part.
Defining Univalent Maps: We are finally in a position to give a definition of univalence.
Definition 6.24. A map p : E → B is univalent if the Segal object N(p) is complete.
Let us see two basic examples.
Example 6.25. Let idB : B → B be an identity map. Then N(p)n is equivalent to Bn, the n-fold
product of B. In this case, N(p)hoequiv is B × B and so idB is univalent if and only if the map
∆ : B → B ×B. is an equivalence. This by definition means B is a (−1)-truncated object. Hence,
idB is univalent if and only if B is (−1)-truncated. In particular, the identity map of the final
object ∗ → ∗ is univalent.
Example 6.26. Let F → ∗ be the map to the final object. In this case N(p)1 = FF , the mapping
object of maps from F to itself. Moreover, map(∗,N(p)hoequiv) ≃ hoequivC(F, F ) and so F → ∗ is
univalent if and only if the space of self-equivalences of F is contractible.
There are several equivalent ways to define univalence. First here is a basic, but valuable lemma.
Lemma 6.27. There is an equivalence of right fibrations.
(C/N(p))hoequiv ≃ O
(p)
C
Theorem 6.28. The following are equivalent.
(1) p is univalent.
(2) The map C/B → O
(p)
C
is an equivalence.
(3) The map E → B is a final object in the CSS O
(p)
C
.
(4) The Cartesian fibration (CF (1))(p) is representable.
(5) The map (CF (1))(p,B) → CF (1) is (−1)-truncated.
Proof. We go through the different cases:
(1⇐⇒ 2) p is univalent if and only if N(p)0 = B is equivalent to N(p)hoequiv , which is equivalent
to C/B being equivalent to Choequiv . By the previous lemma this is the same as C/B being equivalent
to O
(p)
C
.
(2⇐⇒ 3) C/B has a final object by definition. Thus O
(p)
C
has final object E → B if and only if
it is equivalent to C/B .
(2⇐⇒ 4) The Cartesian fibration (CF (1))(p) is representable if and only if O
(p)
C
is representable.
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(2 =⇒ 5) We have the chain of maps (CF (1))(p,B) → (CF (1))(p) → CF (1), where the second map
is −1-truncated. If the map C/B → O
(p)
C
is an equivalence then the composition is −1-truncated.
If the map (CF (1))(p,B) → CF (1) is (−1)-truncated then in particular the map (CF (1))(p,B) →
(CF (1))(p) is −1-truncated, which also implies that the map C/B → O
(p)
C
is −1-truncated. We will
show this map is an equivalence. As it is a map of right fibrations it suffices to do so fiber-wise.
Thus we have to show that for each object map(D,B) → (C/D)
(p) is an equivalence. We already
know it is −1-truncated, but we also know it is surjective on path-components. Thus it has to be
an equivalence. 
6.3 The Poset of Univalent Maps. In this subsection we want to discuss how univalent maps
relate to each other. For this subsection we fix a pullback square
E2 E1
B2 B1
fE
p2
p
p1
fB
in a locally Cartesian closed higher category C.
First of all the pullback induces an embedding of Cartesian fibrations
(CF (1))(p2) → (CF (1))(p1)
as every map that is a pullback of p2 is also a pullback of p1.
This map induces an embedding of Segal Cartesian fibrations
(CF (1))(p2,B2) → (CF (1))(p1,B1)
which by the Yoneda lemma gives us a map of Segal objects
N(p2)→ N(p1)
In light of this map we have following theorem.
Theorem 6.29. Assume p1 is univalent. Then p2 is univalent if and only if fB is mono.
Proof. The map of p2 is univalent if and only if N(p2) is a complete Segal object. This is equivalent
to (CF (1))(p2,B2) being a Cartesian fibration, which is equivalent to being a fiberwise CSS. However,
as we have a pullback square the induced map of CSS is always an embedding. Thus the proof
reduces to proving the following statement:
Let F : C2 → C1 be an embedding from a Segal space C2 to complete Segal space C1. Then C2 is
a complete Segal space if and only if the map of spaces (C2)0 → (C1)0 is (−1)-truncated.
We prove this statement in the following way. Let x, y be two objects in C2. This gives us
following commutative diagram
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hoequivC2(x, y) hoequivC1(Fx, Fy)
Path(C2)0(x, y) Path(C1)0(Fx, Fy)
≃
≃
C2 is complete if and only if the right hand vertical map is an equivalence. This is equivalent to
the map of path spaces Path(C2)0(x, y)→ Path(C1)0(Fx, Fy), being an equivalence. However, this
is just the statement that the map (C2)0 → (C1)0 is a (−1)-truncated map of spaces.

This theorem guides us towards our understanding of univalent maps.
Theorem 6.30. The sub-category of OC generated by all univalent maps is a poset.
Proof. This follows from the fact that any univalent map p : E → B is final in O
(p)
C
and so the space
of maps between two univalent maps is either empty or if not then has to be contractible. 
Remark 6.31. Both of those Theorems were proven in the presentable case in [GK17, Theorem 3.9,
Corollary 3.10]
Remark 6.32. If C is presentable then we can define bounded local classes of maps [GK17, 3.3].
Intuitively, it is a subclass of the morphisms in C that are closed under base change, satisfies a
certain locality condition (sheaf condition) and has some cardinality bound. Those bounded local
classes form a poset under inclusion. [GK17, Theorem 3.9] shows that in a presentable locally
Cartesian closed quasi-category there is an equivalence between the poset of bounded local classes
and the poset of univalent families.
In an arbitrary locally Cartesian closed higher category we cannot define bounded local classes,
but we can still define univalent maps. Thus in the non-presentable setting univalence takes the
role of bounded local classes. In other words, we can use univalence to define bounded local classes.
6.4 Univalence and Elementary Toposes. In classical category theory there is a class of
categories known as elementary toposes, which is used in categorical logic. Here we only give some
basic definitions necessary to study univalent maps. For a detailed introduction see [MM92].
Remark 6.33. In this subsection we are completely focusing on classical categories (1-categories).
Definition 6.34. Let C be a (classical) category with finite limits. There is a functor
Sub(−) : Cop → Set
that takes each object c to the set of equivalence classes of subobjects of c (mono maps with target
c), which we denote by Sub(c). The functoriality follows from the fact that the pullback of a mono
map is also mono.
Definition 6.35. Let C be a (classical) category with finite limits. An object Ω is called a subobject
classifier if it represents Sub(−).
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Remark 6.36. If Ω is a subobject classifier then we can deduce from the equivalence Hom(Ω,Ω) ∼=
Sub(Ω) the existence of a universal mono u : 1 → Ω such that for every mono map A → B there
exists a pullback square
A 1
B Ω
p
u
Here 1 is the final object in C.
Definition 6.37. A category E is an elementary topos if it is locally Cartesian closed and has a
subobject classifier Ω.
We have following results about univalent maps in an elementary topos.
Proposition 6.38. The universal map u : 1→ Ω is univalent.
Proof. The category object N(u) has objects Ω and the morphisms come from the Heyting algebra
structure on Ω. This is exactly the internal Heyting object as described in [MM92, Theorem 1,
Page 201], which in particular is a poset. But a poset never has non-trivial automorphism and thus
is a complete Segal object in E. 
Proposition 6.39. A mono map v : E → B is univalent if and only if B is a subobject of Ω.
Proof. As the map v : E → B is mono there is a pullback square of the form
E 1
B Ω
v
p
u
i
By Theorem 6.29 v is univalent if and only if i is mono. 
Example 6.40. The category Set is an elementary topos where Ω = {0, 1}. Thus the poset of
mono univalent maps has the 4 objects
∅ ∅ {1} {1}
↓ , ↓ , ↓ , ↓
∅ {1} {1} {0, 1}
The classification above actually recovers all univalent maps in Set.
Lemma 6.41. If a map in Set is univalent then it has to be mono.
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Proof. If the map p : E → B is univalent in Set then for every element b ∈ B then fiber map
Eb → {b} also has to be univalent as it is the pullback along the mono map b : ∗ → B. However,
by Example 6.26 this only happens if Eb has no non-trivial automorphisms. In the category of sets
this only holds if Eb is either empty or has one object. We just showed that the fiber over each
point b is either empty or has one point and so E → B is an injection of sets. 
Example 6.42. Notice this does not generalize to other elementary toposes. Let G = S3 the group
of permutation of 3 elements. The category of G-sets is an elementary topos as it is a category of
presheaves. Let S = {1, 2, 3}, which comes with an obvious G action. Then S has no nontrivial
automorphisms. Indeed, if σ : S → S is an automorphism Then for every element τ in G we need
to have στ = τσ in order to satisfy the equivariance condition. However, this is only satisfied by
the identity as S3 has a trivial center.
Thus S has a no non-trivial automorphism in the category of G-sets. By Example 6.26 we deduce
that the map S → ∗ is univalent. However, this map is not mono as a mono map in the category
of presheaves is an injection of the underlying sets.
Remark 6.43. What we observed in this subsection is that an elementary topos is very well suited
for the study of mono univalent maps, but cannot understand univalent maps that are not mono.
The failure stems from the fact that all objects in a category are 0-truncated or, in other words, we
only have hom-sets rather than mapping spaces and thus there is no hope of every classifying non
mono univalent maps.
The issue described here should motivate us to develop a higher category that is able to classify all
univalent maps. Following the analogy above such a higher category should be called an elementary
higher topos.
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