In this paper, an induction machine rotor speed and rotor flux control using a sensorless backstepping control scheme is discussed. The most interesting point of this technique is that it deals with the nonlinearity of a high-order system by using the virtual control variable to make this system simple, and thus the control outputs can be derived step by step through appropriate Lyapunov functions. To avoid the use of a mechanical sensor, the rotor speed estimation is made by an observer using the model reference adaptive system (MRAS) technique; in order to estimate rotor flux, a sliding mode observer is proposed in this work. Simulation results are presented to validate and prove the effectiveness of the proposed sensorless control.
Introduction
The induction machine, by its construction, is the most robust and cheapest machine on the market. Advances in control and significant technological advances in the fields of power electronics and microelectronics have made possible the implementation of efficient controls for this machine, making it a formidable competitor in the areas of variable speed and torque control.
However, many problems remain due to its complex and nonlinear mathematical model, which involves parameters that vary with temperature, frequency, and other operating conditions. The variability of the parameters has significant effects on the accuracy of control speed and torque, as well as other operating performance measures of the motor.
Those difficulties have whetted the curiosity of scientists and researchers in laboratories, as evidenced by the growing number of publications that discuss the subject. Different control strategies have been developed, like field-oriented control, proposed by Blaschke [1] ; this control technique has led to a radical change in control of the asynchronous machine, thanks to the quality of dynamic performance that it brings. In vector control, the torque and flux are decoupled by a suitable decoupling network. The flux component and the torque are then controlled independently by stator direct-axis current and stator quadratic-axis current respectively to control the induction motor (IM) as a separately excited DC motor [2, 3] . The high performance of such a strategy may deteriorate in practice due to plant uncertainties.
Others techniques have been conceived, like the linearization input-output technique [4] [5] [6] . The technique of linearization input-output based on differential geometry allows diffeomorphic transformation and state feedback. This method cancels the nonlinear terms in the plant model, which fails when the physical parameters vary.
By contrast, passivity-based control [7, 8] does not cancel out all the nonlinearity, but does ensure system stability by adding a damping term to the total energy of the system. It is characterized by its robustness with regard to parameter uncertainties, but its experimental implementation is still difficult.
The sliding mode control is characterized by simplicity of design and attractive robustness properties. Its major drawback is the chattering phenomenon [9] [10] [11] [12] .
The backstepping control approach is more recent. Its present form is due to the work of Freeman and Kokotovic, Krstic et al., and Ikhouane and Krstic [13] [14] [15] . Based on the Lyapunov stability tools, this approach offers great flexibility in the synthesis of the regulator and naturally lends itself to an adaptive extension to the case [16] [17] [18] [19] [20] [21] . This control technique offers good performance in both steady state and transient operations, even in the presence of parameter variations and load torque disturbances.
These control techniques cannot guarantee good performance without the use of a suitable state observer. Among the observation techniques used are the sliding mode techniques used in this work to estimate flux, and the model reference adaptive system (MRAS) technique, which was used in sensorless IM drives for the first time by Schauder (22) . The MRAS technique is interesting since it leads to a relatively easy-to-implement system with high-speed adaptation [22] [23] [24] [25] .
In this work, we chose to use a backstepping control technique based on the induction machine model represented in the fixed stator frame, (α, β). This control technique is suitable for a nonlinear system (e.g., IM). In order to obtain better performance, we designed 2 observers, the first for speed estimation based on the MRAS technique and the second for flux component estimation using sliding mode theories. Simulation results, given at the end, illustrate the good performance of this control method. The structure of this control is presented in Figure 1 . 
Model description of the induction machine
In order to reduce the complexity of the 3-phase model, an equivalent 2-phase representation was chosen. Under the assumptions of linearity of the magnetic circuit and neglecting iron losses, a 2-phase IM model can be described in the fixed stator reference frame ( α , β) as below:
where:
Induction machine backstepping control
We saw that the dynamic equations of the induction machine are nonlinear, which makes the control difficult to achieve. However, by using backstepping techniques, we can control the system by treating it progressively piece by piece from the outputs, backstepping over "virtual controls" to real controls (stator voltages).
The backstepping control design is based on the use of the so-called "virtual control" to systematically deconstruct a complex nonlinear control design problem into simpler, smaller ones, by dividing the backstepping design into various design steps. In each step, we deal with an easier, single-input/single-output design problem, and each step provides a reference for the next design step.
This approach is different from conventional feedback linearization in that it can avoid cancellation of useful nonlinearities in aiming to achieve the objectives of stabilization and tracking.
The asymptotic stability of the resulting closed-loop system is guaranteed according to Lyapunov's stability theorem.
First step
In the first, we search for the virtual control that ensures the asymptotic convergence of both the flux-tracking error and the speed-tracking error to zero.
The rotor speed and rotor flux module tracking error are defined by:
where Ω ref and Φ Then the error dynamic equations are:
By putting the virtual control expressions below,
we can write Eq. (3) in the following form:
Let us check the tracking error stability by choosing the Lyapunov candidate function (LCF) below:
The derivative of Eq. (6) gives:
Let us consider the following virtual control reference that stabilizes the tracking errors e 1 and z 1 :
where c 1 > 0 and d 1 > 0 are the positive design gains that determine the dynamic of the closed loop.
Using Eqs. (5) and (7), we get:
The choice of Eq. (7) will then give us:v
This is evidently seminegative definite, so the tracking errors e 1 and z 1 have been stabilized.
Second step
Previous references, chosen to ensure a stable dynamic of speed-and flux-tracking error, cannot be imposed on the virtual controls without considering errors between them.
Let us define the following errors:
One determines the new dynamics of the errors e 1 and z 1 , expressed now in terms of e 2 and z 2 , by
By deriving Eq. (8), we obtain the following error dynamics equations:
where
Now that the real control variables (v sα , v sβ ) have appeared in Eq. (10), we define the final complete LCF as follows:
Thus, the LCF derivative is determined below, by using Eqs. (9) and (10):
(
where c 2 > 0 and d 2 > 0 are the positive design gains that determine the dynamics of the closed loop.
In order to make the LCF derivative be negative definite and have the following expression:
we chose voltage control as follows:
And then we obtain the input controls, (v sα , v sβ ):
Rotor flux sliding mode observer (SMO)
Among the control difficulties of the induction machine is that its state is not completely measurable, especially for the rotor flux. Different techniques have been used to estimate these variables in the literature. In this research, we have chosen to use the sliding mode technique because of the benefits it offers in terms of robustness. The flux observer that we are going to design will be used for the backstepping control and for the rotor speed estimation. The structure of the flux observer is shown in Figure 2 .
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Induction machine model
In this section, we use a model of an asynchronous machine formulated in a stationary stator reference frame, (α, β) , as shown below:
Rotor flux SMO model
The equations representing the observer model are given below:
The dynamics of the estimation error are expressed by the following equations:
whereĨ s = I s −Î s is the stator current estimation error;Φ r = Φ r −Φ r is the rotor flux estimation error;
is the sliding mode surface; and D ϕ , D i , η are the matrix (2 × 2) that we will determine later.
Design of the rotor flux SMO
We consider the following Lyapunov candidate function:
Its time derivative is the following:V = S T .Ṡ.
We suppose that dη dt = 0; thus, we obtain:
In order to haveV negative definite and satisfy the condition of attractiveness, we must have:
If we put
then we obtain the condition below:
When the sliding mode is reached, the switching surface will verify it:
therefore, we obtain
By putting this equation into Eq. (13), we get this equation:
We put:
In order to have exponential convergence, we choose P in the following form:
, where p1 and p2 are positive constants.
Then we obtain the following equation:
Now, if we put
we finally find the following equations:
[
Finally, the condition of attractiveness becomes
To complete the design of the observer, it now suffices to choose the correct observer parameters. The (p 1 , p 2 ) parameters must be chosen to determine the dynamics of observer convergence and the (µ 1 , µ 2 ) parameters to satisfy the conditions of attractiveness and stability for the observer.
Rotor speed MRAS observer
The rotor speed is estimated by using the MRAS (MRAS). This method consists of using 2 models. The first is the reference model, and the second is an adjustable model in which 2 components of the rotor flux, obtained from the measurements of the currents and stator voltages, are estimated.
The output of the reference model is compared with an adjustable observer-based model. The error is fed into an adaptation mechanism that is designed to assure the stability of the MRAS, as shown in Figure 3 , which represents the observation technique structure.
By using the dynamic model of the asynchronous machine, formulated in a stator reference frame, (α, β), and by using measurements of the stator currents and voltages, we build 2 estimators of rotor flux.
Reference model
We can use the following voltage model as a reference model:
However, in this work we have chosen to use the previous flux SMO as a reference model. This solution improves the MRAS performance and allows having a very low estimation error.
Adjustable model
Consider the last 2 equations of the induction machine model:
We can see that Eq. (15) involves the ω parameter, so this estimator is considered an adjustable model. By using the same input (stator voltage and stator current) in the 2 observer models, we define the error between the states of the 2 models below: After deriving errors, we obtain the errors' dynamic equations as follows:
By considering the following relation of speed estimation error:
whereω is the estimated speed, we can rewrite Eq. (16) as follows:
In order to determine the observer's stability condition and then determine the adaptation mechanism that gives us the speed estimation, let us consider the following CLF:
where Γ is a positive constant.
The CLF derivative is as below:V
In order to makeV negative definite, we can, for example, force the second term to be null, and then we can write:ω
We have:ω = −ωω
Thus, the corresponding adaptive law, which ensures the stability of the MRAS observer, is as follows:
In order to decrease response time of estimation and ensure a null steady error, we use a PI controller as follows:
where kp and ki are the proportional and integral positive.
The tracking performance of the speed estimation is dependent on these 2 adaptive gains. The integral gain ki is chosen high for fast tracking, and the proportional gain kp is chosen lower than ki to attenuate high-frequency signals. For more attenuation of noise, we associate a low-pass filter with a PI controller.
Load torque estimation
By considering that the load torque is constant or varies slowly with respect to speed and electrical parameters, we can reconstitute the load torque by using the estimated rotor flux and speed, as shown by the following
Simulation results
Using MATLAB/Simulink, the proposed controller and observer techniques' performances have been verified by simulation results given in Figures 4-6 below. The parameters of the induction machine used in the simulation are given in the Table below. Figure 4 shows us the simulation responses of the system for speed reference steps. In Figure 4a , the first step is given at 0 s from 0 to 100 rad/s, the second is from 100 rad/s to 150 rad/s at 0.8 s, and the last is down from 150 rad/s to 50 rad/s at 1.4 s. Figure 4a shows that the speed response is good, presenting a short response time of 0.28 s. The induction machine is loaded by 10 Nm at 0 s, as shown in Figure 4b . We can see in Figure 4b that the torque has good response and that the load torque estimation error is null. Figures 4b,  4c , and 4d respectively show that the currents, voltages, and torque respect the physical limits of the induction machine. Figure 4e shows that the decoupling between the torque and the flux is correct, and the flux and speed estimation errors are very low, as shown in Figures 4f, 4g , and 4h. Figure 5 shows us the simulation responses of the asynchronous machine commanded for 100 rad/s of speed in Figure 5a , and for load torque steps in Figure 5b . The first step is given at 0 s from 0 to 10 Nm, the second is from 10 Nm to 20 Nm at 0.8 s, and the third is down from 20 Nm to 5 Nm at 1.4 s. We can observe in Figure 5b that the motor torque follows the load torque, and that the estimated load torque tracks its reference. Furthermore, we notice that stator currents and stator voltage are still under the maximum limits values of the induction machine, as shown in Figures 5c and 5d . Simulation results show that the speed and flux in Figure  5e are not influenced by torque variation. We can see in Figures 5f, 5g , and 5h that the estimation errors are very weak. Figure 6 shows the simulation results in speed acceleration and deceleration mode with a load of 10 Nm. This proves that the controller (Figures 6a-6e ) and the observer (Figures 6f-6h ) maintain the same performance as the preceding simulations in terms of tracking trajectories, response time, and estimation errors.
Conclusion
In this article, we have performed a study of the sensorless speed control of an induction machine using the backstepping control technique associated with a speed observer based on the MRAS approach, governed by an adaptation law according to the flux's estimated errors. The estimation of the flux component was obtained by using a sliding mode observer. The simulation results show that this control and observation technique combination produces good performances and allows a complete decoupling between the flux and the torque. These performances are obtained with stator current, stator voltage, and torque, which respect the physical limits of the induction machine.
