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Abstract— We present a Bayesian optimization (BO) frame-
work for tuning model predictive controllers (MPC) of central
heating, ventilation, and air conditioning (HVAC) plants. This
approach treats the functional relationship between the closed-
loop performance of MPC and its tuning parameters as a
black-box. The approach is motivated by the observation that
evaluating the closed-loop performance of MPC by trial-and-
error is time-consuming (e.g., every closed-loop simulation
can involve solving thousands of optimization problems). The
proposed BO framework seeks to quickly identify the optimal
tuning parameters by strategically exploring and exploiting the
space of the tuning parameters. The effectiveness of the BO
framework is demonstrated by using an MPC controller for a
complex central HVAC plant using realistic data. Here, the BO
framework tunes back-off terms for thermal storage tanks to
minimize year-long closed-loop costs. Simulation results show
that BO can find the optimal back-off terms by conducting 13
year-long simulations, which significantly reduces the compu-
tational burden of a naive grid search. We also find that the
back-off terms obtained with BO reduce the closed-loop costs
from a baseline value of 9.1 million USD to 6.92 million USD
(a reduction of 24%).
I. INTRODUCTION
Model predictive control (MPC) is widely used in
industrial systems due to its ability to handle diverse
types of constraints, multivariable models, and operational
objectives. The performance of MPC depends rather strongly
on the controller formulation. Examples of typical tuning
parameters that influence performance include the prediction
and control horizon, weights in individual states or cost
objectives, input rate constraints, and constraint back-off
terms [1], [2]. Complex and non-intuitive dependencies
are typically observed between the tuning parameters of
the MPC controller and of its closed-loop performance;
as such, conducting MPC tuning by trial-and-error or
by using heuristics might require a significant number
of closed-loop simulations. This represents a problem
because a single closed-loop simulation might require the
solution of hundreds to thousands of optimization problems.
For instance, one is often interested in evaluating the
performance of MPC over an entire year of operation or
over different operational scenarios.
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Self-tuning methods cast the MPC tuning problem as
an optimization problem in which the tuning parameters
are used to maximize closed-loop performance. Derivative-
free optimization algorithms such as genetic algorithms and
particle swarm optimization have been previously proposed
to solve the tuning problem. Well-known issues encountered
with these techniques include slow progress (thus requiring
many simulations) and lack of convergence guarantees. An
excellent review of MPC tuning methods can be found in
[3]. Recently, more efficient derivative-free algorithms have
been used for tuning MPC controllers [15].
Bayesian optimization (BO) is a powerful technique
for optimizing computationally-intensive black-box functions
[5]. BO has been widely used for hyper-parameter tuning
of deep learning models [7], for design of experiments [8],
and for conducting reinforcement learning tasks [9]. BO can
also be adapted to accommodate a mixture of continuous and
discrete decision variables [5] and uses a statistical model to
systematically guide exploration and exploitation steps [6].
Exploration aims to evaluate the objective at points in the
decision space with the goal of improving the accuracy of a
surrogate model of the objective, while exploitation aims to
use the surrogate model to identify decisions that reduce (or
increase) the objective function.
In this work, we tackle the MPC tuning problem by
using BO techniques. BO approaches have been recently
used for tuning MPC [18] and other control architectures
[19], [20] and for performing goal-oriented learning of
dynamical systems [16], [17]. Our work is motivated by
an MPC application to central heating, ventilation, and air
conditioning (HVAC) plants. The operating cost of HVAC
systems is strongly affected by disturbances that cannot be
forecast perfectly (demands of electrical power and hot and
cold water). Errors in disturbance forecasts result in frequent
constraint violations of thermal storage levels (overfilling
or dry-up) that ultimately translate in decreased economic
performance. Adding back-off terms to the storage levels
has been shown to provide an effective strategy to deal with
these issues [11]. This approach resembles constraint back-
off approaches recently explored in the MPC literature [10].
Unfortunately, tuning these back-off terms requires extensive
simulations; every closed-loop simulation requires solving
over 8,700 optimization problems and is time-consuming (a
single simulation requires 2 hours of wall-clock time). Our
results indicate that BO can find optimal back-off terms by
conducting a total of 13 closed-loop simulations, which sig-
nificantly reduces the computational burden of naive tuning
approaches. We also find that the optimal back-off terms
obtained with BO reduce closed-loop HVAC costs from 9.1
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million USD (with a baseline set of parameters) to 6.92
million USD.
II. MPC TUNING USING BAYESIAN OPTIMIZATION
We formulate the MPC tuning problem as:
min
ξ
f(ξ) (1a)
s.t. ξ ∈ Ω. (1b)
Here, f(·) = ∑nfi=1 wifi(·) is the tuning objective (assumed
to be a smooth function), fi(·) represents the i-th tuning
objective, nf is the number of objectives, ξ ∈ Rd are
the tuning parameters (e.g., control horizon, weights, back-
off terms), wi is a user-specified weight capturing relative
importance of each tuning objective fi(·), and Ω ⊆ Rd is
the space of possible tuning parameters. Examples of tuning
objectives of interest include closed-loop tracking, economic
costs, and constraint violations [3]. In general, there is no
explicit form between the objective function f(ξ) and the
parameters ξ; as such, the objective function is treated as a
black-box function that can only be evaluated via simulation.
Extensive simulations might be required to cover the tuning
space Ω in searching for parameters that minimize the tuning
objective; as such, we want to derive an algorithm that can
more systematically explore the space.
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Fig. 1. Schematic representation of BO framework for MPC tuning.
BO is a family of algorithms for solving black-box op-
timization problems of the form (1). Given a set of initial
n observations of the black-box objective at sample points
(denoted as {ξ1:n, f(ξ1:n)}), BO constructs a surrogate (sta-
tistical) model of the objective function f(·). The statistical
model (typically a gaussian process model) provides a poste-
rior distribution of the objective function f(·). The posterior
distribution is used to construct an acquisition function
(AF); the AF measures the uncertainty (e.g., variance) and
performance (e.g., mean) of the objective function at any
unexplored point ξ ∈ Ω. Thus, minimizing the AF provides
a natural mechanism to select an optimal sampling point
ξn+1. The new observation {ξn+1, f(ξn+1)} is then added
into the dataset to update the statistical model. In general,
minimizing the AF is a much simpler problem than the
original optimization problem. As the iterations continue
and more data is gathered, the surrogate model approaches
the true function in the neighborhood of a solution and
the subsequent sampling points converge to a true solution.
The global convergence and the convergence rate of BO
have been thoroughly studied in the literature [13]. Figure
1 provides a schematic representation of the MPC tuning
problem solved using BO.
We use gaussian process (GP) model as the surrogate
model to approximate the objective function. Specifically,
we assume that the surrogate function f(ξ) has a GP prior
of the form f(ξ) ∼ GP(m(ξ), k(ξ, ξ′)), where m(ξ) = 0
is the prior mean and k(ξ, ξ′) is the covariance function
between ξ and ξ′. We choose the Matern kernel function
as the covariance function:
k(ξ, ξ′) =
1
Γ(ν)2ν−1
(√
2ν
l
d(ξ, ξ′)
)ν
Kν
(√
2ν
l
d(ξ, ξ′)
)
(2)
where ν is the smoothness parameter, Kν(·) is the modified
Bessel function, Γ(·) is the gamma function, d(·, ·) is the
Euclidean distance, and l is length-scale parameter. With
n samples of data {ξ1:n, f1:n} where f1:n = f(ξ1:n), the
joint distribution of function values f1:n is a multivariate
Gaussian N (0,K) with zero mean and covariance matrix
K(ξ1:n, ξ1:n) ∈ Rn×n, where Ki,j = k(ξi, ξj). For any other
candidate point ξ, the corresponding function value f(ξ) and
available data samples f1:n are jointly Gaussian:[
f1:n
f(ξ)
]
∼ N
(
0,
[
K(ξ1:n, ξ1:n) + σ
2I K(ξ1:n, ξ)
K(ξ1:n, ξ)
T K(ξ, ξ)
])
,
(3)
where σ2 is the noise level of the measurement. We thus
have that the posterior p(f(ξ)|f1:n, ξ1:n, ξ) is Gaussian with
mean and covariance [5]:
µ = K(ξ, ξ1:n)
[
K(ξ1:n, ξ1:n) + σ
2I
]−1
ξ1:n, (4a)
Σ = K(ξ, ξ) + σ2I
−K(ξ, ξ1:n)T
[
K(ξ1:n, ξ1:n) + σ
2I
]−1
K(ξ1:n, ξ).
(4b)
The above posterior distribution provides an explicit repre-
sentation of the mean and variance for the objective function.
These are used to construct an acquisition function (AF) that
is used to direct the search for the optimal ξ. In this work,
we use the lower confidence bound (LCB) as our AF:
LCB(ξ) = µ(ξ)− κσ(ξ), (5)
where κ > 0 is a hyper-parameter, µ(ξ) is the posterior mean
of f(ξ) and σ(ξ) is the posterior variance of f(ξ). The next
sampling point ξn+1 is obtained by solving the problem:
min LCB(ξ) (6a)
s.t. ξ ∈ Ω, (6b)
Note that the AF considers both the predicted mean and
variance; when the weight parameter κ is large, the step
ξn+1 seeks regions of large variance (known as exploration
step). On the other hand, with a small weight κ, ξn+1 seeks
regions that reduce the predicted mean (known as exploita-
tion step). After solving the AF minimization problem, one
evaluates the objective function at ξn+1 and incorporates the
observation (ξn+1, fn+1) into the dataset. A new GP model
is re-trained based on {ξ1:n+1, f1:n+1} and this is used to
obtain the next sampling point via AF minimization.
III. CASE STUDY: MPC TUNING FOR HVAC PLANTS
Thermal energy storage (TES) for chilled/hot water is
used to shift energy loads of an HVAC plant to off-peak
hours in order to reduce electricity costs and to mitigate
peak demands [14]. Energy demands and prices are difficult
to forecast and errors often result in violations of TES
capacity limits (overflow or drying up of water tanks). A
strategy to mitigate these violations consists of using a
reserved buffer (by adding a back-off term on the storage
constraints). Currently, these back-off terms are selected by
manual search, which requires repeated simulations of the
closed-loop system. This approach is time-consuming as it
involves year-long simulations.
In this case study, we leverage the MPC formulation
proposed in [11] and build a BO framework for tuning
TES back-off terms. In the HVAC plant, a chiller subplant
produces chilled water and a heat recovery (HR) chiller
subplant produces both chilled water and hot water; a hot
water generator produces hot water; cooling towers are used
to decrease temperature of water purchased from the market;
a dump heat exchanger (dump HX) rejects heat from the hot
water; and storage tanks (one for chilled water and one for
hot water) are used as the TES. The MPC controller seeks
to determine hourly operating loads for each unit in such
a way that the HVAC plant satisfies the demands of chilled
and hot water from multiple buildings of a university campus.
The objective of the MPC is to minimize the total cost of
the utilities (electricity, water, and natural gas) purchased
from the market. Electricity is charged based on time-varying
prices, while water and natural gas usage are charged at
constant prices.
The HVAC plant cost includes the following items: (i)
electricity required for the equipment operation and charged
based on hourly time-varying prices, piet , (ii) water required
to make up for evaporative losses of water in the cooling
towers and purchased at a fixed price piwt = $0.009/gal, (iii)
natural gas required for the operation of hot water generator
to satisfy the campus heating load and purchased at a fixed
price of pingt = $0.018/kWh, and (iv) the peak electrical
demand charges for each month charged at a high rate of
piD = $4.5/kW.
Figure 2 shows the energy flows between all units of the
HVAC plant and interactions with loads and utilities. As in
Figure 2, the amount of electricity, water, and natural gas
consumed by the units depends on their operating loads.
The chiller and HR chiller subplants use αecs and α
e
hrc
kW of electricity for the production of 1 kW of chilled
water, respectively; the hot water generator requires αehwg
kW of electricity and αnghwg kW of natural gas for the
production of 1 kW of hot water; and the cooling towers
require αect kW of electricity and α
w
ct utility water for 1
kW of condenser water input. For the chilled water load of
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Fig. 2. Schematic energy flow diagram of central HVAC plant (reproduced
with permission) [11].
the campus (Lcwt ), chilled water is produced by the chiller
(Pcs,t), the HR chiller subplants (Phrc,t), and the discharge
from chilled water storage (Pcw,t). For the hot water load of
the campus (Lhwt ), hot water is produced by the HR chiller
subplant (αhhrcPhrc,t), the hot water generator (Phwg,t), and
the discharge from the hot water storage (Phw,t). The excess
hot water (Phx,t) in the system is recycled by cooling it
and producing condenser water in the dump HX, and the
cooling towers use the evaporative cooling to reduce the
temperature of this condenser water along with the condenser
water produced by the chiller and the HR chiller subplants
(total Pct,t condenser water).
In the MPC formulation, the operating loads of all units
of the HVAC plant are the manipulated variables, while the
states include the state of charge (SOC) of the chilled water
and hot water storage tanks (TES) and carryover quantities
(e.g., peak electrical demand, unmet or overmet production
of chilled/hot water). Multiple time-varying disturbances are
present in this system; these include the campus electrical
load (Let ), chilled water load (L
cw
t ), hot water load (L
hw
t ),
and electricity prices (piet ). The MPC uses forecasts for these
disturbances over a prediction horizon T to determine the
control action for the next immediate hour. The horizon is
shifted by one hour to update disturbance forecasts and to
obtain the next control action. This procedure is repeated for
an entire year to obtain the closed-loop policy and associated
cost. The optimization problem solved at each time t is:
min
∑
k∈T
∑
j={e,w,ng}
pˆijkr
j
k +
piD
σt
Rt+1
+
∑
k∈T
∑
j∈{cw,hw}
ρj(ulj,k + olj,k). (7a)
s.t. rek =
∑
j∈{cs,hrc,hwg,ct}
αejPj,k + Lˆ
e
k, k ∈ T (7b)
rjk = α
j
ij
Pij ,k, j ∈ {w, ng}, k ∈ T , iw = ct, ing = hwg
(7c)
Pct,k = α
cond
cs Pcs,k + Phx,k, k ∈ T (7d)
Pcs,k + Phrc,k + Pcw,k + S
un
cw,k − Sovcw,k = Lˆcwk , k ∈ T
(7e)
αhhrcPhrc,k + Phwg,k − Phx,k + Phw,k
+ Sunhw,k − Sovhw,k = Lˆhwk , k ∈ T (7f)
Ej,k+1 = Ej,k − Pj,k, j ∈ {cw, hw}, k ∈ T (7g)
ulj,k+1 = ulj,k − Smj,k, m ∈ {un, ov}, j ∈ {cw, hw},
k ∈ T (7h)
olj,k+1 = olj,k − Smj,k, m ∈ {un, ov}, j ∈ {cw, hw},
k ∈ T (7i)
Rt+1 ≥ rek (7j)
Rt+1 ≥ Rt (7k)
Ej,k ≤ Ej,k ≤ Ej,k, j ∈ {cw, hw}, k ∈ T (7l)
P j ≤ Pj,k ≤ P j , j ∈ {cs, hrc, hwg, ct, hx, cw, hw},
k ∈ T (7m)
Smj,k ≥ 0, m ∈ {un, ov}, j ∈ {cw, hw}, k ∈ T (7n)
ulj,k ≥ 0, j ∈ {cw, hw}, k ∈ T (7o)
olj,k ≥ 0, j ∈ {cw, hw}, k ∈ T (7p)
Here, the residual demands of electricity, water, and natural
gas that need to be purchased from the markets are given by
the constraints (7b)-(7c). Constraints (7d)-(7f) are the energy
balance equations for the condenser water. The sufficient
chilled and hot water production is maintained by imposing
constraints (7e) and (7f) (with some slack variables for
under-production or over-production for feasibility). The
state variables ulj,k and olj,k, j ∈ {cw, hw} carry over
the under-production or over-production of chilled and hot
water in constraints (7h) and (7i) and these state variables are
penalized in the objective function. The dynamics of SOC
for chilled and hot water TES are given by constraints (7g).
Constraints (7j) compute the peak demand over the horizon
and constraint (7k) carries over the peak demand to the next
time step in the closed-loop.
The actual realizations of the loads (disturbances)
might induce constraint violations when they deviate
from the forecasts. To account for such violations,
bounds on the chilled and hot water TES in (7l) are
modified to include a buffer capacity (the back-off term),
βj ∈ [0, 0.5], j ∈ {cw, hw}. In closed-loop, the bounds on
Ej,k for j ∈ {cw, hw} in constraints (7l) are updated as:
If βjEj ≤ Ej,t+1 ≤ (1 − βj)Ej , set Ej,t+1 = βjEj ,
Ej,t+1 = (1− βj)Ej .
If (1 − βj)Ej ≤ Ej,t+1 ≤ Ej , set Ej,t+1 = βjEj ,
Ej,t+1 = Ej,t+1.
If 0 ≤ Ej,t+1 ≤ βjEj , set Ej,t+1 = Ej,t+1,
Ej,t+1 = (1− βj)Ej .
If Ej,t+1 ≥ Ej ,set Ej,t+1 = Ej , Ej,t+1 = βjEj ,
Ej,t+1 = Ej , and update olj,k+1 = olj,k+1 +(Ej,t+1−Ej).
If Ej,t+1 ≤ 0, set Ej,t+1 = 0, Ej,t+1 = 0,
Fig. 3. Year-long closed-loop cost for HVAC plant under different βcw
and βhw values (interpolated surface based on values of sampled grids).
Ej,t+1 = (1−βj)Ej , and update ulj,k+1 = ulj,k+1−Ej,t+1.
The above updates to the storage bounds ensure that, if the
storage at t + 1 overflows or dries up when implementing
the MPC action, the storage is set to the maximum or
minimum capacity, respectively; otherwise, the fractional
buffer capacity is implemented. These corrections result in
lost economic performance and inefficient use of storage.
We perform closed-loop MPC simulations for the central
HVAC plant with the formulation described above and
develop the BO framework for tuning the back-off terms
for the chilled water and hot water TES.
The back-off term β = [βcw, βhw]T is introduced to
reserve a β fraction of the maximum capacity as the buffer
to account for the unpredictable disturbance uncertainty. Ap-
propriate determination of the β value is critical to maximize
closed-loop performance. If β is too large, this will induce an
overly conservative strategy that prevents storage tanks from
being fully utilized to reduce economic cost. On the other
hand, if β is too small, the number of constraint violations
may increase dramatically since there is not enough buffer to
provide a safeguard against unforeseen disturbances, leading
to an economic penalty. The back-off parameter β affects
closed-loop MPC performance in a non-intuitive way. For
this study, our tuning objective is the annual closed-loop cost
(denoted as f(·)), which is a function of the back-off terms
ξ = {βcw, βhw}. A year-long closed-loop simulation for the
HVAC plant has to be performed to evaluate f(ξ).
The prediction horizon of MPC is chosen to be 168 hours
(1 week) to reflect the weekly periodicity of loads and
electricity prices. The optimization problem solved at each
hour is a linear program with 168,450 variables and 143,750
constraints [11]. The problems were implemented in Julia
0.6.4 and were solved with Gurobi 8.1 on a computing server
with 188 GB RAM, 32-core Intel Xeon 2.30 GHz CPU. On
average, each MPC problem requires about one second to
solve but simulating closed-loop behavior over an entire year
requires about 2 hours of wall-clock time (each year-long
simulation requires solving more than 8,700 optimization
problems). Given the complexity of the underlying tuning
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Fig. 4. The sequence of optimal sampling locations in the iterations of
Bayesian optimization.
problem, it is apparent that manual search or grid search
method is not applicable due to the possibly large number
of trials and the resultant enormous time consumed.
Figure 3 shows the closed-loop cost with different combi-
nations of back-off values for a given disturbance realization.
To generate this surface, we conducted 81 simulations (ob-
tained by using a coarse grid discretization with 9 points for
each back-off term). One can see that the surface is non-
convex with a couple of local minima (the global minimum
is near βcw = 0.4, βhw = 0.2). We used the back-off term
values βcw = βhw = 0.1 reported in [11] as a baseline.
The year-long closed-loop cost for the baseline is 9.10 MM
USD (million USD). Note that the selected parameters above
may not be optimal for our case study due to a different
disturbance realization used in this work. From Figure 3 we
can see that the closed-loop cost is highly sensitive to the
back-off terms; specifically, this can easily reach levels of
more than 20 MM USD. The large costs also illustrate that
operating HVAC facilities is quite expensive and thus cutting
down costs is essential.
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Fig. 5. Closed-loop cost over Bayesian optimization iterations.
We used BO to determine the optimal back-off terms for
the MPC controller. The algorithm is programmed in Python
3.8.3 using the pyGPGO package1 with a “matern52” kernel
function (l = 1, ν = 5/2, σ2 = 1e−6) for GP model and
1Available at https://github.com/josejimenezluna/pyGPGO
UCB AF (κ = 2.6). The optimizer for finding the maximum
of the AF is chosen as the limited-memory BFGS (L-BFGS)
algorithm. Starting with n = 3 initial points, the sequence of
optimal sampling points delivered by BO is shown in Figure
4. One can see that, after three iterations of exploration, BO
starts to converge to a neighborhood of the global minimum
and convergence is achieved in only 10 iterations. The total
number of closed-loop simulations evaluations, including
the initial points, is only 13 for this example, significantly
reducing the amount of computation involved (compared to
the coarse grid search used to generate Figure 3). Figure 5
shows the closed-loop cost of the HVAC plant at each BO
iteration. One can see a monotonically decreasing trend after
initial exploration (which increases cost). The best closed-
loop cost achieved by BO is 6.92 million USD, which saves
more than 2.18 million dollars annually compared with the
baseline (improvement of 24%). This highlights that high
performance gains that can be achieved with MPC tuning.
Figure 6 shows the weekly operation costs corresponding to
the optimal BO parameters and with the baseline parameters.
We can see that the tuned parameters achieve weekly costs
that are consistently lower than those of the baseline (largest
savings occur in late August).
The posterior mean of the GP model in each iteration
and the corresponding AF values are shown in Figure 7.
The top two rows of Figure 7 show that, after a few
iterations, the posterior mean surface becomes consistent,
indicating convergence of the algorithm. The bottom two
rows present the AF in each iteration. It is interesting to see
that, after several iterations, the minimum of the AF stays
near the global solution and the neighborhood of the other
local minimum does not present large AF values. It is thus
anticipated that the BO iteration is unlikely to jump to the
other local minimum.
In summary, our results indicate that BO can achieve
significant reductions in cost by identifying optimal back-
off terms for chilled and hot water tanks in the HVAC plant.
The convergence of the algorithm can be achieved using a
few year-long closed-loop simulations.
IV. CONCLUSIONS AND FUTURE WORK
We presented a BO framework for tuning MPC controllers.
The tuning objectives are treated as a black-box function
of the controller parameters. This work is motivated by the
observation that evaluating closed-loop performance can be
computationally expensive and thus manual or grid search
approaches are time-consuming. BO is used to efficiently
solve this complex MPC tuning problem; specifically, we
studied the optimization of the back-off terms for the thermal
energy storage of an HVAC plant. Our results show that
BO can effectively find back-off terms by performing 13
closed-loop simulations and this can save total costs by
24%. As part of future work, we are interested in exploring
performance with a larger set of tuning parameters that
capture different types of behavior and different types of
functions to accelerate the search.
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Fig. 6. Week closed-loop costs for baseline and tuned back-off terms with Bayesian optimization.
Fig. 7. Top two rows: Posterior mean of GP model in each iteration. Bottom two rows: Acquisition function in each iteration.
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