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 Forecasting is the art of saying what will happen and then explaining why
it didnt
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you discovered the right design you could turn on and they would get
smarter
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 Genetic Neural Networks I believe that this is going to become the core
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Resumo
Hoje em dia assiste	se a uma mundializacao da economia  originando um
acrescimo da concorrencia entre as organizacoes Assim  e natural assumir
que as organizacoes estao interessadas em obter previsoes fundamentadas
de certos tipos de indicadores  especialmente acerca daqueles que possam
inuenciar a tomada de decisoes
Uma das formas reside na Previs ao de Series Temporais PST  baseada
nas observacoes anteriores da variavel a prever Os metodos convencionais
de PST criam os seus modelos com base em componentes da serie temporal 
como a tendencia ou a sazonalidade Este tipo de abordagem e aplicavel a
series bem comportadas  mas falha quando estas apresentam rudo ou com	
ponentes nao lineares
Nos ultimos anos  os Algoritmos de Optimizacao  com base em processos
de evolucao natural das especies  tem vindo a ser aplicados com sucesso em
diferentes domnios De entre estes  as Redes Neuronais Articiais RNAs e
os Algoritmos Geneticos AGs assumiram	se como umas das mais populares
e importantes ferramentas
Assim  neste trabalho  pretende	se explorar o uso combinado de RNAs e
AGs  como fundamentos de um sistema inteligente para a PST
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Abstract
Nowadays one assists to a globalization of the world economy  with an in	
creasing competition between enterprises Thus  it is natural to assume that
organizations will be interested on obtaining well	grounded forecasts  spe	
cially for decision making
One way is to use Time Series Forecasting TSF  forecast of a chronologi	
cal ordered variable Conventional TSF methods base their models on Time
Series TS components such as trend or seasonal eects These methods
give accurate forecasts on well behaved TS  but present some drawbacks on
TS with noise or some unknown nonlinear relations among the TS data
In the last few years  OptimizationAlgorithms  based on natural evolutive
processes  have been applied with success on wide areas From all these 
Articial Neural Networks ANNs and Genetic Algorithms GAs have been
assumed as ones of the most popular and important techniques
Thus  in this thesis  one will try to explore the combination of ANNs and
GAs  in order to get intelligent systems for TSF
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Cap tulo 
Introducao
 Motivacao
Este trabalho situa	se na area cientca da Inteligencia Articial IA  ou
mais propriamente no domnio da Analise Inteligente de Dados AID
A IA atende 
a construcao e manipulacao de entidades inteligentes  tendo
como ultimo objectivo a clonagem do ser humano Apesar de ser uma dis	
ciplina recente foi formalmente iniciada em   tem induzido desenvol	
vimentos signicativos em diferentes areas de conhecimento  nomeadamente
na compreensao da lngua natural  no raciocnio logico	matematico  na teo	
ria dos jogos ou em sistemas de apoio 
a decisao Mais e mais cientistas se
movem em direccao 
a IA  onde encontram as ferramentas para sistematizar
e automatizar os seus actos De um modo similar  tambem os que trabalham
na IA tem vindo a aplicar as suas metodologias e ferramentas em outras
areas do empreendimento intelectual Neste sentido  a IA agura	se como
uma verdadeira disciplina universal RusNor
A Analise Inteligente de Dados AID  com base na IA e na Estatstica 
preocupa	se em desenvolver sistemas inteligentes ou de apoio 
a decisao  que
auxiliem o cientista ou o simples utilizador na analise de dados Tres facto	
res  em particular  contriburam para o interesse na AID Em primeiro lugar 
o desenvolvimento da industria de semi	condutores permitiu disponibilizar
artefactos com grande poder computacional e a um baixo custo Em segun	
do lugar  ha que ter em conta o ritmo explosivo em que a acumulacao de

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dados se processa Esta acumulacao de dados e uma consequencia directa da
diminuicao dos custos de armazenagem  de parceria com um elevado nvel
de automacao e uso de novos dispositivos electronicos de recolha  em que
pontuam os sensores O terceiro factor projecta	se atraves da panoplia de
ferramentas desenvolvidas pelas comunidades da IA  da Investigac ao Opera
cional eou da Fsica  nomeadamente as extensoes 
a programacao em logica 
a logica fuzzy  o raciocnio probabilstico  as arvores de decisao  as redes neu	
ronais e os algoritmos geneticos Desta forma foi possvel a introducao da
AID em areas em que tradicionalmente os problemas eram abordados atraves
do palpite e da intuicao DecFoc
 A Importancia da Previsao
Hoje em dia assiste	se a uma mundializacao da economia  e por conseguinte a
um acrescimo de concorrencia entre as organizacoes cujas estruturas  proces	
sos e tecnologias  se optimizados  lhes darao vantagens competitivas Cor
Contudo  inovar num ambiente de incerteza pode ser desastroso  pelo que e
natural pressupor que as organizacoes estao interessadas em obter previsoes
fundamentadas sobre o seu futuro HanRei
Este desejo de compreender o passado e prever o futuro impulsiona a pro	
cura de leis que expliquem o comportamento de dados fenomenos ou aconteci	
mentos Se sao conhecidas equacoes determinsticas que os explicam  entao e
possvel efectuar previsoes  desde que conhecida a sua genese No entanto  na
ausencia de regras que denam o comportamento de um sistema  procura	se
determinar o seu comportamento futuro a partir de observacoes do passado
WeiGer
 A Previsao de S eries Temporais
Uma das tecnicas em uso socorre	se da Previs ao de Series Temporais PST 
que se baseia em observacoes da variavel em estudo A PST tem como ob	
jectivo prever o comportamento de sistemas e nao o seu funcionamento  que
nos surge na forma de alisamento exponencial  decomposic ao ou analise de
regress ao MakMcGWheMak Este tipo de abordagem e ecaz quando
aplicada a series bem comportadas  tornando	se inadequada  contudo  quan	
do estas apresentam rudo ou tem componentes nao lineares  uma situacao

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deveras comum WeiGer eg tem	se a variacao dos precos do mercado
bolsista ou o numero de manchas solares McC
 Paradigmas Subsimb olicos
Nos ultimos anos  algoritmos de optimizacao com base em processos de se	
leccao natural  entre outros  tem vindo a ser aplicados no domnio da IA
O estudo do comportamento de fenomenos como os processos de fundicao
annealing do ingles  o sistema nervoso central ou a evolucao biologica  deu
origem a ferramentas como o Simulated Annealing  as Redes Neuronais e a
Computac ao Evolucionaria
De entre estes  as Redes Neuronais Articiais RNAs e os Algoritmos
Geneticos AGs  impuseram	se como paradigmas em diferentes areas do
conhecimento  revelando	se como umas das mais populares e efectivas ferra	
mentas RusNorSanNev
 Redes Neuronais Arti	ciais
As Redes Neuronais Articiais RNAs sao modelos conexionistas com a ca	
pacidade de aprender a partir do conhecimento de situacoes passadas  dan	
do resposta a novas situacoes  especialmente em problemas com uma forte
componente de rudo eou informacao incompleta Pre Esta e a razao
principal das vantagens comparativas que alcancaram em areas tao distintas
como os sistemas periciais  a ltragem de dados  a visao por computador ou
o planeamento GalNevCorb
Uma nova area cientca parece emergir do uso de RNAs na AID como
maquinas de aprendizagem  face ao enorme conjunto de aplicacoes para a
extraccao de conhecimento  como os sistemas periciais  os sistemas de apoio

a decisao e de diagonostico  de analise de sensibilidade ou a PST  envolvendo
um variado conjunto de domnios  que se estendem desde o sector bancario 
nanceiro  qumico  militar ate ao de engenharia DecFoc Trata	se da
procura de descricoes matematicas ou logico	matematicas  eventualmente de
natureza complexa  sobre padroes e regularidades em conjuntos de dados
GarNevNevGar
Em particular  a emergencia das RNAs  a partir da decada de oitenta 

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veio dar um novo folego ao campo da PST  multiplicando as suas capacidades
de previsao em series complexas  como as dos mercados nanceiros Azo
Porem  as RNAs nao podem ser vistas como a solucao universal para todos
os problemas RusNor De facto  uma das diculdades que resulta do uso
de RNAs para a resolucao de problemas reside no tempo dispendido com a
procura do melhor tipo de rede ou topologia Uma outra diculdade tem a
ver com a melhor forma de alimentar os dados a uma rede  num processo que
se designa de preprocessamento  com recurso a tecnicas de normalizac ao e
ltragem dos dados

 Algoritmos Gen eticos
Os Algoritmos Geneticos AGs sao exemplos de maquinas de aprendizagem 
que se baseiam em processos de seleccao natural Os AGs assumem	se co	
mo procedimentos de optimizacao  passveis de serem aplicados 
a panoplia
de parametros que fazem a solucao de um problema  gerando variantes que 
atraves de competicao  podem convergir para uma melhor solucao Assim 
embora os AGs usem processos estocasticos  os resultados obtidos sao clara	
mente superiores aos conseguidos por procura aleatoria Gol
Os AGs sao normalmente utilizados em problemas de natureza combi	
natoria  onde a procura de solucoes exige esforcos computacionais demasiado
severos Muh
 Os Sistemas GANN
Uma via que tem vindo a ser usada para tornear este ultimo problema  ou
seja  a minimizacao do esforco computacional  centra	se no uso de AGs para
procurar os parametros optimos da rede neuronal  no espaco vectorial que nos
da as solucoes possveis para o problema em equacao RusNor Atraves
desta associacao de AGs com RNAs  chamada de sistema GANN  procura	se
maximizar as vantagens de cada metodo Koe Neste tipo de sistemas  a
aprendizagem da rede neuronal guia a procura evolucionaria da melhor rede
Estudos empricos evidenciam que os sistemas GANN ultrapassam quer as
redes neuronais  quer os algoritmos geneticos na procura de uma solucao
KitWhi

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 Objectivos
Pretende	se nesta dissertacao
  fazer um apanhado do que foi feito em termos de investigacao nesta
area ie  no uso de alternativas nao convencionais para a PST  com
especial relevo para as RNAs
  estudar a melhor forma de utilizar RNAs para a PST  em termos de
topologia da rede  do seu treino  das funcoes de activacao  da normali	
zacao de dados e das tecnicas de ltragem
  explorar a combinacao de AGs com RNAs tendo em vista a sua apli	
cacao na PST
  desenvolver um sistema computacional que integre o pre	processamento
de dados  os AGs  e as RNAs de um modo racional  permitindo realizar
de forma automatica a PST
  analisar os resultados obtidos pelo sistema para series temporais reais
de diferentes tipos
  comparar os resultados obtidos com os conseguidos a partir de tecnicas
convencionais
 Organizacao
A dissertacao encontra	se estruturada em sete captulos  passveis de um
agrupamento ie  no que vai do Captulo  ate ao Captulo  estabelece	se a
ligacao do trabalho aqui realizado com outros trabalhos ja feitos  assim como
se da uma perspectiva do estado da investigacao na area Nos Captulos  e
 descreve	se o trabalho que foi desenvolvido
O Captulo  trata a PST

E evidenciada a importancia desta tecnica
para as organizacoes e descrevem	se sucintamente os metodos de previsao
mais utilizados
As RNAs sao introduzidas no Captulo   expondo	se as razoes porque
tem sido objecto de estudo por parte da comunidade cientca

E descrito

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o que e uma RNA  quais as suas propriedades  que tipos de RNAs existem 
como se processa o treino  e em que consiste o pre	processamento dos dados
Finalmente  e apresentado o problema do fenomeno de overtting  assim
como tecnicas para o evitar
No Captulo  e feita mencao 
a computacao evolucionaria  aos AGs  
as
vantagens comparativas sobre outros metodos e ao seu modo de funciona	
mento Sao tambem apresentadas formas de combinar os AGs com as RNAs
O Captulo  apresenta o estado da arte na area o que tem sido feito e
que tecnicas nao convencionais tem sido utilizadas
O sistema desenvolvido e descrito no Captulo   sendo a apresentadas
as estrategias e opcoes tomadas  as experiencias efectuadas  a arquitectura
do sistema  as series utilizadas e os resultados obtidos Tambem e descrito
um sistema de ltragem de dados  sendo analisadas as suas implicacoes no
desempenho do sistema
Por ultimo  no Captulo   sao apresentadas as conclusoes  sendo apon	
tadas direccoes para trabalho futuro

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 O Papel da Previsao nas Organizacoes
Nos ultimos anos uma certa enfase tem sido colocada no melhoramento dos
processos de tomada de decisao  e isto quer no que respeita ao mundo empre	
sarial  quer ao universo da poltica ie  quando os metodos de gestao de ha
vinte ou trinta anos atras eram baseados nos sentidos e intuicao do gestor ou
poltico  no presente tal arquetipo nao e mais aplicavel No seu lugar apare	
ceram outras tecnicas de tomada de decisao  nomeadamente as oriundas de
disciplinas como a Investigac ao Operacional  a Estatstica  a Informatica ou
Prncipios de Desenho Organizacional WheMak
As empresas  nao raras vezes a contragosto  tem que fazer opcoes Ora 
um ponto importante da tomada de decisoes e a capacidade de prever as
circunstancias que as rodeiam  pelo que e natural que estejam interessadas
em obter previsoes fundamentadas  da evolucao no tempo  das variaveis que
determinam o sucesso ou insucesso de determinada opcao ie  procura	se 
deste modo  calcular os riscos que estao associados 
a tomada de decisoes
HanRei
O recurso 
a previsao e comum nas organizacoes  em areas como o mar
keting ou producao porem  e nas areas nanceira e contabilstica que o seu
uso tem sido mais intenso As empresas nao devem  no entanto  encarar a
previsao como uma profecia  mas sim como a melhor maneira de extrapolar
as relacoes existentes nos dados  para fazer previsoes Os erros de previsao

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sao  como e evidente  inevitaveis  tendo	se como objectivo minimiza	los
 M etodos de Previsao
Como consequencia natural do processo de tomada de decisoes  as tecnicas
para a extrapolacao de conhecimento tem sido estudadas exaustivamente  e
metodos mais objectivos e aveis foram sendo desenvolvidos Estes metodos
variam conforme o grau de sosticacao e ns a que se destinam  sendo di	
vididos em duas classes metodos qualitativos e metodos quantitativos Os
primeiros sao baseados na intuicao  e utilizados quando nao se dispoe de
informacao sobre o passado Os segundos  mais comuns  passam pelo pro	
cessamento da informacao disponvel HanRei
Os metodos quantitativos sao mais ecazes e a sua aceitacao generalizada
e uma consequencia proxima do uso macico de computadores Estes sao
uteis nao so pelo seu poder de calculo mas tambem pela sua capacidade de
armazenagem de dados WheMak
 O Horizonte Temporal
O perodo de tempo durante o qual se pretende que prevaleca uma dada
tomada de decisao afecta  naturalmente  o processo de seleccao do metodo
de previsao As previsoes sao feitas normalmente com um ou dois perodos
de avanco Os horizontes temporais podem ser classicados de curto  medio e
longo prazo Os primeiros  ate tres perodos  sao muito usados para decisoes
de gestao corrente eg na gestao de stocks  enquanto que as previsoes de
medio prazo de tres meses a um ano e longo prazo mais de dois anos sao
usadas em planeamento eg em medicina preventiva
 Etapas da Previsao
Todos os metodos de previsao partem do princpio de que as experiencias
do passado serao usadas no futuro Assume	se  assim  que as condicoes que
condicionaram o passado serao validas no futuro A previsao envolve quatro

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etapas a recolha de dados historicos  a condensac ao ou reduc ao dos dados 
a construc ao do modelo de previs ao  e a extrapolac ao a partir desse modelo
HanRei
A primeira etapa exige um particular cuidado na leitura dos dados do
problema em equacao de forma a se evitarem distorcoes A etapa seguinte 
condensac ao  consiste em determinar os dados relevantes para o problema
em equacao eg pode	se estar apenas interessado em prever o volume de
vendas de um produto a partir da abertura de loja nova  situacao esta em
que os dados de vendas anteriores nao sao relevantes A tarefa seguinte  a
construc ao do modelo de previs ao  envolve um ajustamento dos dados a um
modelo de previsao  de forma a minimizar o erro

E importante que o modelo
seja o mais simples possvel  de modo a que tenha uma boa aceitacao por
parte dos utilizadores Uma vez denido o modelo segue	se a ultima etapa 
extrapolar do modelo a previsao para perodos futuros
Neste trabalho apenas sao consideradas as duas ultimas etapas do pro	
cesso  partindo	se do princpio que a recolha e condensac ao dos dados foi
realizada de forma correcta
 Medida do Erro da Previsao
Como ja foi referido  as previsoes estao sujeitas a erros  que se procuram
minimizar Porem  para que tal seja possvel  e necessario o recurso a uma
metrica Sendo o erro numa previsao dado por
e
i
 x
i
 P
i
em que x
i
denota o valor da variavel em estudo  e P
i
o valor previsto para
a mesma  
a medida que o metodo de previsao e aplicado  uma sequencia de
valores de erro e obtida HanRei Para se avaliar a ecacia da previsao 
torna	se necessario analisar esta serie  existindo varias formas de o fazer
Uma das mais utilizadas e que sera usada neste trabalho utiliza a Media
M da potencia de exponente dois do erro  ou seja
M 
P
n
i 
e

i
n
em que n e o numero de previsoes

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	 Modelos de Previsao
Existem dois tipos base de modelos de previsao que se complementam e
que partem de diferentes premissas  a saber os Modelos de Regress ao e os
Modelos de Series Temporais HanRei
 Modelos de Regressao
Os Modelos de Regress ao ou causais assumem que existe entre a variavel a
prever  y  e uma ou mais das variaveis independentes  x

   x
n
  uma relacao
de causa	efeito Como primeira tarefa ha entao que descobrir essa relacao 
atraves da analise dos valores da variavel dependente ao longo do tempo
ie  construdo o modelo e  sendo conhecidos os valores para as variaveis
independentes  o valor da variavel dependente e	nos dado por
y  fx

    x
n

Este tipo de modelos e bastante usado na tomada de decisoes  de que sao
exemplos a mudanca de preco ou o incremento de producao de um produto
 Modelos de S eries Temporais
Uma serie temporal da	nos a sequencia de observacoes sobre uma variavel em
particular  ordenadas cronologicamente TanFis Figura  O proposito
da Previs ao de Series Temporais PST consiste em detectar padroes nas
observacoes do passado de modo a extrapolar para o futuro PapGot
Os modelos de PST tratam o sistema como se de uma caixa negra se
tratasse  nao tendo como objectivo determinar os factores que afectam o seu
comportamento Existem  porventura  algumas razoes para esta postura A
primeira deve	se ao facto de o sistema nao ser perfeitamente determinado 
sendo difcil identicar as relacoes de causa	efeito em jogo A segunda reside
no facto de se desejar prever o que acontece e nao como acontece ie  existem
series temporais reais impossveis de axiomatizar  tangveis 
a previsao eg a
previsao da ocorrencia de manchas solares ou a previsao do comportamento
do mercado de accoes McC
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Figura  Estrutura de uma serie temporal

 M etodos de PST
Ao longo das ultimas decadas varios tipos de metodos quantitativos para
a PST foram desenvolvidos  nomeadamente o Alisamento Exponencial  os
Metodos de Decomposic ao ou a Analise de Regress ao WheMak De entre
estes  importa destacar o metodo de Holt	Winters e a metodologia ARIMA 
que serao descritos com pormenor seguidamente
 O M etodo de HoltWinters
Um dos metodos de Alisamento Exponencial mais em voga e o HoltWinters 
que se centra em determinadas caractersticas da serie  como seja a existencia
de factores de tendencia ou sazonalidade HanRei

E vantajoso por ser
simples de usar  requerer pouco esforco computacional  e ser bastante ecaz
em previsoes de curto prazo  em particular com series sazonais O modelo
base obedece ao clausulado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em que P
t
representa o Alisamento Exponencial para o perodo t equivalente

a previsao para o mesmo perodo  T
t
a estimativa para a tendencia  S
t
a
estimativa sazonal  x
t
a serie temporal e k o factor sazonal Previsoes a
longo prazo sao efectuadas de acordo com a formula recorrente
P
tl
 P
t
 lT
t
S
t kl

Captulo  A Previsao de Series Temporais
para uma previsao de l perodos 
a frente de t Este metodo exige que certos
parametros sejam inicialmente avaliados  nomeadamente as estimativas sa
zonais Subsiste  contudo  um problema  ou seja  o calculo dos parametros
   e  Ora  ou se usam os valores de            e       ou entao
procura	se estimar estes parametros  atraves de um processo de trial and
error  em que a minimizacao do erro e o objectivo perseguido HanRei
 A Metodologia ARIMA
Outro metodo e o de Box	Jenkins  chamado ARIMA  sendo um dos mais
populares para a PST BoxJen Trata	se de um metodo sosticado e ge	
neralista  que se baseia na sntese de padroes a partir de dados historicos 
exigindo a caracterizacao formal do sistema em equacao obtencao de um
modelo  estimacao dos parametros a ele associados e a sua posterior va	
lidacao Tem como vantagem principal o facto de ser bastante preciso em
previsoes de curto prazo No entanto torna	se dcil conciliar os parametros
com o modelo inicialmente criado 
a medida que novos dados sao adquiridos
ie  o modelo tem de ser periodicamente revisto ou  pior ainda  um novo
modelo criado Por outro lado  a construcao de um modelo exige o uso de
um especialista  sendo tambemmais exigente em termos computacionais que
os metodos de alisamento
Os modelos sao criados a partir de uma combinacao linear nita de alguns
valores passados da serie componente AR do modelo ARIMA Conforme o
tipo de modelo  podera existir  isoladamente ou em conjunto com o compo	
nente anterior  uma combinacao linear nita dos erros passados componente
MA do modelo ARIMA ie  diferencas entre os valores previstos pelo mo	
delo ARIMA e os valores da serie Assim  o modelo geral  conhecido por
ARMAM N  obedece ao clausulado WeiGer
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em que x
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representa a serie temporal e e
t
o erro
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 A Seleccao do M etodo Apropriado
A escolha do metodo ideal de previsao para uma dada serie nao e um
processo simples McNees McN e de opiniao que nao existe um unico
modelo de previsao que se possa assumir primus inter pares  no que e secun	
dado por Zarnowitz Zar Em particular  chegou	se 
a conclusao de que
um aumento de complexidade e sosticacao estatstica  nao implica necessa	
riamente um melhoramento na ecacia da previsao Isto indicia que podem
existir situacoes onde metodos simples podem ser aplicados com sucesso  e
a baixo custo ie  a escolha do metodo ira depender da situacao especca
a ser estudada  do horizonte temporal a prever  e da organizacao envolvi	
da Whellwright e Makridakis WheMak aconselham as organizacoes  que
porventura nao queiram ser pioneiras  
a utilizacao de metodos de Alisamento
Exponencial  em particular com series de periodicidade mensal
 Uso de Redes Neuronais
Os modelos referidos ate ao momento  modelos convencionais  requerem que
um conjunto bem denido de factores seja conhecido 
a partida Porem 
nao raras vezes  estes factores sao difceis de ser quanticados  pelo que
uma abordagem alternativa e promissora  que tem vindo a ser desenvolvida 
passa pelo uso de redes neuronais  e por duas boas razoes PapGot em
primeiro lugar  as redes neuronais conseguem extrapolar padroes a partir
dos dados existentes  sendo bastante imunes a rudo em segundo lugar  as
redes neuronais adaptam o seu comportamento 
a medida que novos dados
sao introduzidos  sem necessidade de alterar a sua estrutura
 Decomposicao de S eries Temporais
O processo de identicacao dos factores que inuenciam os valores de uma
serie temporal e denominado de decomposic ao HanRei  tendo sido identi	
cados quatro factores principais que inuenciam de forma sustentada o seu
comportamento WheMak a Tendencia T  o Ciclo C  a Sazonalidade
S e a Aletorieadade A  ou seja
Y  T  C  S A

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onde Y representa o valor da serie temporal
 Tendencia
A Tendencia da	nos uma medida do crescimento ou declnio dos valores de
uma serie Uma serie que possua este tipo de comportamento e chamada
de n ao estacionaria Na Figura  representa	se uma serie n ao estacionaria
tpica
Varias forcas se conjugam para que esta componente seja comum em
situacoes que tem a ver com o estudo da inacao  das mudancas tecnologicas 
do crescimento da populacao ou dos aumentos de produtividade
Y
Tempo
Figura  Serie temporal nao estacionaria
 Ciclo
Este padrao e tangvel em situacoes em que os dados apresentam oscilacoes
periodicas  de que sao exemplos as series construdas com base em dados
que descrevem a procura de produtos agrcolas  a venda de automoveis ou a
evolucao de indicadores macro	economicos Figura 

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Y
Tempo
Figura  Serie temporal cclica
 Sazonalidade
Este tipo de utuacao e tpico de series periodicas Estes perodos  mais
curtos do que o ciclo normalmente de tres a cinco anos  medem	se em
semanas ou meses O padrao repete	se  ao longo do tempo  apos cada k
perodos  sendo k o factor sazonal
Esta situacao e comum  por exemplo  na comercializacao de produtos
que dependem do clima ou simplesmente de produtos que se vendem em
determinados perodos do ano  como por exemplo no Natal A Figura 
representa uma serie sazonal com um perodo de sazonalidade de quatro 
correspondendo 
as quatro estacoes do ano
 Aleatoriedade
Esta componente representa a parte da serie que nao e previsvel  ou seja  a
parte que nao e explicada  o rudo

E devido 
a existencia desta componente
que as previsoes nao sao correctas a !

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Y
Tempo1979 1980 1981
Figura  Serie temporal com factor estacao
 Coeciente de Autocorrelacao
O coeciente de autocorrelac ao e um indicador que ajuda na analise de series
temporais

E denido como a correlacao entre a serie e ela propria da o
termo auto  deslocada de k perodos de tempo BoxJen
r
k

P
n k
t 
x
t
 xx
tk
 x
P
n
t 
x
t
 x
onde x

  x

    x
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representam os valores da serie temporal e x a sua media
 Vericacao da Aleatoriedade
As autocorrelacoes sao aplicadas na determinacao da aleatoriedade de uma
serie Uma serie diz	se aleatoria se os seus termos obedecem 
a decomposicao
uma media constante  e um erro e
t
  o qual e independente de perodo para
perodo de tempo  ou seja MakMcG
x
t
  e
t
Uma forma pratica de se detectar uma serie aleatoria passa pelo exame
das autocorrelacoes para os diversos deslocamentos k Teoricamente todas as
autocorrelacoes de uma serie aleatoria deveriam ser nulas Isto pressupunha 

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todavia  uma amostra de tamanho innito Porem  se se construirem amos	
tras de n numeros aleatorios  e se considerarmos k como a autocorrelacao da
populacao de onde sao retiradas essas amostras  prova	se que os coecientes
das amostras seguem uma distribuicao normal de media 
k
e variancia

p
n

Ora esta informacao e usada na criacao de um teste estatstico para se
determinar se uma dada serie e ou nao aleatoria ie  devido 
as caractersticas
da distribuicao normal  pode	se dizer que uma serie e aleatoria se todas as
suas autocorrelacoes estao no intervalo Figura  MakMcG
   
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Figura  Autocorrelacoes de uma serie aleatoria
 Identicacao da Tendencia
Uma analise do graco de uma serie e  por vezes  o suciente para determinar
se a serie e ou nao estacionaria De facto  para uma serie n ao estacionaria  o
graco que da os valores da variavel a prever em funcao do tempo  apresenta
sempre com um declive acentuado Figura 
Uma outra via  mais ecaz  para determinar se uma serie e ou nao es
tacionaria  consiste numa analise das autocorrelacoes da serie MakMcG
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Assim  uma serie estacionaria caracteriza	se pelo facto de as suas autocorre	
lacoes possurem um padrao distinto  com valores proximos de zero a partir
de k igual a tres ou quatro  enquanto que nas series n ao estacionarias as
autocorrelacoes sao diferentes de zero Figura 
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Figura  Autocorrelacoes de uma serie com e sem tendencia
 Remocao da Tendencia
A existencia de tendencia numa serie leva a que este padrao se sobreponha
a todos os restantes padroes da serie Alem disso  muitos dos metodos exis	
tentes para a PST tem como condicao essencial a estacionariedade da serie
Devido a estas limitacoes  foi desenvolvido um metodo para eliminar da serie
a sua tendencia  a que se chama de diferenciac ao MakMcG diferenciar
uma serie passa por se criar uma nova serie  cujos elementos sao dados pela
diferenca entre valores da serie inicial  tomados de perodos consecutivos  ou
seja
x

t
 x
t
 x
t 
A nova serie tera n  elementos e sera estacionaria se a tendencia na serie
original for de primeira ordem linear Se tal nao acontecer  repete	se o
processo  agora tomando como serie original a serie diferenciada  obtendo	
	se assim uma diferenca de segunda ordem da serie inicial Na Figura 
dao	se as autocorrelacoes para os dados da Tabela  antes da serie ser
diferenciada  assim como apos uma primeira e segunda diferenciacoes O

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processo poderia continuar ate a estacionariedade ser atingida todavia  em
series reais  raramente e necessario passar	se para alem da segunda diferenca
Tabela  Amostra de uma serie temporal com primeiras e segundas dife	
rencas
Perodo Serie
Primeiras Segundas
Diferencas Diferencas
   	 	
     	
      
      
      
      
      
      
     	 
      
      
      
 Identicacao da Sazonalidade
A sazonalidade dene	se como o padrao que se repete a si proprio em interva	
los xos de tempo HanRei

E comum em series de periodicidade mensal 
de que sao exemplos as vendas de produtos sazonais  sejam estes gelados ou
guarda	chuvas Nestes casos e de esperar uma forte tendencia sazonal  a qual
se reecte no valor das autocorrelacoes ie  se uma serie se apresenta com
um valor da autocorrelacao que seja expressivo para k perodos  entao e de
esperar valores signicativos para as autocorrelacoes com deslocamentos de
k perodos Por exemplo  para o caso das series referidas em epgrafe  sera
de esperar um valor elevado para a autocorrelacao com um deslocamento de
doze perodos
Para series estacionarias  o padrao de sazonalidade pode entao ser encon	
trado  conhecidos que sejam as autocorrelacoes as mais signicativas para
valores de k superiores a tres MakMcG Na Figura  indicam	se as

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Figura  Autocorrelacoes de uma serie e das suas diferencas de primeira e
segunda ordem
autocorrelacoes de uma serie com um padrao de sazonalidade trimestral  em
que e notorio o valor elevado da autocorrelacao para k   e seus multiplos
Isto representa um comportamento tpico das series sazonais
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Figura  Autocorrelacoes de uma serie com factor estacao de 
Quando a serie n ao e estacionaria dois tipos de padroes vao sobrepor	se 
podendo levar a que a identicacao do padrao sazonal se torne mais complexa
Figura  Se a tendencia for muito forte e a sazonalidade for fraca  pode
mesmo tornar	se impossvel esta identicacao
Para contornar este problema  uma das melhores solucoes e diferenciar os

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dados ate se obter uma serie estacionaria  procurando	se depois nesta algum
tipo de padrao sazonal
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Figura  Autocorrelacoes de uma serie sazonal n ao estacionaria
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Redes Neuronais
 O Movimento Conexionista
Uma rede neuronal e o arquetipo tipo utilizado por biologos e ans  na tenta	
tiva de simular e modelar os processos cognitivos da mente Para destinguir
entre o modelo natural cerebro e o articial rede  e utilizado o termo Rede
Neuronal Articial RNA para este ultimo
O grande interesse no uso de RNAs desenvolveu	se a partir do meio da
decada de oitenta  quando se re	inventou o algoritmo de treino de backpropa
gation RusNor Desde entao as RNAs sao objecto de atencao por parte
da comunidade cientca e usadas na pratica Este ressurgimento tambem se
deve ao facto das RNAs se armarem como ferramentas poderosas no reco	
nhecimento de padroes  ultrapassando outras tecnicas  quer em abilidade 
quer em velocidade de processamento Azo
Este movimento conexionista surgiu dentro da IA como uma reaccao aos
modelos simbolicos  considerados demasiado rgidos e especializados ie 
esperava	se deste novo paradigma a criacao de sistemas de aprendizagem
mais exveis e universais Contudo  depois de um grande entusiasmo inicial
com o modelo conexionista  caminha	se para uma integracao de ambos os
paradigmas MinCorNeva

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 O que  e uma Rede Neuronal Articial
Uma RNA implementa um procedimento que relaciona de algum modo infor	
macao 
a entrada com informacao desejada 
a sada As tarefas associadas

as RNAs podem  por conseguinte  ser divididas em diferentes tipos  nomea	
damente de 
  Classi
cacao ie  para determinar a que categoria pertence um dado
padrao de entrada
  Associacao ie  para actuar como uma memoria enderecavel  que
associa a um dado valor de sada um dado valor de entrada
  Codi
cacao ie  para compactar uma entrada  pela producao de uma
sada com uma dimensao reduzida A tarefa oposta  descompactacao 
tambem se reveste de interesse
Por outro lado  devido a uma grande estrutura de conectividade  as RNAs
tem propriedades unicas  que nao se encontram nas tecnicas de processamen	
to ditas tradicionais  a saber TanFisAzo
  robustez na manipulacao de diferentes tipos de dados
  degradacao suave permitindo processar rudo ou informacao incomple	
ta
  capacidade de generalizacao e aprendizagem responder a novas si	
tuacoes com base nos dados existentes
  exibilidade com um grande domnio de aplicabilidade
  modelacao nao linear dos dados
  adaptacao face a alteracoes
Uma outra propriedade das RNAs e a transparencia  uma vez que podem
ser vistas como uma caixa negra  em que a sada e uma funcao desconheci	
da Gal Em princpio  as redes neuronais podem imitar qualquer funcao
computavel ie  qualquer funcao que um normal computador digital pode

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calcular  especialmente aquelas que possam ser representadas por uma cor	
respondencia entre vectores espaciais As RNAs parecem atingir o seu melhor
em problemas de classicacao ou associacao  em que e necessario um certo
grau de tolerancia para certos erros  em que ha muita informacao  e aos quais
nao se podem aplicar outros procedimentos Pre
Hoje em dia procuram	se nao so melhores redes como redes mais e	
cientes  melhores algoritmos de treino e melhores funcoes de transferencia
ShaRam Por outro lado  espera	se que a aplicacao de RNAs a outras
areas do conhecimento se generalize  seja 
a Economia  ao Processamento de
Sinal  
a Visao por Computador  
a Robotica  
a Automacao ou aos Sistemas
Periciais  para alem da Estatstica KemMarFarCha Neste domnio
temos a estimacao nao parametrica  a aprendizagem por agentes economicos
e a modelacao de series temporais ShaRamCorNev
 Estrutura de uma Rede Neuronal Arti
cial
Uma Rede Neuronal Articial RNA modelo conexionista e  de uma forma
simples  um conjunto de unidades computacionais  chamadas de celulas ou
nodos  com uma alguma memoria local  e um conjunto de conex oes ou
ligac oes unindo essas celulas Gal Figura  Estas conexoes tem a si
associados valores numericos aos quais se da o nome de pesos De tempos
em tempos cada unidade examina as suas entradas e a partir destas  calcula
um valor numerico chamado de activac ao Este valor de activacao e entao
passado ao longo das conexoes  que levam a outras celulas
Existem inumeros tipos de arquitecturas de RNAs ou topologias  cada
um com as suas proprias potencialidades ou senaos A grande distincao e
feita entre redes recorrentes e feedforward Numa rede recorrente as conexoes
podem ser feitas entre quaisquer nodos Figura   enquanto que numa
rede feedforward as conexoes sao unidireccionais  nao existindo realimentacao 
sendo assim formada por camadas Figura  RusNor As ultimas sao
as redes mais vulgarizadas e mais utilizadas TanFis
Numa RNA podem	se encontrar tres tipos de celulas celulas de entrada 
cujo valor de sada e xado externamente celulas de sada  que devolvem a
sada da rede e nalmente  as celulas intermedias  que nao sao de entrada

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Camada
Entrada Intermédia Saída
j
i
wi,j
si
Camada de Camada de
Figura  Estrutura de uma RNA recorrente
nem de sada Gal As redes com uma ou mais camadas intermedias sao
chamadas de redes multicamada Esta provado que uma RNA com uma ca	
mada intermedia pode representar uma qualquer funcao contnua  e que com
duas camadas intermedias ate funcoes descontnuas podem ser representadas
RusNor As RNAs com apenas uma camada intermedia respondem pe	
la maioria das aplicacoes  enquanto que RNAs com mais de duas camadas
intermedias raramente sao usadas  devido a problemas de desempenho
Uma RNA completamente interligada caracteriza	se por estabelecer todas
as ligacoes possveis entre os nodos de duas camadas Como exemplos deste
tipo de rede temos as redes das Figuras  e  Por vezes existem ligacoes
directas entre as entradas e os neuronios de sada Figura  Estas conexoes
designam	se por atalhos Pre Por convencao existe ainda uma celula
especial  cuja sada e sempre  um  e que esta ligada a todas as celulas o
peso desta ligacao e chamado de bias Gal

E importante mencionar	se que parece nao existir nenhum procedimento
para a obtencao da melhor topologia de rede  quando apenas se considera o
numero de entradas e sadas desta  pelo que o numero de casos para treino
e a complexidade do problema em questao serao determinantes para a sua
caracterizacao

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Camada
Entrada Intermédia Saída
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Figura  Estrutura de uma RNA feedforward
 Activacao e Funcoes de Activacao
Como ja se viu  cada celula calcula a sua activacao ou energia de activacao 
a partir dos valores das sadas das celulas que se lhe ligam e dos pesos as	
sociados 
as respectivas conexoes Representando a energia de activacao da
celula i por s
i
  e da celula j por s
j
  segue	se que Figura 
u
i

P
n
j 
w
i j
 s
j
s
i
 fu
i

onde w
i j
representa o peso associado 
a ligacao entre o nodo j e o nodo i
A funcao f e chamada de func ao de activac ao Os valores da energia de
activacao podem ser discretos tomando normalmente os valores    ou 
ou contnuos No caso dos valores da energia de activacao serem contnuos 
f e normalmente uma funcao nao linear  limitada e diferenciavel por trocos
Neste trabalho serao utilizadas as funcoes da Tabela  Azo
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Figura  Activacao de uma celula
Tabela  Funcoes de activacao
Nome Funcao fx Contradomnio
linear x   
sigmoid

e x
  
sigmoid	

e x
    
sigmoid

x
jxj
  
tanh tanhx   
sin sinx mod    
cos cosx mod    
gaussian e
 x
 

   
 Treino de Redes Neuronais
Para as RNAs aprenderem com a experiencia  ha que as submeter a um pro	
cesso chamado de treino  para o que existem inumeros algoritmos de treino 
distribuindo	se estes  normalmente  por duas classes supervisionados e n ao
supervisionados Gal
No primeiro caso existe um professor que fornece um conjunto de casos de
treino Um caso de treino consiste num vector de entrada e no correspondente
vector de sada A aprendizagem passa entao pela minimizacao do erro da
sada  o que e feito atraves do ajustamento dos pesos das conexoes segundo
uma determinada regra No segundo caso apenas existe um conjunto de

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entradas  pelo que o algoritmo de treino tenta agrupar os dados a partir de
propriedades ou padroes por estes apresentados
Presentemente  a aprendizagem supervisionada e a mais utilizada na area
das RNAs Rie Dentro dos algoritmos supervisionados  o mais popular
e mais usado e o algoritmo de backpropagation ou seus derivados Gal
Trata	se de um procedimento iterativo  de aprendizagem lenta  que se aplica
apenas a redes feedforward  usualmente com funcoes de activacao sigmoidais
O processo de convergencia baseia	se em metodos de gradiente descendente
e usa	se a media dos quadrados dos erros como medida do erro da rede  ou
seja
"wt    Et
ou para um unico peso
"w
ij
t   
	E
	w
ij
t
em que t representa a ordem da iteracao e  a taxa de aprendizagem Rie
As derivadas parciais sao calculadas segundo o clausulado
	E
	w
ij

	E
	s
i
	s
i
w
ij
onde
	s
i
w
ij
 f

u
i
sj
Para se obter
E
s
i
  ou seja a inuencia da sada s
i
do nodo i no erro global
E  e necessario atender ao tipo de nodo
	E
	s
i

 
t
i
 s
i
   se i e um nodo de sada
P
ksucci
E
s
k
f

u
k
w
ki
  caso contrario
onde succi representa o conjunto dos nodos k da camada com que o nodo
i se relaciona ou estabelece ligacoes Assim  a informacao dada pelo gra	
diente e sucessivamente propagada desde a camada de sada ate 
a camada
de entrada  da o nome de backpropagation retropropagacao
Antes de se iniciar o treino de uma rede  ha que proceder 
a escolha dos
valores iniciais dos pesos associados 
as ligacoes entre nodos Estes deverao ser
pequenos e gerados aleatoriamente e  em princpio  pertencendo ao intervalo

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
 
z


z
  para uma celula com z entradas Gal Pode	se entao partir para o
treino da rede  comecando	se por seleccionar um caso para treino  calcula	se
o gradiente e ajustam	se os pesos Uma iteracao termina quando todos os
casos disponveis tiverem sido considerados O processo termina quando as
mudancas nos pesos e na media dos quadrados dos erros forem insignicantes
De notar que o algoritmo pode convergir para um mnimo local Figura 
na pratica  porem  constata	se que quando se parte de um numero elevado
de casos de treino  esta questao nao se coloca  ou entao nao se assume como
um problema serio
Erro
W
Mínimo
Local
Global
Local
Mínimo
Mínimo
Figura  Mnimo local e global
Diversas funcoes de erro podem ser utilizadas no treino de redes neuronais 
sendo a funcao mais utilizada a que mede o quadrado dos erros  ou seja
E 
X
i
t
i
 s
i


para o valor desejado 
a sada t
i
e valor de sada do neuronio s
i

Esta medida  ao dar um erro por cada caso de treino  produz um grande
volume de informacao  pelo que normalmente e usada a soma ou a media
desta medida no que se segue sera utilizada a Media do Quadrado dos Erros
MQE
	 Algoritmo RPROP
O nome do algoritmo RPROP  vemdo ingles #Resilient backPROPagation$
Rie  e trata	se de uma variante sosticada do algoritmo de backpropaga

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tion Ao contrario deste ultimo  o algoritmo RPROP utiliza uma aprendiza	
gem de adaptacao local ie  em cada iteracao  o algoritmo primeiro calcula a
direccao do gradiente para o conjunto de casos de treino  e so depois efectua
a actualizacao dos pesos das ligacoes entre neuronios RieBra
A regra de calculo e dada por
"
ij
t 










"
ij
t    se
E
w
ij
t  
E
w
ij
t  


 
"
ij
t    se
E
w
ij
t  
E
w
ij
t  
"
ij
t    caso contrario
para   

 
   


  sendo t a iteracao Baseados em consideracoes
de ordem teorica e emprica  estes factores foram xados em 


    e


 
    Os pesos das ligacoes entre neuronios podem entao ser alterados
de acordo com a relacao
"w
ij
t 






"
ij
t   se
E
w
ij
t  
 "
ij
t   se
E
w
ij
t  
   caso contrario
Estudos comparativos mostraram que este algoritmo converge mais rapi	
damente que outros algoritmos do genero Rie Alem disso  dependendo de
apenas  dois parametros  "

e "
max
  cuja escolha de valores nao e muito
crtica  leva	nos a concluir que se esta perante um algoritmo deveras robusto
ie  regra geral  nao e necessaria nenhuma alteracao aos valores aconselhados
para "

e "
max
"

    e "
max
    RieBra

 Pr eprocessamento dos Dados
Em muitas situacoes torna	se util pre	processar os dados de um problema
antes de estes serem alimentados 
a rede A ideia e ajustar os dados de
alguma forma tal que a rede os possa tratar de forma eciente ie  proceder

a sua normalizacao Azo Sao varias as fases em que se desdobra uma
operacao de pre	processamento
  veri
cacao da integridade dos dados  ie  validar os dados e veri	
car a existencia de erros

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  representacao dos dados  ie  escolher a forma de conversao de da	
dos eg usando uma codicacao binaria ou real  usando uma escala
linear ou logartmica
  normalizacao dos dados  ie  escalonar os dados para um dado
domnio
  
ltragem dos dados  ie  passar 
a utilizacao de tecnicas de ltragem
para a eliminacao de rudo
A normalizacao de dados torna	se necessaria devido a duas razoes basicas
Em primeiro lugar  ha que atender ao contradomnio das funcoes de activacao
Tabela  Por exemplo  a funcao sigmoid limita a sua sada ao intervalo
    pelo que e impossvel que a rede tenha como sadas valores fora des	
te intervalo A segunda razao prende	se com o processo de assimilacao de
informacao pela rede Mesmo que os dados de treino a considerar estejam
dentro do intervalo requerido pela funcao de activacao  pode acontecer que
os mesmos nao se distribuam ao longo do domnio da referida funcao Neste
caso  a operacao de normalizacao permitira lancar os dados pelo domnio 
aumentanto a capacidade de assimilacao de informacao da rede
Ora  uma das formas de a realizar e atraves de um escalonamento linear
Aqui  estes antes de serem alimentados 
a rede  sao transformados de acordo
com a equacao
y 
xminB A
maxmin
 A
para um escalonamento no domnio A B  sendo max e min os valores
maximo e mnimo do conjunto dos dados de treino Os valores de sada
da rede passam pela operacao inversa  sendo obtidos pela equacao
x  y A
maxmin
B A
 min
Esta forma de normalizacao tem a vantagem de efectuar a distribuicao dos
dados de treino por todo o intervalo A B  a partir de um procedimento
bastante simples

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 Dados de Treino
Na aprendizagem de RNAs os casos disponveis devem ser divididos em  pelo
menos  duas partes uma parte na qual o treino e feito  chamada de casos de
treino  e outra parte que permite medir a ecacia da rede resultante  chamada
de casos de teste

E obvio que nenhum dos casos de teste podera ser utilizado
durante o treino  sob pena de estarmos perante uma falacia
 Over tting
Uma situacao que ocorre frequentemente  principalmente quando nao existe
o numero de casos de treino adequado  e que apos um certo numero de ite	
racoes  o desempenho da rede comeca a piorar para os casos de teste  apesar
de continuar a melhorar para os casos de treino A este fenomeno chama	se
de overtting GemDou  e ocorre porque um treino demasiado prolongado
faz com que a rede memorize todo e qualquer padrao nos casos de treino 
deixando  assim  de ter poder de generalizacao Este problema pode ser
minimizado a partir da utilizacao de metodos de regularizacao  que tentam
diminuir a complexidade da rede de modo a que esta seja incapaz de memo	
rizar particularidades A outra maneira de evitar o overtting passa pelo uso
de metodos de paragem antecipada do treino da rede FinZimLanHin
 Paragem Antecipada
Na paragem antecipada os casos disponveis sao divididos em casos de treino
e casos de validac ao
Os casos de validac ao sao usados em um pseudo teste  durante o treino
da rede  para medir a qualidade desta Assim  em cada iteracao  a rede
e treinada apenas com os casos de treino  e e medido o erro com os casos
de validac ao A paragem do treino faz	se quando o erro e mnimo  o que
e um tanto problematico dado que a funcao erro pode apresentar mnimos
locais De notar que os casos de teste sao na mesma utilizados para medir o
desempenho da rede apos o treino
Um outro aspecto que importa aqui realcar tem a ver com a escolha do
numero de casos de cada tipo Em princpio  quanto maior for o conjunto

Captulo  Redes Neuronais
de casos de treino melhor se comporta a rede  dado que assimila mais infor	
macao Mas  por outro lado  um conjunto de casos de validac ao demasiado
pequeno podera parar o treino numa altura indesejada ie  a rede nao sera
convenientemente testada
Neste processo ha a considerar tres criterios de paragem por perda de
generalizac ao  por falta de progresso no treino  e por se atingir o numero
maximo de iterac oes Pre
 Perda de Generalizacao
Eva
trE
Medida de erro nos casos de treino da rede
Medida de erro nos casos de validação da rede
Medida da perda de generalização da rede
GL
Medida
Iterações 
Figura  Exemplo de perda de poder de generalizacao de uma RNA
generica
A perda de generalizac ao ocorre sempre que ha uma inversao de sinal nos
valores da derivada da funcao de erro para os casos de validac ao  passando
estes de negativos a positivos Figura  A funcao de avaliacao toma a
forma
GLt    
E
va
t
E
opt
t
 
onde E
opt
e E
va
denotam  respectivamente  o valor mnimo do erro neste
caso MQE e os erros medidos para os casos de validac ao ate 
a iteracao t  ou

Captulo  Redes Neuronais
seja
E
opt
t  min
t

t
E
va
t


Uma grande perda de poder de generalizacao por parte da rede e uma boa
razao para se parar o treino  aplicando	se o criterio de paragem
Parar apos primeira iteracao t em que GLt  
onde  denota a perda de poder de generalizacao aconselhavel Este criterio
e medido ao m de cada k iteracoes  chamadas de faixa de treino com um
comprimento k
 Progresso no Treino
trE
Pk
Medida do erro nos casos de treino da rede
Medida do progresso no treino da rede
Medida
Iterações 
Figura  Exemplo de progresso no treino de uma RNA generica
Esta medida relaciona a media do erro nos casos de treino para uma dada
faixa de treino  com o mnimo dos erros medidos para a mesma faixa A
funcao de avaliacao toma a forma
P
k
t    
P
t

t kt
E
tr
t


k min
t

t kt
E
tr
t


 
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em que E
tr
t e o MQE dos casos de treino  para a iteracao t
O progresso no treino e elevado nas fases instaveis  onde o erro nos casos
de treino sobe em vez de descer No entanto tende para zero a longo prazo 
a nao ser que o treino se torne oscilante Figura 
O treino e parado se P
k
t    em que  e uma medida de erro de estado
estacionario
 N umero M aximo de Iteracoes
Este criterio e aplicado quando os outros criterios de paragem do treino da
rede falham  sendo dado na forma
Parar quando t    para a iteracao t
em que  denota a ultima iteracao

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Algoritmos Gen eticos
 A Computacao Evolucion aria
Existe todo um conjunto de estrategias de resolucao de problemas que fo	
ram inuenciadas por processos de evolucao das especies  e em particular
pelas descobertas de Darwin

 A famosa Teoria da Evoluc ao das Especies

baseia	se num processo de seleccao natural ie  indivduos que herdam deter	
minadas caractersticas dos progenitores podem sofrer mutacoes  em que os
mais capazes sao os que tendem a sobreviver RusNor Os algoritmos evo	
lucionarios  baseados no modelo da seleccao natural  foram propostos para a
resolucao de problemas de optimizacao nos anos sessenta Desde entao o tema
central da investigacao em Algoritmos Geneticos tem sido nos domnios da
solidez e do balanceamento entre a eciencia e a ecacia GolMenNev
 O que sao Algoritmos Gen eticos
Os Algoritmos Geneticos AGs sao modelos de maquinas de aprendizagem
que usam a metafora da evolucao das especies  numa perspectiva de simulacao
desses processos  com o m ultimo de ajudar 
a resolucao de problemas ie 
 
Charles Darwin   Naturalista ingl	es
 celebre pela descoberta da seleccao
natural

Descrita na obra Sobre a Origem das Esp ecies por Meio da Seleccao Natural
 por
Charles Darwin
 
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tem como objectivo optimizar um conjunto de parametros que  instanciados 
nos dao a solucao dos problemas
Em princpio  os AGs podem modelar qualquer funcao que seja computa	
cionalmente representavel Muh Todavia  os AGs sao ultrapassados em
termos de desempenho  em situacoes em que os procedimentos de resolucao
de problemas se encontram completamente sistematizados ie  algoritmos
especializados em determinados domnios do conhecimento geralmente ultra	
passam  em ecacia  os AGs
Existe um certo conjunto de problemas de natureza combinatoria  deno	
minados de NPcompletos  onde o domnio das solucoes possveis e tao vasto
que a sua apreciacao se torna computacionalmente incomportavel RusNor
Ora os AGs apresentam certas diferencas em relacao a esses metodos de
procura  nomeadamente
  trabalham com uma codicacao dos parametros do problema e nao com
os proprios parametros
  partem para a procura de uma solucao com base num conjunto de
possveis solucoes ou populacao e nao a partir de uma unica solucao
  usam a informacao que apenas provem de uma funcao objectivo e nao
informacao auxiliar
  usam regras probabilsticas de transicao de estado
Estas diferencas  tomadas em conjunto  contribuem para que os AGs en	
contrem solucoes onde outros metodos parecem falhar ie  existe um cer	
to conjunto de problemas de natureza combinatoria  denominados de NP
completos  onde o domnio das solucoes possveis e tao vasto que a sua
apreciacao se torna computacionalmente incomportavel  e que pode denir o
campo por excelencia para a utilizacao dos AGs RusNorGol
Os AGs tem vindo  entretanto  a ser aplicados 
a Biologia  
a Medicina 

a Engenharia e 
a Gestao  com resultados deveras prometedores PicTom
Gol

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 Estrutura de um Algoritmo Gen etico
Parte	se de um conjunto de indivduos  solucoes possveis para um dado pro	
blema  chamado de populac ao A informacao que disponibiliza  e que atende
aos valores dos parametros do problema em equacao  e representada por cro
mossomas  de um modo em tudo analogo 
a estrutura vigente no DNA Um
cromossoma e  por sua vez  composto por um conjunto de genes caracteres
Um valor possvel para um gene e designado por alelo A qualidade de cada
solucao cromossoma e medida por uma funcao chamada de aptid ao Gol


A semelhanca do que se passa no mundo real  os indivduos de uma
populac ao sao sujeitos a uma serie de operacoes  tais como as de cruzamento 
mutac ao e selecc ao Como resultado deste processo  uma nova geracao de
indivduos e criada O processo repete	se  entao  durante varias geracoes  ate
que um dado objectivo seja atingido Muh
De notar que a evolucao  regra geral  nao e um processo linear Na reali	
dade  os processos naturais de evolucao passam  nao raras vezes  por recuos
e avancos  enquanto que os indivduos de uma populacao competem pelos
recursos disponveis  o que signica que nao ha garantia de que a geracao
seguinte seja melhor do que a anterior  embora se espere que tal suceda a
longo prazo
Geração Inicial
de Indivíduos
Cruzamento
Selecção
Avaliação
Mutação
Figura  Estrutura de um Algoritmo Genetico
A Figura  mostra a estrutura do AG Koe A primeira populac ao
e gerada aleatoriamente Um ciclo  chamado de gerac ao  inicia	se pela ava	

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liacao dos indivduos da populacao Uma nova populac ao e criada a partir
da utilizacao dos operadores de cruzamento e de mutac ao  sendo depois ava	
liada A operacao de selecc ao e entao usada para seleccionar indivduos de
ambas as populacoes ie  inicial e nal A populacao resultante passa pa	
ra o ciclo seguinte e o processo repete	se ate que umas condicaooes de
paragem sejam satisfeitas
 Tamanho da Populacao
O tamanho da populac ao afecta quer a qualidade da solucao nal quer o
tempo de processamento Uma populac ao pequena e pobre em termos de
diversidade dos seus elementos constituintes  pelo que as solucoes geradas
tendem a nao ser as melhores Uma populac ao com muitos indivduos tem
uma maior probabilidade de produzir melhores resultados  embora 
a custa
de um maior esforco computacional
 Operadores B asicos

 Seleccao
Pela utilizacao deste operador  que pode ser aplicado a uma para o cruza	
mento ou a duas populacoes para a escolha da geracao seguinte  e possvel
obter os indivduos mais capazes Ha ainda a mencionar que este processo
nao e determinstico mas antes estocastico  o que se justica pela necessida	
de de se garantir uma grande diversidade de indivduos em cada populacao
Gol
Perante os princpios que estao subjacentes ao funcionamento da roleta e
aceitando	se que os mesmos regem a operacao de selecc ao  a probabilidade
de um indivduo ser escolhido e proporcional 
a sua aptid ao para com a po	
pulacao a que pertence Figura  Koe Embora este metodo seja bom

a partida  degrada	se geracao apos geracao  quando as diferencas de aptid ao
entre os indivduos que constituem a populacao sao nmas Uma alternativa
e dada pelo uso da operacao de selecc ao baseada na ordem Whi  onde a
probabilidade de escolha de um indivduo depende do seu posicionamento
dentro da populacao Assim  a probabilidade de selecc ao do indivduo i e

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Figura  Diferencas entre a operacao de selecc ao baseada na aptid ao e a
operacao de selecc ao baseada na ordem
dada por
pi 
n  ordemi
P
n
j 
j
onde n representa o tamanho da populacao e ordem e uma funcao de ordem
ie  da o posicionamento de cada indivduo na populacao a que pertence
Figura 

 Cruzamento
Ao cruzarem	se  dois indivduos  os progenitores  escolhidos na populacao 
atraves de uma operacao de selecc ao  geram um novo indivduo descenden
te Isto e feito a partir de material genetico dos cromossomas dos progeni	
tores  que uma vez combinado  produz o cromossoma de um novo indivduo
ou descendente
Consideram	se  em princpio  tres possibilidades de cruzamento cruza	
mento de um e dois pontos  e cruzamento uniforme Gol No primeiro
caso apenas um ponto  escolhido aleatoriamente  e usado para partir o cro	
mossoma Figura  No segundo caso Figura  sao usados dois pontos 
e no terceiro caso cada caracter dos cromossomas dos progenitores tem uma
probabilidade real de passagem para o descendente Figura 

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0 0 1 1 0 1 0 0 1 01 0 1 0 0 0 1 1 1 0
1 0 1 0 0 1 0 0 1 0 0 0 1 1 0 0 1 1 1 0Descendentes
Ponto de CruzamentoPonto de Cruzamento
Progenitores
Figura  Cruzamento de um ponto
0 0 1 1 0 1 0 0 1 01 0 1 0 0 0 1 1 1 0
Pontos de Cruzamento Pontos de Cruzamento
1 0 1 0 0 1 0 1 1 0 0 0 1 1 0 0 1 0 1 0Descendentes
Progenitores
Figura  Cruzamento de dois pontos

 Mutacao
Amutac ao assume	se como uma operacao chave na obtencao de uma solucao 
embora o seu impacto no processo ainda seja uma questao em aberto Muh
A frequencia com que este operador e aplicado e chamada de taxa de mutac ao 
que e normalmente baixa para nao tornar o processo puramente aleatorio
Para uma representacao em binario tem	se que Figura 
  Mutacao  
  Mutacao  
De notar que  embora o algoritmo genetico use processos estocasticos  o
resultado e claramente nao aleatorio

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0 1 0 1 0 1 0 0 1 1
1 1 0 0 0 0 1 1 1 1
1 0 1 0 0 0 1 1 1 0
1 0 0 1 0 1 1 1 0 0
Descendente 1
Progenitor 2
Progenitor 1
Máscara
Figura  Cruzamento uniforme
1 0 1 0 0 0 1 1 1 0Indivíduo
Após Mutação 1 0 1 0 1 0 1 1 1 0
Ponto de Mutação 
Figura  Mutac ao no cromossoma de um indivduo
	 Crit erios de Paragem
A paragem do AG depende do problema em causa e do esforco computacional
a ser exigido

E necessario  assim  denir qual a qualidade da solucao que se
pretende  face ao tempo e aos recursos disponveis

 Codicacao
O processo de transformacao da informacao disponvel em entidades transac	
cionaveis os cromossomas  designado de codicac ao  e uma operacao crucial
para uma boa resolucao dos problemas utilizando AGs Gol A mesma in	
formacao pode estar codicada de varias formas de modo a obter	se um
espaco de solucoes que seja contnuo  o que facilitando a operacao de cruza
mento  se assume como um requerimento basico para um bom funcionamento
deste tipo de algoritmos Algum cuidado ha que se ter na apresentacao da co	
dicacao  isto no caso de se trabalhar com  dois ou mais bits de informacao

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o que normalmente e o caso Considere	se  por exemplo  o cromossoma em
que  dois dos atributos codicados sao centrais para a compreensao do
problema em equacao Suponha	se  por outro lado  que esta codicacao nao
e adjacente Ora  nesta situacao torna	se obvio que a hipotese de cruzar as
codicacoes e mnima  o que podera inuenciar de forma negativa a obtencao
de solucoes para o problema em causa
 C odigo Gray


A primeira vista  a codicacao binaria simples parece ser a melhor forma de
codicar em base  dois quaisquer dos parametros do problema Todavia 
nesta representacao  numeros consecutivos podem apresentar diferencas em
mais de um bit  ou seja  a distancia de Hamming

nao e constante esta e
dada pelo numero de bits diferentes presentes na codicacao de dois numeros
adjacentes Ora esta propriedade diculta a accao beneca do operador de
mutac ao dado que  nao raras vezes  uma mutacao em  um bit apenas
altera signicativamente o valor de um parametro
Para colmatar esta lacuna foi desenvolvido o chamado codigo gray  uma
representacao binaria de inteiros  na qual a distancia de Hamming toma o
valor constante de  um para qualquer n ie  para um incremento ou
decremento de um numero de uma unidade  apenas um bit se altera na sua
representacao binaria  particularidade esta que da pelo nome de propriedade
de adjacencia Koe
Tabela  Exemplos de codigo gray
Numero        
Codigo binario        
Codigo gray        
A Tabela  da	nos a correspondencia entre os inteiros de  zero a 
sete  para os codigos binario simples e codigos gray  com o ultimo a oferecer
melhores condicoes de operacionalidade ao operador mutac ao ie  de proce	
der 
a operacao de mutac ao de uma forma incremental

E certo que tambem

Richard Hamming     Cientista norte americano que se especializou na reso
lucao de problemas em larga escala e na concepcao de computadores

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podem ocorrer  embora nao tao frequentemente  mutacoes mais radicais eg
uma mutacao no bit mais signicativo do numero  sete fara com que esse
numero se transforme no numero  zero No entanto  o mesmo fenomeno
ocorre na natureza onde  apesar da maioria das mutacoes provocar variacoes
muito pequenas  ha aquelas que induzemmudancas radicais Estudos ha que
mostram que o uso do codigo graymelhora o comportamento do AG  ou entao
que da os mesmos resultados que o do codigo binario simples CarSch
 Combinando Algoritmos Gen eticos com
Redes Neuronais
As RNAs do tipo feedforward sao ferramentas poderosas para a resolucao de
problemas  em particular os de classicacao e de aproximacao No entanto 
o esforco colocado na procura da melhor das redes  ou seja  sua estrutura e
parametros do algoritmo de treino  e normalmente proibitivo RusNor
Por outro lado  e embora tanto os AGs como as RNAs se assumam como
estrategias de procura universal  ha estudos que mostram que o seu compor	
tamento e funcao do domnio da aplicacao Kit Os AGs realizam uma
procura globalmente superior 
a das RNAs Whi Figura  Por back
propagation leva	se mais tempo a atingir a vizinhanca de uma boa solucao 
mas esta e atingida de forma mais precisa Por outro lado  os AGs ao var	
rerem todo o espaco de solucoes  posicionam	se mais rapidamente sobre a
regiao com a melhor destas Todavia  nao convergem necessariamente para
essa  uma vez que a optimizacao da procura depende quase exclusivamente
da operacao de mutac ao Koe
Assim  combinar ambas as estrategias de procura  nos chamados siste	
mas GANN Genetic Algoritms and Neural Networks  aproveitando as
vantagens de cada uma das partes  talvez seja o caminho a seguir Esta via 
com razes nos anos oitenta  tem sido desde entao objecto de atencao ha
estudos empricos que mostram que os sistemas GANN podem ultrapassar 
em eciencia  quer os AGs quer as RNAs  na resolucao de problemas Figura
 Kit

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Custo Computacional (Ciclos)
Erro
Sistemas GANN
AGs
RNAs
Figura  Tempos de procura para as varias estrategias
 Os Sistemas GANN
Os sistemas GANN melhoram o desempenho das RNAs de duas formas por
evolucao da topologia da rede atraves dos AGs e por aprendizagem via back
propagation  processo este que socorre	se em particular das aprendizagens
Lamarkian

e Baldwin
	
Koe
Pela primeira  os pesos  associados 
as ligacoes da RNA  sao codicados em
cromossomas  evoluindo pelo AG Pela segunda  que segue um modelo caro
a Darwin  a aprendizagem da RNA guia a procura evolucionaria Se uma
rede esta proxima do optimo  entao por backpropagation se chegara a esse
optimo  o que se traduzira num bom valor para a aptid ao da rede Solucoes
cromossomas  perto do optimo  por partilharemmuitos padroes  fazem com
que o AG seja capaz de as explorar por amostragem no hiperplano
Um dos senaos destes sistemas esta no alto custo de avaliacao da rede 

Jean Baptiste Lamark   Naturalista franc	es
 autor da Teoria do Transfor
mismo
 que postula que caractersticas adquiridas por uma especie
 durante o seu tempo
de vida
 podem ser herdadas por geracoes futuras

James Mark Baldwin   Psicologo norteamericano Foi o primeiro a ar
mar que a aprendizagem assim como outros ajustes durante o tempo de vida das especies
podem afectar o curso da evolucao

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em termos de esforco computacional a desenvolver ie  o uso dos sistemas
GANN em certas situacoes pode tornar	se impraticavel WinCue
A codicacao pode ser directa  caso esta se realize a partir dos parametros
da rede pesos  conectividade  etc  ou indirecta  caso em que sao utilizadas
regras que comandam a construcao da rede Por sua vez  a codicacao directa
pode ser baseada nas ligacoes entre nodos ou nos proprios nodos da rede

Cap tulo 
Estado da Arte
 Uso de RNAs na PST
As primeiras aplicacoes de RNAs na PST surgiram nos ns dos anos oitenta
Esperava	se entao ultrapassar as limitacoes proprias dos metodos convencio	
nais de analise  em particular na area das series nanceiras  dada a sua na	
tureza nao linear De incio  as tentativas de aplicacao de RNAs ao mercado
bolsista revelaram	se algo desapontadoras  situacao que se foi progressiva	
mente esbatendo Por exemplo  ja no incio dos anos noventa  Shoneberg
Sho refere a inaplicabilidade dos metodos estatsticos convencionais 
as
previsoes de curto prazo dos valores em bolsa Era entao ja obvio que os
metodos de alisamento eram incapazes de detectar as pequenas variacoes de
preco dos produtos nanceiros no dia a dia  justicando	se assim o uso de
novas ferramentas neste domnio

 RNAs Feedforward
A maior parte do trabalho nesta area passa pelo uso de RNAs do tipo fe
edforward  sendo o treino deste tipo de redes realizado normalmente  com
recurso aos algoritmos de
  quickprop 	 um derivado do algoritmo de backpropagation Fah

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  cascade correlation 	 um novo tipo de arquitectura e procedimento de
treino para as RNAs Em vez de um simples ajuste de pesos sobre uma
rede xa  este procedimento de treino de RNAs pressupoe a existencia
de uma conguracao mnima da rede  a qual evolui para uma congu	
racao nal atraves da criacao de camadas intermedias FahLeb
Estudos ha que parecem indicar que as redes deste tipo sao as mais in	
dicadas para a analise do comportamento dos mercados nanceiros Ja em
  Papadourakis  Spanoudakis e Gotsias PapGot utilizam RNAs deste
tipo para a previsao de precos de produtos nanceiros  com resultados en	
corajadores Um estudo dos ndices bolsistas do mercado Kuala Lumpur 
revelou que elementos de trabalho interessantes podem ser obtidos sem um
uso excessivo de dados do mercado ou do conhecimento deste YaoPoh
Em outro trabalho  Gan e Ng GanNg elaboraram um estudo da evolucao
dos cambios das principais moedas em relacao ao dolar americano Neste tra	
balho utilizaram	se modelos univariaveis que usam os dados historicos de
apenas uma variavel e modelos multivariaveis com base em dados historicos
de varias variaveis  com os ultimos a produzir os melhores resultados Ou	
tros casos de interesse sao referenciados por Freisleben e Ripper FreRip 
em que os resultados obtidos revelaram	se superiores aos obtidos por re	
gressao linear Para previsoes de um perodo 
a frente  o modelo ARIMA do
metodo Box	Jenkins da melhores resultados que as RNAs Porem  as RNAs
impuseram	se ao modelo ARIMA para previsoes de longo prazo
Tang e Fishwick TanFis estudaram as redes feedforward  usando 
catorze series temporais distintas e compararam os resultados obtidos com
os dados pelo metodo de Box	Jenkins  com as RNAs a fornecer os melhores
resultados  em particular para previsoes a longo prazo Segundo os autores 
o desempenho das RNAs depende de varios factores a estrutura da rede  os
parametros de treino e a natureza da serie temporal Chegou	se igualmente

a conclusao de que as RNAs feedforward com conexoes de atalho combinam
componentes lineares dado pelas conexoes de atalho  e nao lineares dada
pela camada intermedia  funcionando como um super conjunto dos modelos
de Box	Jenkins Nao e pois de admirar que as RNAs possam modelar o
comportamento de series temporais deveras complexas A diculdade no uso
de RNAs esta na falta de processos sistematicos para construir os modelos
de previsao ie  escolha correcta dos parametros da rede  e no facto das
RNAs funcionarem como caixas negras  nao se podendo tirar ilacoes a partir
do conhecimento da sua estrutura

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Um sistema que escolhe o numero de entradas da rede de acordo com os
coecientes de autocorrelacao da serie temporal e apresentado em CorNev
Com este sistema conseguiram	se resultados que suplantam os obtidos pelo
metodo de Box	Jenkins e Holt	Winters em algumas series Num outro tra	
balho  Thiesing  Middelberg e Vornberger ThiVor advogam que as RNAs
sao apropriadas para a previsao de series temporais caoticas  apresentando	as
como uma alternativa aos metodos classicos de previsao
Uma posicao diferente e defendida por Faraday e Chateld FarCha 
que ao estudarem modelos de previsao modelados por RNAs  nao encontram
nestes mais valias relativamente a outras estrategias Os autores argumen	
tam ainda que uma grande atencao deve ser dada 
a escolha do conjunto
de variaveis de entrada  
a arquitectura da rede  
as funcoes de activacao  ao
ajuste da rede  
a escolha dos pesos iniciais e ao escalonamento dos dados

 RNAs Recorrentes
Apesar da maior parte do trabalho em previsao usar redes feedforward  ha au	
tores a defender o uso de outro tipo de redes Khotanzad e seus colaboradores
KhoMar argumentam que esta arquitectura nao permite obter resultados
aveis  pelo que se socorreram de um outro tipo de redes  chamadas redes
recorrentes  que aplicaram 
a previsao da carga de um sistema electrico  ob	
tendo excelentes resultados Resultados identicos sao tambem apresentados
por Ulbricht Ulb  que clama que as redes feedforward apenas podem tra	
tar  em simultaneo  excertos da serie temporal Ulbricht constata ainda que
as redes recorrentes tem a vantagem de permitir a formacao de estados de
memoria  justicando assim o uso de redes recorrentes feedforward redes re
correntes que sao actualizadas como as feedforward para a previsao de curto
prazo eg na identicacao de uxos de do trafego

 Combinacao de RNAs com Filtragem de Dados
Ha trabalho a ser desenvolvido na combinacao de RNAs com tecnicas de
ltragem de dados Lisi  Nicolis e Sandri LisSan submetem os dados da
serie temporal a um pre	processamento  um processo adaptativo de reducao
de rudo  sendo estes  depois de ltrados  alimentados a uma rede feedforward
O estudo mostra que a tecnica de ltragem usada melhora a previsao

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 Outras T ecnicas Nao Convencionais
Tambem tem sido usadas outras tecnicas em estudos de previsao em series
temporais Pictet e seus colaboradores PicTom utilizaram AGs na pre	
visao da evolucao da utuacao cambial e outros indicadores nanceiros Em
outro trabalho  Lopez  Cembrano e Cellier LopCel usam a Fuzzy Indutive
Reasoning uma tecnica de modelacao e simulacao  com resultados com	
paraveis aos obtidos quer por RNAs quer pelo metodo de Box	Jenkins
 Comparacao entre T ecnicas
Uma comparacao entre tecnicas e feita em McC para as previsoes do
mercado bolsista  numero de manchas solares e series caoticas de Mackey	
	Glass Sao estudadas redes feedforward sem camadas intermedias com
camadas intermedias e retropropagacao  usando o algoritmo cascade correla
tion e funcoes de activacao radial basis

 redes recorrentes de varios tipos e
AGs Neste estudo  McCluskey conclui que a recorrencia pode ser util para
algumas series  mas uma escolha cuidada das entradas da rede ou janela
temporal e crucial As redes lineares ou seja  sem camadas intermedias 
assim como os AGs  nao sao modelos a seguir no estudo de series do mer	
cado bolsista  por nao serem imunes ao rudo ora neste universo as RNAs
dao bons resultados  desde que haja cuidado com a forma em como se faz a
alimentacao da rede
 Estado Actual
Actualmente  o uso de RNAs na PST continua a ser alvo de atencao por parte
da comunidade cientca  com a producao de textos sobre a materia  orga	
nizacao de workshops e conferencias  e ate de uma competicao WeiGer
Azo  o que por si e um optimo indicador de que as RNAs tem vindo a
constituir uma boa alternativa 
a PST  existindo ainda espaco para investi	
gacao na area
 
Funcao de activacao do tipo gaussiano
 modelada por e
 
x w
 
 


 onde w e   designam
o centro e a largura do gaussiano MooDar

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	 Arquitectura das RNAs
Quando se usam RNAs algumas escolhas tem de ser feitas 
a partida  o
que e realizado olhando ao tipo de dados e 
a especicidade do problema
GalPre Por outro lado  atendendo a que a maior parte dos trabalhos
em curso nesta area utiliza RNAs feedforward  esta situacao e aqui entendida
como um bom motivo para se adoptar este tipo de redes neste trabalho
Tendo como objectivo reduzir os espaco de solucoes  foi decidido usar
redes completamente interligadas com bias  com apenas uma camada in	
termedia e sem ligacoes de atalho CorNeva O uso de redes completa	
mente interligadas permite que nao haja preocupacoes com a existencia ou
nao existencia de ligacoes entre nodos  o que simplica todo o processo O
peso do bias aumenta o potencial da RNA para assimilar informacao sem
acrescentar extra complexidade  dado que este valor e denido  de forma
automatica  pelo algoritmo de treino Por outro lado  a maior parte das
aplicacoes apenas forca 
a utilizacao de uma camada intermedia Gal Por
este motivo  achou	se ser esta a topologia a seguir  dado que o uso de ca	
madas extra iria aumentar a complexidade da rede e com isso o esforco
computacional de forma desnecessaria
A organizacao da rede em camadas sera representada por producoes no

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formato C
e
 C
i
 C
s
para uma RNA com C
e
nodos de entrada  C
i
nodos
intermedios e C
s
nodos de sada Pre Os pesos iniciais das ligacoes entre
nodos da rede serao gerados aleatoriamente  dentro do intervalo 
 
z


z
  para
um nodo com z entradas Para o treino foi escolhido o algoritmo RPROP 
devido 
as suas multiplas vantagens Seccao  RieBra Como funcoes
de activacao foram utilizadas as da Tabela 
Existem varias formas de alimentar uma serie temporal a uma rede  para
se processar uma previsao Neste trabalho foi decidido utilizar uma janela
temporal deslizante  de comprimento k  para uma RNA com k nodos de
entrada O objectivo e obter 
a sada o valor desejado  em funcao de k valores
dados NevCorb Esta simplicacao faz com que o numero de pesos a
estimar seja menor FarCha Assim  a rede toma a forma k  Ci  Os
casos de treino criados pela janela temporal deslizante sao dados por
x

  x

    x
k
 x
k
x

  x

    x
k
 x
k
  
x
p k
    x
p 
 x
p
para a serie temporal x

    x
p
CorNeva Estes casos de treino sao ali	
mentados 
a rede por esta ordem devido 
a escala temporal em que os dados
sao gerados
Para evitar problemas de overtting  o treino da rede e antecipado  de
acordo com o descrito na Seccao   pelo que a informacao disponvel e
dividida em dois conjuntos um conjunto de casos de treino para assimi	
lacao  e um conjunto casos de validac ao para testar se a rede continua
ou nao com capacidade de generalizacao Como foi referido anteriormente
Seccao   a escolha da cardinalidade de cada um destes conjuntos e al	
go crtica Mais casos de treino permitirao 
a rede assimilar mais informacao
Por outro lado  menos casos de validac ao farao com que o treino da rede pa	
re numa altura indesejada  cando a rede com diculdade de generalizacao
Dado que os elementos mais recentes da serie afectam fortemente a previsao 
foi decidido usar apenas ! da informacao disponvel como casos de vali
dac ao NevCorb Este valor foi escolhido com base em evidencia emprica
e alguma intuicao Para os criterios de paragem foram usados os valores de
         e    valores escolhidos por experimentacao e com
base nas indicacoes dadas por Prechelt Pre
Apos o treino da rede  e entao possvel efectuar previsoes de curto ou longo

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prazo de uma forma simples Previsoes de curto prazo sao feitas alimentando
a rede com os ultimos valores conhecidos para a serie temporal  ou seja
P
 p
 RNAx
p k
    x
p

em que RNAx

    x
k
 representa a funcao que e modelada pela rede  sendo
P
i j
a previsao no perodo j  para i perodos 
a frente de j Assim  uma
previsao de curto prazo  para l perodos  sera dada pelo conjunto
fP
 p
P
 p
 P
 pl 
g
Considere	se  a ttulo de exemplo  uma serie de periodicidade mensal  dada
por f            g  sendo os ultimos valores da serie relativos aos
meses de Janeiro a Junho Admitindo	se que se efectua a previsao do com	
portamento da serie a partir de uma rede com  tres nodos de entrada  e
que o mes actual e o mes de Marco  ter	se	a que a previsao para o mes de
Abril sera dada por P
 Mar
co
 RNA     De modo analogo  em Abril
tem	se que P
 Abril
 RNA     Uma previsao de curto prazo  ao lon	
go de tres meses l    sera entao dada por fP
 Mar
co
P
 Abril
P
 Maio
g  em
que #f$ e #g$ e a notacao para conjuntos
Previsoes a longo prazo sao efectuadas alimentado a rede com os valores
conhecidos para a serie temporal dados e previstos CorNeva
P
 p
 RNAx
p k
 x
p

P
 p
 RNAx
p k
 x
p
P
 p

P
 p
 RNAx
p k
 x
p
P
 p
P
 p


P
l p
 RNAP
l k p
 P
l  p


Uma previsao de longo prazo  efectuada ate l perodos 
a frente de p  sera
entao dada por
fP
 p
P
 p
 P
l p
g
	 Normalizacao dos Dados
Como foi referido  os dados dos casos de treino precisam de ser normalizados 
conhecidos que sao os contradomnios das funcoes de activacao Tabela 

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
E difcil saber 
a partida qual o intervalo ideal  tal dependendo de cada serie
Testes no terreno levam	nos a decidir pelo intervalo     pelo que foi este
o intervalo escolhido Uma forma simples de passar esta decisao 
a pratica
poderia passar por uma normalizacao linear dos dados dos casos de treino 
de acordo com o procedimento descrito na Seccao  Todavia  ha series
temporais que possuem componentes de tendencia Seccao   o que faz
com que a serie possa vir a apresentar valores fora do intervalo mencionado
em epgrafe Isto acontece porque o conjunto de valores possveis para a rede

a sada tem que estar no intervalo min max  em que min e max falam
pelos valores maximo e mnimo da serie Sabendo que  em prncipio  quanto
maior for o intervalo  mais facil sera a assimilacao de informacao por parte
da rede  foi decidido usar o intervalo de    para as series estacionarias  e
o intervalo       para as series com tendencia NevCorb
Para detectar a existencia de tendencia foi usada uma RNA  designada
por TENDencia Esta rede foi treinada com os  dez primeiros coe	
cientes de autocorrelacao de  dezoito series temporais  exigindo	se 
a sua
sada o valor de   se existir tendencia e  caso contrario Apos algumas
experiencias foi decidido usar uma RNA com a topologia    e funcao
de activacao sigmoid	  o que acabou por se revelar bastante premonitorio
	 O Sistema GANN
 Factores que Inuenciam a PST
A partir das experiencias com varios tipos de redes  pode	se armar com
alguma seguranca que a previsao depende dos seguintes factores
  C
e
	 o numero de nodos de entrada
  "

e "
max
	 os parametros do algoritmo RPROP
  f 	 a funcao de activacao
  C
i
	 o numero de nodos intermedios
  s 	 a semente para a geracao aleatoria dos pesos iniciais
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Isto pode ser facilmente explicado  atendendo a que o primeiro factor  C
e
 
determina o tamanho da janela temporal  enquanto que os outros parametros
afectam o modo como a rede aprende NevCorb

E aqui que entra o AG  que ira permitir escolher os valores dos parametros
que sao centrais em cada serie temporal Para o sistema GANN foi utiliza	
do o modelo de aprendizagem de Baldwin  o qual guia a rede na procura
evolucionaria das solucoes para o problema a ser objecto de atencao
C
e
f 

C
i
  
Figura  Codicacao da RNA
Estes parametros foram codicados usando codigo gray de base   loca	
lizando	se os mais signicativos 
a esquerda do cromossoma Figura  O
numero de nodos  C
e
e C
i
  foi restringido ao intervalo     por permitir
uma codicacao de  quatro bits Existe alguma evidencia de que este
e o intervalo mais adequado CorNev  e um alargamento deste iria fazer
crescer de forma exponencial o espaco de procura Em relacao aos parametros
do algoritmo RPROP  a "
max
foi dado o valor  cinquenta aconselhado
em RieBra  e "

foi codicado em apenas  tres bits  com valores
tomados do conjunto f         g Por ultimo  a funcao de activacao
foi codicada tambem em  tres bits Resta dizer que a semente para a
geracao aleatoria dos pesos iniciais da RNA  nao foi codicada  porque a sua
inuencia na obtencao de uma previsao e imaterial  por denicao
 Funcao de Aptid ao
Um aspecto crucial do sistema tem a ver com a escolha da funcao de avaliacao
do desempenho de um cromossoma ou solucao  ou seja  da funcao de aptid ao
Normalmente  quando se utilizam AGs  a funcao de aptid ao ja e conhecida 
sendo relativamente facil de calcular Neste caso  isso nao sucede Nao e facil
encontrar um criterio  que sendo solido  garanta que uma dada rede modela
uma serie temporal melhor e com isso efectua uma melhor previsao do que
uma outra qualquer Este criterio tera de ser obtido  de algum modo  atraves
do treino da rede neuronal Em princpio  quanto menor for o erro no m do

Captulo  Descri
cao do Sistema Desenvolvido
treino  mais informacao foi assimilada pela rede  pelo que melhores devem ser
as previsoes Porem  atendendo ao que foi dito na Seccao   podem ocorrer
fenomenos de overtting  onde a rede  por assimilar em demasia a informacao
contida nos casos de treino  perde a sua capacidade de generalizacao Face a
este facto e dado que foi adoptada uma paragem antecipada para o treino da
rede  parece logico utilizar antes o erro dos casos de validac ao MQE
va
 O
princpio assenta em que se a rede apresenta um valor de erro para os casos
de validacao  que e menosprezavel  entao e porque tem uma boa capacidade
de generalizacao eou previsao
Esta via parece ser inovadora  dado que outros estudos ao fazerem a com	
paracao entre os desempenhos de diferentes redes  tomaram como referencial
o erro global no treino da rede Uma analise mais cuidada do fenomeno e
efectuada em FarCha  que apresenta tres metricas que devem ser tomadas
em consideracao  nomeadamente
  o erro do treino neste caso a Soma do Quadrado dos Erros SQE
  o Criterio da Informac ao Akaike CIA CIA  n ln
SQE
n
 p
  o Criterio da Informac ao Bayesian CIB CIB  n ln
SQE
n
 p p lnn
onde p  C
e
   C
i
  e n denota o numero de casos de treino Os
dois ultimos criterios penalizam certas topologias de rede O facto esta em
que estas possuem demasiadas conexoes  apresentando por conseguinte um
maior numero de graus de liberdade para o mesmo conjunto de casos de
treino  existindo por isso o perigo de que o algoritmo de treino se xe em
demasia nestes casos  o que deve ser evitado Conclui	se	ia  entao  que o
criterio CIB seria o criterio a seguir
Ora  nao e facil demonstrar que um criterio e melhor do que o outro Para
escolher o melhor criterio foram feitas algumas experiencias com  seis series
retiradas da Tabela   o que levou ao treino de  trinta redes neuronais 
geradas de forma aleatoria O numero de perodos previstos  l  foi de 
doze para as series sazonais series  e  e de  dez para as restantes
series series      e  Para as medidasMQE  CIA e CIB  o treino da rede
foi parado apenas por Progresso no Treino e Numero Maximo de Iterac oes A
medida de desempenho escolhida foi a correlacao    entre o valor do criterio
escolhido e os erros de previsao de curto e longo prazo  MQE  para as 
trinta redes Um valor elevado para a correlacao signica que existe uma

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relacao directa entre o criterio e o erro de previsao  o que e justamente o
que se pretende Nas Tabelas  e  dao	se os resultados das experiencias
realizadas  para previsoes de curto e longo prazo Em primeiro lugar  ha
que salientar o facto de todos os valores das correlacoes calculadas serem
positivos  o que e um bom comeco Por outro lado  e indo contra o exposto
em FarCha  os resultados indicam que existe uma menor correlacao entre
os criterios CIA e CIB com o erro de previsao exceptuando	se o caso da
serie   com o ultimo dos criterios a dar os piores resultados Uma explicacao
para o ocorrido podera estar no facto de no estudo ter sido apenas estudada
uma serie Os resultados mostram que  de um modo geral  os melhores
criterios sao os do MQE e do MQE
va
 O valor elevado para a correlacao
obtido com o MQE em algumas das series como e o caso das series  e
 para as previsoes a curto prazo  ou das series  e  para as previsoes a
longo prazo  indica que o fenomeno de overtting nao ocorre tanto como
seria de esperar No entanto  o numero de series estudadas nao permite tirar
conclusoes denitivas Embora pelos dados disponveis se possa concluir
que qualquer um dos criterios poderia ser utilizado  decidiu	se adoptar pelo
ultimo  MQE
va
  por ser de mais facil calculo a existencia de um terceiro
criterio de paragem  a Perda de Generalizac ao  implica que o treino da rede
tenda a terminar prematuramente Para alem disso  esta escolha parece ser a
mais logica para uma solucao mais abrangente ie  que se aplique a qualquer
tipo de serie temporal  por se evitar o fenomeno de overtting Dado que o
AG retorna o maximo da funcao de aptid ao  tem	se que este maximo sera
dado por
aptid ao  MQE
va
Tabela  Correlacoes entre os varios criterios e o erro para a previsao de
curto prazo
Serie MQE MQE
va
CIA CIB
       
   	    
       
        
       
       
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Tabela  Correlacoes entre os varios criterios e o erro para a previsao de
longo prazo
Serie MQE MQE
va
CIA CIB
       
       
        
 	      
      
       
 Estrutura do Sistema GANN
Uma vez que o AG desempenha o papel de uma funcao de optimizacao de
segunda ordem  a escolha dos parametros deste nao e muito crtica Basea	
do em alguma intuicao  experiencia e tendo em conta o binomio eciencia
computacional  ecacia da soluc ao  foi decidido usar uma populacao de 
trinta indivduos  seleccao baseada na ordem  cruzamento de um ponto e
uma taxa de mutacao de    NevCorb Figura  ie  inicialmente 
um conjunto de indivduos sao gerados aleatoriamente  sendo depois cada
rede concebida de acordo com a informacao do seu genoma A aptid ao e
funcao do treino da rede Apos avaliacao  todos os indivduos sao ordenados
segundo a sua aptid ao Os operadores de cruzamento e mutac ao irao criar
uma nova populacao  e os seus constituintes serao avaliados Finalmente 
a seleccao baseada na ordem ira escolher as melhores redes para ambas as
populacoes  dando origem a uma nova geracao Este processo continua ate
que algum criterio de paragem seja atingido neste caso apos g iteracoes
De referir que o sistema guarda em memoria a melhor rede que entretanto
for gerada  devolvendo	a no m do processo
	 Arquitectura do Sistema
Esta seccao descreve de um modo generico o sistema informatico desenvol	
vido Certas decisoes tiveram de ser tomadas tendo em conta uma medida
de qualidade para a solucao desejada  e o esforco computacional a exigir
ao sistema Assim  teve que se estabelecer um compromisso entre o que era

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Figura  Estrutura do sistema GANN
teoricamente possvel e o que os recursos disponveis permitiam CorNevb
O sistema e apresentado na Figura   compreendendo o pre	proces	
samento  o sistema GANN  assim como a interface com o utilizador Em
primeiro lugar calculam	se as autocorrelacoes da serie e procede	se ao tes	
te de aleatoriedade  de acordo com o procedimento descrito na Seccao 
Caso a serie seja aleatoria  o valor medio dos elementos da serie e passado ao
modulo de interface  dado que nestas condicoes o valor medio e a unica pre	
visao possvel Sendo a serie previsvel  procura	se encontrar uma tendencia 
a partir da rede TEND  o que tornara possvel 
a posterior normalizacao dos
elementos da serie A seguir procura	se determinar a melhor topologia para
a rede  por recurso ao sistema GANN descrito na Seccao  Ha ainda que
mencionar que a informacao acerca da amplitude da janela temporal para as
varias redes  C
e
  e passada deste para o modulo de pre	processamento  de mo	
do a que se possam criar os casos de treino de acordo com esta Finalmente 
o modulo de interface trata da interaccao com o utilizador  apresentando	lhe
os resultados da previsao

Captulo  Descri
cao do Sistema Desenvolvido
Interface
GANN
Utilizador
Sistema
Série Temporal Pré-processamento
Figura  Arquitectura funcional do sistema
O sistema foi desenvolvido sobre o sistema operativo Unix  sendo usadas
as linguagens de programacao C KerRit e Prolog AlmFria Enquanto
que  por uma questao de eciencia computacional  a linguagem C e usa	
da na implementacao dos AGs e dos procedimentos de treino das RNAs  a
linguagem de programacao em logica Prolog e usada na interface com o uti	
lizador  no modulo de pre	processamento de dados  bem como na integracao
das diferentes unidades funcionais do sistema CorNevb
 Integracao entre o C e o Prolog
Para manipular as RNAs foi desenvolvido um programa escrito em C   cha	
mado de nn O programa e um dos componentes do logo GANN  passvel
de ser utilizado com qualquer tipo de problema  desde que se usem RNAs
do tipo feedforward  completamente interligadas Este programa aceita co	
mandos com varios parametros  permitindo criar  treinar e obter resultados
com qualquer rede neuronal As redes e os casos de treino sao armazenados
em cheiros A interaccao com o SICStus Prolog e feita atraves do comando
unixsystem AlmFrib
No caso do AG  todas as operacoes foram codicadas em C  por uma
questao de eciencia  como ja foi referido  exceptuando	se as de avaliacao 
que sao tratadas usando a linguagem de programacao em logica Prolog A
interligacao entre o C e o Prolog e um processo dinamico  sendo as funcoes em
C  a ser acedidas a partir do Prolog  declaradas ao correr da pena AlmFrib
A ttulo demonstrativo  considere	se o codigo C que implementa as funcoes
que avaliam o estado de uma populacao e que corporizam o sistema GANN

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populacao avaliacao populacao p


predicadoSPpredicate avalia	
 declarar o predicado 

populacaoparalista pP	 
 converter a populacao em lista 


SPquery predicadoPPA	 
 invocar o predicado Prolog 

plistaparapopulacao PA	 
 converter a lista em populacao 

return p	


void gann long Populacao 
 Numero de elementos da populacao 

long Semente 
 Semente para a geracao aleatoria 


 da populacao inicial 

long G
 Ultima geracao do AG  criterio de paragem 

long Ce 
 Numero de nodos de entrada 

char F 
 Funcao de activacao 

double Delta 
 Delta 

long Ci 
 Numero de nodos intermedios 


populacao p	 
 Declaracao da variavel p do tipo populacao 


ppopinicial PopulacaoSemente	
 Criar a populacao inicial 

pavaliacao p	 
 Avaliar a populacao p 



A funcao gann e invocada a partir do Prolog da seguinte forma
foreign ganncgann integerintegerinteger
integerstring floatinteger
gann RNAMse gann CeFDeltaCi
melhorRNA CeFDeltaCiRNAMse
Segue	se a extensao do predicado avalia  escrito em Prolog
 avalia Populacao  Populacao Avaliada

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avalia PPA cache PP  procurar a aptidao dos
 cromossomas em cache
avaliar PPA  avaliar os restantes cromossomas
juntacache PA  juntar novas aptidoes a cache
 A Interface Gr a	ca XWindows
As potencialidades gracas da biblioteca gmlib AlmFrib do SICStus Pro
log foram utilizadas no desenho da interface do sistema GANN Figura 
CorNevb A janela que apresenta a aplicacao serve	se do codigo na lin	
guagem de programacao em logica Prolog
janela menu Serie  button Seriesserie  criar botao

 criar a janela que apresenta a aplicacao
W  window Neuro PrevisaoSerie
W  open   abrir a janela
esperaaccao W  esperar por accao do utilizador
Ao utilizador sao dadas as opcoes Series  Previs ao  Congurac ao e Sada
A opcao Series permite	lhe manipular as series temporais  realizar operacoes
como criar  eliminar  ler e escrever para cheiros  consultar dados  analisar
a serie ou criar gracos Pela sub	opcao Analisar consegue	se uma decom	
posicao da serie  ou seja  identicam	se os vectores tendencia e sazonalidade
De certa forma esta sub	opcao congura um processo de extraccao de co	
nhecimento DecFoc A identicacao da tendencia obtem	se pelo processo
descrito na Seccao   a partir do conhecimento das autocorrelacoes dos
elementos da serie e da RNA TEND Por sua vez  a identicacao da sazona
lidade baseia	se no que foi referido na Seccao  Primeiro ha que vericar
se a serie possui tendencia Se for este o caso  entao a serie e diferenciada 
enviando	se as autocorrelacoes para posterior processamento Este passa por
se percorrer o conjunto das autocorrelacoes 
a procura do um maximo  que
tera de ser superior a um dado valor pre	denido neste caso foi escolhido o
valor     o que se revelou satisfatorio O conjunto de autocorrelacoes e
formado pelas  trinta primeiras autocorrelacoes  com exclusao das tres
primeiras
fr
k
     	k  IN 
 k   
 k  g

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Figura  A interface graca XWindows
O valor de k para o qual r
k
e maximo e um bom candidato para ser o factor
sazonal A conrmacao deste facto e feita pelo ultimo teste  que passa por
vericar se a autocorrelacao do deslocamento k corresponde ao segundo
valor mais elevado do conjunto Caso tal ocorra  e sinal que a serie e sazonal
com um factor de sazonalidade k Este processo revelou	se ecaz em todas
as series estudadas
Atraves da opcao Previs ao e possvel construir	se o modelo para a reali	
zacao de previsoes  assim como realiza	las Pela sub	opcao Construir Modelo
de Previs ao afere	se da aletoriedade ou nao aletoriedade da serie caso es	
ta seja previsvel nao aleatoria  invoca	se o sistema GANN  caso contrario
toma	se como resposta o valor medio dos elementos da serie Por ultimo 
a opcao Congurac ao serve para congurar certos parametros do sistema 
como seja a percentagem de elementos usados como casos de validac ao ou os
criterios de paragem a utilizar    e 

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	 S eries Utilizadas
Neste trabalho houve o cuidado em seleccionar series temporais conotadas
com problemas reais  que ja tivessem sido objecto de analise por metodos
convencionais Tabelas  e  BoxJenHanReiMakMcGMak
Na Tabela   l representa o numero de elementos da serie que serao pre	
vistos ie  que serao usados nos casos de teste O valor deste sera de 
doze para as series mensais e de  dez para as restantes A serie 
apresenta	se com uma forte tendencia  a qual deve contribuir para esbater
o factor sazonal  pelo que apesar de ser uma serie com uma periodicidade
mensal  nao possui sazonalidade
Tabela  Descricao das series utilizadas
Serie Descricao
 Numero de manchas solares de Wolfer
 Numero de passageiros de uma companhia aerea
 Entregas de equipamento de controlo de poluicao
 Precos de fecho de accoes IBM de  a 
 Vendas de uma companhia
 Precos de fecho de accoes IBM de  a 
 Precos de fecho das accoes de uma corporacao
 Resultados de um processo qumico
 Leituras de um processo produtivo de uma empresa
 Volume de negocios de uma companhia privada dos EUA
 Vendas de papel de impressao
		 Um Exemplo para o Sistema GANN
Aqui sera descrito como se processa a criacao do modelo de previsao para a
serie  da Tabela  Esta serie possui  cem elementos Figura  Os
 dez ultimos serao usados para testar a previsao como casos de teste  e
os restantes serao utilizados como casos de treino De entre estes  os ultimos
!  nove elementos  serao usados como casos de validac ao
Em primeiro lugar  o sistema calcula os valores para as autocorrelacoes

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Tabela  Caractersticas das series utilizadas
Serie Tamanho Periocidade Tendencia Sazonalidade l
  Anual Nao Nao 
  Mensal Sim  
  Mensal Sim  
  Diaria Sim Nao 
  Mensal Sim  
  Diaria Sim Nao 
  Diaria Nao Nao 
  	 Nao Nao 
  	 Nao Nao 
  Mensal Sim Nao 
  Mensal Sim  
dos elementos da serie  obtendo	se um primeiro conjunto de valores f 
    	  	 g  em que o valor maximo de          

p

 
o que prova que a serie e previsvel teste de aleatoriedade Assim sendo 
passa	se 
a criacao do modelo de previsao A RNA TEND retorna o valor
   para as primeiras  dez autocorrelacoes da serie  revelando  como
seria de esperar  que se trata de uma serie estacionaria  a ser normalizada
no intervalo    A seguir corre	se o AG Na Figura  e dada a evolucao
do MQE
va
ao longo das varias geracoes O valor medio dos elementos da
populacao diminui rapidamente ao longo das primeiras geracoes  como seria
de se prever Todavia  o valor optimo diminui de uma forma lenta  havendo
que se considerar varias geracoes ate que se atinja um valor razoavel
A rede optima menorMQE
va
 foi obtida na geracao   com oMQE
va

  para o indivduo com o cromossoma   com a topologia
        em codigo gray  logo C
e
C
i
   com a funcao de
activacao sin e com "

      
Tendo sido encontrada a rede optima  resta efectuar a previsao Na Figura
 mostram	se as previsoes de curto prazo  que se aproximam dos valores
reais da serie

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Figura  Valores anuais das manchas solares serie 
	
 Resultados do Sistema GANN
 Factores
 
Optimos
Na Tabela  sao apresentadas as redes modeladas pelo sistema GANN para
cada uma das series da Tabela  Como seria de se esperar  as redes obtidas
sao bem distintas  nao existindo factores dominantes ie  a existencia de um
ou mais parametros que sejam optimos para todas as series Este facto atesta
da necessidade do uso do AG Ha ainda a considerar o facto de as series
sazonais exigirem redes com uma maior janela temporal  com um C
e
entre o
 doze e o  treze Tal facto nao surpreende dado que se tratam de series
com um factor de sazonalidade de  doze  pelo que o uso de uma janela
temporal inferior nao permitiria captar o padrao sazonal Nas series nao
sazonais  quer com ou sem tendencia  o tamanho da janela temporal situa	se 
por sua vez  no intervalo    Isto e uma indicacao de que para este tipo de
series os valores do passado recente inuenciam fortemente a previsao Para
os restantes parametros parece nao existir nenhuma relacao causal entre os
valores desses parametros e o comportamento da serie A justicacao podera
ter a ver com o facto de estes parametros apenas afectarem a forma como
a rede assimila os dados  e nao como estes sao criados  o que era o caso na
situacao anterior

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Figura  Evolucao do MQE
va
para a serie 
 Comparacao de Resultados
As Tabelas  e  espelham os erros de previsao  de curto e longo prazo 
para o sistema GANN e para os metodos ARIMA BoxJen e Holt	Winters
HanRei  respectivamente
Os resultados obtidos com a aplicacao do metodo de Holt	Winters 
as
series mencionadas na Tabela   foram	no com            e     
Seccao  Na Tabela  apresentam	se as formulas de recorrencia para
o modelo ARIMA BoxJenHanReiMakMcG No caso da serie  
apenas sao conhecidos os valores da previsao para segundo o modelo ARIMA 
devidos a Makridakis Mak
Em primeiro lugar  serao analisados os resultados de previsoes de curto
prazo Os resultados obtidos com o metodo de Holt	Winters sao superiores
aos dos outros metodos para as series sazonais series      e   o que
pode ser facilmente explicado  atendendo	se ao facto deste metodo ter sido
desenvolvido unicamente para a previsao deste tipo de series series bem
comportadas No caso de series com uma forte tendencia  series    e
  o sistema GANN da melhores resultados que o metodo ARIMA para as
series  e  Um facto alias deveras curioso acontece com a serie   onde o
metodo de Holt	Winters  que tipica a serie como sendo sazonal  apresenta

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Figura  Previsoes para a serie 
melhores resultados que os das restantes tecnicas Ora  e certo que nao foi
detectada a existencia de sazonalidade atraves da analise das autocorrelacoes
Seccao   embora seja bom ter	se em linha de conta que se esta perante
uma serie de periodicidade mensal ie  nao e de excluir a hipotese de a serie
apresentar uma certa sazonalidade Finalmente  para as series sem tendencia
e sem sazonalidade series      e   os resultados obtidos pelo sistema sao
similares aos obtidos pelo metodo ARIMA  e mesmo melhores em alguns dos
casos series  e 
Nas previsoes de longo prazo o cenario mantem	se  se exceptuarmos a
perda de supremacia por parte do metodo de Holt	Winters De facto  os
resultados por este apresentados para as series  e  sao piores do que os
obtidos pelos outros metodos De um modo algo surpreendente  o sistema
GANN consegue mesmo superar ambos os metodos para a serie sazonal  No
caso de series com forte tendencia nao e possvel efectuar comparacoes com
os modelos ARIMA  os quais nao foram concebidos para efectuar previsoes
de longo prazo Na unica comparacao possvel  o sistema GANN apresenta
resultados que superam os do metodo de Holt	Winters serie  Para as
restantes series  sem tendencia e sem sazonalidade  os resultados obtidos com
o sistema GANN apenas superam os obtidos com a tecnologia ARIMA para
a serie 

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Tabela  A rede optima para cada serie da Tabela 
Serie Topologia Funcao 
 
MQE
va
     sin   
      linear   
     linear   
     linear    
     gaussian   
     cos    
     sigmoid
    
     sin    
     sigmoid
    
     sigmoid
   
     gaussian   
	 Filtragem de Dados
Como ja foi referido Seccao   um aspecto a ter em atencao quanto ao
uso de RNAs  e em particular no que respeita 
a sua aplicacao 
a previsao  tem
a ver com a ltragem de dados  um processo que facilita a assimilacao da
informacao por parte da rede Na seccao anterior viu	se que as series sazonais
exigem uma grande janela temporal deslizante  entre  e  perodos Con	
tudo  alimentar uma rede com uma grande janela temporal podera afectar a
ecacia da previsao  devido a um aumento de entropia ie  o excesso de in	
formacao confunde a rede NevCora Por outro lado  os resultados obtidos
com o sistema para este tipo de series nao foram muito animadores Assim 
uma seleccao correcta dos perodos podera melhorar de forma signicativa a
previsao  especialmente para series sazonais FarCha
	 Janela Temporal Deslizante
O processo normal de efectuar a PST com RNAs e atraves do uso de uma
janela temporal deslizante A estrutura desta janela e dada pela producao
       n    n   em que n denota o tamanho da janela Figura 
Com a ltragem de dados pretende	se criar janelas temporais deslizantes 

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Tabela  Formulas de recorrencia para os modelos ARIMA
Serie Formulas de recorrencia
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que contem apenas a informacao relevante para a previsao Por exemplo  o
metodo ARIMA BoxJen  sugere o uso de janelas do tipo       
ou           para series com sazonalidade mensal  que aqui serao as
usadas para testar o sistema series        e  da Tabela 
x1 x2 ... xk-12 ... xk-2 xk-1 xk
112 ... 2Períodos Anteriores
Série Temporal
Figura  Perodos anteriores de uma serie
	 O Sistema GANNF
Ao sistema GANN e dada uma nova funcionalidade  dando corpo a um novo
sistema que sera designado por GANNF sistemaGANN com Filtragem

E o utilizador  quando passa a analisar uma serie  que opta entre os sistemas
GANN e GANNF
Doze tipos de janelas serao utilizados Tabela  pelo AG  os quais im	

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Tabela  Comparacao entre as previsoes de curto prazo obtidas pelo sis	
tema GANN e as obtidas por outros metodos usando o MQE como medida
de erro
Serie GANN ARIMA HoltWinters
    	
     
  	 		
    	
     	
    	
   	
    	
   	
    
      	
plementamum verdadeiro processo de ltragem de dados NevCora Estas
janelas foram escolhidas com base em trabalho desenvolvido por Faraday e
Chateld FarCha De notar que cada janela da o valor de C
e
 ie  o
numero de nodos de entrada da rede Estas janelas foram codicadas em 
quatro bits  substituindo	se ao factor C
e
do sistema GANN Figura 
Exceptuando este facto  o AG do sistema GANNF comporta	se de modo
identico ao do sistema GANN
Janela f 

C
i
  
Figura  Estrutura de um cromossoma no sistema GANNF
Os casos de treino sao criados de acordo com cada janela Por exemplo 
para uma janela do tipo   tem	se que
x

  x

  x

 x

x

  x

  x

 x

  
x
p 
  x
p 
  x
p 
 x
p

Captulo  Descri
cao do Sistema Desenvolvido
Tabela  Comparacao entre as previsoes de longo prazo obtidas pelo sis	
tema GANN e as obtidas por outros metodos usando o MQE como medida
de erro
Serie GANN ARIMA HoltWinters
    	
     
  	 		
   	 	
     	
   	 	
   	
      	
  	 	
 	 	 
     
para a serie temporal x

  x

    x
p

Tal como no sistema anterior  depois de treinada a rede e possvel efectuar
previsoes de um perodo 
a frente  bastando para isso alimentar a rede com
os dados da ultima janela temporal Previsoes de longo prazo tambem sao
possveis por realimentacao da rede com previsoes anteriores Para o exemplo
dado  tem	se que
P
 p
 RNAx
p 
  x
p 
  x
p

P
 p
 RNAx
p 
  x
p
  P
 p


P
l p
 RNAP
l  p
  P
l  p
  P
l  p


	 Um Exemplo para o Sistema GANNF
A ttulo demonstrativo  sera descrito como se processa a previsao  neste caso
com o sistema GANNF e a serie  da Tabela  Trata	se de uma serie com
tendencia e sazonalidade mensal  um tipo muito comum em situacoes reais
Figura  Dos  elementos desta serie  os primeiros  serao usados
como casos de treino  sendo os ultimos  elementos usados como casos de

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Tabela  Conjunto de janelas temporais
Tipo Janela C
e
      
        
        
          
          
            
            
              
                
                          
                            
                              
validac ao  e os restantes  para testar a qualidade da previsao Como a serie
apresenta tendencia os casos de treino serao normalizados para o intervalo
     
O passo seguinte passa por se correr o AG A rede optima foi obtida na
geracao   dada pelo cromossoma   que reporta 
a janela
        a uma topologia       a uma funcao linear e a um "

de    Na Figura  dao	se os resultados das previsoes de curto e longo
prazo
	 Resultados do Sistema GANNF
O sistema foi apenas testado com as series onde o processo de ltragem 
tendo em conta um factor sazonal de   pudesse trazer alguma vantagem
Assim  foram consideradas as series sazonais      e  e a serie  que 
aparentemente  e de alguma forma sazonal
As redes optimas modeladas obtidas pelo sistema GANNF sao dadas na
Tabela  Aqui  tambem se tem redes sao diferentes  com nenhum factor
a destacar	se  exceptuando	se as funcoes de activacao  onde so concorrem
as funcoes linear e gaussian Tal facto podera indiciar que estas funcoes

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Figura  Valores mensais de passageiros de uma companhia aerea serie

sao as mais indicadas para funcionar com a ltragem de dados  embora o
numero de series modeladas nao seja signicativo para permitir tirar quais	
quer conclusoes A grande diferenca esta nos resultados  com as novas redes
a apresentarem valores de C
e
a situar	se entre  e  Este facto evidencia
a importancia do sistema de ltragem  que ao seleccionar os limites tempo	
rais ou perodos mais signicativos  permitiu a obtencao de redes bastante
simples
Ao comparar	se os valores da metrica de avaliacao de rede MQE
va
  para
os sistemas GANN e GANNF  tem	se que este ultimo apresenta melhores
Tabela  A rede optima para cada uma das series estudadas
Serie Janela Topologia Funcao 
 
MQE
va
          linear    
                linear   
            gaussian   
          linear   
            gaussian    

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Figura  Previsoes de curto e longo prazo para a serie 
resultados para as series    e  Para a serie   nao se estranha que
o valor do MQE
va
seja agora superior  dado que a rede optima obtida via
sistemaGANN  com a topologia  para a janela         e um tipo
de solucao que esta fora do espaco de solucoes do sistema GANNF Contudo 
e curioso que tal aconteca tambem para a serie   dado que neste caso a
rede optima encontrada pelo sistema GANN pertence ao espaco de solucoes
do sistema GANNF Uma explicacao para este facto podera ser atribuda ao
AG  que ate 
a ultima geracao  nao teria conseguido chegar ao mesmo optimo
O metodo de Holt	Winters da	nos melhores resultados que os obtidos por
outros metodos de previsao de curto prazo  exceptuando	se os da serie  
onde os resultados obtidos com o sistemaGANNF superam todos os restantes
Tabela  Para este tipo de previsao  o sistema GANNF apresenta um
desempenho superior ao do sistema GANN para as series    e   e ao do
metodo ARIMA para as series  e  Podera parecer estranho que com o
sistema GANN se obtenham melhores resultados para as series  e   tendo
em atencao que o valor para oMQE
va
obtido com este sistema  e maior que o

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Tabela  Comparacao entre as previsoes de curto prazo obtidas pelo
sistema GANNF e as obtidas por outros metodos usando o MQE como
medida de erro
Serie GANN GANNF ARIMA HoltWinters
       
   	 		
       	
     
       	
Tabela  Comparacao entre as previsoes de longo prazo obtidas pelo
sistema GANNF e as obtidas por outros metodos usando o MQE como
medida de erro
Serie GANN GANNF ARIMA HoltWinters
       
  		 	 
      	
   	 	 
      
obtido com o sistema GANNF Ora  o que acontece e que  de um modo geral 
existe uma forte correlacao entre o MQE
va
e o valor da previsao como foi
demonstrado na Seccao   o que indica que  em princpio  quanto menor
for o MQE
va
  menor sera o erro de previsao porem  nada nos garante que
tal conclusao possa passar a axioma
As vantagens do sistema de ltragem veem	se nas previsoes de longo pra	
zo  com o sistema GANNF a apresentar melhores resultados que os restantes
metodos para as series    e  Tabela  De facto  o sistema GANNF 
em relacao ao sistemaGANN  obtemmelhores resultados para quase todas as
series  exceptuando	se a serie  Por ultimo  o metodo de Holt	Winters per	
de o seu lugar de destaque  apresentando melhores resultados que o sistema
GANNF apenas para as series  e 

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Conclusoes e Perspectivas de
Trabalho Futuro
Nos ultimos anos novos algoritmos de optimizacao  como as RNAs e os AGs 
tornaram	se objecto de atencao RusNor Mais recentemente  surgiu a
possibilidade de combinar AGs com RNAs  nos chamados sistemas GANN 
de forma a se aproveitarem as vantagens inerentes a ambos os paradigmas
Embora exista muito trabalho nesta area  ha ainda imenso trabalho a desen	
volver Koe O objecto de estudo tem estado na forma de integrar ambos
os paradigmas  nao se tendo explorado devidamente o potencial destes sis	
temas em aplicacoes praticas O trabalho aqui desenvolvido vem procurar
colmatar essa lacuna  nomeadamente no que respeita 
a aplicacao dos sistemas
GANN 
a PST  no que se julga ser um sector ainda pouco explorado

 Avaliacao do Trabalho Desenvolvido
A PST e um problema classico na Matematica Aplicada  com particular
acuidade no domnio da Economia NevCorb Neste trabalho teve	se como
objectivo fazer uma abordagem ao problema atraves do uso da aplicacao de
sistemas GANN
Como foi visto no Captulo   as RNAs tem um enorme potencial para a
PST O problema esta  porem  na escolha da melhor rede  o que faz que se
tenha de efectuar a sua procura num largo espaco de possveis solucoes O

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uso de AGs permite que essa procura seja mais eciente Mesmo assim  os
sistemasGANN obrigam a um grande esforco computacional  de tal modo que
certas decisoes tiveram de ser tomadas tendo em conta o compromisso entre a
eciencia da procura e a qualidade da solucao Nesta dissertacao apresentou	
	se a forma que se considerou mais correcta de aplicar sistemasGANN 
a PST 
tendo em conta o conhecimento  o tempo e os recursos disponveis
De acordo com o trabalho realizado  a previsao de uma serie temporal
atraves de uma RNA  depende de quatro factores NevCorb o numero de
nodos de entrada C
e
  a funcao de activacao f  um dos parametros do al	
goritmo de treino RPROP "

 e o do numero de nodos intermedios C
i
 O
AG funciona como um algoritmo de optimizacao de segunda ordem  pelo que
a escolha dos parametros deste nao foi considerado crtico O anamento dos
valores para os parametros foi efectuado com base em alguma intuicao e ex	
periencia As redes que foram modeladas pelo AG revelaram	se bem distintas
entre si  nao havendo factores dominantes  justicando	se assim  a necessida	
de do AG A excepcao surgiu com as series sazonais  que exigem uma maior
janela temporal C
e
entre  e   para captar o padrao sazonal Dado que
os resultados obtidos pelo sistema GANN nao se revelaram muito animado	
res para este tipo de series  houve que desenvolver um sistema de ltragem
Este sistema teve como objectivo possibilitar a escolha dos espacos tempo	
rais que realmente inuenciam a previsao  reduzindo	se assim o tamanho da
janela temporal e  consequentemente  eliminando	se uma parte da entropia
no sistema De facto  as redes modeladas pelo sistema GANNF  apresentam
uma janela temporal reduzida  com C
e
a tomar valores no intervalo   
Comparando os resultados obtidos  com os dados por metodos conven	
cionais  tem	se que
Series Sazonais
  o metodo de Holt	Winters revelou	se o melhor nas previsoes de curto
prazo  o que nao e de se estranhar  dado que foi desenvolvido especi	
camente para a previsao deste tipo de series ie  series bem compor	
tadas
  neste tipo de previsao  de curto prazo  os efeitos do sub	sistema de
ltragem nao sao muito visveis  fazendo contudo que os resultados
obtidos com o sistema GANNF superem os do sistema GANN em tres

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das cinco series estudadas
  nas previsoes de longo prazo o cenario altera	se ie  os resultados obti	
dos com o sistema GANNF sao melhores que os obtidos com o sistema
GANN exceptuando	se o caso da serie   superando mesmo os resul	
tados obtidos via ARIMA e Holt	Winters em  das series
Series com Forte Tendencia
  nas previsoes de curto prazo  os resultados obtidos via sistema GANN
sao da mesma ordem de grandeza que os obtidos pelo metodo ARIMA 
conseguindo o sistema GANN superar este em duas das series estuda	
das
  nas previsoes de longo prazo nao foi possvel efectuar comparacoes com
os modelos ARIMA  os quais nao foram criados para efectuar este tipo
de previsao Na unica comparacao possvel  o sistemaGANN apresenta
melhores resultados que os obtidos pelo metodo de Holt	Winters serie

Series Estacionarias e Sem Sazonalidade
  nas previsoes de curto prazo  e de um modo geral  os resultados obtidos
por aplicacao do sistema GANN sao similares aos obtidos via ARIMA 
e mesmo melhores do que estes para duas das series estudadas
  nas previsoes de longo prazo  a ecacia do sistemaGANN perde quando
comparada com ARIMA  apresentando resultados que em apenas uma
das series estudadas ultrapassam os obtidos via ARIMA
Estes resultados sugerem que as RNAs podem ser uma alternativa promis	
sora para a PST  especialmente para series temporais com um elevado grau
de nao lineariedade como no caso da serie  NevCora Comparando o
desempenho dos varios metodos  tem	se que o sistema GANN apresenta re	
sultados ao nvel dos obtidos via ARIMA  superando mesmo estes em alguns
casos A ltragem de dados apresentada melhora a previsao para as series
sazonais  principalmente para as previsoes de longo prazo Porem  nestas
series  e para previsoes de curto prazo  o metodo de Holt	Winters ultrapassa

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todos os restantes Por falta de tempo e de acesso a series temporais com
as caractersticas exigidas serem reais e ja objecto de estudo por metodos
convencionais  apenas foi possvel estudar onze series Seria interessante 
contudo  estudar o comportamento do sistema desenvolvido em um maior
numero de series
As RNAs e em particular os sistemas GANN sao uma forma expedita de
efectuar a PST  embora se encontrem ainda na infancia  sendo necessario que
atinjam uma maior maturidade  antes que possam ser aplicadas 
a resolucao
de problemas de uma forma generalizada Os sistemas GANN tem ainda o
senao de serem exigentes em termos computacionais  esperando	se  contudo 
que no futuro este problema tenda a desaparecer NevCorb O modelo
Holt	Winters  bastante simples  continua a apresentar	se como o metodo ideal
para a previsao de series sazonais Porem  em previsoes de longo prazo  e
nos casos onde uma melhor previsao seja mandataria  a utilizacao de sistemas
GANN pode ser a unica solucao Um aspecto positivo do sistema apresentado
e que funciona de forma automatica  com ummnimo de intervencao humana 
ao contrario  por exemplo  do ARIMA  que exige a presenca de um perito

 Perspectivas de Trabalho Futuro
O trabalho desenvolvido mostra acima de tudo que as RNAs e em particular
os sistemasGANN podem constituir uma alternativa 
a PST  tendo	se obtido
resultados num mesmo patamar  e ate melhores em alguns casos  que os
dos metodos convencionais neste caso ARIMA e Holt	Winters Devido 
as
limitacoes de tempo  de recursos e 
a diculdade em aceder a mais informacao 
nao foi possvel ir mais longe Todavia  importa indicar algum trabalho do
que se ira desenvolver num futuro proximo  nomeadamente
Uma Maior Maturacao do Sistema Desenvolvido
O sistema proposto deu bons resultados Porem  ainda se encontra pouco
robusto  pelo menos para ser aplicado 
a resolucao de problemas de uma
forma generalizada O processo de maturacao tera de passar pelo teste do
sistema com um maior numero de series temporais de forma a que se possam
tirar ilacoes com outro tipo de fundamento e  por outro lado  nos permita
anar parte ou a totalidade dos seus parametros Tambem sera interessante

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atender 
a evolucao do sistema em funcao do tempo ie  ver ate que ponto
uma topologia de uma rede se altera com o andar do tempo
Um Melhor Uso de Redes Neuronais
Neste trabalho usaram	se exclusivamente RNAs redes feedfoward  completa	
mente interligadas e sem ligacoes de atalho Ora  seria bastante interessante
efectuar um estudo mais exaustivo sobre a forma ideal de realizar a PST
atraves de RNAs  o que passara pela utilizacao de outro tipo de arquitec	
turas  nomeadamente redes feedforward com ligacoes de atalho e nao com	
pletamente interligadas  redes recorrentes ou redes auto	organizaveis como
as RNAs de Kohonem Gal Outro aspecto a considerar seria o uso de
novos algoritmos de treino como o quickprop Fah ou o cascade correla
tion FahLeb  outras funcoes de activacao por exemplo funcoes radial
basis MooDar  assim como tecnicas de simplicacao de topologias de
rede LuLiu
Uso Mais Elaborado de Sistemas GANN
Muitas foram as restricoes impostas ao sistema  em particular devido 
a fal	
ta de poder computacional Como ja foi referido  este problema tendera a
desaparecer em parte com o aparecimento de novas tecnologias Assim  um
cromossoma com mais parametros  com uma extensao de domnios  permi	
tira alargar o espaco de solucoes Por outro lado  neste trabalho  e por uma
questao de prioridades  nao foram estudadas as melhores formas de utilizar
os AGs Ora  um aumento da eciencia da procura da solucao optima de	
pende do uso de melhores e mais sosticados AGs  assim como do uso do
modelo das ilhas para a distribuicao da populacao Muh Estes algorit	
mos facilitam o processo de distribuicao da carga computacional  pois usam
procedimentos de seleccao descentralizados
Outro aspecto deveras importante tem a ver com a utilizacao da funcao
de aptid ao Como ja foi referido  esta questao e crucial para qualquer sistema
GANN A solucao encontrada  uso do criterioMQE
va
  nao parece completa	
mente satisfatoria ie  dados os resultados de duas previsoes  com valores de
MQE
va
diferentes  nao se pode garantir que a que apresenta o menor valor
de MQE
va
seja a melhor das previsoes O ideal seria obter uma metrica
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que tivesse uma correlacao com o erro de previsao muito proxima de  Tal
objectivo e  porem  difcil de ser atingido Contudo  existe uma alternati	
va que podera ser estudada e que tem a ver com a paragem antecipada do
treino das RNAs O problema com esta solucao e que uma parte substan	
cial dos dados disponveis neste caso ! nao sao efectivamente utilizados
no treino Todavia  actualmente este senao tem vindo a ser ultrapassado
atraves da introducao de novas formas de paragem antecipada  que passam
pela divisao dos casos de treino em varios conjuntos  treinando a rede com
alguns desses conjuntos e vericando o desempenho da aprendizagem com
os restantes KwoYeu A novidade esta em que estas tecnicas se baseiam
numa rotacao dos conjuntos que sao usados no treino com os conjuntos que
sao usados para a avaliacao
Diferentes Tecnicas de Filtragem
A tecnica de ltragem utilizada revelou	se de certo modo util  principalmente
nas previsoes de longo prazo No entanto  trata	se de uma forma simples de
ltragem atraves de uma escolha cuidada dos perodos da serie Tecnicas
mais elaboradas tem de ser consideradas  de que sao exemplo os ltros de
Kalman NabLow ou a transformac ao de onda AusMur

 O Futuro da PST
Nos ultimos anos tem havido um certo interesse no que concerne 
a pro	
blematica da PST Existira um limite para o seu desenvolvimento Sera
possvel uma solucao universal que permitira fazer previsao acerca de toda
e qualquer serie temporal A resposta a estas questoes e um claro nao A
procura de um procedimento universal de PST esta relacionado com a visao
de Hilbert de reduzir toda a matematica a um conjunto de axiomas  sonho
esse que foi terminado por Godel e depois por Turing WeiGer
Um objectivo mais realista e encontrar o melhor modelo para uma dada
serie temporal  onde melhor signica o modelo que exige menos informacao
para descrever de forma correcta um dado sistema O desenvolvimento da
informatica permitiu uma nova disponibilidade de recursos computacionais 
tornando possvel um aumento da informacao armazenada  a aplicacao de al	
goritmos mais complexos e uma visualizacao interactiva dos resultados No

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futuro  esperam	se novos desenvolvimentos nos domnios da analise de siste	
mas nao lineares  da informatica e das redes neuronais que possam contribuir
para uma aproximacao a este objectivo WeiGer
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