The singular superlinear Sturm-Liouville problems
Introduction
Many authors are interested in the existence of positive solutions for singular secondorder two-point boundary value problem (see [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] and references therein). In preceding works mentioned, they study the existence of positive solutions for second-order singular two-point boundary value problem −ϕ (x) = h(x)f (ϕ(x)), 0 < x < 1,
by the method of upper and lower solutions, Schauder's fixed point theorem or the fixed point index under some different conditions in which f is nonnegative. In this paper, we consider the following general singular nonlinear Sturm-Liouville problems −(Lϕ)(x) = h(x)f (ϕ(x)), 0 < x < 1,
2) where (Lϕ)(x) = (p(x)ϕ (x)) + q(x)ϕ(x) and h(x)
is allowed to be singular at x = 0 and x = 1, and besides, f is not necessary to be nonnegative. To our knowledge, for this case there are not many references. We obtain the existence results of nontrivial solutions, in particular, the existence results of positive solutions, by means of the topological degree theory under some conditions concerning the first eigenvalue corresponding to the relevant linear operator. For the concepts and properties about the cone theory and the topological degree we refer to [12] [13] [14] [15] .
Main theorems
In order to state our main theorems in this paper, we make the following assumptions: For the singular nonlinear Sturm-Liouville problems 
15)
hold, where λ 1 is the first eigenvalue of T defined by (2.5) , and in addition,
then (2.14) has at least one positive solution.
Some lemmas
In order to prove our main theorems, we need the following lemmas.
Lemma 1 [14, 16] . Suppose that (H 1 ) is satisfied, then the Green's function k(x, y) defined by (2.4) possesses the following properties:
In Banach space C [0, 1] in which the norm is defined by ϕ = max 0 x 1 |ϕ(x)|, we set As is well known, the singular nonlinear Sturm-Liouville problems (1.2) can be converted into the equivalent Hammerstein nonlinear integral equation
Lemma 2 [15] . Suppose that E is a Banach space, 
then A is a completely continuous operator. 
Hence A :
In the following we prove that A is a completely continuous operator. For any natural number n (n 2), we set
It is obvious that A n : 
is a completely continuous operator by Lemma 2. 2
It is obvious that if the operator A has a fixed point ϕ, then ϕ is the solution of (1.2). By virtue of Krein-Rutman theorems, we have Lemma 4 [17, 18] . Suppose that T : 
Lemma 5. Suppose that (H 1 ) and (H 2 ) are satisfied, then for the operator
T defined by (2.5), (i) T : C[0, 1] → C[0, 1
] is a completely continuous linear operator and T (P ) ⊂ P ,
where P is defined by (3.1); (ii) the spectral radius r(T ) = 0 and T has positive eigenfunction corresponding to its first eigenvalue
Proof. By the same method as in Lemma 3 we have that T :
is a completely continuous linear operator and T (P ) ⊂ P . It is obvious that there is
. From Lemma 4, we know that the spectral radius r(T ) = 0 and T has a positive eigenfunction corresponding to its first eigenvalue λ 1 = (r(T )) −1 . 2 Lemma 6. Suppose that the conditions (H 1 ) and (H 2 ) are satisfied. If ϕ * ∈ P is the positive eigenfunction of T , which is defined by (2.5), corresponding to its first eigenvalue λ 1 , then
Proof. Since ϕ * ∈ P is a positive eigenfunction of T , we know from maximum principle (see [19] ) that ϕ * (x) > 0, ∀x ∈ (0, 1). [19] ). Since
we can define
Thus we know from Lemma 1 that Φ(y) is continuous on
As u is increasing and v is decreasing, we have that on D 1 : 0 x y 1,
and on D 2 : 0 y x 1,
In the cases u(0) = 0, v(1) > 0 and u(0) > 0, v(1) = 0, we can prove the same conclusions analogically.
Suppose that
In addition, it follows from k(x, y) = k(y, x) that
Lemma 7. Suppose that the conditions (H 1 ) and (H 2 ) are satisfied. Let
where ψ * and δ 1 are defined by Lemma 6, then P 1 is a cone in C[0, 1] and T (P ) ⊂ P 1 , where T is defined by (2.5).
Proof. It is easy to verify that P 1 is a cone in C[0, 1]. We have from Lemma 6(ii), (i) that
Lemma 8 [13] . 
where β is the sum of multiplicities of the eigenvalues, which are less than 1, of A θ .
Proofs of main theorems
We are now ready to prove the main theorems in this paper.
Proof of Theorem 1. It follows from (2.7) that there exists ε > 0 such that
when u is sufficiently large. We know from (2.6) that there exists b 1 0 such that
where ψ * and δ 1 are defined by Lemma 6. In the following we prove
where ϕ * is as in Lemma 6. In fact, suppose that there exist ϕ 0 ∈ C[0, 1], ϕ 0 = R and µ 0 0, such that
then we have
which implies
since (2.6) and T (P ) ⊂ P 1 . Therefore it follows from (4.1), Lemma 6(ii), (4.4) and (3.6) that
On the other hand, we have from (4.3) that
This is a contradiction. So In fact, suppose that there exist ϕ 1 ∈ ∂B r , µ 1 1 such that Aϕ 1 = µ 1 ϕ 1 . We may suppose that µ 1 > 1 (otherwise we are done). Thus
After multiplying the both sides in (4.8) by ψ * and integrating them, we get from Lemma 6(ii) that Then A has at least one fixed point on B R \B r . This means that the singular nonlinear Sturm-Liouville problem (1.2) has at least one nontrivial solution. 2
Proof of Corollary 1. Denote
By Theorem 1 we know that A 1 has at least one nonzero fixed point ϕ. Then
Thus ϕ is the nontrivial solution of the singular nonlinear Sturm-Liouville problem (1.2). 2
Proof of Theorem 2. By (2.10) we have that 
From (2.11) we know that A 2 (C[0, 1]) ⊂ P . Similar to the proof of Theorem 1 in which b = 0, we have that A 2 has a fixed point ϕ ∈ P \{θ }. So it follows from (4.17) that ϕ is the fixed point of A and (1.2) has at least one positive solution.
Denote f 3 (u) = −f (−u), ∀u ∈ (−∞, +∞) and define
By the same method as above, we have that A 3 has a fixed point ψ ∈ P \{θ }, i.e.,
So − ψ is the negative solution of (1.2). 2
Proof of Theorem 4.
Denote
It is easy to see from (2.7) that f 4 is bounded below. Thus we have from (2.7) and the proof of Theorem 1 that there is R > 0 such that
It follows from (2.15) that there exists 0 < r < R such that
In the following we prove
In fact, suppose that there exist ϕ 1 ∈ ∂B r , µ 1 1 such that
It is easy to see that
If otherwise, we have from ϕ 1 (0) = ϕ 1 (1) = 0 that ϕ 0 (x) achieves the minimum at x 0 ∈ (0, 1) and
However, we also have
Thus by (4.24), It follows from (4.23) and (4.29) that A 4 has at least one fixed point on ϕ 0 ∈ B R \B r . By the same method as that to verify (4.26), it is easy to show that ϕ 0 (x) 0, x ∈ [0, 1]. Then f 4 (ϕ 0 (x)) = f (ϕ 0 (x)) and (2.14) has at least one positive solution. 2
Nonsingular case
In this section we consider the nonlinear Sturm-Liouville problem
(5.1) (H 1 ) is satisfied, and f (x, u) is continuous on The proof of Theorem 5 is similar to that of Theorem 1.
Theorem 5. Suppose that the condition
[0, 1] × (−∞, +∞). If there exists a constant b 0 such that f (x, u) −b, ∀x ∈ [0, 1], u ∈ (−∞, +∞), (5.2) lim inf u→+∞ f (x, u) u > λ 1 , uniformly on x ∈ [0, 1], (5.3) lim sup u→0 f (x, u) u < λ 1 , uniformly on x ∈ [0, 1],(5.
Theorem 6. Suppose that the condition (H 1 ) is satisfied, and f (x, u) is continuous on
where λ 1 is the first eigenvalue of T defined by (2.5) in which setting h(y) ≡ 1, then the nonlinear Sturm-Liouville problem (5.1) has at least one positive solution and one negative solution.
is not an eigenvalue of T since the eigenvalues of T are positive. The homogeneous equation with respect to (5.8), Similarly to the proof of Theorem 3, we have that (5.8) (i.e., (5.1)) has at least one positive solution and one negative solution. 2
There are the analogies of Theorem 2, Corollary 2 and Theorem 4 for the nonsingular case. As concerns other results of the nonsingular case, one is referred to [20] .
Remarks and examples
Remark 1. In most works, f , which appears in the right-hand side of the equation, is required to be nonnegative to obtain the existence of positive solutions by using fixed point theorems on a cone. The nonnegativity of f makes it possible that A generated by f is a cone mapping. In this paper, f may be a sign-changing function, and consequently, A is not necessary to be a cone mapping, thus the theory of fixed point index on a cone becomes invalid, and in order to obtain the existence of nontrivial solution we make use of topological degree theory which is not confined in a cone. Some examples, in which f (u) is sign-changing for u 0, given below show that the results cannot be obtained by the method of cone theory.
Remark 2. In Corollaries 1, 2, Theorems 3 and 4, f is not required to be bounded below, and in particular, the existence of positive solutions is obtained in Theorem 4 though A may be not a cone mapping. 1, 2, . . . , n − 1), a 1 = λ k (k = 1, 2 , . . .) (λ k is an eigenvalue of T ), a n > 0. It is easy to see that f (u) is bounded below and usually sign-changing for u 0. In addition, lim u→0 f (u)/u = a 1 and lim u→+∞ f (u)/u = +∞. Thus by Theorem 2 one can obtain existence of a nontrivial solution of (1.2). 
Remark 3.
Note that it is difficult to verify (2.3) in (H 2 ) if we do not know a concrete expression of the Green's function. In the following we give a lemma which makes it convenient to check (2.3).
Lemma 11. Suppose that (H 1 ) is satisfied, the Green's function k(x, y) is defined by (2.4).
Then the following conclusions hold: 
