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1 We use quotation marks to denote the differencea b s t r a c t
In a recent series of papers, Fine and colleagues [P.I. Fierens, T.L. Fine, Towards a frequentist
interpretation of sets of measures, in: G. de Cooman, T.L. Fine, T. Seidenfeld (Eds.), Proceed-
ings of the Second International Symposium on Imprecise Probabilities and Their Applica-
tions, Shaker Publishing, 2001; P.I. Fierens, T.L. Fine, Towards a chaotic probability model
for frequentist probability, in: J. Bernard, T. Seidenfeld, M. Zaffalon (Eds.), Proceedings of
the Third International Symposium on Imprecise Probabilities and Their Applications, Carl-
eton Scientiﬁc, 2003; L.C. Rêgo, T.L. Fine, Estimation of chaotic probabilities, in: Proceedings
of the Fourth International Symposium on Imprecise Probabilities and Their Applications,
2005] have presented the ﬁrst steps towards a frequentist understanding of sets of mea-
sures as imprecise probability models which have been called chaotic models. Simulation
of the chaotic variables is an integral part of the theory.
Previous models, however, dealt only with sets of probability measures on ﬁnite alge-
bras, that is, probability measures which can be related to variables with a ﬁnite number
of possible values. In this paper, an extension of chaotic models is proposed in order to
deal with the more general case of real-valued variables. This extension is based on the
introduction of real-valued test functions which generalize binary-valued choices in the
previous work.
 2008 Elsevier Inc. All rights reserved.1. Introduction
In a series of papers [5,6], we presented the ﬁrst steps towards a frequentist interpretation of sets of measures as prob-
ability models, which we have called chaotic probability models in order to distinguish them from other plausible interpre-
tations. This work was coherently presented in [4] and extended by Rêgo and Fine in [10]. In our previous work, we
presented chaotic models as simply sets of probability measures whose domain is a ﬁnite set of events. In this sense, we
may associate chaotic probability models to discrete ‘‘random”1 variables with ﬁnite range (e.g., the outcome of the ﬂipping
of a coin or the tossing of a die). In this paper, we present a simple approach to the extension of chaotic probability models to
real-valued variables (e.g., tomorrow’s minimum temperature).
The paper is organized as follows: Section 2 presents some concepts of the previous work which are needed for this paper.
In Section 3, we provide the basic motivation behind the model which is described in Section 4. In the latter Section, we also
show that such a model is plausible. Section 5 is devoted to present extensions of this framework to include the concepts of
visibility and temporal homogeneity deﬁned in previous works. In Section 6, we provide an example of modelling and sim-
ulation with chaotic probabilities. Finally, in Section 7 we discuss the results presented in this paper and suggest future lines
of work. The Appendices contain proofs of cited results.. All rights reserved.
between these chaotic variables and the usual understanding of random variables.
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We need to recall the interpretation of chaotic probability models for variables with ﬁnite range [6,4,10].2.1. An instrumental description of the model
Chaotic probabilities are intended to provide a frequentist interpretation of sets of probability measures as models. How-
ever, the problem is that we ﬁnd it difﬁcult to step outside the frame of mind of standard probability. How can we describe a
time series of ‘‘random” (which are not ‘‘random” in a standard sense) variables which ‘‘reveals”, from a frequentist point of
view, a set of probabilities instead of a single distribution? Furthermore, where can we ﬁnd such a time series in real world
data? In order to face this problem, we have found it useful to employ an instrumental (that is, without commitment to real-
ity) description of chaotic probability models which allows us to use a number of already-developed mathematical tools
from the area of standard probability. In this section, we review the instrumental description that was presented in earlier
works (see, e.g. [6,10,9]) and is basically preserved in this paper.
Let X be a sample space. We denote by X the set of all ﬁnite sequences of elements taken in X. A particular sequence of n
samples from X is denoted by xn ¼ fx1; x2; . . . ; xng. P denotes the set of all measures on the power set of X. A chaotic prob-
ability model M is a subset of P and models the ‘‘marginals” of some process generating sequences in X.
Let F : X !M be a function that, for each ﬁnite string xk1, returns a measure m 2M. Given any n 2 N, consider the gen-
eration of a sequence xn of length n by the following algorithm:2
FOR k = 1 TO k = n
(1) Choose mk ¼ Fðxk1Þ 2M;
(2) Generate xk according to mk.
For any k 6 n, F determines the probability distribution of the potential kth outcome Xk of the sequence,2 Weð8A#XÞ PðXk 2 AjXk1 ¼ xk1Þ ¼ mkðXk 2 AÞ:
The probability of a particular realization xn of a sequence of random variables Xn is given byPðX1 ¼ x1; . . . ;Xn ¼ xnÞ ¼
Yn
k¼1
mkðXk ¼ xkÞ:We denote by M the family of all such process measures P, one for each possible function F. From the analysis of a single
data sequence xn of any ﬁnite length n, we do not expect in general to be able to infer a single P 2M or even a small subset of
M, what we call a ﬁne-grained picture of the source. On the contrary, we expect our knowable operational quantities to
be (large) subsets of M which provide an appropriate coarse-grained description of the source. In terms of our instrumen-
tal understanding of chaotic probability models, it may be possible relate the gap between the coarse-grained and the ﬁne-
grained descriptions to the complexity of the function F, as suggested in [10].
While it is true that, under the description given here,M can be understood as a set of Markov–Kernels together with a set
of start-distributions, we insist in that the description is instrumental and we do not place any emphasis on either the prob-
ability or provability of the reality of that description.2.2. Data analysis and estimation
We begin the study of a sequence xn 2 X by decomposing it into several subsequences. These subsequences are selected
by rules that satisfy the following:
Deﬁnition 1. A computable function w : X ! f0;1g is a causal subsequence selection rule (also known as a Church place
selection rule) if for any xn 2 X, xk is the jth term in the generated subsequence xw;n, of length kw;n, wheneverwðxk1Þ ¼ 1;
Xk
i¼1
wðxi1Þ ¼ j; kw;n ¼
Xn
k¼1
wðxk1Þ:The introduction of causality makes good sense when we think of the data sequence as one indexed by physical time (e.g.,
a record of daily maximum temperatures). Causality may not make much sense in other contexts. Let W ¼ fwag be a set of
causal subsequence selection rules. For each w 2 W, we study the behavior of the relative frequency of marginal events along
the chosen subsequence. That is, given xn and a selection rule w 2 W we determine the frequentist empirical (relative fre-
quency) measure lw;n along the subsequence xw;n throughdenote the empty string by x0.
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Xn
k¼1
IAðxkÞwðxk1Þ;where IAðÞ is the indicator function of the event A.
A family of subsequence selection rulesW is key to our understanding of a chaotic probability model as given by a set of
measures M. It has been proved that:
 So long as we restrict to a family of causal selection rules of moderate size, we can with high probability avoid extracting
arbitrary patterns through some of the selected subsequences and instead exhibit the patterns that have inductive validity
(see [6,4]).
 Chaotic probability models M can be estimated from the empirical relative frequency measures if the appropriate family
of subsequence selection rules is chosen (see [6,4]). Rêgo and Fine [10] showed how to choose a universal family of place
selection rules to make the model visible.
 The visibility (possibility of estimation) of a chaotic probability model M depends strongly on the choice of the subse-
quence selection family, i.e., there are cases whereM can be estimated by a familyW0 while another familyW1 only ‘‘sees”
one measure in ch(M), the convex hull of M (see [6,4]).
In addition to deal with data analysis and estimation, earlier works on chaotic probabilities have payed special attention
to the problem of simulation. One of the motivations is the relevance of simulation procedures to daily scientiﬁc and engi-
neering practice. In this paper we also associate a simulation algorithm to chaotic probability models of real-valued
variables.
3. Motivation for the extension
In what follows, we shall assume that ðX;XÞ is a measurable space and that P is the set of all probability measures onX. A
chaotic probability model is represented by a set M  P.
The instrumental description of chaotic probability models summarized in Section 2.1 can be extended to variables with
inﬁnite (even uncountable) range without changes. Therefore, the problem of the extension of chaotic probability models to
more general spaces lies in the task of making such models ‘‘visible” (in an intuitive sense) when they are represented as in
Section 2.1.
One possibility is to allow, as in the ﬁnite case, for the estimation of the measures inM by means of the empirical relative
frequencies:lw;nðAÞ ¼ 1kw;n
Xn
k¼1
IAðxkÞwðxk1Þ:The difﬁculty then becomes the choice of the sets A  X that should be used, because, in general, it is impossible to compute
lw;nðAÞ for all A in a r-ﬁeld. Furthermore, it may make no sense at all to try to assess such a ﬁne-grained model.
We might assign the responsibility of choosing a collection of subsets A  X adequate for the problem at hand to the stat-
istician. If we follow this path, we may as well allow for greater generality by letting the practitioner choose a suitable ﬁnite
family F of real-valued bounded measurable test functions f : X! R and proceed to the estimate by means of the empirical
averageslw;nðf Þ ¼ 1kw;n
Xn
k¼1
f ðxkÞwðxk1Þ:We conceive these functions as those which are of actual interest for the problem at hand. We may also understand the family of
functions F together with the family of subsequence selection rulesW as a representation of the discernment power of the observer
or, at least, of the coarse-grainedness appropriate for the model. In particular note that if we restrict ourselves to bounded test
functions, the family Fmay contain indicator functions of the type IA, A  X. However, since Fmay contain other functions as
well, the extension of chaotic probability models proposed in this paper does not necessarily agree with prior work even
when X is ﬁnite.
From a technical viewpoint, the trick is simple: we substitute the ﬁnite algebra of events related to a discrete variable by a
ﬁnite set of test functions applied to a real variable. With this idea in mind, all previous results (e.g., those in [6]) can be easily
extended, as is shown in Section 5.
3.1. Computability of test functions and place selection rules
One reasonable restriction on test functions is to ask them to be computable, i.e., that their value can be calculated. Also,
place selection rules must be able to deliver values in {0,1} when having tuples of real values as inputs. The problem then
becomes to ﬁnd a reasonable deﬁnition of computable real-valued functions with real-valued input variables. To our knowl-
edge, there are mainly two broad approaches to such a deﬁnition in the area of computational analysis (see, e.g., [2,1]). On one
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lowing ideas:
 Given a ﬁnite alphabet, say A, and an adequate program M, a description of an element y of some space Y is a ﬁnite string
a ¼ a1a2 . . . ak, ai 2 A, such that y ¼ MðaÞ.
 It may be the case that not all the elements of some space have a description. However, an element y is considered to be
computable if there is an approximating sequence of descriptions faig, i.e., the strings ai are such that the outputs yi ¼ MðaiÞ
get increasingly closer to y.
 A function f : Y ! Z is computable if for each computable number y 2 Y, with approximating sequence faig, there is a pro-
gram P such that fPðaiÞg is an approximating sequence of descriptions for f ðyÞ 2 Z.
This approach models well scientiﬁc computations. Moreover, most ‘‘calculator” functions (polynomials, log (x),
ﬃﬃ
x
p
, etc.)
are computable under this approach (see, e.g., [14,7,3]).
On the other hand, there is the Blum–Shub–Smale (BSS) approach which is based on computing machines that can deal
with elements of any ﬁeld R (e.g., R ¼ R) and that are allowed to perform the ﬁeld operations (+, ,  and %) on R and can
branch on comparisons (<, >,6) between elements of R if it is ordered. The fact that the BSS approach is very useful in numer-
ical modelling should not come as a surprise.
Since we are focused on calculations that can be made on any personal computer, we shall take the ﬁrst approach to com-
putability of real-valued functions.4. Chaotic probability model of real-valued variables
Let W ¼ fwag be a set of causal subsequence selection rules and F ¼ ffgg a collection of bounded real-valued test func-
tions. For each w 2 W, we study the behavior of the relative frequency of (only) fg along the chosen subsequence. That is,
given xn and a selection rule w 2 W we determine the frequentist empirical (relative frequency) measure lw;n along the
subsequence xw;n throughð8f 2 FÞlw;nðf Þ ¼ 1kw;n
Xn
k¼1
f ðxkÞwðxk1Þ:In a similar manner, for all such rules w, we deﬁne the time average conditional measure mw;n ð8f 2 FÞmw;nðf Þ ¼ 1kw;n
Xn
k¼1
E½f ðXkÞjXx1 ¼ xk1wðxk1Þ:Rewritten in terms of our instrumental understanding of the measure selection function F,mw;nðf Þ ¼ 1kw;n
Xn
k¼1
mkðf Þwðxk1Þ;where mk ¼ Fðxk1Þ and, hence, mkðf Þ ¼ E½f ðXkÞjXx1 ¼ xk1. Note that, since we assume F to be unknown, the time average
conditional measure mw;n is also unknown. Since we want to expose some of the structure of the chaotic probability model
M by means of the rules in W, we are interested in how good lw;n is as an estimator of mw;n.
Deﬁne the pseudometric dF on P bydFðm;lÞ ¼ max
f2F
jlðf Þ  mðf Þj; ð8l; m 2 PÞ:We call F-causally faithful a set of rulesW such that any w 2 W yields a small value of dFðmw;n; lw;nÞwith high probability. The
existence of such a set of rules is stated by
Theorem 1. Let m 6 n and ﬁx W and F of ﬁnite cardinality, denoted by kWk and kFk, respectively. Then ð8P 2MÞP max
w2W
fdFðlw;n; mw;nÞ : kw;n P mgP e
 
6 2kFkkWke
e2m2
8b2n ;whereb ¼ max
f2F
sup
x2X
jf ðxÞj:The proof of the theorem is completely analogous to that of Theorem 1 in [6] and is given in the appendices. The conse-
quence of this theorem is that, as long as we restrict to small-sized families of causal selection rules and of test functions, we
can with high probability avoid extracting arbitrary patterns, ones in which the frequentist and probabilistic averages dis-
agree, through some of the selected subsequences.
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Wemay relate a chaotic probability model to a given a set of expected values Pr corresponding to a collection of test-func-
tions F. The following Lemma shows that M deﬁned in this way has a particularly simple structure.
Lemma 1. Let ðX;XÞ be a measurable space and P the set of all probability measures on it. Assume that X contains the singletons.
Let F ¼ ff1; . . . ; fNg be a ﬁnite collection of real-valued bounded functions. Let the setPr# inf
x2X
f1ðxÞ; sup
x2X
f1ðxÞ
 
     inf
x2X
fNðxÞ; sup
x2X
fNðxÞ
 
 RkFkbe given. Deﬁne a set of measures byMPr ¼ fl 2 P : ðlðf1Þ; . . . ;lðfNÞÞ 2 Prg;
where lðfiÞ denotes the expected value of function fi with respect to measure l. Then, the measures in MPr are e-indistinguishable
from measures with ﬁnite support in the sense that for each e > 0 there are points x1; . . . ; xLðeÞ in X such that ð8l 2MPr Þ ð9m 2MPr Þ
such thatdFðl; mÞ 6 e and
XLðeÞ
i¼1
mðfxigÞ ¼ 1:In other words, Lemma 1, which is proven in the appendices, tells us that, as long as we restrict ourselves to a ﬁnite set of
test functions, there is no substantial difference, concerning the test functions, between the behavior of a given chaotic real
variable and that of a particular chaotic discrete variable with ﬁnite range. This fact not only opens up the door to the reuse of
previous results which were originally conceived for discrete variables, but it also shows the way in which chaotic real vari-
ables can be simulated. Indeed, the simulation of chaotic real variable is not different from that of an adequate chaotic dis-
crete variable according to Lemma 1, and the simulation of the latter type of variables was already explained in [6] (see also
the proof of Theorem 3 in Section 5.1).5. Visibility and temporal homogeneity
In this section, we present extensions to those concepts of visibility and temporal homogeneity which were deﬁned in [6].
The proofs of the results that follow are also analogous to the proofs of the results in [6], thanks to the ﬁniteness of the set of
bounded test functions F and Lemma 1.
In Section 2.1, we mentioned the difﬁculties for stepping outside the framework of standard probability and ﬁnding real
world data which might be modelled, in a frequentist way, by a set of measures instead of a single probability distribution.
For this reason, we resorted to an instrumental description. The question then becomes whether the given instrumental con-
struction generates data that might be modelled by a set of measuresM. The concept of visibility and the related Theorem 2
deal with this question. Indeed, visibility by a setW refers to the possibility of exposing all of M by means of the time aver-
ages along subsequences selected by rules in W, and Theorem 2 proves that the concept of visibility is non-vacuous.
Why might it be so difﬁcult to ﬁnd real world data naturally leading to a chaotic probability model? Theorem 3 gives a
partial answer to this question. A process measure P, from the instrumental understanding of a chaotic model, is said to be
temporally homogeneous with respect toW if this set can only expose a single probability distribution instead of the whole
model M. In Theorem 3, it is proved that it can happen that a process measure is temporally homogenous with respect to a
set of rulesW0, whileM is made visible by another setW1. In other words, Theorem 3 informs us that it may prove tricky to
ﬁnd a set of subsequence selection rules that allows us to estimate a chaotic probability model from data.
We proceed to present the formal deﬁnitions of visibility and temporal homogeneity and related results.
Deﬁnition 2. (Visibility)
(a) M is made F-visible ðW; h; d;m;nÞ by P 2M if for
Cw ¼ fXn : kw;nðXnÞP m;dFðlw;n;lÞ 6 hg
P
\
l2M
[
w2W
Cw
 !
P 1 d:
(b) A subset M0 of M renders M uniformly F-visible ðW; h; d;m; nÞ if M is made F-visible ðW; h; d;m;nÞ by each P 2M0. The
maximal such subset is denoted by MV ðWÞ and MV ðWÞ may be empty.
In simple terms, if M is made F-visible by a set of subsequence selection rulesW, then it can be estimated from the time
averages along the subsequences selected from a given time series xn 2 X. One simple estimator is
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Other estimators are plausible, but they are not explored in this paper.
The non-triviality of Deﬁnition 2(a), and, hence, of Deﬁnition 2(b), is asserted in
Theorem 2. LetM be a set of probability measures and F a ﬁnite family of real-valued bounded functions on X. Given 0 < 2e < h,
for large n, there exists a process measure P and a family W of size Ne such that M is made F-visible ðW; h; d;m;nÞ by P withd ¼ 2ðkFk þ 1ÞNee
ðh2eÞ2m2
8b2n ;whereb ¼ max
f2F
sup
x2X
jf ðxÞj;
Ne 6
2b
e
 kFk
:The proof of this theorem is analogous to that of Theorem 4.3.2 in [4] and is based on Theorem 1. The fact that not every
set of rulesW can expose all ofM is expressed by the concept of temporal homogeneity: loosely speaking, a process measure
P is temporally homogeneous with respect to a set W if all W-based time averages are nearly equal. A formal deﬁnition
follows.
Deﬁnition 3. (Temporal Homogeneity)
(a) P 2M is F-temporally homogeneous ðW; h; d;m;nÞ if
PðDW 6 hÞP 1 d;whereDW ¼ max
w1 ;w22W
fdFðlw1 ;n; lw2 ;nÞ : kw1 ;n; kw2 ;n P mg:
(b) A subset M0 of the set of all possible process measures M is uniformly F-temporally homogeneous ðW; h; d;m;nÞ if
each of the elements of M0 is temporally homogeneous ðW; h; d;m; nÞ. The maximal such subset is denoted MTðWÞ.
As it was the case with chaotic variables with ﬁnite range, a model M may be visible under a certain family of subse-
quence selection rules and temporally homogeneous under another, as the following result shows.
Theorem 3. Let F, Pr and MPr be as in Lemma 1. Let e >
b
m, whereb ¼ max
f2F
sup
x2X
jf ðxÞj:Let W0 be a set of (causal deterministic) place selection rules. Then, there are a process measure P and a family W1 such that, for
large enough n, P will both render MPr F-visible ðW1;3e; d;m;nÞ and ensure F-temporal homogeneity ðW0;6e; d;m;nÞ withd ¼ 2kFkmaxfkW0k; kW1kge
e2m2
8b2n :Although the proof of this theorem is very similar to that of Theorem 4 in [6], we sketch it here because it shows clearly
how the concepts of computability of real-valued functions, the ﬁniteness of the set of test functions F and Lemma 1 are ap-
plied in order to reuse previous results under the current framework. Moreover, the proof of Theorem 3 carries a simple ex-
plicit example of simulation of chaotic variables.5.1. Proof sketch of Theorem 3
The proof of the theorem is based on Theorem 1 and the explicit construction of a process measure P that satisﬁes the
required conditions. The construction is made computable in order to allow derivation of the computable subsequence selec-
tion rules that make upW1. To guarantee computability, we need to be able to work with only a ﬁnite set of probability mea-
sures instead of the complete chaotic model MPr . The following proposition deals with this problem.
Proposition 1. Let e > 0 be given. Then, there is a ﬁnite set Me ¼ fm1; m2; . . . ; mNeg MPr such thatNe 6
2b
e
 kFk
;and
3 Alth
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l2M
min
16i6Ne
dFðl; miÞ 6 e:Proof. Let N ¼ kFk and consider the set in RNA ¼ fðlðf1Þ; . . . ;lðfNÞÞ : l 2 MPrg:
Then, it is clear that A is included in the closed hypercube ½b;þbN . Moreover, that there are d2be eN smaller hypercubes Ai of
side e such that ½b;þbN#SiAi. h
Hence, by Lemma 1 and Proposition 1, there is a set of measures with ﬁnite support Me ¼ fm01; m02; . . . ; m0Neg such thatsup
l2M
min
16i6Ne
dFðl; m0iÞ 6
e
2
;where the supremum is over all measures in MPr andNe 6
4b
e
 kFk
:Since the mass on each of the supporting atoms can be approximated as closely as desired by rational numbers and rational
numbers are computable, it is easy to see that for each m0k 2Me there is a computable probability mass function (in the sense
of Section 3.1) lk such that dFðm0k;lkÞ 6 e2 and, hence,sup
l2M
min
16i6Ne
dFðl;liÞ 6 e;where the supremum is over all measures in MPr . Note that the measures flig are not necessarily in MPr .3 We may assume
that e is a computable number w.l.o.g.
The key of the proof of Theorem 3 is the construction of a process measure P for a givenMPr as follows. Each outcome xk of
the sequence is generated according to either a ﬁxed computable probability mass function l0 or one of the measures fligNei¼1.
If the time-averages along a subsequence selected by a rule inW0 depart too far from l0, then xk is generated according to l0
so temporal homogeneity with respect toW0 is preserved. Otherwise, xk is generated according to a measure in fligNei¼1, look-
ing to visit each measure as often as possible in order to allow for the visibility of MPr . The actual algorithm as follows:
 Choose any measure m0 2MPr .
 Let l0 be any computable probability mass function such that dFðm0;l0Þ < e.
 Define Ne counters ið1Þ; . . . ; iðNeÞ and set them to 0.
 For each k > 0,
 For each w 2 W0,
 If kw;k1 > 0;ough we think tmw;k1 ¼ 1kw;k1
Xk1
l¼1
wðxl1Þml Else
mw;k1 ¼ l0 EndIf
 EndFor
 If ð8w 2 W0Þ wðxk1Þ ¼ 0,ak ¼ 0;
 Elseak ¼ max
w2W0
fdFðmw;k1;l0Þ : wðxk1Þ ¼ 1g EndIf
 Let jk ¼ argmin iðjÞ.
 Ifak > e,
 Letmk ¼ l0.
 Else
 Let mk be the computable probability measureljk ,
 Let iðjkÞ ¼ iðjkÞ þ 1.hat this restriction can easily be removed, it does not pose any problem to the proof of the theorem.
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Fig. 1. Exchange rate from September 2006 to September 2007.
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 Generatexk according tomk.
 EndFor
Note that all the steps in the construction are computable, with the exception of the generation of the outcomes. We have
written the construction of the process measure in pseudo-code in order to emphasize its implementability.
It is not hard to see that the process measure constructed by means of the previous algorithm is temporally homogenous
with respect to W0. On the other hand, since the process visits small neighborhoods of all measures in MPr , it makes the
imprecise model MPr visible. The formal proof of both facts is presented in Appendix B.
6. A simple example: exchange rates in Argentina
In this section, we present an example of the ideas that we have introduced in this paper. Although inspired by real data
and problems, our example has been over-simpliﬁed for the sake of clarity. Our intention is to discuss neither the simpliﬁ-
cations nor their implications, but the concepts related to chaotic probabilities.
6.1. Data
From 1992 to 2001, Argentina’s monetary system was based on the convertibility, which tied the value of the Argentinean
peso to that of the American dollar, with an exchange rate of one peso (AR$) per dollar (US$). After the ﬁnancial crisis in
2001, the monetary policies changed. Nowadays, although the Argentinean peso is no longer pegged, it is not freely ﬂoating
either: the Central Bank of Argentina strives to keep the value of the peso close to US$ 0.3, mainly, by buying and selling
American dollars in the market. Fig. 1 shows the exchange rate from September 2006 to September 2007, according to
the US Import Administration4 (see [13]).
6.2. Working hypotheses
For the sake of simplicity, we shall assume that there are no immediately recognizable or predictable temporal/seasonal
patterns in the data. This is clearly not true (i.e., Monday values are clearly different from Friday values; end-of-the-year val-
ues are inﬂuenced by different factors than beginning-of-the-year ones; etc.), but it is one of the simpliﬁcations of the prob-
lemmentioned at the beginning of this section. Related to this assumption, we propose our ﬁrst real working hypothesis: the
(day-to-day) details of the ﬂuctuations of the exchange rate are affected by nuances which cannot be predicted. In other words,
those details are part of the ﬁne-grained picture that does not admit a robust (and honest) model (see Section 2). This hypoth-
esis seems reasonable in view of several studies that show that there are no good models to predict the short term behavior
of ﬂoating exchange rates5 (see, e.g. [11]).
We propose a second assumption: daily exchange rates can be modelled by chaotic probabilities as presented in this paper. In
particular, the chaotic probability set M that models the exchange rate depends neither on time nor on past behavior of the
data series. For the data at hand, this assumption seems wrong: there must be a ‘‘dependence” of today’s exchange rate on
yesterday’s value. In this sense, a chaotic probability model appears to take the place of the independent and identically dis-4 Data do not correspond to commercial exchange rates.
5 More speciﬁcally, there are no models based on fundamental economics concepts that outperform a Brownian motion model.
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Fig. 2. Structure of the time series.
P.I. Fierens / International Journal of Approximate Reasoning 50 (2009) 627–641 635tributed random variables model in standard probability, although we still are in need of a better understanding of what it
means ‘‘independence” in the chaotic probability framework.
Our last working hypothesis is about the problem:we are only interested on the ﬁrst two moments of the daily variables, that
is, their mean and variance (i.e., volatility).
6.3. Analysis of historical data
First, we analyze the 2006–2007 data by means of a simple set of subsequence selection rules (W0):
 Rule 0: Selects the whole data sequence.
 Rule 1: Selects only data points corresponding to odd indices.
 Rule 2: Selects only data points corresponding to even indices.
 Rule 3: Selects data from Mondays.
 Rule 4: Selects data from Tuesdays.
 Rule 5: Selects data from Wednesdays.
 Rule 6: Selects data from Thursdays.
 Rule 7: Selects data from Fridays.
 Rule 8 (13): Selects data from Mondays in odd (even) weeks.
 Rule 9 (14): Selects data from Tuesdays in odd (even) weeks.
 Rule 10 (15): Selects data from Wednesdays in odd (even) weeks.
 Rule 11 (16): Selects data from Thursdays in odd (even) weeks.
 Rule 12 (17): Selects data from Fridays in odd (even) weeks.
Fig. 2a shows the estimated mean and variance for each subsequence. As it can be easily seen, the data appears to be tem-
porally homogeneous with respect to W0. However, further investigation through other subsequence selection rules reveals
more structure. For example, consider partitioning the sequence into non-overlapping blocks of 20 days each. Fig. 2b shows
the results corresponding to the this set of subsequence selection rules (W1). Although the rules of W1 are not much more
complex than those inW0, the situation is similar to that described in Theorem 3: a process measure such that an imprecise
(chaotic) model is visible (estimable) by a set of subsequence selection rules (W1), while being temporally homogeneous
with respect to another set of rules (W0).66.4. Modelling and simulation
Note that, although we are interested in the mean and variance of the daily variables, there is no test function such that its
expected value equals the variance. Therefore, we must restrict ourselves to test functions that correspond to the non-central
moments of the exchange rate. Speciﬁcally, consider the set of bounded real functions F ¼ ff1; f2g where6 The same scales are used in Fig. 2a and b in order to emphasize the relative temporal homogeneity observed in the ﬁrst one with respect to the second one.
50 100 150 200 250 300
0.322
0.323
0.324
Day
U
S$
/A
R$
 Exchange Rate
50 100 150 200 250 300
0.322 
0.323 
0.324 
Day
U
S$
/A
R$
 Exchange Rate
a b
Fig. 3. Simulated data sequences.
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x if jxj 6 M;
0 otherwise;
	
f 2ðxÞ ¼
x2 if jxj 6 M;
0 otherwise;
(
where M is a large positive number, say, M = 100. Note that the average values of f1 and f2 along a sequence of data are esti-
mates of the ﬁrst and second moments.
Therefore, we can base our estimate of a chaotic model for the exchange rate on the averages of these functions along
each of the subsequences generated by a set of rules W1. Let bPr be the set of pairs ðx; x2Þ corresponding to those averages.
In a similar fashion as we did in Lemma 1 and as we mentioned in Section 5, we may deﬁne the setcMPr ¼ fl : ðlðf1ðXÞÞ;lðf2ðXÞÞÞ 2 bPrg:
This is our estimate of the chaotic probability model of the given time series. If we had decided to be more conservative, we
could have used a proper superset ofcMPr as a model, probably using estimators similar in nature to those in [6] (see Theorem
3) and [10] (see Theorem 2). However, since we want to keep this example as simple as possible, we usecMPr as our estimated
model.
The idea of the simulation is to follow the algorithm in Section 5.1, looking for temporal homogeneity with respect toW0.
In order to do so, we need to ﬁx a ﬁnite set of measuresMe as that in Proposition 1. There are many possible choices for Me.
For example, we used in our simulationMe ¼ fl : l normal with ðlðf1ðXÞÞ;lðf2ðXÞÞÞ 2 bPrg:
However, this choice is as correct as any other consistent one. E.g., in a draft of this paper we usedM0e ¼ fl : l a uniform distribution such that ðlðf1ðXÞÞ;lðf2ðXÞÞÞ 2 bPrg:
Indeed, since the chaotic model is inferred only from estimates of the ﬁrst and second moments, there is nothing more that
can be said about the measures in Me besides the description presented in the algorithm of Section 5.1. In other words,
although we may feel compelled to assume certain characteristics of the probability distributions involved (e.g., they look
normal), the fact is that we cannot do it. It is true that we must choose some particular measures in order to implement
the simulation algorithm and that the ﬁne-grained characteristics of the simulated data will depend on that decision. How-
ever, those ﬁne-grained details are not represented by the chaotic model and, as it is well known, simulations can only be as
good as the model on which they are based (see discussion about ﬁne-grained and coarse-grained pictures in Section 2.1).
Once we have ﬁxed Me, we simulate data sequences following the procedure in Section 5.1. Fig. 3a shows an example of
such a simulation.7 Figs. 1 and 3a do not show the same temporal structure. This is due to the hypotheses on which we based
the chaotic model (see Section 6.2). We decided to ignore any seasonal variations and, furthermore, we used chaotic probabil-
ities which, loosely speaking, model only the ‘‘marginals” of the time series. In order to construct a better model, temporal
dependencies must be taken into account. We believe that this can be done by extending the ideas presented in this paper
to conditional chaotic probabilities, following Chapter 5 in [4,9].
Observing the differences between Figs. 1 and 3a, the reader may wonder, as a reviewer of this paper did, what is the
advantage of the chaotic model presented here over, say, just using a maximum entropy distribution subject to the con-skip some details on the simulation for the sake of brevity.
P.I. Fierens / International Journal of Approximate Reasoning 50 (2009) 627–641 637straints of the estimated mean and second moment. This yields a normal distribution for the i.i.d. marginals and a simulated
time series looks like that in Fig. 3b. We do not have a complete answer to that question. However, we believe that the cha-
otic model itself is less compromising in the sense that no particular distribution is chosen as the ‘‘correct” one. Moreover,
although any choice of Me for the simulation is arbitrary, nothing is done to hide that arbitrariness behind an exoteric cri-
terion which infers a single measure as, say, a normal distribution with given mean and variance.7. Conclusions and future work
The extension of chaotic probability models proposed in this paper does not carry in itself any technical novelties with
respect to previous works, except perhaps for Lemma 1. Although this may seem disappointing, we believe it is the best fea-
ture of the current presentation, i.e., that it allows a smooth and simple extension of chaotic models to real-valued variables.
Lemma 1 is key to our construction, showing that the ﬁniteness of our discernment is implicitly embedded in the ﬁnite num-
ber of test functions.
We have presented an example of the estimation of chaotic probability models and their simulation. We argued that the
simulated data agrees with the chaotic model, although it has been over-simpliﬁed in order to ﬁt in the framework presented
in this paper.
There are several matters which were left out of this paper. For example, it is easy to see that the same ideas can be ap-
plied to tuples of variables. Then, the question becomes what is the relation between chaotic models on tuples of variables
and the ‘‘marginal” chaotic models and how independence can be characterized. The problem of marginalizing chaotic mod-
els on tuples is difﬁcult because the corresponding test functions must also be marginalized.Acknowledgements
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Appendix A. Proof of Lemma 1
We need the following result from Rudin [12] (see Lemma after Theorem 3.25 in Rudin [12], p. 73).
Lemma 2. If y lies in the convex hull of a set E  RN, then y lies in the convex hull of a subset of E which contains at most N + 1
points.
Now, we are ready for the proof of Lemma 1:
Proof. Let f x ¼ ðf1ðxÞ; . . . ; fNðxÞÞ for all x 2 X, and l ¼ ðlðf1Þ; . . . ;lðfNÞÞ for all l 2MPr . Consider the following set:
E ¼ ff x : x 2 Xg  RN:It is clear that Pr# chðEÞ, where ch(E) is the convex hull of E. By Lemma 2, for each mk 2Me, where Me is as in Prop. 1, there
are at most N + 1 points f
xfkg1
; . . . ; f
xfkgL
in E such thatmk ¼
XL
i¼1
pfkgi f xfkg
i
;wherepfkgi P 0;
XL
i¼1
pfkgi ¼ 1:Deﬁne the probability measures fm0kg on ðX;XÞ bym0kðfxgÞ ¼
pfkgi if x ¼ xfkgi ;
0 otherwise:
(
Let A ¼ [kfxfkg1 ; . . . ; xfkgL g. Clearly, the cardinality of A isLðeÞ ¼ kAk 6 ðN þ 1Þ  2b
e
 kFk
:Then the measures m0k are as required by the Lemma. h
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The proof is based on a result taken from Ledoux and Talagrand [8] (Lemma 1.5) which is presented here without proof as
Lemma 3. This lemma bounds the probability of the deviation of a random variable from its mean when that deviation can be
written as a sum of martingale differences.
We split the proof of Theorem 1 in several small steps in order to facilitate its understanding. First, Proposition 2 shows
how to map the hypotheses of Theorem 1 into the conditions of Lemma 3. Then Proposition 3 uses Lemma 3 to bound the
probability of fjlw;nðf Þ  mw;nðf ÞjP eg. Proposition 4 uses this result and the union bound to get an upperbound on the prob-
ability of fdFðlw;n; mw;nÞP eg. Finally, the union bound is used once more to get the desired result.
We begin presenting the result from Ledoux and Talagrand [8].
Lemma 3. Let X be a A-measurable random variable with EjXj ﬁnite. Letff;;Xg ¼A0; . . . ;An ¼Agbe a sequence of increasing sub-r-algebras of A. Given X, we deﬁne the martingale difference sequenceDi ¼ EðXjAiÞ  EðXjAi1Þ;where EðXjBÞ denotes the conditional expectation operator of X with respect to the r-algebra B. Note that EðXjA0Þ ¼ EX,
EðXjAn=X), a.s., andX  EX ¼
Xn
i¼1
Di:Assume that the essential supremum essupðDiÞ of each Di is ﬁnite. Deﬁnea ¼
Xn
i¼1
ðessupðDiÞÞ2
 !1
2
:Then for all c > 0,PðjX  EXjP cÞ 6 2e c
2
2a2 :Proposition 2. For all f 2 F and any w, deﬁneZfw;n ¼
Xn
k¼1
wðXk1Þ½f ðXkÞ  Eðf ðXkÞjXk1Þ;
Dfw;k ¼ EðZfw;njXkÞ  EðZfw;njXk1Þ:
Then ð8P 2MÞDfw;k ¼ wðXk1Þ½f ðXkÞ  Eðf ðXkÞjXk1Þ
andE½Zfw;n ¼ 0:Proof. The following facts are needed: (1) w is deterministic (see Deﬁnition 1); (2) Xk is stochastically independent of
wðXk1Þ given Xk1. These two facts allow us to writewðXk1ÞEðf ðXkÞjXk1Þ ¼ EðwðXk1Þf ðXkÞjXk1Þ:
Using this statement, we getE½wðXk1Þ½f ðXkÞ  Eðf ðXkÞjXk1ÞjXi ¼ E½wðXk1Þf ðXkÞ  EðwðXk1Þf ðXkÞjXk1ÞjXi
¼ E½wðXk1Þf ðXkÞjXi  E½EðwðXk1Þf ðXkÞjXk1ÞjXi
¼ 0 if i < k;
wðXk1Þ½f ðXkÞ  Eðf ðXkÞjXk1Þ otherwise:
	
Therefore,
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Xn
k¼1
wðXk1Þ½f ðXkÞ  Eðf ðXkÞjXk1ÞjXi
" #
¼
Xn
k¼1
E½wðXk1Þf ðXkÞ  EðwðXk1Þf ðXkÞjXk1ÞjXi
¼
Xi
k¼1
wðXk1Þ½f ðXkÞ  Eðf ðXkÞjXk1Þ:From this last statement, it follows thatEðZfw;nÞ ¼ 0andDfw;i ¼ EðZfw;njXiÞ  EðZfw;njXi1Þ
¼ wðXi1Þ½f ðXiÞ  Eðf ðXiÞjXi1Þ: Proposition 3. ð8P 2MÞð8m > 0Þð8e > 0ÞP
jZfw;nj
m
P e
" #
6 2e
e2m2
8b2n ;whereb ¼ max
f2F
sup
x2X
jf ðxÞj:Proof. From Proposition 2, it becomes clear that we can apply Lemma 3 to get:P
jZfw;nj
m
P e
" #
¼ P½jZfw;njP em 6 2e
ðemÞ2
2a2 ;wherea ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃXn
k¼1
essupðDfw;kÞ
vuut 6
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃXn
k¼1
ð2bÞ2
vuut ¼ 2b ﬃﬃﬃnp : Proposition 4. ð8P 2MÞð8wÞPðdFðlw;n; mw;nÞP e; kw;n P mÞ 6 2kFke
2m2
8b2n :Proof. Note thatlw;nðf Þ  mw;nðf Þ ¼ 1kw;n
Xn
k¼1
wðXk1Þf ðXkÞ 
Xn
k¼1
wðXk1ÞEðf ðXkÞjXk1Þ ¼
Zfw;n
kw;n
:ThenPðdFðlw;n; mw;nÞP e; kw;n P mÞ ¼ P max
f2F
jlw;nðf Þ  mw;nðf ÞjP e; kw;n P m
 
¼ P max
f2F
jZfw;nj
kw;n
P e; kw;n P m
 !
¼ P
[
f2F
jZfw;nj
kw;n
P e
( )
; kw;n P m
 !
;
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X
f2F
P
jZfw;nj
kw;n
P e; kw;n P m
 !
6
X
f2F
P jZfw;njP ekw;n; kw;n P m

 
6
X
f2F
P jZfw;njP em

 
;
PðdFðlw;n; mw;nÞP e; kw;n P mÞ 6 2jFje
2m2
8b2n by Proposition 3: Now we are ready for the proof of Theorem 1:
Proof.Pðmax
w2W
fdFðlw;n; mw;nÞ : kw;n P mgP eÞ
¼ P
[
w2W
fdFðlw;n; mw;nÞP e; kw;n P mg
 !
6
X
w2W
PðdFðlw;n; mw;nÞP e; kw;n P mÞ
6
X
w2W
2kFke
2m2
8b2n 6 2kFkkWke
2m2
8b2n : Appendix C. Details of the proof of Theorem 3
We complete the proof of Theorem 3 by means of three propositions. Proposition 5 shows that the process measure P is
temporally homogeneous with respect toW0 on the basis of the algorithm and Theorem 1. Proposition 6 shows that the algo-
rithm guarantees that each measure in Me is ‘‘visited” many times, i.e., in Ne long-enough subsequences the outcomes were
generated according to the measures in Me. These subsequences form the basis of the set W1 which makes MPr visible as
shown by Proposition 7.
Proposition 5. For e > b=m and large enough n, P is F-temporally homogeneous ðW0;6e; d;m;nÞ, withd ¼ 2kFkkW0ke
e2m2
8b2n :Proof. Suppose that there is some w 2 W0 such that dFðmw;n;l0Þ > e and kw;n P m. Letdðl0Þ ¼ maxm2Me dFðl0; mÞ:Since, by construction, as soon as dFðmw;n;l0Þ > e outcomes start to be generated according to l0, then we must havedFðmw;n;l0Þ <
ðkw;n  1Þeþ dðl0Þ
kw;n
6 eþ b
m
6 2e:Since by Theorem 1 we haveP max
w2W0
fdFðlw;n; mw;nÞ : kw;n P mgP e
 
6 2kFkkW0ke
e2m2
8b2n ;the proposition is proved. h
Proposition 6. LetnP
dðl0ÞNem
e
kW0k þ Nem 1:Then XNe
j¼1
iðjÞP Nem; ð1Þand, hence,min
16j6Ne
iðjÞP m: ð2Þ
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By the construction of P, it is clear that Eq. (2) follows immediately from Eq. (1). Suppose that Eq. (1) does not hold. This
means that there have been at least ðn Nemþ 1Þ exceeding times. Since by hypothesisdðl0ÞNem
e
kW0k 6 n Nemþ 1;there must be a w 2 W0 such that, for its corresponding subsequence, dFðmw;k;l0Þ has been greater than e at least dðl0ÞNeme times.
Note that, for each exceeding timee < dFðmw;k;l0Þ 6
ðkw;k  kw;k;MÞ  0þ kw;k;Mdðl0Þ
kw;k
¼ kw;k;M
kw;k
dðl0Þ;where kw;k;M is the number of times, along the subsequence selected byw, such that ak 6 e. From the last inequality, it follows
thatkw;k;M >
e
dðl0Þ
kw;k:Therefore, for w’s last exceeding time we havekw;k;M >
e
dðl0Þ
kw;k P
e
dðl0Þ
dðl0ÞNem
e
¼ Nem:However, this contradicts our initial assumption that there were less than Nem exceeding times along the entire sequence.
Thus, we must conclude that Eq. (1) holds. h
LetW1 ¼ fw1;w2; . . . ;wNeg be a set of Ne place selection rules such that, for 1 6 l 6 Ne, wl selects the subsequence where the
measure ll has been used. The fact that such a family W1 of computable place selection rules exists follows from the con-
struction of P. Note that Proposition 6 implies that the subsequences selected by the rules in W1 have length larger than or
equal to m.
Proposition 7. M is F-visible ðW1;3e; d;m;nÞ, whered ¼ 2kFkkW1ke
e2m2
8b2n :Proof. It is clear that, by construction, for all l 2M there is a measure li 2Me and a rule w 2 W1 such thatdFðmw;n;lÞ 6 dFðmw;n;liÞ þ dFðli;lÞ 6 eþ e 6 2e:
Then the proposition follows from Theorem 1 and the fact that Proposition 6 implies that ð8w 2 W1Þ kw;n P m. h
The proof of Theorem 3 follows from Propositions 5–7.
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