ABSTRACT. The concept of hypoellipticity for degenerate elliptic boundary value problems is defined, and its relation with the hypoellipticity of certain pseudo-differential operators on the boundary is discussed (for second order equations). A theorem covering smoothness of solutions of boundary value problems such as a(x)dußn + b(x)u = f(x) for the Laplace equation is proved. An almost complete characterization of hypoelliptic boundary value problems for elliptic second order equations in two dimensions is given via analysis of hypoelliptic pseudo-differential operators in one variable.
1. The regularity of solutions of boundary value problems has been widely studied in the literature (see e.g. [4] , [5] ), under "nondegeneracy" conditions. The oblique derivative problem (1.1) Au = 0 in GCRn, (1) (2) bu/bl=f on bG has also been investigated by many authors. It is usually assumed that the vector field / is not characteristic to that submanifold of bG on which / is tangential to bG. Then the pseudo-differential operator mapping w|3G to bu/bl is of principal type, and the addition of lower order terms in (1.2) plays no significant role in the theory [6] . This paper was motivated by the desire to discuss regularity properties of solutions of the problem where (1.2) is replaced by (1.3) abu/bl + bu=f on bG where a might vanish somewhere. This could be done by transforming the boundary value problem (as in [6] , [14] ) to a problem concerning hypoellipticity of a certain pseudo-differential operator on bG. It turns out that this ap-proach yields quick results concerning smoothness of boundary value problems. In §2 we define precisely what we mean by hypoellipticity of a boundary value problem and prove that for (most) second order elliptic operators this is equivalent to the hypoellipticity of a certain pseudo-differential operator on dG. In §3 we exhibit a class of hypoelliptic operators arising naturally from consideration of (1.3) . This class might also be of independent interest. In §4 we give an almost complete characterization of hypoelliptic boundary problems for two-dimensional problems (and second order equations). This is achieved by extending the results of [3] , [11] from one-dimensional differential operators to one-dimensional pseudo-differential operators. For this extension a result enabling us to disregard all but finitely many terms in the asymptotic expansion of the pseudo-differential operator (Lemma 4.2) and an extension of the "stationary phase" principle to a case where there are singularities (Lemma 4.4) are important.
Our results include as special cases the results of S. Ito [10] and K. Hayashida [2] who proved smoothness of the solution u of the problem Lu=finG, a(x)3«/3/i + ßix)u = 0 on dG, where L is a real second order elliptic operator and a > 0. Ito assumes a + ß > 0. Hayashida makes a different assumption, whose meaning is analyzed in §3, Example 3. Note that Ito and Hayashida are concerned also with existence, whereas we are mostly concerned with smoothness. The reduction of the boundary value problem to a problem involving a pseudo-differential operator, the discussion of the two-dimensional case, and some portions of §3, can be extended to higher order operators; the computations, though, become much more involved.
I am very much indebted to Professor E. Shamir for suggesting Lemma 4.1 to me, and to Professors R. Beals, H. Bre'zis and C. Fefferman for helpful conversations.
2. Let G be a bounded open subset of Rn with C°° boundary 3G. Near dG, G is of the form dG x (0, 1); we suppose a normal coordinate xn is chosen near G, and we denote points of G near 3G by (x', xn), and we set uk = Z)*«(x', 0), k = 0,1.(In this paper D¡ = (l//)(3/3xy).) Let Ux,.... U,
be a finite open covering of 3(7 with U¡ diffeomorphic to the unit sphere in R" ~ *, 1 < /' < /, h¡ being the diffeomorphism and let ipx,..., ipt be a partition of unity subordinate to the covering {U^i=x ¡. Hence any boundary differential operator can be represented in the form T?JLqXBj{x', D')Uj. In [4] hypoellipticity of the boundary value problem P{D)u = 0 in G, B£D)u = 0 on a planar portion of bG was defined as the requirement that every classical solution of the problem be C°°. The restriction to homogeneous problems seems to be too weak for problems with nonconstant coefficients. Moreover, all C2 solutions of the problem (D2 + D\)u =/in x2 > 0, [xXDX + (3/2)/] u = g on x2 = 0 are C°° if / and g are, but u = RefXj + ix2)312 is a nonsmooth solution of the problem with f = g=0, and thus it would be counter-intuitive to name this boundary value problem hypoelliptic. On the other hand, the assumption that u E Hm S{G) for some s is quite weak; compare ] we construct a distribution u E Hm S(G) satisfying Pu = 0 in a neighborhood W CG with cl(W) n bG = V and wlp, = u0. Let y be an extension of u\dfw^ to a function which is C°° in d{G)\W. Applying (2.8) we find that w{x) = v0-Q0v0-Q^vx is a C°° function on bG and thus B0v0 + ByVx = Lv0 -BxQxxw. But L is pseudo-local and v0\v = u0\v, imply that LvQ G C°°(3G). Thus the boundary value problem Pu =/, 50y0 + 5xüj =£ is not hypoelliptic. Note that if the pseudo-differential operator L is hypoelliptic then it has a finite-dimensional kernel in C°°(3G). If its adjoint L* is also hypoelliptic then L has a finite index. In many cases its index can be computed from its symbol [8] . One could then use the above reduction of a boundary value problem in G to a pseudo-differential problem on bG for investigating existence problems too.
If the symbols of BQ, Bx are b0{x', £'), bx{x', %'), respectively, then the symbol of L is
where a runs over all (n -l)-dimensional multi-indices, and as usual .Q^iiD^iiD^pix,^).
Note that q{x', %') is just the characteristic function of the boundary value problem as defined in [4] if P, B¡ have constant coefficients and the boundary is planar.
3. In this section we shall prove the hypoellipticity of certain degenerate pseudo-differential operators of order 1 and we shall apply them (using Theorem 2.1) for the study of boundary value problems.
It will be convenient to discuss the local question of hypoellipticity in Euclidean space and not in 3G. Let thus H be an open subset of Rq. The following is a partial generalization of Theorem 3 in [11] . Assume further that /5(x, %), e(x, %) E C*iH x (i?*\{0})) and that for all ix,t)EHxiR*\{0}), (3.2) Kx.DKCjO + HI), Proof. We shall denote from now on by C any constant which is independent of x E K where K is a compact subset of H and |£| > C$ l. Note first that (3.9) Hx^)\<C\q{x,^)\.
Indeed, (3.9) is certainly true if b{x, %) = 0. Otherwise (3.10) q{x, £ = irx{x, %) + ir2ix, £) + l)b{x, $).
If Vi + II < Vz then r, < -Vi and by (3.6) % < \rt I < C|r2|, so that \r2\ > C > 0 and |ft| < \q\/\r2\ < C|g|. If |rt + II > Vi then \b\ < 2|fl|, and thus (3.9) is always true. But then \ae\ < \q\ + |6| implies also that (3.11) K*M*.8KCIi(*,0l.
Estimate (3.7) thus follows from (3.9) and (3.11) together with (3.5). Taking now (3.4) into account, we see that we have to worry only about derivatives of ae in proving (3.8). In estimating jc-derivatives of a, the following generalization of a well-known [2] , [13] property of nonnegative functions is useful:
Lemma 3.2. Let a{x) G C2{H) and assume that a{x) has no simple zeros. Then for every compact subset KofH there exists a constant C{K) such that for allxEK and 1 <j<q, (3.12) KP/Otol < C|aG0l1/a.
Proof. It suffices to show that l(ZVX*)l < C|a(jc)|1/2. Let L be a compact subset of H containing K in its interior, and let Ó* = dist(A", HSL) > 0. Set End of Proof of Theorem 3.1. According to Leibnitz's rule, N^öi=|o<z^)fl(7)(x>&)(,,ö (3.14)
< C \hx)\ k{g(x, ÖI + £ \DAx)\ Z \e¡°]ix, öl + Z icgj(jf,öil.
The last term in the right-hand side of (3.14) can be estimated (due to (3.2) and (3.3)) by
The middle sum can be estimated (applying (3.12), (3.2), (3.3) and (3.11)) by C\aix)\ll2i\ +\eix, öl)(l +\m~Mp+m~s Example 3. Let 3«/3n be the (outward) conormal derivative associated with an operator P satisfying the conditions of Theorem 2.1 and consider, as in [2] , [10] , the boundary operator cix')dfdn + dix'). Then in a local coordinate system we can write
The ellipticity of L implies that ann ¥= 0 and we can assume that ann > 0. Solving (2.4) we find that (3.19) f = (-21^+^, tijOijr1
where A{x', £') is the square root with positive imaginary part of the discriminant of the quadratic equation (2.4). In our case bQ{x', £') = d{x') -icix') "E *,"(*', 0)^, bxix\ £') = -Hx')ann ;'=i and according to (2.11), q{x', $') = d{x') -icix') £ a %j -ic{x')ann{t' + s).
/=i Applying (3.19) we find that (3.20) qix, %) = -idx)A{x, %)f2 + d{x) -ic{x)anns.
(We have omitted the primes for convenience.) It is natural to try to satisfy the conditions of Theorem 3.1 by setting a{x) = c{x)/2, e{x, %) = -iA{x, £) and b{x, %) = d{x) -ic{x)anns{x, £)• By the root assumption e{x, %) is (strongly) elliptic of order 1 and so (3.2) and (3.3) are fulfilled. If c{x) never vanishes then q is elliptic. If c{x) has a simple zero, then q cannot be hypoelliptic; we are then in a situation where the principal part determines the properties of the operator. If all the zeros of c{x) are at least double, then (3.1) is also satisfied. Assumption (3.4) is always satisfied. Condition (3.5) is equivalent to (3.21) |c(x)| + \d{x)\ > C> 0, and (3.6) is fulfilled (at least near the zeros of c{x), where it counts) if \ai$[c{x)ld{x)] | < 7r/2 -e for e > 0. In particular we get the case discussed by [10] for c{x), d{x) > 0, c{x) + dix) = 1. In [2] existence and regularity are proved under the assumptions cix) > 0, c{x) # 0, (3.22) y ¿ cos(r, x¡){ ¿ a.kiDk<p + bfp\ + d{x) > 0
on the boundary, where v is the outer normal and <p is the solution, with Dirichlet data ip = c{x) on the boundary, of a certain elliptic equation. According to the maximum principle <pix) > 0 in G. Hence if cix) = <p{x) = 0 at a certain point x E bG then grad tfx) = Xp{x) (since the tangential derivatives have to vanish at x) with X < 0, which implies that the sum in (3.22) is nonpositive there, so that dix) > 0. Thus we have hypoellipticity near the zeros of c(x).
(If c(x) =£ 0, then q is elliptic.) Condition (3.22) is really nothing but a sufficient condition for the validity of the strong Girding inequality for q; see [12] . Generally speaking, Theorem 3.1 provides us with a sufficient condition for hypoellipticity of certain boundary value problems. For if q is given by (2.11) we can always try to find out whether q belongs to a known class of hypoelliptic operators. If we can find a, e and b satisfying the condition of Theorem 3.1 with q = ae + b, then by Theorem 2.1 the boundary value problem is hypoelliptic.
Remark. Example 2 suggests that condition (3.3) (which is certainly satisfied if e is elliptic) is related to the occurrence of zeros of high multiplicity only in %. It was pointed out to the author by C. Fefferman that if e is homogenous of degree 1 and on |£| = 1 has only zeros of finite multiplicity greater than two, then (3.3) can be proved using the Weierstrass-Malgrange preparation theorem.
4. In this section we shall see how a more complete characterization of hypoelliptic boundary value problems can be given in the two-dimensional case. This characterization is based on an extension to pseudo-differential operators of the results established in [3] , [11] for ordinary differential operators. VfL-jrfxyi1 with rjk\0) = 0 for -°° < / < -1,0 < k < «>. Setting ß = VjL0rj{x)Dl, we obtain the lemma. Turning our attention to differential operators L of order m where r = 0 and a0(0) ¥= 0, we are led to the consideration of the determining factors Qx, • • • . Qm (see [3] , [11] for their definitions and main properties). The analogue of Theorem 1 of [11 ] in this case is yields a sum of terms where xK is either replaced by x raised to a power > X + bk, or by x to the power X + bk + 1 -b¡ -1 > X, 1 </ < k -1. Since we started with X = 0, we find that the right-hand side of (4.10) is integrable for each AT. Set nowx|1/(1+*fc) =y. Then and W{)l<<f"<''*+,>-'ÏB«/(,+í*, We may now state and prove the main theorem of this section. [11, §5] . Noting that Lemma 3.1 of [11] remains true for pseudo-differential operators and that the homogeneous terms in the symbols of L and M possess the same formal Taylor expansion at the origin, we obtain that L is hypoelliptic if and only if M is.
The determining factors of differential operators are effectively computable from their coefficients. The coefficients of Q+ and Q~ are computable from finitely many terms of the expansion of the symbol of L. Hence the hypoellipticity of L can be determined by inspecting a sufficiently large number of terms in the symbol ofL. While the actual computation of the determining factors is not easy, the methods of [3] and [11] are applicable. We leave it to the reader to state the appropriate generalizations of the Theorems in [3] and [11] ; we shall give instead two simple examples. Example 1. c/(x, Ö = x21£| + 1. (This is of course well known and is included here only to illustrate the method.) For % -► + °° consider x2% + 1.
Then %=-l/(x2) -> -°° and thus DXQ -* -°°. For % -► -°° consider -x2£ + 1. Then % = l/(x2) and DXQ -> + «>. Hence the hypoellipticity. Example 2. qix, Ö = x4|£| -1 + ix2. This one is also hypoelliptic, but does not seem to be included in the usual classes of hypoelliptic pseudo-differential operators (compare [11, p. 108] ). It follows that the following boundary value problem: A« =/ in y > 0, x43«/3« -u + ix2u =g in y = 0 is hypoelliptic. This case is not covered by Theorem 3.1.
More generally, Theorem 4.5 enables us to test the hypoellipticity of many boundary value problems for second order equations in two variables (satisfying the root condition); all one has to do is to check whether or not the conditions of Theorem 4.5 are satisfied by q as given in (2.11).
