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1 Introduction
The story began in 1761 when Euler investigated equations
dx1√
P (x1)
± dx2√
P (x2)
= 0,
where P is an arbitrary quartic. Solving this problem Euler found additional algebraic integral of these
equations and proposed an algebraic construction of the corresponding classical trajectories of motion
without any integration and inversion of the Abel map [6].
The Euler results were generalized by Abel, Jacobi, Lagrange, Weierstrass and many other. Here
we mention works of Richelot [11] and Weierstrass [16], who found generating function of additional
integrals of motion in the n-dimensional case.
The main aim of this note is to discuss this oldest but almost completely forgotten in modern
literature Euler’s approach to construction and to investigations of the superintegrable systems.
2 The Euler results
The first demonstration of the existence of an addition theorem for elliptic functions is due to Euler
[6], who showed that the differential relation
dx√
X
+
dy√
Y
= 0 (2.1)
connecting the most general quartic function of a variable x
f = ax4 + 4bx3 + 6cx2 + 4dx + e (2.2)
and the same function Y of another variable y, leads to an algebraical relation between x and y, X
and Y : (√
X −√Y
x− y
)2
= a(x + y)2 + 4b(x + y) + C
where C is the arbitrary constant of integration. This algebraic relation when rationalized leads to a
symmetrical biquadratic form of x and y
F (x, y) = ax2y2 + 2bxy(x + y) + c(x2 + 4xy + y2) + 2d(x + y) + e = 0, (2.3)
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which defines the conic section on the plane (x, y), which then will be classical trajectory of motion in
the configurational space.
According to [2] we could replace the constant C in the Euler integral relation by 4c+ 4s, where
s =
F (x, y)−√X√Y
2(x− y)2 =
1
4
(√
X −√Y
x− y
)2
− a(x + y)
2
4
− b(x + y)− c, (2.4)
is the famous algebraic Euler integral. Treating s as a function of the independent variables x and y,
one gets the following addition theorem
dx√
X
+
dy√
Y
+
ds√
S
= 0 (2.5)
Of course, the Euler addition theorem is a very special case of the Abel theorem [2].
The polynomial S in (2.5) may be defined in the algebraic form
√
S =
(
Y1x + Y2)
√
X −
(
X1y +X2
)√
Y
(x− y)3 , (2.6)
where
X1 = (ax
3 + 3bx2 + 3cx + d), X2 = bx
3 + 3cx2 + 3dx + e
and similar to Y1,2, or in the Weierstrass form
S = 4s3 − g2s− g3 (2.7)
where
g2 = ae− 4bd+ 3c2, g3 = ace+ 2bcd− ad2 − eb2 − c3, (2.8)
are the quadrivariant and cubicvariant of the quartic X [1], respectively.
Changing the sign of
√
Y , we find that
s =
F (x, y) +
√
X
√
Y
2(x− y)2 (2.9)
leads to another differential relation
dx√
X
− dy√
Y
+
ds√
S
= 0. (2.10)
A more elegant expression can be given to these relations if we follow Klein [2] in employing homoge-
neous variables x1,2 and y1,2, by writing x1/x2 for x and y1/y2 for y.
In generic case the differential equations
n∑
i=1
xki dxi√
Xi
= 0, k = 0, 1, . . . , n− 2,
connecting polynomials
Xi = a2nx
2n
i + a2n−1x
2n−1
i + · · ·+ a1xi + a0,
of variables xi, have the following additional integral
s = x21 . . . x
2
n
(
n∑
i=1
√
Xi
x2i F
′(xi)
)2
− a1
(
1
x1
+ · · ·+ 1
xn
)
− a0
(
1
x1
+ · · ·+ 1
xn
)2
,
where F (x) =
∏
(x − xj) [11]. At n = 2 this integral is related with the Euler integral (2.4), see [11].
Moreover, at n > 2 we can get a whole family of such functionally independent additional integrals
[11, 16].
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3 Classification of the Euler superintegrable systems
In order to use the Euler addition theorems (2.5) and (2.10) for construction of the superintegrable
Sta¨ckel systems we have to start with the genus one hyperelliptic curve
µ2 = P (λ), where P (x) = X,
and a pair of arbitrary substitutions
λj = vj(qj) µj = uj(qj)pj , j = 1, 2,
where p and q are canonical variables {pj , qi} = δij .
This hyperelliptic curve and substitutions give us a pair of the separated relations
p2j u
2
j (qj) = avj(qj)
4 + 4bvj(qj)
3 + 6cvj(qj)
2 + 4dvj(qj) + e, j = 1, 2, (3.1)
where coefficients a, b, c, d and e of the quartic X (2.2) are linear functions of integrals of motion H1,2:
a = α1H1 + α2H2 + α, b = β1H1 + β2H2 + β, . . . , e = 1H1 + 2H2 + .
The separated relations (3.1) coincide with the Jacobi relations for the uniform Sta¨ckel systems [12,
13, 14]
pj =
√√√√ 2∑
k=1
HkSkj + Uj(qj) (3.2)
where S is the so-called Sta¨ckel matrix and Uj is the Sta¨ckel potential:
Sij = u
−2
j (αiv
4
j + 4βiv
3
1 + 6γiv
2
j + 4δivj + i),
Uj = u
−2
j (αv
4
j + 4βv
3
1 + 6γv
2
j + 4δvj + ),
i, j = 1, 2.
Solving these separated relations (3.1-3.2) with respect to H1,2 one gets pair of the Sta¨ckel integrals
of motion in the involution
Hk =
2∑
j=1
(S−1)jk
(
p2j − Uj(qj)
)
, k = 1, 2, (3.3)
and angle variables
ωi =
1
2
2∑
j=1
∫
Sij dqj
pj
=
1
2
2∑
j=1
∫
Sij dqj√∑2
k=1HkSkj + Uj(qj)
(3.4)
canonically conjugated with the action variables H1,2
{H1, H2} = {ω1, ω2} = 0, {Hi, ωj} = δij . (3.5)
In generic case the action variables (3.4) are the sum of the multi-valued functions. However, if we are
able to apply some addition theorem to the calculation of ω2
ω2 =
1
2
∫ v1(q1) S21(λ)dλ√
P (λ)
+
1
2
∫ v2(q2) S22(λ)dλ√
P (λ)
=
1
2
∫ s ds√
S
,
then one could get additional single-valued integrals of motion s and S:
{H1, ω2} = 0 ⇒ {H1, s} = {H1, S} = 0 .
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Of course, opportunity to apply some addition theorem to computation of the angle variable ω2 and
of the additional single-valued integrals of motion s, S leads to some restrictions on our quartic P (λ)
and substitutions λj = vj(qj) µj = uj(qj)pj .
For instance, if we want to use the Euler addition theorems (2.5) and (2.10) we have to put
S21(λ) = 1, S22(λ) = ±1.
Such as
Sij(q) =
v′j(qj)
uj(qj)
Sij(λ)
these restrictions are equivalent to the following equations
κjujv
′
j = α2v
4
j + 4β2v
3
j + 6γ2v
2
j + 4δ2vj + 2 , κ1 = 1, κ2 = ±1, (3.6)
on functions u(q), v(q) and coefficients α2, β2, . . . , 2 of the quartic, because we have to solve these
equations in some fixed functional space [15].
It’s easy to prove that there are five monomial solutions
I uj = 1, vj = qj , 2 6= 0
II uj = qj , vj = q
4δ2κ
−1
j
j , δ2 6= 0,
III uj = 1, vj = q
−1
j , γ2 6= 0
IV uj = q
−1
j , vj = q
−1
j , β2 6= 0,
V uj = q
−2
j , vj = q
−1
j , α2 6= 0
(3.7)
up to canonical transformations of the separated variables (pj , qj) and transformations of integrals of
motion Hj → σHj + ρ. Here notations α2 6= 0, β2 6= 0, . . . mean that other parameters are equal to
zero.
If we suppose that after some point transformation
x = z1(q), y = z2(q),
px = w11(q)p1 + w12(q)p2, py = w21(q)p1 + w22(q)p2,
(3.8)
with wij 6= 0, kinetic part of the Hamilton function H1 = T + V has a special form
T =
∑(
S−1
)
1j
p2j = g11(x, y)p
2
x + g12(x, y)pxpy + g22(x, y)p
2
y, (3.9)
where g is some fixed metric on a configurational manifold, then one gets some additional restrictions
on the coefficients of the quartic P (λ).
For instance, if we consider superintegrable systems on a complex Euclidean space E2(C)
T =
∑(
S−1
)
1j
p2j = pxpy,
then one gets the following algebraic equations
w11w21 =
(
S−1
)
11
, w12w21 + w11w22 = 0, w12w22 =
(
S−1
)
12
(3.10)
and the partial differential equations
{x, px} = {y, py} = 1, {px, y} = {py, x} = {px, py} = 0. (3.11)
on coefficients α1, . . . 1 of the quartic and functions z1,2(q1, q2), wkj(q1, q2). The passage from the
conformal coordinate system (x, y) to another coordinate systems on the plain can be realized by using
the Beltrami partial differential equations.
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The remaining free parameters α, . . . ,  determine potential part of the Hamiltonian V (x, y). In
fact, since integrals H1,2 is defined up to the trivial shifts Hk → Hk+ρk, our potential V (x, y) depends
on three arbitrary parameters only.
Summing up, we have proved that classification of the Euler superintegrable systems on the plain is
equivalent to solution of the equations (3.6,3.10,3.11). For all the possible solutions classical trajectory
of motion is given by
F
(
v1(q1), v2(q2)
)
= 0
see (2.3). Additional quadratic in momenta integral of motion looks like
K2 = s+ c =
F (v1, v2)− p1u1p2u2
2(v1 − v2)2 + c,
see (2.4) and additional cubic in momenta integral of motion is equal to
K3 =
√
S ≡
√
4s3 − g2s− g3
see (2.6) and (2.7).
3.1 Examples
Let us find all the Euler superintegrable systems on a complex Euclidean space E2(C)
H1 = pxpy + V (x, y) (3.12)
with the real potentials V . Solving equations (3.6,3.10,3.11) one gets the following five superintegrable
potentials
V1 = α(x+ y) + β(y + 3x)x
−1/2 + γx−1/2 ,
V2 = αy(x+ y
2) + β(x+ 3y2) + γy ,
V3 = α(x+ 3y)(3x+ y) + β(x+ y) +
γ
(x− y)2
V4 = αxy
−3 − βy−2 − γxy,
V5 =
α
x2
+
β
x3/2
√
y − 1 +
γ
x1/2
√
y − 1 .
Recall, that implicitly all these systems have been found by Euler in 1761 [6]. Potentials V1 and V3
in explicit form have been found by Drach [5], the (`) and (g) cases, whereas potential V2, V4 and V5
may be found in [9], the E10, E8 and E17 cases, respectively.
The first and fifth solutions (3.7) of the equations (3.6) are related with potentials V1,2. The second
and fourth solutions give us potential V3, whereas third solution yields potentials V4,5. Below we
present some details of the calculations.
Case 1 If we take first solution from (3.7)
uj = ±1, vj = ±qj , ⇒ p21 = P (q1), (−p2)2 = P (−q2)
and quartic
P (λ) = −α
2
λ4 + 2βλ3 +H1λ
2 + 2γλ+H2,
then the Sta¨ckel integrals are equal to
H1 =
p21 − p22
q21 − q22
+
α(q21 + q
2
2)
2
− 2β(q
2
1 − q1q2 + q22) + 2γ
q1 − q2 ,
H2 =
p22q
2
1 − p21q22
q21 − q22
− αq
2
1q
2
2
2
+
(2βq1q2 + 2γ)q1q2
q1 − q2 ,
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whereas the second action variable looks like
ω2 =
1
2
∫ q1 dx√
X
− 1
2
∫ −q2 dy√
Y
= −1
2
∫ s ds√
S
.
Using addition theorem (2.10) we are able to get additional quadratic integral of motion
K2 = s+ c =
1
4
(
p1 + p2
q1 + q2
)2
+
1
8
α(q1 − q2)2 − 1
2
β(q1 − q2)
and additional cubic integral of motion (2.6)
K3 =
√
S = − (p1 + p2)
2(p1q2 − p2q1)
2(q1 + q2)3(q1 − q2) −
α(q1 − q2)(p1q2 − p2q1)
4(q1 + q2)
+
γ(p1 + p2)
2(q21 − q22)
− β(p1q
2
2 − 2p1q1q2 − 2p2q1q2 + p2q21)
2(q21 − q22)
.
After the following change of variables
x =
(q1 − q2)2
4
, px = p1 − p2q1 − q2, y = (q1 + q2)
2
2
, py =
p1 + p2
q1 + q2
, (3.13)
we obtain the Sta¨ckel integrals
H1 = pxpy + α(x+ y) +
β(3x+ y)√
x
+
γ√
x
,
H2 = (px − py)(pxx− pyy)− α(x− y)
2
2
− β(x− y)
2
√
x
+
γ(x− y)√
x
,
the Euler integrals
K2 = s+ c =
p2y
4
+
αx
2
+ β
√
x,
K3 =
√
S =
p2y(px − py)
4
+
α(px − py)x
2
+
β(2pxx− 3pyx+ pyy)
4
√
x
+
γpy
4
√
x
(3.14)
and the following equation for the corresponding classical trajectory of motion
F (x, y) =
(
x− y
3
)
H1 +H2 − α(x− y)
2
2
− 2β√x (x− y)− 2γ√x = 0 .
The same system may be obtained by using fifth substitution from (3.7).
Case 2 Using the same first solution (3.7) and another quartic
P (λ) = −α
4
λ4 − βλ3 − γ
2
λ2 +H1λ+H2
after the following change of coordinates
x =
(q1 + q2)
2
4
, px =
p1 + p2
q1 + q2
, y =
q1 − q2
2
, py = p1 − p2,
we can get superintegrable Sta¨ckel system
H1 = pxpy + αy(x+ y
2) + β(x+ 3y2) + γy,
H2 =
p2y
4
+ p2xx− ypypx +
α(3y2 + x)(x− y2)
4
+ 2βy(x− y2) + γ
2
(x− y2),
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with the quadratic Euler integral
K2 = s+ c =
p2x
4
+
αy2
4
+
βy
2
and with the cubic integral of motion
K3 =
√
S =
p3x
4
+
α
(
3px(x+ y
2)− pyy
)
8
+
β(6pxy − py)
8
+
γpx
8
.
The corresponding classical trajectory of motion is defined by
F (x, y) = H1y +H2 − α(x− y
2)2
4
+ βy(x− y2) + γ(x− 3y
2)
6
= 0 .
The same system may be obtained by using fifth substitution from (3.7) as well.
Case 3 If we take the second solution from (3.7)
uj = qj , vj = q
2
j , ⇒ p21q21 = P (q21), p22q22 = P (q22)
and quartic
P (λ) = −αλ4 − β
2
λ3 +H1λ
2 +H2λ+ γ,
after canonical transformations (3.13) we will get the following superintegrable Sta¨ckel system
H1 = pxpy + α(x+ 3y)(3x+ y) + β(x+ y) +
γ
(x− y)2 ,
H2 = (px − py)(pxx− pyy)− 2α(x+ y)(x− y)2 − β(x− y)
2
2
− 2γ(x+ y)
(x− y)2 .
Using the Euler addition theorem (2.5) we can get the Euler integral
K2 = s+ c =
(px + py)
2
16
+ α(x+ y)2 +
β
4
(x+ y),
the cubic in momenta integral of motion
K3 =
√
S =
(px − py)2(px + py)
32
−
α(x− y)
(
px(5x+ 3y)− (3x+ 5y)py
)
8
− β(px − py)(x− y)
16
− γ(px + py)
8(x− y)2 ,
and equation for the classical trajectory of motion
F (x, y) = (y2 + x2 +
2xy
3
)H1 + (x+ y)H2 − α(x− y)4 − β(x+ y)(x− y)
2
2
+ γ = 0 .
This superintegrable system coincides with the one of the Drach systems associated with the logarithmic
angle variables [15].
The same system may be obtained by using fourth substitution from (3.7).
Case 4 If we take the third solution from (3.7)
uj = ±1, vj = ±q−1j , ⇒ p21 = X(q−11 ), p22 = Y (−q−12 )
and quartic
P (λ) = αλ4 − βλ3 +H2λ2 +H1λ− γ,
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then after canonical transformation
x =
√
q1q2, px =
p1q1 + q2p2√
q1q2
, y =
q1 − q2√
q1q2
, py =
√
q1q2(p1q1 − q2p2)
q1 + q2
we will get the following superintegrable Sta¨ckel system
H1 = pxpy +
αy
x3
+
β
x2
+ γxy, H2 = p
2
y +
(pxx− ypy)2
4
− α(y
2 + 1)
x2
− βy
x
+ γx2.
Using the Euler addition theorem (2.10) one gets additional quadratic in momenta Euler integral
K2 = s+ C =
(pxx− ypy)2
16
− αy
2
4x2
− βy
4x
,
the cubic integral of motion
K3 =
√
S =
p2y(pxx− ypy)
8
+
α(3ypy + xpx)
8x2
+
βpy
4x
+
γ(pxx− ypy)x2
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and the following equation for classical trajectory of motion
F (x, y) = −H1y
2x
+
H2(y
2 − 2)
6x2
+
α
x4
− βy
2x3
− γ = 0 .
Case 5 Using the same third solution (3.7) and another quartic
P (λ) = 4αλ4 + 4βλ3 +H2λ
2 + 2γλ+H1
after the following change of variables
x =
q1q2
2
, px =
p1q1 + q2p2
q1q2
, y =
q21 + q
2
2
2q1q2
, py =
q1q2(p1q1 − q2p2)
q21 − q22
,
we can get more complicated superintegrable system with the Sta¨ckel integrals of motion
H1 = pxpy +
α
x2
+
β
x3/2
√
y − 1 +
γ
x1/2
√
y − 1 ,
H2 = (xpx − py − pyy)(xpx + py − pyy)− 4αy
x
− 2β(2y − 1)
x1/2
√
y − 1 −
2γx1/2√
y − 1 .
The Euler integral of motion is equal to
K2 = s+ c =
(pxx+ py − pyy)2
4
− α(y − 1)
x
− β
√
y − 1√
x
,
the cubic in momenta integral reads as
K3 =
√
S = −py(xpx + py − pyy)
2
2
+
2α(y − 1)py
x
− β(pxx− 3pyy + 3py)
2x1/2
√
y − 1 −
γx1/2(pxx+ py − pyy)
2
√
y − 1
and classical trajectory of motion is defined by the following equation
F (x, y) = H1 +
H2(y − 2)
6x
+
α
x2
− β
√
y − 1
x3/2
+
γ
√
y − 1
x1/2
.
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3.2 The quadratic integrals of motion
It is easy to prove that the algebra of integrals of motion H1,2 and K2 is the quadratic Poisson algebra
because
{H2,K2} = σK3 = σ
√
S(s), where
 σ = 2, V1,σ = −2, V2, V4, V5,
σ = 4, V3,
and
{H2{H2,K2}} = {H2, σ
√
S} = σ
2
2
S′ =
σ2
2
(
12s2 − g2
)
= Φ(H1, H2,K2), (3.15)
where Φ(H1, H2,K2) is the second order polynomial such as s = K2 − c and g2 is quadrivariant of the
quartic (2.8). Another details on the quadratic Poisson algebras of integrals of motion may be found
in [4].
The search of the two dimensional manifolds whose the geodesics are curves which possess two
additional quadratic integrals of motion was initiated by Darboux [3], who found five classes of the
metrics. These metrics or ”formes essentielles” are tabulated in ”Tableau” by Koenigs [10] and in [8].
The superintegrable Darboux-Koenigs systems have a generic conformal Hamiltonian
H1 =
pξpη
g(ξ, η)
+ V (ξ, η),
where the Darboux-Koenigs metric g is a metric on the Liouville surface [3, 4] if
g(ξ, η) = F (ξ + η) +G(ξ − η), and K2 = pξ2 + pη2 − 2pξpη β(ξ, η)
g(ξ, η)
+Q(ξ, η)
or metric g is a metric on the Lie surface if
g(ξ, η) = ξ F (η) +G(η), and K2 = pξ
2 − 2pξpη β(ξ, η)
g(ξ, η)
+Q(ξ, η).
Superintegrable systems associated with the Liouville surfaces are separable in the two different or-
thogonal systems of coordinates. It means that two pairs of integrals of motion (H1, H2) and (H1,K2)
take on the Sta¨ckel form (3.3) after some different point transformations (3.8).
For the superintegrable systems associated with the Lie surfaces only one pair of integrals (H1, H2)
may be reduced to the Sta¨ckel form (3.3), whereas second pair of integrals (H1,K2) doesn’t separable
in the class of the point transformations (3.8).
It’s easy to prove that two systems with potentials V1 and V2 are defined on the Lie surfaces. The
remaining systems with potentials V3, V4 and V5 are defined on the Liouville surfaces. The second
separated variables q˜1,2 for integrals of motion H1,K2 may be found by using the software proposed
in [7]:
x =
q˜21 − q˜22
4
, y =
q˜21 + q˜
2
2
4
, for V3,
x = q˜2 q˜
−2
1 , y = q˜2 q˜
2
1, for V4, V5.
It is easy to prove that the corresponding separated relations p˜2j = P (q˜j) define two different zero-genus
hyperelliptic curves and lead to logarithmic angle variables [15]. Thus, for these three Euler super-
integrable systems there are two different addition theorems: addition theorem for elliptic functions
(2.10) and addition theorem for logarithms ln x + ln y = ln xy. So, multiseparability of the super-
integrable systems may be associated with occurrence of the different addition theorems for a given
superintegrable hamiltonian.
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4 Conclusion
In fact, Euler proposed construction of the algebraic integrals of motion for the equations
κ1 dx1√
P (x1)
± κ2 dx2√
P (x2)
= 0,
where κ’s are integer. We discuss the Euler construction of the algebraic integrals of motion for superin-
tegrable systems at κ1,2 = ±1 only. It will be interesting to classify the corresponding superintegrable
systems for another values of κ’s, because the corresponding additional integrals of motion will be
higher order polynomials in momenta, see [15].
Another perspective consists in the substitution of the generic Darboux metrics into the equations
(3.9) and classification of the corresponding Euler superintegrable systems on the Darboux spaces. It
requires slightly more complicated calculations.
The research was partially supported by the RFBR grant 06-01-00140.
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