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A COMPLETE INVARIANT FOR CLOSED SURFACES IN THE
THREE-SPHERE
GIOVANNI BELLETTINI, MAURIZIO PAOLINI, AND YI-SHENG WANG
Abstract. In this paper we use diagrams in categories to construct a com-
plete invariant, the fundamental tree, for closed surfaces in the (based) 3-
sphere, which generalizes the knot group and its peripheral system. From the
fundamental tree, we derive some computable invariants that are capable to
distinguish inequivalent handlebody links with homeomorphic complements.
To prove the completeness of the fundamental tree, we generalize the Kneser
conjecture to 3-manifolds with boundary, a topic interesting in its own right.
1. Introduction
The knot group is one of the most influential and effective invariants of knots.
It distinguishes all prime knots up to mirror image [20], and furthermore, coupled
with the peripheral system of the knot, it gives a complete invariant [19], [5]. This
complete invariant has been recently generalized to connected closed surfaces in the
oriented S3 with a basepoint ∞ in [2], where it is shown that, given a connected
closed embedded surface Σ ⊂ S3 \∞, its ambient isotopy type is determined by the
span of fundamental groups
pi1(E)← pi1(Σ)→ pi1(F )
plus the intersection form on H1(Σ), the abelianization of pi1(Σ), where the oriented
3-manifolds E and F are the closures of connected components of the complement
S3 \ Σ with F containing ∞ and the outward normal of Σ pointing toward F .
The aim of the present paper is to further generalize this complete invariant
to closed embedded surface Σ in S3 \ ∞, where Σ is not necessarily connected.
We denote such an embedding by the pair S = (S3,Σ). Two pairs S = (S3,Σ)
and S ′ = (S3,Σ′) are equivalent if Σ and Σ′ are ambient isotopic by a basepoint-
preserving ambient isotopy. Suppose Σ consists of n connected components Σi, i =
1, . . . , n. Then the closure of connected components of the complement S3 \Σ are
n+ 1 oriented connected 3-manifolds Fj , j = 0, . . . , n. We call each Fj a solid part
of S = (S3,Σ) and assume by convention that F0 contains ∞. For the sake of
simplicity, we shall abbreviate connected components to components.
Each Σi is the intersection of exactly two solid parts of S, so if we think of Fj as a
node and Σi = Fj∩Fk as an edge between the nodes representing Fj and Fk, then we
get a based tree ΛS with the base node representing F0. Intuitively, the based tree
ΛS indicates “how far” each solid part Fj is from ∞, or more precisely, how many
components of Σ sit in between Fj and∞. Regarding ΛS as an unordered based 1-
dimensional simplicial complex, we can consider its subdivision sd ΛS , which comes
with a natural partial order on its vertices, and hence can be considered as a based
category, a category with a selected base object.
F1
F0
F2 F3
Σ1 Σ2
Σ3
F1
F0
F2 F3
Σ1 Σ2
Σ3
(1.1)
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Taking into account the inclusions Σi ↪→ Fj and Σi ↪→ Fk, where Σi = Fj∩Fk, we
can think of a pair S = (S3,Σ) as a sd Λ-diagram of oriented manifolds (1.1), namely
a based functor MT (S) from sd ΛS to Mfd, the category of oriented manifolds,
which sends each node α in ΛS to a solid part Fj , the barycenter α̂β of two nodes
α and β in ΛS to the intersection Σi = Fj ∩ Fk, and each span
α← α̂β → β to Fj ← Σi → Fk,
where Fj and Fk are images of α and β underMT (S), respectively. By convention
we orient Σi such that its normal points toward the side containing ∞.
It is not difficult to see that two pairs S = (S3,Σ) and S ′ = (S3,Σ′) are equiv-
alent if and only if their induced diagrams of manifolds are equivalent. By two
induced diagrams of manifolds are equivalent we understand there is an equiva-
lence of based categories
E : sd ΛS 7→ sd ΛS′
and a natural transformation ΦM betweenMT (S) andMT (S ′)◦E such that ΦM (•)
is an orientation-preserving (= o.p.) homeomorphism for each node • ∈ sd ΛS :
sd ΛS
sd ΛS′
Mfd
ΦM
E MT (S ′)
MT (S)
(1.2)
Applying the fundamental group functor to MT (S) and MT (S ′), we get two
based diagrams of groups, denoted by
FT u(S) : sd ΛS → Grpf
FT u(S ′) : sd ΛS′ → Grpf ,
where Grpf is the category of finitely generated groups with homomorphisms mod-
ulo conjugation. The question thus arises as to whether or not an equivalence
between the induced based diagrams of groups implies an equivalence between S
and S ′. Due to the presence of chiral objects, such as trefoil knots, the question
does not have an affirmative solution in general. However, if we integrate the orien-
tation information of S = (S3,Σ) into the functor FT u(S), where the superscript
u stands for unoriented, then we get a complete invariant of S. More precisely, we
consider a new functor (fundamental tree) FT (S), which is the functor FT u(S)
decorated with an intersection form on the abelianization of FT u(S)(α̂β), for each
barycenter α̂β, namely the bi-linear map on homology groups
I : H1(Σ)×H1(Σ)→ Z,
where Σ is the component of Σ corresponding to α̂β. The completeness of the
fundamental tree FT (S) is the main result of the paper.
Theorem 1.1. Two pairs S,S ′ are equivalent if and only if FT (S) and FT (S ′)
are equivalent in the sense that there exist a based equivalence of categories
E : sd ΛS → sd ΛS′
and a natural isomorphism
Φ : FT (S) 7→ FT (S ′) ◦ E
such that, for each barycenter α̂β in sd ΛS , the isomorphism on homology induced
from Φ(α̂β) preserves intersection forms.
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Theorem 1.1 implies a complete invariant for unbased pairs (S3,Σ)u, which are
surfaces in an unbased S3. Two unbased pairs (S3,Σ)u, (S3,Σ′)u are equivalent if
there exists an o.p. self-homeomorphism of S3 sending Σ to Σ′.
Corollary 1.2. The unbased pairs (S3,Σ)u and (S3,Σ′)u are equivalent if and only
if there exist points ∗ ∈ S3 \Σ and ∗′ ∈ S3 \Σ′ such that FT (S) and FT (S ′) are
equivalent, where S = (S3,Σ) and S ′ = (S3,Σ′) are “based” pairs induced from ∗
and ∗′, respectively.
There are inequivalent pairs which are equivalent as unbased pairs. For instance,
the boundary of a toric shell T ⊂ R3 ⊂ S3 and the boundary of a tubular neigh-
borhood of a Hopf link H ⊂ R3 ⊂ S3 are equivalent as embeddings in an unbased
S3 but not in a based S3.
Another variant of (S3,Σ) is labeled pairs (S3,Σ)l, which are labeled surfaces
Σ = {Σ1, . . . ,Σn} in a based S3. Two labeled pairs (S3,Σ)l, (S3,Σ′)l are equivalent
if there exists an o.p. homeomorphism f : S3 → S3 with f(Σ) = Σ′ and f(Σi) = Σ′i,
for every label i. Theorem 1.1 entails the following complete invariant of (S3,Σ)l.
Corollary 1.3. The pairs (S3,Σ)l and (S3,Σ)′l are equivalent if and only if there
exist an equivalence E : sd ΛS → sd ΛS′ and a natural isomorphism Φ : FT (S) 7→
FT (S ′) ◦ E such that E sends the node representing Σi to the node representing Σ′i,
and for each barycenter α̂β in sd ΛS , the isomorphism on homology induced from
Φ(α̂β) preserves intersection forms.
The notion of labeled pairs comes in handy when we discuss surface links in
Section 6; given a pair S = (S3,Σ), the surface link associated to a node α ∈ ΛS is
the pair (S3, ∂Fα) given by keeping only components of Σ that are in the boundary
of the solid part Fα corresponding to α. The topology of a pair (S3,Σ) is determined
by its associated surface links in the following sense.
Theorem 1.4. Two pairs S, S ′ are equivalent if and only if there exists an equiv-
alence
E : sd ΛS → sd ΛS′
such that surface links associated to α and E(α) are equivalent as labeled pairs, for
every α ∈ ΛS , where we select an arbitrary labeling on S and let the labeling on S ′
be the induced labeling via E.
A crucial ingredient in the proof of Main Theorem (1.1) is a generalized Kneser
conjecture as stated below (Lemma 4.4).
Lemma 1.5 (Generalized Kneser conjecture). Let M be a compact, connected
3-manifold, and suppose there exists an isomorphism
pi1(M, ∗M ) φ−→ A1 ∗A2,
with A1 ∗A2 the free product of two groups A1, A2, such that for any component Σ
of ∂M , the composition
pi1(Σ)→ pi1(M) φ−→ A1 ∗A2 (1.3)
factors through either A1 ↪→ A1∗A2 or A2 ↪→ A1∗A2. Then there exists a connected
sum decomposition
M 'M1#M2
such that φ induces an isomorphism pi1(Mi) ' Ai and Σ ⊂ ∂Mi if (1.3) factors
through Ai.
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Lemma 1.5 generalizes the Kneser conjecture [6], [7], as explained in Remark
4.2, the condition (1.3) is satisfied when M is ∂-irreducible. The proof of the
lemma employs Stalling’s binding ties [14], [6], [7]. For ease of presentation, we
have simplified the result of the lemma; it can be shown that the connecting arc
between the base points ∗Σ and ∗M respects the prime decomposition (see Lemma
4.4 and Remarks 4.1-4.2 for more details, and 4. below for why we need this).
Outline of Proof. The proof of Theorem 1.1 occupies entire Section 5, and
contains details on how to choose connecting arcs between base points. The ideas
behind the proof, outline below, are not complicated, however.
Recall that an equivalence between FT (S) and FT (S ′) consists of isomorphisms
φΣi : pi1(Σi)→ pi1(Σ′i)
φFj : pi1(Fj)→ pi1(F ′j)
induced by Φ, for i = 0, . . . , n and j = 1, . . . , n, such that the diagram
pi1(Fj)
pi1(Σi)
pi1(F
′
j)
pi1(Σ
′
i)
φFj
φΣi
(1.4)
commutes, up to conjugation, for every Σi ⊂ ∂Fj , where
pi1(Σi) = FT (S)(α̂β), pi1(Σ′i) = FT (S ′) ◦ E(α̂β),
pi1(Fj) = FT (S)(α), pi1(F ′j) = FT (S ′) ◦ E(α),
for some node α, β ∈ ΛS . By the Dehn-Nielsen-Baer theorem, there exists an o.p.
homeomorphism fΣ : Σ → Σ′ realizing each isomorphism φΣi . The plan is then
to extend fΣ over each solid part Fj of (S3,Σ) to get an o.p. self-homeomorphism
f : S3 → S3 with f(Σ) = Σ′. In other words, it amounts to solving the problem:
Problem 1.6. Let F and F ′ be 3-submanifolds in S3. Suppose there is an o.p.
homeomorphism
f∂F : ∂F → ∂F ′
and an isomorphism φF : pi1(F )→ pi1(F ′) such that the diagram
pi1(F ) pi1(F
′)
pi1(Σ) pi1(Σ
′)
φF
f∂F ∗
(1.5)
commutes, up to conjugation, for every component Σ of ∂F , where Σ′ = f∂F (Σ).
Then there exists an o.p. homeomorphism fF : F → F ′ extending f∂F .
One key tool for constructing fF is Waldhausen’s theory on Haken manifolds
[19] (see Lemma 4.6). In Waldhausen’s theorems, 3-manifolds are required to be
irreducible and ∂-irreducible, but in general F is neither, so we need to decompose
F . We start with the prime connected sum decomposition of F ,
F 'M1# . . .#Mp. (1.6)
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This decomposition induces a(n) (algebraic) factorization of the diagram of groups
FT (S) at pi1(F ). Fig. 1.7 illustrates the case p = 3,
pi1(F )
pi1(Σ1)
pi1(Σ2)
pi1(Σ3)
pi1(Σ4)
pi1(M1)
pi1(M2)
pi1(M3)
pi1(Σ1)
pi1(Σ2)
pi1(Σ3)
pi1(Σ4)
(1.7)
where Σi, i = 1, . . . , 4, are components of Σ with ∂M1 = Σ1, ∂M2 = Σ2 ∪ Σ3, and
∂M3 = Σ4.
Via isomorphisms φF and φΣ = f∂F ∗, the factorization of FT (S) induces an
algebraic factorization of FT (S ′) at pi1(F ′), and we want to show that this algebraic
factorization can be realized topologically by the prime decomposition of F ′. This
is the crucial step leading us to the generalized Kneser conjecture (Lemma 1.5),
which implies that the algebraic factorization of FT (S ′) is indeed induced from the
prime decomposition of F ′:
F ′ 'M ′1# . . .#M ′p, (1.8)
and furthermore φF induces an isomorphism φMi which fits into the commutative
diagram
pi1(Mi) pi1(M
′
i)
pi1(Σ) pi1(Σ
′)
φF
φΣ
(1.9)
where f(Σ) = Σ′ ⊂ ∂M ′i and Σ is a component of ∂Mi (see Fig. 1.10 for the case
p = 2).
Algebraic
factorization
pi1(F
′)
pi1(Σ
′
1)
pi1(Σ
′
2) pi1(Σ
′
3)
pi1(M1) ∗ pi1(M2)
pi1(M1)
pi1(M2)
pi1(Σ1)
pi1(Σ2)
pi1(Σ3)
φF
φΣ1
φΣ2
φΣ3
G. Kneser Conj.
Geometric
factorization
pi1(M1)
pi1(M2)
pi1(Σ1)
pi1(Σ2)
pi1(Σ3)
pi1(M
′
1)
pi1(M
′
2)
pi1(Σ
′
1)
pi1(Σ
′
2)
pi1(Σ
′
3)
φM2
φM1
φΣ1
φΣ2
φΣ3
(1.10)
This way, we reduce Problem 1.6 to the special case where F is prime, an as-
sumption we shall make from now on till the end of the sketch. Note that any
3-submanifold of S3 is prime if and only if it is irreducible.
To apply Waldhausen’s theorems, we need to decompose F into even simpler
pieces; to this aim, we consider the ∂-prime decomposition of F ,
F ' E1#b . . .#bEm. (1.11)
Unlike the prime decomposition (1.6), decomposition (1.11) affects the boundary
∂F . For instance, if Σ is a component of ∂F , then (1.11) induces a connected sum
decomposition (not necessarily prime):
Σ ' Θ1# . . .#Θq. (1.12)
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Together with the homeomorphism f∂F : Σ → Σ′ and Dehn’s lemma, the ∂-
prime decomposition (1.11) of F induces a decomposition of F ′,
F ′ ' E′1#b . . .#bE′m; (1.13)
a priori, we do not know if (1.13) is ∂-prime. At this stage, we extend f∂F : Σ→ Σ′
over the separating disks in (1.11) so that f∂F induces an isomorphism
pi1(Θi)
φΘi−−→ pi1(Θ′i),
where Θi is a factor in (1.12) and Θ
′
i = f∂F (Θi).
Employing the Kurosh subgroup theorem, we see that φF respects the free prod-
uct decompositions of pi1(F ) and pi1(F
′) induced from (1.11) and (1.13), respec-
tively, in the sense that φF induces an isomorphism φEj that fits in the commutative
diagram
pi1(Ej) pi1(E
′
j)
pi1(Θ) pi1(Θ
′)
φEj
φΘ
(1.14)
for every Θ ⊂ ∂Ej and f∂F (Θ) = Θ′ ⊂ ∂E′j and every j. Since Ej is a ∂-prime,
prime 3-submanifold of S3, it is either a solid torus or ∂-irreducible (Lemma 4.2);
therefore it has an indecomposable fundamental group by Kneser’s conjecture; on
the other hand, any 3-manifold with indecomposable fundamental group is ∂-prime;
this proves that (1.13) is indeed ∂-prime.
In this way, we reduce Problem 1.6 further to finding an o.p. homeomorphism
fEj that extends f∂Ej , where f∂Ej is the restriction of f∂F on ∂Ej
If Ej is ∂-irreducible, we apply a variant of Waldhausen’s Theorem [19, Theorem
7.1] (Lemma 4.6) to (1.14) to get an o.p homeomorphism fEj that extends f∂Ej ;
otherwise Ej is a solid torus, and fEj is easy to construct in this case.
Gluing fEj , j = 1, . . . ,m, together along separating disks in (1.11), we obtain a
homeomorphism fF that extends f∂F , and hence solves Problem 1.6. Repeat the
same construction for each solid part Fi, i = 0, . . . , n, of (S3,Σ), to get an o.p.
homeomorphism fFi , for each i, and glue fFi together along Σ. Then we get the
required equivalence between (S3,Σ) and (S3,Σ′).
Base points and connecting arcs: In the above outline, to make main ideas
of the proof stand out, we have left out some subtle details about how to choose
connecting arcs between the base point of F and base points of components of ∂F .
Having appropriate systems of connecting arcs and base points is vital for our proof;
the issue consists of four closely related parts.
1. We need to verify that FT (S) does not depend on the choice of connecting
arcs. This is not difficult to see, since changing the connecting arc between base
points of a component Σ of ∂F and F does not change the conjugate class of the
induced homomorphism
pi1(Σ)→ pi1(F ).
This is an easy but useful observation as it allows us to choose connecting arcs
appropriate to different situations.
2. By properly choosing connecting arcs, we can modify
pi1(Σ
′)→ pi1(F ′)
in the diagram (1.5) such that it commutes strictly. This is again a simple but
essential step because, as we shall explain in 4., it ensures that connecting arcs in
(S3,Σ) and (S3,Σ′) are similar in kind.
3. The system of connecting arcs in S should respect decompositions (1.6) and
(1.11).
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Definition 1.1. A system of connecting arcs between base points of F and each
component of ∂F is good with respect to (1.6) if there exist connecting arcs between
base points of Mi and each component Σ ⊂ ∂Mi and between base points of M and
Mi such that the diagram below commutes, for each i.
pi1(Mi) pi1(M)
pi1(Σ)
γ∗
Note that γ∗ is the homomorphism induced from the system of connecting arcs.
Such a good system of connecting arcs can be obtained by constructing first con-
necting arcs between a selected base point ∗Mi of Mi and its boundary component
and then connecting arcs between ∗Mi and the base point ∗F of F . The situation
with the ∂-prime decomposition (1.11), on the contrary, is more involved.
Definition 1.2. A system of connecting arcs between base points of F and each
component of ∂F is good with respect to (1.11) if there exist connecting arcs between
base points of Ej and each component Θi of ∂Ej, between base points of Ej and F ,
and base points of Θi and Σ such that the diagram below commutes, for every i, j.
pi1(F )
pi1(Σ)
pi1(Ej)
pi1(Θi)
(1.15)
Fig. 1.1 illustrates a system that is not good, where ∗i are base points of com-
ponents of ∂F , and the shadowed region is the ∂-prime factor E1. As we can see
∗2
∗1
∗3∗FE1
E0
Θ1
Θ2
Figure 1.1. A bad system
there exist no connecting arcs between base points of E1 and Θi such that the
diagram (1.15) commutes for i = 1, 2 however we choose them. There do exist a
good system, however, and a construction is given in Section 5.
Unlike in S, we are not free to choose connecting arcs between base points in S ′;
they are alreay chosen in 2. to make diagram (1.5) commutes. More specifically,
we choose a good system of connecting arcs in S first and then use 2. to modify
connecting arcs in S ′ to make the diagram (1.5) commute strictly. A priori, we do
not know whether the system of connecting arcs in S ′ respects (1.8) and (1.13).
This leads us to the forth point.
4. The strict commutativity of the diagram (1.5) and the system of connecting
arcs in S being good imply that, up to homotopy, the system of connecting arcs in
S ′ is also good with respect to (1.8) and (1.13). The case of prime decomposition is
considered in Lemma 4.4, and the case of ∂-prime decomposition is proved in Section
5. This assertion is crucial for the argument as it allows us to safely decompose
solid parts of (S3,Σ) and (S3,Σ′) into simpler pieces (1.9), (1.14) till we reach the
situation where Waldhausen’s theory (Lemma 4.6) applies.
Structure. The paper is organized as follows: Basic definitions and convention
are reviewed in Section 2. Section 3 discusses the depth tree and the graft decom-
position of a pair (S3,Σ); the graft decomposition provides a convenient way to
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decompose (S3,Σ) into non-splittable pairs and make the presentation neater. By
a non-splittable pair (S3,Σ) we understand a pair (S3,Σ) whose solid parts are
prime 3-manifolds. In Section 4 we summarize 3-manifold topology needed in the
proof of Theorem 1.1; there the generalized Kneser conjecture is proved in details.
The proof of Theorem 1.1 occupies Section 5. Section 6 explains how a pair (S3,Σ)
can be decomposed in terms of surface links, a generalization of handlebody links;
there computable invariants derived from the fundamental tree FT (S) are also in-
troduced and used to distinguish inequivalent handlebody links with homeomorphic
complements.
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2. Preliminaries
Throughout the paper, we work in the PL category; manifolds and maps are
assumed to be piecewise linear [11]. Unless otherwise specified, S3 denotes a 3-
sphere with a base point ∞, and 3-manifolds are connected and compact.
Definition 2.1 (Embedding). We use the symbol S = (S3,Σ) or simply the pair
(S3,Σ) to denote an embedding of a closed, not necessarily connected, surface Σ in
S3 \∞.
Definition 2.2 (Equivalence). Two pairs (S3,Σ), (S3,Σ′) are equivalent if there
exists an ambient isotopy Ft : S3 → S3 fixing ∞ such that F1(Σ) = Σ′. The set of
equivalence classes of (S3,Σ) is denoted by Sur.
Two pairs (S3,Σ), (S3,Σ′) are equivalent if and only if there exists an o.p. self-
homeomorphism of S3 preserving ∞ and sending Σ to Σ′ [1].
Definition 2.3 (Components). Connected components of a space X are abbre-
viated to components of X; non-bold letters X are reserved for components of X.
For instance, given a pair (S3,Σ), Σ denotes a component of Σ.
Definition 2.4 (Solid parts). Given a pair (S3,Σ), if Σ has n components Σi,
i = 1, . . . , n, then the complement S3 \Σ consists of n+1 components. The closures
of these components are denoted by Fj, j = 0, . . . , n. By convention we assume
∞ ∈ F0, and call Fj a solid part of (S3,Σ).
Lemma 2.1. Every two solid parts of (S3,Σ) intersect at no more than one com-
ponent of Σ, and every component of Σ is the intersection of exactly two solid parts
of (S3,Σ).
Proof. It follows from the fact that every connected closed surface divides S3 into
two connected components. 
Thinking of Fj , j = 0, . . . , n, as nodes and Σi = Fj ∩ Fk as edges connecting
nodes representing Fj and Fk, we obtain a based graph with the base node being
the node representing F0. There can be no loops in the based graph. If there is a
loop, then we select a node in the loop and remove components of Σ representing
edges of the loop that are not adjacent to the selected node. This way, we get a new
pair (S3,Σ′) which has two solid parts intersecting at more than one component of
Σ′ and hence a contradiction, so the based graph is in fact a based tree.
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Definition 2.5 (Depth tree). The based tree constructed above is called the depth
tree of S = (S3,Σ) and denoted by ΛS . A solid part Fj has depth k ∈ N if the node
in ΛS representing Fj is connected to F0 by k edges. In particular, F0 has depth 0.
Definition 2.6 (Barycentric diagram). Given a (based) finite graph Γ, the as-
sociated (based) barycentric diagram sd Γ is a (based) diagram obtained by replacing
each edge j − k by the span j ← jˆk → k.
Alternatively, sd Γ can be viewed as the barycentric subdivision of Γ, where jˆk
is the barycenter of the edge j − k. On the other hand, as a small diagram, sd Γ
can also be considered as a small category.
Definition 2.7 (Equivalence). Two (based) finite graphs Γ and Γ′ are equivalent
if there exists an equivalence of (based) categories
E : sd Γ→ sd Γ′.
The above definition is equivalent to saying Γ and Γ′ are isomorphic as based
graphs. In our setting, it is more convenient to use the categorical definition, which
allows us to translate the geometric description of (S3,Σ) into a more categorical
one. Note that equivalent pairs have equivalent depth trees. The notion of depth
tree comes in handy when we discuss the graft decomposition of (S3,Σ) in Section
3.
Definition 2.8 (Barycentric diagram in a category). Given a (based) finite
graph Γ and a category C, a (based) sd Γ-diagram in C (or a (based) barycentric
diagram in C of type sd Γ) is a functor F from sd Γ to C.
Definition 2.9 (Equivalence). Let F be a (based) sd Γ-diagram in C and F ′ a
(based) sd Γ′-diagram in C. Then they are equivalent if there exists an equivalence
of (based) categories
E : sd Γ→ sd Γ′
and a natural isomorphism
Φ : F ⇒ F ′ ◦ E .
The set of equivalence class of barycentric diagrams in C is denoted by CBD.
One main example is the sd ΛS -diagramMT (S) in the category of oriented com-
pact manifolds Mfd associated to a pair S = (S3,Σ); as explained in Introduction,
we have the following lemma.
Lemma 2.2. The functor MT (•) induces an injective mapping
MT : Sur→ MfdBD.
ComposingMT with the fundamental group functor pi1(•) gives a sd ΛS -diagram
FT u(•) in the category of finitely-generated groups Grpf with homomorphisms
modulo conjugation. The orientation information gets lost during the passage, and
the induced mapping
FT u : Sur→ GrpBDf
is no longer injective.
3. Grafting decomposition
3.1. Geometric graft decomposition.
Definition 3.1 (Separating/nonseparating sphere). Given a pair (S3,Σ), a
2-sphere S in S3 with S∩Σ = ∅ is a separating sphere of (S3,Σ) if both connected
components of S3 \S have non-empty intersection with Σ; otherwise, S is a non-
separating sphere of (S3,Σ).
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Without loss of generality, we may assume that S does not contain the base
point ∞. If S is non-separating, then there is a 3-ball B in S3 bounded by S such
that B ∩Σ = ∅, and if S is in the solid part F of (S3,Σ), then B must be in F as
well; up to ambient isotopy, we may assume ∞ /∈ B.
Definition 3.2 (Splittable/non-splittable pair). A pair (S3,Σ) is splittable if
it admits a separating sphere; otherwise, it is non-splittable.
If Σ contains only one component, then (S3,Σ) is non-splittable; the converse is
not true in general.
Given two pairs (S3,Σ) and (S3,Σ′), we can construct a new pair by the following
gluing operation: Select two non-separating spheres S ⊂ F and S′ ⊂ F ′, where
F (resp. F ′) is a solid part of (S3,Σ) (resp. (S3,Σ′)). Then remove the 3-balls
bounded by S and S′ that contain no components of Σ and Σ′, respectively, and
glue S and S′ together via an orientation-reversing homeomorphism. The resulting
new pair (S3,Σ
∐
Σ′) is always splittable.
Corollary 3.1 (Independence). The above gluing operation does not depend on
the choice of non-separating spheres in solid parts F and F ′.
Proof. Suppose S1 and S2 are two non-separating spheres of (S3,Σ) in F . By
the innermost circle argument, we may assume S1 ∩ S2 = ∅. Let B1 and B2 be
3-balls in F bounded by S1 and S2, respectively. Then either B1 ∩ B2 = ∅ or
one 3-ball contains the other. If B1 ∩ B2 = ∅, then S1 and S2 are isotopic in
F . If either B1 ⊂ B2 or B2 ⊂ B1, then the annulus theorem [10] implies that S1
and S2 are isotopic in F . The same arguments apply to non-separating spheres of
(S3,Σ′) in F ′. The corollary then follows from the fact that gluing along isotopic
non-separating 2-spheres results in equivalent pairs. 
In this paper we shall focus mainly on a special case of the gluing operation.
Definition 3.3 (Grafting). By grafting a pair S ′ = (S3,Σ′) onto another pair
S = (S3,Σ) at a solid part Fi of (S3,Σ) we understand performing the gluing
operation between the solid part F ′0 of (S3,Σ′) which contains the base point, and
the solid part Fi of (S3,Σ). The resulting pair is denoted by
(S3,Σ)
FiL99 (S3,Σ′) or simply S FiL99 S ′
A pair S = (S3,Σ) is said to be obtained by performing grafting operations finitely
many times if
S ' S1
F
(1)
i1L99 S2
F
(2)
i2L99 . . .
F
(k−1)
ik−1L99 Sk, (3.1)
where F
(j)
ij
is a solid part of the pair Sj = (S3,Σj), j = 1, . . . , k − 1. (3.1) is
called a graft decomposition of (S3,Σ), and k is the length of the graft decomposi-
tion. If (S3,Σj) is non-splittable, j = 1, . . . , k, then (3.1) is a non-splittable graft
decomposition of (S3,Σ).
We drop F
(j)
ij
from the notation when there is no need to specify the solid parts.
Proposition 3.2 (Non-splittable graft decomposition). Every pair S admits
a non-splittable graft decomposition. Furthermore, suppose
S1 L99 S2 L99 · · · L99 Sm and S ′1 L99 S ′2 L99 · · · L99 S ′p (3.2)
are two non-splittable graft decompositions of S. Then m = p, and after reindexing
if necessary, Si and S ′i are equivalent, for every i.
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Proof. First we index solid parts Fj , j = 0, . . . , n, of S = (S3,Σ) in such a way
that, if j ≥ i, then Fj has the same depth as Fi or greater. We prove the existence
and uniqueness by induction on n.
Existence: Consider the set
{j | Fj is reducible }. (3.3)
If the set (3.3) is empty, for instance, when n = 0 and n = 1, then S is non-
splittable, and there is nothing to prove.
Suppose (3.3) is non-empty. Then let k be the maximum of the set (3.3). Since
Fk is reducible, there exists a 3-ball B in S3 \∞ with ∂B ⊂ Fk, ∂B ∩ ∂Fk = ∅, and
B̂ ∩ Fk a prime 3-manifold, where B̂ ∩ Fk is obtained by capping off the spherical
component ∂B of ∂(B ∩ Fk) with a 3-ball.
Ignoring components of Σ that are in B, we obtain a new pair S˜ with less solid
parts. By induction S˜ admits a non-splittable graft decomposition:
S˜ ' S1 L99 · · · L99 Sq.
On the other hand, considering only components of Σ that are in B, we get another
pair S = (S3,Σ), which is non-splittable. Since S can be obtained by grafting S
onto S˜ at the solid part Fk∪B of S˜, we have the non-splittable graft decomposition
of S:
S ' S1 L99 · · · L99 Sq L99 S.
Uniqueness: Let k, S˜, and S be as above. Then we observe that S can be
identified with one of Si, i = 1 . . .m (resp. S ′i, i = 1 . . . p) in (3.2). Up to reindexing,
we may assume
S ' Sm ' S ′p,
and thus, (3.2) induces two non-splittable graft decompositions of S˜:
S1 L99 · · · L99 Sm−1 and S ′1 L99 · · · L99 S ′p−1.
S˜ has fewer solid parts than S, so by the induction hypothesis, m− 1 = p− 1 and
Sj ' S ′j , after reindexing if necessary, for j = 1 . . .m−1. The proof is complete. 
A detour: edge-labeled trees and trivial pairs. A (based) edge-labeled tree
is a (based) tree with a non-negative integer assigned to each edge. Given a pair
S = (S3,Σ), we label each edge of the depth tree ΛS by assigning the genus of
the component of Σ the edge represents to the edge. The resulting tree is called
edge-labeled depth tree and denoted by Λ∗S .
Definition 3.4 (Isomorphism of marked trees). Two (based) edge-labeled trees
Λ∗1 and Λ
∗
2 are isomorphic if there exists an isomorphism of (based) trees between
Λ∗1 and Λ
∗
2 such that the labels of corresponding edges are identical.
Definition 3.5. A pair S has the type of a based edge-labeled tree Λ∗ if its edge-
labeled depth tree Λ∗S is isomorphic to Λ
∗.
The simplest (based) non-degenerate tree is a (based) 1-simplex; a based 1-
simplex with a label g is denoted by Λg0. A pair (S3,Σ) of type Λ
g
0 is a connected
surface Σ = Σ embedded in S3.
Definition 3.6 (Trivial pair). A pair S = (S3,Σ) of type Λg0 is trivial if Σ = Σ is
trivially embedded in S3. A pair S = (S3,Σ) of type Λ∗ is trivial if each Si = (S3,Σi)
in the non-splittable decomposition of S
S ' S1 L99 · · · L99 Sn,
is a trivial pair of type Λgi0 , where gi is the genus of Σi.
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Corollary 3.3 (Equivalence of trivial pairs). Any two trivial pairs S and S ′
of type Λ∗ are equivalent.
Proof. We shall prove a stronger statement: If E (resp. E ′) is the isomorphism
between Λ∗S and Λ
∗ (resp. Λ∗S′ and Λ
∗), then the equivalence between S and S ′ can
be chosen to respect E and E ′.
We prove it by induction on the number of the nodes in Λ∗. If Λ∗ has only one
node, then Σ is empty and the assertion holds trivially.
Suppose the statement is true for any based edge-labeled tree with less than m >
1 nodes and Λ∗ has m nodes. Then there exists a component Σi = Fj∩Fk of Σ such
that the solid part Fk does not contain the base point and any other components
of Σ. Via the equivalence E , we may assume ĵk, j, and k are corresponding edge
and nodes in Λ∗. Also via E ′, we let Σ′i, F ′j and F ′k are the component of Σ′ and
solid parts of (S3,Σ′) corresponding to ĵk, j, and k in Λ∗. Now, if
S ' S1 L99 S2 L99 · · · L99 Sm and S ′ ' S ′1 L99 S ′2 L99 · · · L99 S ′m
are the non-splittable graft decompositions of S and S ′, then after reindexing if
necessary, we have Sm = (S3,Σi) and Sm = (S3,Σ′i). In other words, S and S ′ can
be obtained by grafting Sm and S ′m onto
S˜ := S1 L99 S2 L99 · · · L99 Sm−1 and S˜ ′ := S ′1 L99 S ′2 L99 · · · L99 S ′m−1
at the solid parts of S˜ and S˜ ′ containing Fj ∪ Fk and F ′j ∪ F ′k, respectively. Since
Sm and S ′m are trivial pairs of type Λg0, Sm and S ′m are equivalent by [18]. On the
other hand, S˜ and S˜ ′ is of type Λ˜∗, which is Λ∗ with the node k removed, and the
isomorphism E (resp. E ′) induces an isomorphism between Λ∗S˜ and Λ˜∗ (resp. Λ∗S˜′
and Λ˜∗). By induction, there is an equivalence between S˜ and S˜ ′ sending the solid
part containing Fj∪Fk to the solid part containing F ′j∪F ′k. Gluing this equivalence
and the equivalence between Sm and S ′m together, we get an equivalence between
S and S ′. 
3.2. Algebraic graft decomposition. In Definition 2.8, we introduce barycentric
diagrams in a category C; in this subsection, we shall focus on the case C = Grpf .
Definition 3.7 (Barycentric diagrams in Grpf with pairing). A (based) sd Γ-
diagram in Grpf with pairing is a (based) sd Γ-diagram G in Grpf together with a
non-degenerate pairing
I : Vαβ × Vαβ → Z,
for every barycenter α̂β in sd Γ, where Vαβ is the free abelian group given by the
free part of the abelianization of G(α̂β).
Definition 3.8 (equivalence). Given a (based) sd Γ-diagram G with pairing and a
sd Γ′-diagram G′ with pairing, they are equivalent if there exists a (based) equivalence
E : sd Γ→ sd Γ′ and a natural isomorphism Φ : G ⇒ G′◦E such that Φ(α̂β) preserves
the pairings, for every barycenter αβ.
We often refer to a sd Γ-diagram in Grpf with pairing as a barycentric diagram
in Grpf with pairing when the type sd Γ is irrelevant in discussions. The set of
equivalence classes of all barycentric diagrams in Grpf with pairing is denoted by
GrpBDf,p.
Definition 3.9 (Join of two finite graphs). Let Γ and Γ′ be two finite graphs
with base nodes ∗ and ∗′, respectively, and i be a selected node in Γ. The join Γ∨iΓ′
is a based graph, with ∗ the base node, obtained by identifying ∗′ ∈ Γ′ with i ∈ Γ.
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The barycentric subdivision of Γ ∨i Γ′ can be identified with a pushout of
sd Γ
i←− 1 ∗
′
−→ sd Γ′,
where 1 = {1} is the trivial category, and i and ∗′ are functors sending 1 to i ∈ Γ
and 1 to ∗′ ∈ Γ′, respectively.
Definition 3.10 (Grafting a barycentric diagram to the other). Suppose
G : sd Γ → Grpf and G′ : sd Γ′ → Grpf are two barycentric diagrams in Grpf with
pairing. Then the barycentric diagram in Grpf obtained by grafting G′ onto G at
G(i) is the functor
G iL99 G′ : sd(Γ ∨i Γ′)→ Grpf
given by the assignment:
v 7→ G(v) v ∈ sd Γ \ {i}
w 7→ G′(w) w ∈ sd Γ′ \ {∗′}
u 7→ G(i) ∗ G′(∗′) u = [∗′] = [i],
where by A ∗B we understand the free product of two groups A and B.
Definition 3.11 (Algebraic graft decomposition). Let G : sd Γ → Grpf be a
barycentric diagram in Grpf with pairing. If Γ = Γ1 ∨i1 Γ2 ∨i2 · · · ∨in−1 Γn and
G ' G1 i1L99 G2 i2L99 . . .
in−1L99 Gn, (3.4)
where ik ∈ Γk and Gk : sd Γk → Grpf , k = 1 . . . n, are barycentric diagrams in Grpf
with pairing, then we say (3.4) is a graft decomposition of G.
Recall that, given a pair S = (S3,Σ), for any component Σi of Σ, we orient
Σi in such a way that its normal vectors point toward the component of S3 \ Σi
containing ∞; the orientation induces an intersection form on H1(Σi), which is the
abelianization of FT u(S)(ĵk) when Σi = Fj ∩ Fk.
Definition 3.12 (Fundamental tree). The fundamental tree of a pair S =
(S3,Σ) is a barycentric diagram in Grpf with pairing given by the functor FT u(S)
together with the intersection form on H1(Σi), for each i. FT (S) denotes the fun-
damental tree of S.
The fundamental tree induces a mapping
FT : Sur→ GrpBDf,p,
and our main theorem asserts that FT (S) is a complete invariant of S.
Theorem 3.4. The mapping FT is injective.
The proof of Theorem 3.4 is given in Section 5, and lemmas needed in the proof
are discussed in Section 4.
4. Surface and 3-manifold topology
Some tools from low-dimensional topology are collected in this section; in par-
ticular, we give a detailed proof of a generalized Kneser conjecture (Lemma 4.4),
which is of independent interest. In this section we specify base points in funda-
mental groups as some constructions depend heavily on the choice of base points
and connecting arcs between them.
We begin with a corollary of the well-known Dehn-Neilsen-Baer theorem.
Lemma 4.1. Let Σ and Σ′ be two closed oriented surfaces. Then
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(1) Every isomorphism
φ : pi1(Σ, ∗)→ pi1(Σ′, ∗′)
that preserves intersection forms on H1(Σ) and H1(Σ
′) can be realized by
an o.p. homeomorphism f : Σ→ Σ′ (i.e. f∗ = φ) with f(∗) = ∗′.
(2) Given two o.p. homeomorphisms
f, g : (Σ, ∗)→ (Σ′, ∗′),
if f∗ and g∗ are conjugate, then f and g are isotopic.
Proof. See [3, Section 8.1]. 
Lemma 4.2. Let F be an irreducible 3-manifold embedded in S3. Suppose F is
∂-prime but not ∂-irreducible. Then F is homeomorphic either to a solid torus or
to a 3-ball.
Proof. If ∂F contains a spherical component, then F must be a 3-ball by the ir-
reducibility. If ∂F contains no 2-spheres, then the ∂-reducibility of F implies that
there exists an essential loop on ∂F which bounds a disk D in F . If ∂D separates
∂F , then D must separate F since every connected surface in S3 separates S3 into
two connected parts, but that would contradict the ∂-primeness of F .
Therefore, ∂D cannot separate ∂F , and hence there exists a loop on ∂F inter-
secting ∂D at exactly one point. Using the tubular neighborhood of the loop and
D, we obtain a ∂-prime decomposition
F ' (D2 × S1)#bF ′.
But F is ∂-prime, so F ′ is a 3-ball. 
Lemma 4.3. Every compact 3-manifold admits a ∂-prime decomposition.
Proof. See [16, Theorem 4.1]. 
Convention: Given a subspace A in X and two selected points ∗A and ∗X , by
an arc γ connecting ∗A to ∗X we understand an oriented arc starting from ∗A to
∗X ; its induced homomorphism
pi1(A, ∗A) γ∗−→ pi1(X, ∗X)
sends the homotopy class of a loop l in A to the homotopy class of γ ∗ l ∗ γ−1 in X,
where the operation α ∗ β of two paths α and β with α(0) = β(1) is defined by
α ∗ β(t) = β(2t) if 0 ≤ t ≤ 1
2
, α ∗ β(t) = α(2t− 1) if 1
2
≤ t ≤ 1.
The next lemma concerns connected sum of 3-manifolds and generalizes the
classical Kneser’s conjecture [6], [7, Theorem 7.1].
Lemma 4.4. Let M be a 3-manifold with no spherical components in ∂M , and
Σ1 and Σ2 be disjoint surfaces with Σ1 ∪ Σ2 = ∂M . Suppose there exists an
isomorphism
pi1(M, ∗M ) φ−→ A1 ∗A2,
with A1 ∗A2 the free product of two groups A1, A2, and for each component Σij of
Σi, there exists an arc δij connecting the base point ∗ij of Σij to the base point ∗M
of M such that the composition
pi1(Σij , ∗ij)
δij∗−−→ pi1(M, ∗M ) φ−→ A1 ∗A2
factors through Ai ↪→ A1 ∗ A2. Then there exists a separating 2-sphere Sφ in M
which gives a connected sum decomposition of M :
M 'M1#M2 with ∂Mi = Σi,
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and φ induces an isomorphism pi1(Mi, ∗Mi) ' Ai, i = 1, 2, where Mi is obtained by
capping off M˜i, the closure of a connected component of M \Sφ, by a 3-ball.
Furthermore, one can find arcs δi connecting ∗Mi to ∗M and arcs ij in M˜i
connecting ∗ij to ∗Mi such that the following diagram commutes:
pi1(M, ∗M )
pi1(Mi, ∗Mi)
A1 ∗A2
Ai
pi1(Σij , ∗ij)
∼
φ
∼
δi∗
ij∗
δij∗
(4.1)
Proof. Firstly, note that if one of Ai, i = 1, 2, say A1, is trivial, then Σ1 must be
empty. To see this, we recall the exact sequence
H2(M,∂M ;R)→ H1(∂M ;R)→ H1(M ;R), (4.2)
where R = Z when ∂M is orientable; otherwise, R = Z2. (4.2) implies that any two
loops in ∂M coming from H2(M,∂M ;R) have null intersection number. Hence, if
Σi 6= ∅, then the induced homomorphism
H1(Σ1;R)→ H1(M ;R)
and therefore the induced homomorphism
pi1(Σ1j , ∗1j)→ pi1(M, ∗M )
are non-trivial, for every j. This would imply A1 is non-trivial because φ is an
isomorphism and hence contradict the assumption. Therefore Σi = ∅. Now, let the
separating sphere Sφ be any 2-sphere that bounds a 3-ball away from all connecting
arcs. Then the desired properties follow.
From now on, we assume both A1 and A2 are non-trivial, the proof for this case
is divided into two three steps. The separating 2-sphere Sφ in M is constructed
in Step 1, ∂Mi = Σi is proved in Step 2, and the commutative diagram (4.1) is
examined in Step 3.
Step 1: separating 2-sphere Sφ. Following methods in [14], [6, Lemma], and
[7, Chap.7], we consider two aspherical CW-complexes K1 and K2 with pi1(Ki, ∗i) '
Ai. Connecting K1 and K2 with a one-simplex I = [0, 1] by gluing 0, 1 ∈ I to base
points of K1,K2, respectively, we obtain a new CW-complex K. Let ∗ := 12 ∈ I
be the base point of K. Then there is an obvious isomorphism pi1(K, ∗) ' A1 ∗A2,
and hence φ can be viewed as an isomorphism from pi1(M, ∗M ) to pi1(K, ∗). Since
K is aspherical, the isomorphism can be realized by a map h : M → K.
By [17, Lemma 1.1], we may assume i) h transverse to ∗ (i.e. h−1(I ′) has a
product structure h−1(∗)× I ′ on which h restricts to the projection onto I ′, where
I ′ = [ 14 ,
3
4 ] is a subinterval of I), and ii) h
−1(∗) consists of incompressible surfaces.
Since h∗ = φ is an isomorphism, a component in h−1(∗) is either a disk or a 2-
sphere. We let (nd, ns) denotes the numbers of disks and spheres in h
−1(∗), and
define a linear order  on the set of pairs of non-negative integers by declaring
(a, b)  (c, d) if either a < c or a = c; b < d. We assume h is chosen such that it
satisfies conditions i) and ii) and minimizes (nd, ns).
The goal is to show (nd, ns) of h, a minimizer, is (0, 1), and h
−1(∗) is the required
2-sphere Sφ.
Disks: Observe that {∂Dk}ndk=1 separates ∂M into several components, and
crossing through a disk ∂Dk means going from one component to the other. If we
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think of each ∂Dk as an edge and the closure of each component of the complement
∂M \
nd⋃
k=1
∂Dk
as a node, we get a graph G (Fig. 4.1).
K1
K2
∗ ⇒
Σ
G
Figure 4.1. The graph G
Claim 1: There is no loop in G. Suppose there is a loop in G; without loss
of generality, we may assume the boundary of D := D1 represents an edge in the
loop, and ∂D is in the component Σ := Σ11 of Σ1.
Then there exists an embedded loop l transvesal to
⋃nd
k=1 ∂Dk in Σ such that
l∩D is a point and l∩Dk contains no more than one point, for every k = 2, . . . , nd.
In other words, l is dual to ∂D in Σ and therefore essential in M by (4.2).
Now, l ∩ h−1(∗) divides l into 2n arcs l1,. . . ,l2n with end points of each li lying
in different disks. Up to reindexing l1, . . . , l2n, we may assume h ◦ li is a loop in K1
when i is odd and in K2 when i is even. Since the composition (4.3) sends l to an
element y · x1 · x2 . . . x2n−1 · x2n · y−1 ∈ A1, where xi = [h(li)] in Aj , i ≡ j (mod 2),
some xi must be trivial, say x1.
Suppose ∂l1 = p, q are in disks Di and Dj , respectively. Then we homotopy a
neighborhood l1 in Σ, using a homotopy similar to the one in [17, p.507] (Fig. 4.2)
such that Di, Dj ⊂ h−1(∗) is replaced by a disk obtained by performing a ∇¯-move
along l1 ([15, Sec. 3]). But, this contradicts the minimality of #h
−1(∗), and hence
G is a union of trees.
l1
Figure 4.2. The homotopy and the ∇¯-move
A 1-valent node in G is called an end of G; an end of G corresponds to a
component of ∂M \⋃nki=1 ∂Di, which is adjacent to only another component. The
genus of an end is the genus of the corresponding component.
Claim 2: There is at most one end with genus larger than 0 in each
component of G. Suppose there are two ends with genus larger than 0 in a
component G of G, and let Σ be the component of Σ containing disks represented
by nodes in G and Σ′ and Σ′′ be components of Σ \⋃nki=1 ∂Di corresponding to the
two ends of positive genus. Without loss of generality, we may assume Σ = Σ11
and abbreviate δ11 to δ.
Since Σ′ (resp. Σ′′) has positive genus, there exists an essential loop l′ (resp. l′′)
in Σ′ (resp. Σ′′) which is also essential in M , in view of 4.2. Now, if h(Σ′) is in the
connected component of K \ ∗ containing K2, then h(l′) is essential in K2. On the
other hand, by the assumption, the composition
pi1(Σ, ∗Σ) δ∗−→ pi1(M, ∗M ) φ−→ A1 ∗A2 (4.3)
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factors through A1. Thus, we obtain x = [h(l
′)] 6= 1 ∈ A2 and, at the same time,
φ ◦ γ∗[l′] = yxy−1 ∈ A1, for some y ∈ pi1(M, ∗M ); this is possible only when x = 1.
Hence, we get a contradiction. A similar argument shows that h(Σ′′) cannot be in
the component of K \ ∗ containing K2.
Suppose that both h(Σ′) and h(Σ′′) are in the component of K \ ∗ containing
K1. Then we connect the loop l
′ (resp. l′′) to ∗Σ with an arc α′ (resp. α′′) in Σ to
get a connecting arc β′ := δ ∗ α′ (resp. β′′ := δ ∗ α′′) from the loop l′ (resp. l′′) to
∗M . The intersection β′ ∩ h−1(∗) (resp. β′′ ∩ h−1(∗)) separates β′ (resp. β′′) into
connected subarcs β′1, . . . , β
′
m (resp. β
′
1, . . . , β
′
m).
At least one of φδ∗[α′ ∗ l′ ∗α′−1] and φδ∗[α′′ ∗ l′′ ∗α′′−1], say φγ∗[α′ ∗ l′ ∗α′−1], has
the form ym · · · y1 ·x · y−11 · · · y−1m ∈ A1 with m > 0, where the element x = [h(l′)] is
in A1, and the element yi, induced from β
′
i, is in Aj , i ≡ j+1 (mod 2). This implies
some h◦β′i, say h◦β′1, is non-essential. Thus, we may perform the operation in the
proof of Claim 1 to merge disks containing the endpoints of β′1 using β
′
1 (Fig. 4.2)
and get a contradiction. This completes the proof of Claim 2.
Now, we observe that if G contains a non-degenerate tree, a tree having at least
one edge, then by Claim 2 it has at least one end with genus 0. This would imply
that there exists a disk D in h−1(∗) ∩ Σ with ∂D cutting off a disk D′ from Σ. In
this case, we push D ∪ D′ away from ∂M and get a 2-sphere S in the interior of
M . Since pi2(K, ∗) is trivial, we can deform h such that the disk D in h−1(∗) is
replaced with the 2-sphere S without affecting other components in h−1(∗), but
this contradicts the minimality of h (see [7, p.66] for more details).
In conclusion, G must be a union of degenerate trees; that is a collection of
nodes with no edges. So, there is no disk in h−1(∗) and nd = 0.
Claim 3: There are no more than one 2-sphere. This follows from the
standard binding tie argument [14], [6], [7, p.67]. For the sake of completeness,
we outline its proof below. If h−1(∗) contains more than one 2-sphere, then we
consider arcs with two ends lying in different components of h−1(∗) and mapped
to non-essential loops under h. Let α be such an arc that minimizes #h−1(∗) ∩ α,
and S1 and S2 be the 2-spheres in h
−1(∗) connected by α. Then one can show
that the interior of α must have trivial intersection with h−1(∗) [7, p.67], and thus
we can homotopy h such that S1 and S2 are replaced by the 2-sphere given by the
union
∂N(α) \ (S1 ∪S2)
⋃
(S1 ∪S2) \N(α),
with other components in h−1(∗) intact, where N(α) is the closure of a tubular
neighborhood N(α) of α. This contradicts the minimality of #h−1(∗).
Consequences of the results in Step 1: h−1(∗) contains only one connected
component and it is a 2-sphere Sφ, which separates M into two connected com-
ponents; we denote their closures by M˜1 and M˜2. This induces a decomposition
M ' M1#M2, where Mi is obtained by capping off the spherical component in
∂M˜i with a 3-ball B
3. Furthermore, we may choose the base point ∗Mi to be in
a tubular neighborhood of Sφ such that h(∗Mi) = i3 ∈ I ⊂ K. Then there are
natural arcs δi connecting ∗Mi to ∗M in M˜i and isomorphisms pi1(Mi, ∗Mi) ' Ai
such that the following diagram commutes
pi1(M, ∗M )
pi1(Mi, ∗Mi)
A1 ∗A2
Ai
∼
φ
∼
δi∗
(4.4)
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Step 2: Locate Σ1 and Σ2. In this step, we show that ∂Mi = Σi, i = 1, 2.
Suppose it is not the case. Without loss of generality, we may assume that a
component Σ of Σ1 is mapped into the connected component of K \ ∗ containing
K2 under h. As we shall see, this would lead to a contradiction as in the first part of
the proof of Claim 2: Firstly, we choose an essential loop l in Σ that is also essential
in M by (4.2), and connect it to ∗M in M2; we denote the resulting loop by l˜, and
observe that x = [h ◦ l˜] is non-trivial in A2. On the other hand, the composition
(4.3) implies y · x · y−1 ∈ A1 for some y ∈ A, but this is possible only when x = 1.
So, every component of Σ1 must be in ∂M1. Similarly, we have Σ2 = ∂M2.
Step 3: Homotopy δij. Consider a connected component Σij of Σi, and recall
that δij is the connecting arc from ∗ij to ∗M in the lemma and δi the connecting arc
from ∗Mi to ∗M in diagram (4.4). We want to show that δ−1i δij can be homotopied
with endpoints fixed to an arc in M˜i. To see this, we first choose an arc γ connecting
∗ij to ∗Mi in M˜i, and let α = δi ∗ γ. Next, we pick an element [l] ∈ pi1(Σij , ∗ij) not
in the kernel of δij,∗, and observe that the elements x = φ ◦α∗[l] and z = φ ◦ δij,∗[l]
both are in Ai. Because z = y · x · y−1 with z and x in Ai, the element y, the
homotopy class of h(δij ∗ α−1), must be in Ai as well. In particular, there exists a
loop β in M˜i such that δi ∗β ∗δ−1i and δij ∗α−1 = δij ∗γ−1 ∗δ−1i represent the same
element in pi1(M, ∗M ). This implies δ−1i ∗ δij is homotopic to β ∗ γ, a loop entirely
in M˜i (right figure in (4.5)).
Therefore, we may assume δij is obtained by δi and an arc ij = β ∗γ connecting
∗ij to ∗Mi and is entirely in M˜i. As a result, the induced homomorphism ij
pi1(Σij , ∗ij) ij,∗−−−→ pi1(Mi, ∗Mi),
fits in the commutative diagram (left) below:
pi1(M, ∗M )
pi1(Mi, ∗Mi)
A1 ∗A2
Ai
pi1(Σij , ∗ij)
∼
φ
∼
δi∗
ij∗
δij∗
∗M
∗Mi∗ij
δij
γ
β
δi
(4.5)

Remark 4.1. For simplicity’s sake, we assume ∂M contains no spherical components
in Lemma 4.4, but it is actually not necessary. To see this, we first cap off spherical
components of ∂M by some 3-balls to get a new 3-manifold M ′ without spherical
boundary components. Then, applying Lemma 4.4 to M ′, we obtain a separating
sphere Sφ such that the induced connected sum decomposition M
′ 'M ′1#M ′2 has
the property: Every component Σij of ∂M with positive genus is in M
′
i . Without
loss of generality, we may assume Sφ is disjoint from those attached 3-balls. Now,
if Σ is a 2-sphere on the wrong side of Sφ, we modify Sφ as follows. Firstly,
connect Sφ to Σ via an embedded 1-handle h(D
2 × I) in the interior of M ′ with
h(D × I˚) away from the attached 3-balls, and h(D × {0}) = Sφ ∩ h(D2 × I) and
h(D × {1}) = Σ ∩ h(D2 × I). Secondly, consider the union
Sφ \ h(D × {0})
⋃
h(∂D2 × I)
⋃
Σ \ h(D2 × {1}),
which is a 2-sphere, and push it into the interior of M to get a new separating
2-sphere. This way, we get Σ on the correct side of the new separating 2-sphere
with other components unaffected by the operation. Applying this procedure to all
spherical components of ∂M that are on the wrong side of Sφ, and then removing
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the attached 3-balls, we get a separating 2-sphere in M that induces the desired
connected sum decomposition of M .
Remark 4.2. Lemma 4.4 implies the classical Kneser’s conjecture [6], [7, Chap. 7],
where M is assumed to be ∂-irreducible without additional assumptions on the
induced homomorphism pi1(Σ) → pi1(M), where Σ is a component of ∂M with
positive genus.
In general, given a connecting arc δ from ∗Σ to ∗M , the composition
pi1(Σ, ∗Σ) δ∗−→ pi1(M, ∗M ) φ−→∼ A1 ∗A2
needs not factor through A1 or A2.
However, if M is ∂-irreducible, then pi1(Σ, ∗Σ) can be identified with an inde-
composable subgroup in g ·Ai ·g−1, for some g ∈ A1 ∗A2. Replacing the connecting
arc δ with γ ∗ δ, where γ is a loop representing φ−1(g) in M , we obtain that the
composition
pi1(Σ, ∗Σ) (γ∗δ)∗−−−−→ pi1(M, ∗M ) φ−→∼ A1 ∗A2
factors through Ai. Applying this construction to every component of ∂M , we see
the assumption of the classical Kneser conjecture imply conditions in Lemma 4.4.
The following corollary is a consequence of Lemma 4.4; it plays an important
role in the proof of the main theorem as it allows us to decompose an isomorphism
between the fundamental groups of two 3-manifolds M,M ′ into isomorphisms be-
tween fundamental groups of their prime factors.
Corollary 4.5. Given two 3-manifolds M and M ′, suppose M ' M1#M2 and
there exist isomorphisms
φM : pi1(M, ∗M )→ pi1(M ′, ∗M ′), φij : pi1(Σij , ∗ij)→ pi1(Σ′ij , ∗′ij)
such that the following diagram commutes
pi1(M, ∗M ) pi1(M ′, ∗M ′)
pi1(Σij , ∗ij) pi1(Σ′ij , ∗′ij)
φM
φij
δij,∗ δ′ij,∗
for every connected component Σij ⊂ ∂M , where⋃
j
Σij = ∂Mi and
⋃
i,j
Σ′ij = ∂M
′,
and δij (resp. δ
′
ij) is a connecting arc from ∗ij to ∗M (resp. from ∗′ij to ∗M ′).
Furthermore, suppose that the arc δij respects the decomposition M ' M1#M2 in
the sense that it can be decomposed as δij = δi ∗ ij, with δi and ij connecting arcs
from ∗Mi to ∗M and from ∗ij to ∗Mi , respectively. Then there exist M ′1, M ′2 such
that M ′ 'M ′1#M ′2, ∂M ′i =
⋃
j Σ
′
ij, i = 1, 2, and isomorphisms
ψi : pi1(Mi, ∗Mi)→ pi1(M ′i , ∗M ′i )
such that the following diagram
pi1(Mi, ∗Mi) pi1(M ′i , ∗M ′i )
pi1(Σij , ∗ij) pi1(Σ′ij , ∗′ij)
ψi
φij
ij∗ ′ij∗
commutes, where ′ij is an arc connecting ∗′ij to ∗M ′i induced by ij, δi, and δ′ij.
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The next lemma is a corollary of Waldhausen’s theorem [19, Theorem 7.1; Corol-
lary 6.5].
Lemma 4.6. Let M , M ′ be oriented irreducible and ∂-irreducible 3-manifolds.
Suppose there exist an o.p. homeomorphism f : ∂M → ∂M ′ and an isomorphism
pi1(M, ∗M ) → pi1(M ′, ∗M ′) and, for every component Σi of ∂M and Σ′i = f(Σi) ⊂
∂M ′, there is an arc γi (resp. γ′i) connecting the base point ∗i ∈ Σi (resp. ∗′i ∈ Σ′i)
to the base point ∗M ∈M (resp. ∗M ′ ∈M ′) such that the diagram
pi1(M, ∗M ) pi1(M ′, ∗M ′)
pi1(Σi, ∗i) pi1(Σ′i, ∗′i)
φ
γi∗ γi′∗
fi∗
(4.6)
commutes, up to conjugation, where fi is the restriction of f on Σi. Then there
exists an o.p. homeomorphism
h : M →M ′
realizing φ and restricting to f on ∂M .
Proof. We argue by induction on n, the number of the components of ∂M .
Without loss of generality, we assume that the base point ∗M = ∗0 ∈ Σ0 (resp.
∗M ′ = ∗′0 ∈ Σ′0). Let γi (resp. γ′i), i = 1, . . . , n, be connecting arcs between ∗i
and ∗0 (resp. ∗′i and ∗′0). Modifying γ′i, we may assume diagram (4.6) commutes
strictly. Then by Waldhausen’s theorem [19, Corollary 6.5], there exists an o.p.
homeomorphism h0 which realizes φ and extends f0.
Now, suppose there exists an o.p. homeomorphism hk−1 that realizes φ and
extends fi, i = 1, . . . , k−1. Then we want to show that hk−1 is isotopic, relative to⋃k−1
i=1 Σi, to an o.p. homeomorphism hk that realizes φ and restricts to hk on Σk.
To construct hk, we first move the base point ∗M (resp. ∗M ′) to ∗k (resp. ∗′k)
along γk (resp. γ
′
k). This gives us the commutative diagram below:
pi1(M, ∗k) pi1(M ′, ∗′k)
pi1(M, ∗M ) pi1(M ′, ∗M ′)
pi1(Σk, ∗k) pi1(Σ′k, ∗′k)
φ
γk∗
γk∗
γk
′∗
γk
′∗
fk∗
(4.7)
Applying Waldhausen’s theorem [19, Corollary 6.5] to diagram (4.7), we obtain an
o.p homeomorphism h′k : (M, ∗k)→ (M ′, ∗′k) realizing the isomorphism γ′k−1∗ ◦φ◦γk∗
and restricting to the homeomorphism fk on Σk. Isotopying h
′
k, we can further
assume h′k(∗M ) = ∗M ′ .
To compare φ with the induced homomorphism
h′k∗ : pi1(M, ∗M )→ pi1(M ′, ∗M ′),
we observe the commutative diagrams below:
pi1(M, ∗M ) pi1(M ′, ∗M ′)
pi1(M, ∗k) pi1(M ′, ∗′k)
φ
γk∗ γ′k∗
h′k∗
pi1(M, ∗M ) pi1(M ′, ∗M ′)
pi1(M, ∗k) pi1(M ′, ∗′k)
h′k∗
γk∗ h′k(γk)∗
h′k∗
∗M ′
∗k
h′k(γk)
γ′k
(4.8)
Diagram (4.8) implies that
σ∗ ◦ φ = h′k∗ : pi1(M, ∗M )→ pi1(M ′, ∗M ′),
A COMPLETE INVARIANT FOR CLOSED SURFACES IN THE THREE-SPHERE 21
where σ is the path h′k(γk)γ
′
k
−1
. In particular, hk−1, which realizes φ, is isotopic
to h′k [19, Theorem 7.1], and hence the restriction of hk−1 on Σk is isotopic to fk.
Using the collar neighborhood of Σk, we isotopy hk−1, relative to
⋃k−1
i=1 Σi, to an
o.p. homeomorphism hk that restricts to fk on Σk.

5. Proof of the main theorem
Proof of Theorem 3.4. Suppose the pairs S = (S3,Σ) and S ′ = (S3,Σ′) have equiv-
alent fundamental trees. Then after reindexing Σ′i, F
′
j if necessary, we have isomor-
phisms
φΣi : pi1(Σi)→ pi1(Σ′i), i = 1, · · · , n
φFj : pi1(Fj)→ pi1(F ′j), j = 0, · · · , n,
such that whenever Σi ⊂ Fj , Σ′i ⊂ F ′j the diagram
pi1(Fj)
pi1(Σi)
pi1(F
′
j)
pi1(Σ
′
i)
φFj
φΣi
γi∗ γ′i∗
(5.1)
commutes, up to conjugation, for some connecting arcs γi (resp. γ
′
i) from the base
point of Σi (resp. Σ
′
i) to the base point of Fj (resp. F
′
j). By modifying γ
′
i properly,
we may assume that the diagram (5.1) commutes strictly.
The proof consists of two steps: We first prove the theorem for the special case
where S and therefore S ′ are non-splittable. Then we reduce the general case to
the non-splittable case via the non-splittable graft decomposition of S and Lemma
4.4.
Case 1. Non-splittable pair S = (S3,Σ). The construction of the equivalence
between S and S ′ is in essence similar to the one in [2]: We first observe that there
is an o.p. homeomorphism f : Σ → Σ′ realizing φΣi , for i = 1, . . . , n, by Lemma
4.1. Then we extend f |∂Fj over Fj , for each j, to get the desired equivalence. To
construct the extension of f |∂F , as outlined in Introduction, we first decompose Fj
into ∂-prime factors and then apply Lemma 4.6.
For the sake of simplicity, we let F = Fj be a solid part of (S3,Σ). We consider
the ∂-prime decomposition of F :
F ' E0#b . . .#bEm, (5.2)
and denote separating disks in (5.2) by Di, i = 1, . . . ,m. Observe that each Di in
F separates F into two connected parts, and thus if we think of Ej , j = 0, . . . ,m,
as nodes and each Di as an edge between Ej and Ek when Ej ∩Ek = Di, then we
get a based tree Π with E0 corresponding to the base node.
The depth of a node of Π or of the 3-manifold it represents is defined as the
number of edges between each node and the base node. Without loss of generality,
we may assume Di is the separating disk in ∂Ei that separates Ei from ∗F when
i 6= 0; in other words , Di is represented by the first edge from the node representing
Ei to the base node in Π. Given a component Σ of ∂F , the closest part of Σ to E0
with respect to (5.2) is the component of ∂Es that has non-trivial intersection with
Σ, where Es has the shallowest depth among members of the set
{Ei | Ei ∩ Σ 6= ∅}.
• A good system of connecting arcs with respect to (5.2). We first select a
point on each ∂Di, i = 1, · · · ,m, and let the base point ∗F of F be on a component
of ∂E0 ∩ ∂F . Secondly, for each component Σ of ∂F , if ∗F /∈ Σ, the base point ∗Σ
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is chosen to be on the closest part of Σ to E0 with respect to (5.2); if ∗F ∈ Σ, then
we let ∗Σ = ∗F .
Next, we construct arcs between these points, which are built from smaller arcs
starting from base points of components of ∂F and selected points on ∂Di.
Arcs starting from the base point of Σ. Let Σ be a component of ∂F . If
its base point ∗Σ 6= ∗F is in ∂E0, then we connect it to ∗F by an arc in E0; if
∗Σ = ∗F , then we use the constant path. If ∗Σ is in ∂Ei, for some i 6= 0, then we
select an arc in Ei connecting ∗Σ to the selected point on ∂Di in Ei. Notice that
∂Di is necessarily not in Σ in this case.
Arcs starting from the selected point in ∂Di (i 6= 0). Let Σ be the
component of ∂F containing ∂Di. If Di is between Ei and Eh and the base point
∗Σ is in ∂Eh, then we connect the selected point in ∂Di to ∗Σ via an arc in Σ∩Eh.
If Di is between Ei and Eh, but the base point ∗Σ is not in ∂Eh, then we connect
the selected point in ∂Di to the selected point on ∂Dh via an arc in Σ ∩ Eh.
Embedded tree Υ. These connecting arcs together induce an embedded tree
Υ ⊂ F . The nodes of Υ are selected points on ∂Di, i = 1, . . . ,m, and base points
of components of ∂F and F , and its edges are connecting arcs between them. To
see Υ is an embedded tree, we define a partial ordering on its nodes in the following
manner: The base point ∗F is of order 0, and ∗Σ 6= ∗F is of order 2k + 1 if ∗Σ
is in Ei, and there are k edges in Υ between nodes corresponding to Ei and E0.
The selected point in ∂Di is of order 2k if there are k edges in Υ between nodes
corresponding to Ei and E0. From the construction of Υ, each node is connected
by exactly one edge to a unique node with smaller order, so there can be no loop
in Υ. This also implies Υ is connected, for every node eventually connects to ∗F .
Here we explain how this embedded tree Υ gives rise to natural base points of
Ei and each component of ∂Ei, i = 0, . . . ,m, and connecting arcs between them.
We let ∗F be the base points of E0 and the selected point in ∂Di the base point of
Ei, i 6= 0. We let ∗Σ be the base point of the component of ∂Ei containing Σ ∩ Ei
if ∗Σ ∈ Ei, and let the selected point in ∂Di be the base point of the component of
∂Ei containing Di, i 6= 0. Connecting arcs between them are unique paths between
them in the embedded tree Υ.
Given a component Θ of ∂Ei, the system of base points and connecting arcs
induces the commutative diagram
pi1(F )
pi1(Σ)
pi1(Ei)
pi1(Θ)
ιi∗
(5.3)
where Σ is the component of ∂F having non-trivial intersection with Θ, and ιi is
the unique path in Υ connecting ∗Ei and ∗F ; other homomorphisms in (5.3) are
also induced from connecting arcs in Υ.
According to how base points are chosen, we separate components Θ of ∂Ei
into two categories: one consists of those with base point ∗Θ = ∗Ei , and the other
comprises those having ∗Θ = ∗Σ, where Σ∩Θ 6= ∅. We denote the first kind by Θ?i
and the second by ΘΣi .
Observe that connecting arcs ιi, i = 1, . . . ,m, induce a free product decomposi-
tion of pi1(F ):
pi1(F ) ' pi1(E0) ∗ · · · ∗ pi1(Em). (5.4)
Since Ei is either a solid torus or a ∂-irreducible manifold by Lemma 4.2, the
decomposition (5.4) is a free product decomposition with indecomposible factors.
• Induced decomposition of F ′. Recall that f is the o.p. homeomorphism
realizing φΣi in the diagram (5.1) and sending base points of components of ∂F to
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base points of components of ∂F ′ and that, in our assumption, ∗F ∈ ∂F . Without
loss of generality, we may assume the base point of F ′ is f(∗F ) ∈ ∂F ′; this can
be done by moving the original base point of F ′ to f(∗F ) along the connecting arc
between them. Note that f(∗F ) is a base point of a component of ∂F ′ because
∗F = ∗Σ, for some Σ. This modification does not change the strict commutativity
of (5.1).
By Dehn’s lemma, the loop f(∂Di) in F
′ bounds a disk D′i in F
′, for each i. Since
F ′ is irreducible, by the innermost circle argument and induction, we may assume
D′i, i = 1, . . . ,m, are disjoint, and we extend the homeomorphism f : Σ→ Σ′ over⋃m
i=1Di. Also, since F
′ is in S3, disks D′i, i = 1, . . . ,m, separate F ′ into m + 1
components, and induce a boundary connected sum decomposition of F ′:
F ′ ' E′0#b . . .#bE′m, (5.5)
where factors are indexed in such a way that ∗F ′ ∈ E′0 and D′i ⊂ ∂E′i, i 6= 0,
separates E′i from ∗F ′ .
There are natural base points ∗E′i of E′i and ∗Θ′ of every component Θ′ of ∂E′i,
i = 0, · · · ,m, given by the images f(∗Ei) and f(∗f−1(Θ′)), respectively. Also, f
induces a connecting arc from ∗Θ′ to ∗Σ′ , which is the image of the arc from ∗f−1(Θ′)
to ∗Σ, where Σ′ = f(Σ), and Σ′ is the component of ∂F ′ with Σ′ ∩ E′i ⊂ Θ′.
Among components of ∂E′i, the special component that contains ∗E′i is denoted
by Θ?i
′. A priori, we do not know if f−1(Θ?i
′) = Θ?i ; in fact, it is not clear at this
stage, given a component Θ of Ei, if f(Θ) =: Θ
′ is a component of E′i.
• Compatibility between (5.2) and (5.5). To unfold relations between Θ?i and
Θ?i
′ and between Ei and E′i, we consider the associated tree Π
′ of (5.5), whose nodes
are E′i, i = 0, · · · ,m, and edge between E′i and E′k ⊃ Di is the disk Di = E′k ∩ E′i.
Claim 1: The assignment
Di 7→ D′i Ej 7→ E′j (5.6)
induces an isomorphism of based trees between Π and Π′. Furthermore,
we have f(Θ?i ) = Θ
?
i
′, and φF induces an injection pi1(Ei) → pi1(E′i), for
each i.
Firstly, we observe that, for the special component Θ?i
′, there is a natural con-
necting arc from ∗Θ?i ′ to ∗E′i given by the images of the connecting arc from ∗f−1(Θ?i ′)
to ∗E′i . Joining together the inverse of the connecting arc, the arc from ∗Θ?i ′ to ∗Σ′ ,
where Σ′ is the component with Σ′ ∩Θ?i ′ 6= ∅, and the arc from ∗Σ′ to ∗F ′ , we get
an arc ι′i from ∗E′i to ∗F ′ , for each i. As with (5.4), ι′i∗, i = 0, · · · ,m, induce a free
product decomposition of pi1(F
′):
pi1(F
′) ' pi1(E′0) ∗ · · · ∗ pi1(E′m). (5.7)
and the commutative diagram in Fig. 5.1a.
pi1(F
′)
pi1(Σ
′)
pi1(E
′
i)
pi1(Θ
?
i
′)
ι′i∗
(a) Special component Θ?i
′
pi1(F
′)
pi1(Σ
′)
pi1(E
′
i)
pi1(Θ
′)
ϑ′i∗
τi,Θ′∗
(b) Other component Θ′
Figure 5.1. Connecting arcs in E′i
If Θ′ ⊂ ∂E′i is a component that does not contain ∗E′i . Then there is no canonical
choice of a connecting arc between ∗Θ′ and ∗E′i , so we simply pick an arbitrary arc
τi,Θ′ in E
′
i that connects ∗Θ′ to ∗E′i . Joining τ−1i,Θ′ with the connecting arcs from
24 GIOVANNI BELLETTINI, MAURIZIO PAOLINI, AND YI-SHENG WANG
∗Θ′ to ∗Σ′ and from ∗Σ′ to ∗F ′ , we obtain an arc ϑ′i from ∗E′i and ∗F ′ , where Σ′ is
the component with Σ′ ∩Θ′i 6= ∅. The joined a rcϑ′i induces an injection
pi1(E
′
i)
ϑ′i∗−−→ pi1(F ′), (5.8)
which fits in the commutative diagram in Fig. 5.1b.
ϑ′i∗ and ι
′
i∗ might not agree, but they are equivalent, up to conjugation, namely
ϑ′i∗ = g · ιi∗ · g−1, (5.9)
for some g ∈ pi1(F ′). Note also ϑ′i∗ depends on the component Θ′ ⊂ ∂E′i.
With these preliminaries, we can now prove Claim 1 by induction on the depth
of Π. The only node with depth 0 is the base node, and from the way ∗F and ∗F ′
are chosen, it is clear that f(Θ?0) = Θ
?
0
′. Together with (5.4), the diagram in Fig.
5.1a, and (5.7), this implies the commutative diagram below
pi1(E0) ∗ · · · ∗ pi1(Em)
pi1(E0)
pi1(Θ
?
0)
pi1(F )
pi1(Σ)
pi1(F
′)
pi1(Σ
′)
pi1(E
′
0) ∗ · · · ∗ pi1(E′m)
pi1(E
′
0)
pi1(Θ
?
0
′)
∼φF∼
∼
∼
(5.10)
By the diagram (5.10), the image of pi1(E0) under φF has non-trivial intersection
with pi1(E
′
0) since pi1(Θ
?
0
′) → pi1(E′0) is non-trivial. Hence, the image of pi1(E0) is
in pi1(E
′
0) because pi1(E0) is indecomposable [8, Sec.34], and therefore φF induces
an injection pi1(E0)→ pi1(E′0).
Suppose the claim is true for all nodes with depth less than l. That is the
assignment (5.6) induces a simplicial isomorphism between the subtrees of Π and
Π′ consisting of nodes with depth less than l and edges between them, f(Θ?i ) = Θ
?
i
′,
and φF induces an injection pi1(Ei)→ pi1(E′i), when Ei is of depth less than l.
Consider a factor Ej of depth l with Dj = Ei∩Ej , where Ei necessarily has depth
l − 1. Then we want to show that D′j = E′i ∩ E′j . We prove this by contradiction.
Suppose D′j = E
′
k ∩E′j with k 6= i, and let Θ
?
j (resp. Θ
?
j
′
) be the component of ∂Ei
(resp. ∂E′k) containing Dj (resp. D
′
j). Then Θ
?
j ⊂ ∂Ei is sent either to Θ
?
j
′ ⊂ ∂E′k
or to Θ?j
′ ⊂ ∂E′j . In either case, we have the diagram below
pi1(E0) ∗ · · · ∗ pi1(Em)
pi1(Ei)
pi1(Θ
?
j )
pi1(F )
pi1(Σ)
pi1(F
′)
pi1(Σ
′)
pi1(E
′
0) ∗ · · · ∗ pi1(E′m)
pi1(E
′
•)
pi1()
∼φF∼
∼
∼
(5.11)
where • = k if  = Θ?j
′
and • = j if  = Θ?j ′, and all squares commute except,
when  = Θ?j
′
, the right square commutes only up to conjugation owing to (5.9).
Therefore, we have
either pi1(E
′
i) ∩ g · pi1(E′k) · g−1 6= ∅ or pi1(E′i) ∩ pi1(E′j) 6= ∅,
for some g ∈ pi1(F ). But, neither situation is possible since pi1(E′i), pi1(E′j) and
pi1(E
′
k) are factors in (5.7).
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In conclusion, for any Ej with depth l, if Dj = Ei ∩Ej , then D′j = E′i ∩E′j , and
hence the assignment (5.6) induces an isomorphism between the subtrees of Π and
Π′ consisting of nodes with depth l or less and edges between them.
The above argument also implies f(Θ?j ) = Θ
?
j
′ and the commutative diagram:
pi1(E0) ∗ · · · ∗ pi1(Em)
pi1(Ej)
pi1(Θ
?
j )
pi1(F )
pi1(Σ)
pi1(F
′)
pi1(Σ
′)
pi1(E
′
0) ∗ · · · ∗ pi1(E′m)
pi1(E
′
j)
pi1(Θ
?
j
′)
∼φF∼
∼
∼
(5.12)
where Σ (resp. Σ′) is the component with Θ?j ∩ Σ 6= ∅ (resp. Θ?j ′ ∩ Σ′ 6= ∅).
As with the case of (5.10), the diagram (5.12) implies that pi1(Ej) → pi1(E′j) is
injective, and the inductive step is completed.
Now, since φF is an isomorphism, the induced injection φEi : pi1(Ei) → pi1(E′i)
is in fact an isomorphism, for every i, and it fits into the commutative diagram:
pi1(Ei)
pi1(Θ
?
i )
pi1(E
′
i)
pi1(Θ
?
i
′)
φEi
(5.13)
We have shown that f(Θ?i ) = Θ
?
i
′. We shall see that f sends other components of
∂Ei to ∂E
′
i as well.
Claim 2: If Θ is a component of ∂Ei, f(Θ) is a component of ∂E
′
i.
It suffices to consider the case where Θ does not contain Di. Suppose Θ
′ := f(Θ)
is a component of ∂E′j . Then we have the following diagram:
pi1(E0) ∗ · · · ∗ pi1(Em)
pi1(Ei)
pi1(Θ)
pi1(F )
pi1(Σ)
pi1(F
′)
pi1(Σ
′)
pi1(E
′
0) ∗ · · · ∗ pi1(E′m)
pi1(E
′
j)
pi1(Θ
′)
∼φF∼
∼
∼
τj,Θ′∗
(5.14)
where all squares commute strictly except for the right square, which commutes up
to conjugation due to (5.9), and Σ, Σ′ are components with non-trivial intersection
with Θ, Θ′, respectively. The diagram (5.14) implies that the intersection
g · pi1(E′j) · g−1 ∩ pi1(E′i) (5.15)
contains the image of pi1(Θ
′) under the composition
pi1(Θ
′)→ pi1(Σ′)→ pi1(F ′),
for some g ∈ pi1(F ), and thus (5.15) is non-trivial. This implies j = i, for if j 6= i ,
it would contradicts that pi1(E
′
i) and pi1(E
′
j) are factors in (5.7). This proves that
f restricts to a homeomorphism between ∂Ei and ∂E
′
i.
• Modify τi,Θ′ such that g in (5.9) is the identity. Recall that τi,Θ′ is the
randomly selected arc from ∗Θ′ to ∗E′i in Fig. 5.1b and it induces an injection
ϑ′i∗ : pi1(E
′
i)→ pi1(F ′),
which satisfies (5.9).
To find out what g in (5.9) is, we first observe that commutative diagrams in
Fig. 5.1 entail commutative diagrams in Fig. 5.2, respectively.
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pi1(F )
pi1(Σ)
pi1(Ei)
pi1(Θ)
pi1(F
′)
pi1(Σ
′)
pi1(E
′
i)
pi1(Θ
′)
ι′i∗
φEi
(a) φEi and ι
′
i
pi1(F )
pi1(Σ)
pi1(Ei)
pi1(Θ)
pi1(F
′)
pi1(Σ
′)
pi1(E
′
i)
pi1(Θ
′)
τi,Θ′∗
ϑ′i∗
(b) τi,Θ′ and ϑ
′
i
Figure 5.2. Comparing ϑ′i and ι
′
i
Denote the composition
pi1(Θ)→ pi1(Ei)
φEi−−→ pi1(E′i)
in (5.2a) by λ and the composition
pi1(Θ)→ pi1(Θ′)
τi,Θ′ ∗−−−−→ pi1(E′i)
in (5.2b) by κ. Then diagrams in Fig. 5.2 imply that
ϑ′i∗ ◦ κ = ι′i∗ ◦ λ. (5.16)
On the other hand, by (5.9) we know that
ϑ′i∗ = g · ι′i∗ · g−1, (5.17)
for some g ∈ pi1(F ′). This, along with (5.16), implies that
ι′i∗(λ(x)) = ϑ
′
i∗(κ(x)) = g · ι′i∗(κ(x)) · g−1. (5.18)
Via the identification (5.7), we may assume ι′i∗ is the inclusion into the factor pi1(E
′
i)
in (5.7) and hence (5.18) entails
pi1(E
′
i) ∩ g · pi1(E′i) · g−1 6= ∅,
and therefore g ∈ pi1(E′i). Replacing the connecting arc τi,Θ′ with δi,Θ′ = α ∗ τi,Θ′ ,
where α is a loop representing g, we obtain a new composition
pi1(Θ)→ pi1(Θ′)
δi,Θ′ ∗−−−−→ pi1(E′i)
which is g ·κ ·g−1 and hence identical to λ. As with (5.8), δi,Θ′ induces an injection
pi1(E
′
i)→ pi1(F ′)
which is identical to g−1 · ϑ′i∗ · g and hence ι′i∗. So, the connecting arc δi,Θ′ is what
we are looking for; it makes the cube below commute
pi1(F )
pi1(Σ)
pi1(Ei)
pi1(Θ)
pi1(F
′)
pi1(Σ
′)
pi1(E
′
i)
pi1(Θ
′)
δi,Θ′∗
ι′i∗
φEi
(5.19)
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Consequently, the system of connecting arcs in S ′ is also good and compatible with
the one in S; In particular, we have the commutative diagram:
pi1(Ei)
pi1(Θ)
pi1(E
′
i)
pi1(Θ
′)
φEi
f∗
(5.20)
for every component Θ of ∂Ei.
Now, we are in a position to apply Lemma 4.6 to complete the proof for Case 1.
Lemma 4.6, along with Lemma 4.2, implies that there exists a homeomorphism
fEi : Ei → E′i,
which realizes φEi and restricts to f on ∂Ei, for every i. Gluing them together along
Di, i = 1, . . . ,m, we get a homeomorphism fF which realizes φF and restricts to
f on ∂F . Applying the same procedure to every solid part Fj in (S3,Σ), and then
gluing homeomorphisms
fFj : Fj → F ′j , j = 0, . . . , n,
along their restrictions on boundaries, we obtain the equivalence between (S3,Σ)
and (S3,Σ′).
Case 2. General pair S = (S3,Σ). By Proposition 3.2, the pair S admits a
unique non-splittable graft decomposition:
S ' S1 L99 S2 L99 · · · L99 Sm. (5.21)
Given a solid part F of S, the graft decomposition (5.21) induces a prime decom-
position of F
F 'M0# . . .#Ml. (5.22)
Let Si, i = 1, . . . , l, denote separating spheres in (5.22) and M˜i, i = 0, . . . , l,
closures of components of the complement
F \
l⋃
i=1
Si
Note that Mi is obtained by capping M˜i with a 3-ball.
• A good system of connecting arcs with respect to (5.22). Without loss
of generality, we may assume ∗F ∈ M˜0, and we select a point ∗Mi ∈ M˜i, for each
i 6= 0. Secondly, connect ∗Mi to ∗F via an arc in F , and for each component Σ
of ∂Mi, we choose an arc in M˜i connecting the base point ∗Σ to ∗Mi . Joining the
connecting arc from ∗Σ to ∗Mi with the one from ∗Mi to ∗F , we obtain a system of
connecting arcs compatible with (5.22) (Definition 1.1). Repeating the procedure
for every solid part F of S = (S3,Σ), and then applying FT to (5.21), we obtain
a graft decomposition of the fundamental tree of S:
FT (S) ' FT (S1) L99 FT (S2) L99 · · · L99 FT (Sm). (5.23)
Since FT (S) and FT (S ′) are equivalent, (5.23) induces a graft decomposition of
FT (S ′):
FT (S ′) ' T1 L99 T2 L99 · · · L99 Tm. (5.24)
• The “algebraic” graft decomposition (5.24) can be realized by the
non-splittable graft decomposition of S ′. In other words, we want to show
that, after reindexing if necessary, the non-splittable graft decomposition of S ′,
S ′ ' S ′1 L99 S ′2 L99 · · · L99 S ′m,
satisfies FT (S ′i) ' Ti, i = 1, . . . ,m.
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We prove the claim by induction on the length m of the graft decomposition of
S. When m = 1, S and therefore S ′ are non-splittable by Lemma 4.4. The claim
follows trivially in this case.
Suppose m > 1. Then we index solid parts Fj , j = 0, . . . , n, of S such that Fj
has the same depth as Fi or greater in ΛS if j ≥ i, and we consider
k := max{j | Fj is reducible }. (5.25)
Subcase 1: If ∂Fk contains at least one spherical component S that does not
separate Fk from ∞, then S bounds a 3-ball B with B˚ ∩ Σ = ∅. Up to reind-
inxing (5.23), we may assume Sm is the trivial pair of genus 0 containing S. The
corresponding component S′ in Σ′ is also a 2-sphere, and S ′m = (S3,S′) realizes
Tm. Let S˜ ′ be the pair obtained by removing S′ from Σ′. Then we have the graft
decomposition of FT (S˜ ′):
FT (S˜ ′) ' T1 L99 · · · L99 Tm−1. (5.26)
By induction hypothesis, the non-splittabe graft decomposition of S˜ ′ realizes (5.26);
the claim then follows from the fact that S ' S˜ ′ L99 S ′m.
Subcase 2: Suppose ∂Fk contains only one spherical component S and it sep-
arates Fk from ∞. Let Sl be the trivial pair of genus 0 induced from S. Then
S ' S˜ L99 Sl L99 S,
where S˜ is the pair obtained by removing components of Σ on the side ofS opposite
to ∞, and S is the pair obtained by removing components of Σ on the same side
of S as ∞. This implies, up to reindexing, the graft decompositions:
FT (S˜) ' FT (S1) L99 · · · L99 FT (Sl−1)
FT (S) ' FT (Sl+1) L99 · · · L99 FT (Sm).
On the other hand, the corresponding 2-sphere S′ in Σ′ realizes Tl and induces
a graft decomposition of S ′:
S ′ ' S˜ ′ L99 S ′l L99 S
′
FT (S˜ ′) ' T1 L99 · · · L99 Tl−1 (5.27)
such that FT (S ′l) ' Tl
FT (S ′) ' Tl+1 L99 · · · L99 Tm. (5.28)
As with Subcase 1, the induction hypothesis implies the claim.
Subcase 3: Suppose ∂Fk has no spherical components. Then there exists a
2-sphere S separating Fk into two 3-manifolds F˜k and F k such that the one, say
F k, on the side of S opposite to ∞ is non-splittable. Removing components of
Σ that are on the same side of S as ∞, we get a non-splittable pair, and up to
reindexing, we may assume it is Sm in (5.21).
Let B (resp. Am) denote the fundamental group pi1(F˜k) (resp. pi1(F k)). Then
pi1(F ) is isomorphic to a non-trivial free product B ∗ Am such that, for any com-
ponent Σ of ∂F˜k (resp. of ∂F k), the homomorphism
pi1(Σ)→ pi1(F )
factors through B (resp. Am). Via equivalence (5.1) between S and S ′, the funda-
mental group of the solid part F ′k of S ′ corresponding to Fk also satisfies
pi1(F
′
k) ' B ∗Am,
and for any pi1(Σ
′) in Tm (resp. in T1 L99 · · · L99 Tn−1), the homomorphism
pi1(Σ
′)→ pi1(F ′k) ' B ∗Am
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factors through Am (resp. B). Applying Lemma 4.4, we obtain a decomposition
F ′k ' F˜ ′k#F
′
k with pi1(F˜
′
k) ' B, pi1(F
′
k) ' Am
such that for any component Σ′ of F˜ ′k (resp. F
′
k) the homomorphism
pi1(Σ
′)→ pi1(F ′k)
factors through
pi1(Σ
′)→ pi1(F˜ ′k) ( resp. pi1(Σ′)→ pi1(F
′
k) ).
This implies a graft decomposition
S ′ ' S˜ ′ L99 S ′m with FT (S˜ ′) ' T1 L99 · · · L99 Tn−1; FT (S ′m) ' Tm,
where S˜ ′ is the pair consisting of components of Σ that are in ∂F ′k, and S ′m is
the pair containing only components of ∂F
′
k. By Lemma 4.4, S ′m is necessarily
non-splittable, and the claim follows from the induction hypothesis.
In this way, we see that any equivalence between S and S ′ induces an equivalence
between FT (Si) and FT (S ′i), for every i; thus the problem is reduced to Case 1,
for once an equivalence between Si and S ′i is established, for every i, we can glue
them together to get an equivalence between S and S ′. 
6. Surface links
Given a pair S = (S3,Σ), we say it has a star-shaped depth tree ΛS if every
node except for the base node in ΛS connects to the base node by exactly one edge.
Definition 6.1 (Surface link). A pair S = (S3,Σ) is called a surface link if its
depth tree is star-shaped.
For surface links, we adopt the convention that the solid part Fi is separated
from ∞ by Σi, for every i 6= 0. Also, recall that given a pair S = (S3,Σ) the
associated surface link corresponding to a node α in ΛS is the pair given by for-
getting components of Σ that are not in the boundary of the corresponding solid
part Fα and letting the new base point be in Fα. We are now in the position to
prove Theorem 1.4, which asserts the topology of S is essentially determined by its
associated surface links.
Proof of Theorem 1.4. Let α and β be two adjacent nodes in ΛS and Fα =MT (α),
Fβ =MT (β), F ′α =MT ′ ◦ E(α), and F ′β =MT ′ ◦ E(β).
By assumption, the labeled surface links associated to α (resp. β) and E(α)
(resp. E(β)) are equivalent, so we have o.p. homeomorphisms fα : S3 → S3 and
fβ : S3 → S3 sending Fα to F ′α and Fβ to F ′β , respectively. Now, we construct an
o.p. homeomorphism f : S3 → S3 such that f(Fα∩Fβ) = F ′α∩F ′β and f(Fα∪Fβ) =
F ′α ∪ F ′β .
Let Σ (resp. Σ′) be the intersection Fα∩Fβ (resp. F ′α∩F ′β) and F˜α and F˜β (resp.
F˜ ′α and F˜
′
β) be the closures of the complements of S3 \Σ (resp. S3 \Σ′) that contain
Fα and Fβ (resp. F
′
α and F
′
β), respectively.
Let N(Σ) (resp. N(Σ′)) be a tubular neighborhood of of Σ (resp. Σ′) in S3. Then
there are homeomorphism
S3 ' F˜α
⋃
iα
Σ× I
⋃
iβ
F˜β and S3 ' F˜ ′α
⋃
i′α
Σ′ × I
⋃
i′β
F˜ ′β .
sending N(Σ) to Σ × I, (resp. N(Σ′) to Σ′ × I) where iα (resp. i′α) and iβ (resp.
i′β) are inclusions Σ ↪→ ∂F˜α and Σ ↪→ ∂F˜β (resp. Σ′ ↪→ ∂F˜ ′α and Σ′ ↪→ ∂F˜ ′β).
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Because fα and fβ are isotopic homeomorphisms, there is a homeomorphism
Ψ : S3 × I → S3 × I
such that Ψ(·, 0) = fα(·) and Ψ(·, 1) = fβ(·). It restricts to a homeomorphism
Ψ|Σ×I : Σ× I → Ψ(Σ× I) =: W ⊂ S3 × I,
which implies the following commutative diagram of groups, up to conjugation:
pi1(Σ)
pi1(Σ× I)
pi1(Σ)
pi1(Σ
′)
pi1(W )
pi1(Σ
′)
i1∗
i0∗
i′1∗
i′0∗
(fβ |Σ)∗
(fα|Σ)∗
(Ψ|Σ×I)∗ (6.1)
where ik∗ are isomorphisms induced from the inclusion ik : Σ ↪→ Σ× {k} ⊂ Σ× I
(resp. i′k : Σ
′ ↪→ Σ′ × {k} ⊂W ), k = 0, 1.
The diagram (6.1) implies that the homomorphisms fβ |Σ∗ and fα|Σ∗ are equiva-
lent, up to conjugation; By Lemma 4.1, fα|Σ and fβ |Σ are isotopic, and hence there
is a homeomorphism
ΨΣ : Σ× I → Σ′ × I
such that Ψ(·, 1)Σ = fβ |Σ(·) and Ψ(·, 0)Σ = fα|Σ(·).
Gluing the three homeomorphisms fα, fβ and ΨΣ together, we get a homeomor-
phism
S3 ' F˜α
⋃
iα
Σ× I
⋃
iβ
F˜β
fα∪ΨΣfβ−−−−−−→ F˜ ′α
⋃
iα
Σ′ × I
⋃
iβ
F˜ ′β ' S3.
which sends Fα ∪ Fβ to F ′α ∪ F ′β and Fα ∩ Fβ = Σ to F ′α ∩ F ′β = Σ′.
Applying the above construction, we glue homeomorphisms between surface links
associated to every adjacent nodes to obtain an o.p. homeomorphism
f : S3 → S3
that sends Σ to Σ′. 
In view of Theorem 1.4 and the fact that sd ΛS and sd ΛS′ are equivalent as
(based) categories if and only if ΛS and ΛS′ are isomorphic as (based) graphs,
to differentiate two pairs S and S ′, we can first compare their depth trees ΛS
and ΛS′ , and if they are isomorphic, then we analyze surface links associated to
corresponding nodes in ΛS and ΛS′ .
Remark 6.1. The existence of an equivalence E : sd ΛS → sd ΛS′ is necessary
in Theorem 1.4. Both pairs S and S ′ in Fig. 6.1a have two trivial knots, two
Hopf links and one Whitehead link as associated surface links, but no equivalence
between sd ΛS and sd ΛS′ induces a 1-1 correspondence between their associated
surface links
The use of labeled pairs is also essential in Theorem 1.4. For pairs S and S ′ in
Fig. 6.1b, the assignment sending Node i to Node i gives a (unique) equivalence
between sd ΛS and sd ΛS′ such that surface links associated to corresponding nodes
are equivalent as unlabeled pairs. For instance, surface links corresponding to Node
1 are equivalent handlebody links (Fig. 6.2). But, since F0 ∩F1 = Σ′ in S, whereas
F0 ∩ F1 = Σ in S ′, they are not equivalent as labeled pairs.
Definition 6.2. A handlebody link (S3,Σ) is a surface link with the solid part Fi
a handlebody, for i 6= 0.
We derive some invariants for handlebody links employing Theorem 3.4 and
homomorphisms of pi1(F0) to a finite group G.
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S
S ′
(a)
0
1
1
2
2
3
3
0
S S ′
(b)
Figure 6.1. Inequivalent links with same associated surfaces
Σ
Σ′ Σ′
Σ
'
Σ
Σ′
'
Surface link of S Surface link of S′
Figure 6.2. Surface links associated to Node 1
Definition 6.3. Let S = (S3,Σ) be a handlebody link, and Σi, i = 1, . . . , n, be the
components of Σ. Then H(S) denotes the set of homomorphisms from pi1(F0) to
G, up to automorphisms of G.
An element x in H(S) is called proper with respect to Σi if representing homo-
morphisms of x are surjective, but become non-surjective after precomposing with
the homomorphism
pi1(Σi)→ pi1(F0).
An element x in H(S) is proper with respect to a subset A of {Σi}ni=1 if x is
proper with respect to every member in A. The set of proper elements in H(S) with
respect to A is denoted by PH(S)A.
Definition 6.4. Given A ⊂ {Σi}ni=1, |A| = k, the G-image of a handlebody link
S = (S3,Σ) with respect to A is a set of unordered k-tuples of subgroups of G, up
to automorphism, indexed by elements in PH(S)A defined as follows:
G- im(S)A := {(Hi1 , Hi2 , · · · , Hik)x | A = {Σi1 , · · · ,Σik}, x ∈ PH(S)A}, (6.2)
where Hi in a k-tuple (· · · )x is the image of the homomorphism
Ker
(
pi1(Σi)
ιi−→ pi1(Fi)
)
< pi1(Σi)→ pi1(F0) φ−→ G,
and φ is a representative of x.
The k-fold G-image of S is defined by
G- im(S)k := {G- im(S)A | A ⊂ {Σi}ni=1, |A| = k}. (6.3)
When k = 1, we call it the individual G-image of S, and omit the superscript 1.
The following corollary of Theorem 3.4 implies the k-fold G-image is an invariant
of handlebody links.
Theorem 6.1. Let S = (S3,Σ), S ′ = (S3,Σ′) be handlebody links with Σ,Σ′ both
having n components. Then S and S ′ are equivalent if and only if there exists a
permutation σ on {1, . . . , n} and isomorphisms φ0 and φi such that the diagram
pi1(F0) pi1(F
′
0)
pi1(Σi) pi1(Σ
′
σ(i))
φ0
φi
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commutes, up to conjugation, subgroups φi(Ker(ιi)), Ker(ι
′
σ(i)) are conjugate in
pi1(Σ
′
σ(i)), and the induced isomorphism from φi on homology preserves intersection
forms. In particular, the only if part implies
G- im(S)A = G- im(S ′)σ(A),
for any A = {Σi1 , · · · ,Σik} ⊂ {Σi}ni=1, where σ(A) = {Σ′σ(i1), . . . ,Σ′σ(ik)}.
Example 6.1. We compute individual G-images of handlebody links in Fig. 6.3.
Note that they have homeomorphic complements as HL2 and HL3 can be obtained
by twisting HL1 along some annuli (see [9], [12], or [2, Sect. 4] for the twist con-
struction); having different individual A4-images, they are not equivalent though.
HL1
Σ1
Σ2
HL2
Σ1
Σ2
HL3
Σ1
Σ2
Figure 6.3. 2-component handlebody links
In Fig. 6.3, Σ1 denotes the component in bold and Σ2 the other component.
Using the program Appcontour [13], we find that there are 33 proper homomor-
phisms with respect to Σ1 and 33 with respect to Σ2. 18 among them have that
the image of pi1(Σi) is Z2 × Z2 in A4, 12 among them Z3, and 3 among them Z2.
Their individual A4-images are recorded in Table 1, where we can also see that no
ambient isotopy can swap the two components of HL 1 or of HL 3.
Table 1. The A4-images
Image of pi1(Σi) in A4
Z2 × Z2 : 18 Z3 : 12 Z2 : 3
HL1
Σ1 Z2 × Z2 : 8 Z3 : 9 Z2 : 2
Z2 : 10 0 : 3 0 : 1
Σ2 Z2 × Z2 : 8 Z3 : 12 Z2 : 3
Z2 : 9
0 : 1
HL2
Σ1 Z2 × Z2 : 8 Z3 : 12 Z2 : 3
Z2 : 9
0 : 1
Σ2 Z2 × Z2 : 8 Z3 : 12 Z2 : 3
Z2 : 9
0 : 1
HL3
Σ1 Z2 × Z2 : 8 Z3 : 12 Z2 : 3
Z2 : 9
0 : 1
Σ2 Z2 × Z2 : 8 Z3 : 12 Z2 : 2
Z2 : 10 0 : 1
There are only three proper homomorphisms with respect to {Σ1,Σ2}, and the
2-fold A4 images of HL 1, HL 2 and HL 3 are recorded in Table 2, which shows that
the 2-fold A4-image is unable to differentiate HL 1 and HL 3.
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Table 2. The 2-fold A4-images
(Σ1,Σ2)
HL 1 {(Z2,Z3), (Z3,Z2 × Z2), (Z3,Z3)}
HL 2 {(Z2 × Z2,Z3), (Z3,Z2 × Z2), (Z3,Z3)}
HL 3 {(Z3,Z2), (Z2 × Z2,Z3), (Z3,Z3)}
Table 3. The A4-image of the link in Fig. 6.2
Z2 × Z2 Z3 Z2 0
Σ Z2 × Z2 : 32 Z3 : 36 Z2 : 12 0 : 4
Z2 : 36
Σ′ Z2 × Z2 : 32 Z3 : 52 Z2 : 24 0 : 0
Z2 : 24 0 : 4
In the above examples, the numbers of proper homomorphisms with respect to
Σ1 or Σ2 are not only the same but the images of pi1(Σ1) and pi1(Σ2) are also
identical. This is not true in general.
Example 6.2. The 2-component handlebody link in Fig. 6.2 is an example show-
ing that numbers of proper homomorphisms with respect to different components
could be quite different even if their knot types are the same individually. The
link in Fig. 6.2 has 120 proper homomorphisms with respect to Σ and 136 proper
homomorphisms with respect to Σ′. Table 3 displays the individual A4-image of
the link.
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