Abstract-This paper considers artificial noise (AN)-aided transmit designs for multi-user MISO systems in the eyes of service integration. Specifically, we combine two sorts of services, and serve them simultaneously: one multicast message intended for all receivers and one confidential message intended for only one receiver. The confidential message is kept perfectly secure from all the unauthorized receivers. Our goal is to jointly design the optimal input covariances for the multicast message, confidential message and AN, such that the achievable secrecy rate region is maximized subject to the sum power constraint. This secrecy rate region maximization (SRRM) problem is a nonconvex vector maximization problem. To handle it, we reformulate the SRRM problem into a provably equivalent scalar optimization problem and propose a searching method to find all of its Pareto optimal points. The equivalent scalar optimization problem is identified as a secrecy rate maximization (SRM) problem with the quality of multicast service (QoMS) constraints. Further, we show that this equivalent QoMS-constrained SRM problem, albeit nonconvex, can be efficiently handled based on a two-stage optimization approach, including solving a sequence of semidefinite programs (SDPs). Moreover, we also extend the SRRM problem to an imperfect channel state information (CSI) case where a worst-case robust formulation is considered. In particular, while transmit beamforming is generally a suboptimal technique to the SRRM problem, we prove that it is optimal for the confidential message transmission whether in the perfect CSI scenario or in the imperfect CSI scenario. Finally, numerical results demonstrate that the AN-aided transmit designs are effective in expanding the achievable secrecy rate regions.
by exploiting the physical characteristics of wireless channels, thereby significantly increasing the spectral efficiency.
The respective investigation on physical-layer multicasting and physical-layer security has received lots of attention in much literature. Herein we give a very brief review on relevant literature. Physical-layer multicasting offers a way to efficiently transmit common messages that all receivers can decode, and it is required that the rate successfully decoded by all users be maximized. Therefore, physical-layer multicasting strategies for instantaneous rate maximization have become the centerpiece of research activities, epitomized in [1] [2] [3] [4] [5] . Comparatively, due to the broadcast nature of wireless medium, physical layer security approach is playing an increasingly important role in wireless communication recently. It can achieve significant security performance without using secret keys whose distribution and management may lead to security vulnerability in wireless systems. Different transmit strategies against eavesdroppers have been developed with various levels of eavesdropper channel state information (ECSI) available to the transmitter; see recent surveys and tutorials [6] [7] [8] and the references therein. Specially, we should mention that the artificial noise (AN)-aided transmission is an effective and popular strategy to increase the achievable secrecy rate [9] [10] [11] [12] .
Currently many research activities concentrated on PHY-SI from the viewpoint of information theory. In particular, Csiszár and Körner's work in [13] established the fundamental limit on the maximum rate region of PHY-SI that can be applied reliably under the secrecy constraint (i.e., the secrecy capacity region), where the optimal integration of multicast service and confidential service was derived in a discrete memoryless broadcast channel (DMBC). In [14] [15] [16] [17] , the authors extended the results to the case with multiple-input multipleoutput (MIMO) Gaussian channels. Wyrembelski and Boche's work [18] deduced the achievable secrecy rate region under channel uncertainty in a compound broadcast channel, which makes it possible to seek the robust transmit strategies of PHY-SI. Furthermore, Wyrembelski and Boche amalgamated broadcast service, multicast service and confidential service in bidirectional relay networks [19] , [20] , in which a relay adds an additional multicast message for all nodes and a confidential message for only one node besides establishing the conventional bidirectional communication. However, the aforementioned works only aimed to derive capacity results or determine the existence of coding strategies that result in certain rate regions [21] . Such rate regions are always characterized by a union with regard to (w.r.t) all possible transmit covariance matrices subject to certain power con-straints. For ease of practical implementation, especially in the multi-antenna wireless systems, it is also necessary to treat PHY-SI from the view point of signal processing, i.e., find the optimal input covariance matrices of the transmitted messages for maximizing the achievable secrecy rate regions. Such optimization problems turn out to be generally nonconvex, which also leads to the unsatisfying fact that most works on PHY-SI end when a certain characterization of a rate region is obtained.
In this paper, we handle the PHY-SI from the view point of signal processing, i.e., find the optimal input covariance matrices for the transmitted messages, with either perfect or imperfect CSI. Specifically, we consider the multiuser multiple-input single-output (MISO) broadcast channel (BC) with multiple receivers and two sorts of messages: a multicast message intended for all receivers, and a confidential message intended for merely one receiver. The confidential message must be kept perfectly secure from all other unauthorized receivers. To further enhance the security performance, we enable the transmitter to send artificial noise to degrade the reception at all unauthorized receivers. It follows that our considered system model is actually a generalization of that in physical-layer security. For example, in PHY-SI, the unauthorized receivers play a dual role. On the one hand, they are able to eavesdrop the confidential information deliberately, just as that in traditional physical-layer security. On the other hand, they are legitimate users in terms of the multicast service, and hence their quality of multicast service (QoMS) should be guaranteed above a certain threshold. As a result, the use of AN will fall into a dilemma: Excessive use of AN will degrade the QoMS at all receivers, while limited use of it cannot attain the best security performance. To the best of our knowledge, there is no existing papers tackling this AN-aided secure communication problem in the context of PHY-SI. This paper aims to jointly optimize the input covariance matrices of the multicast message, confidential message and AN, to maximize the achievable secrecy rate region. Our problem formulation considers multiple single-antenna unauthorized receivers, with perfect or imperfect CSI on the links of all receivers. This secrecy rate region maximization (SRRM) problem turns out to be a bi-objective vector optimization problem. Our goal is to find all Pareto optimal solutions of this SRRM problem. Unfortunately, the method of scalarization, a standard technique to seek Pareto optimal points of a vector optimization problem, might not yield all Pareto optimal solutions due to the non-convexity of our optimization problem [22] . To deal with it, we degrade this vector optimization problem into an equivalent scalar one. Then it is proved that all Pareto optimal solutions of the primal SRRM problem can be efficiently exhausted by this means. Our main contributions are summarized as follows.
1) For the perfect CSI case, we derive an equivalent scalar optimization problem to the primal SRRM problem by following the above-mentioned idea. Nonetheless, the equivalent problem still remains non-convex. To handle it, we first reformulate it as a two-stage optimization problem. Then it is shown that the outer problem can be handled by performing a one-dimensional search, while the inner problem is an SDP problem. Further, we extend the SRRM problem to an imperfect CSI case, where a worst-case robust formulation is considered. By adopting a similar way as that in the perfect CSI case, this worstcase SRRM problem could also be solved. 2) For implementation efficiency, we first analyze the feasibility of transmit beamforming to achieve the obtained Pareto optimal performances, since the single-stream transmit beamforming requires lower implementation complexity than the high-rank transceiver schemes. It is proved that transmit beamforming is an optimal strategy for the confidential information transmission, which applies to the perfect CSI case as well as to the imperfect CSI case. In addition, we give complexity analysis of our proposed two-stage approach, and show that the resultant computational complexity is polynomial with regard to (w.r.t.) the problem size for achieving at least ǫ-suboptimality, with either perfect or imperfect CSI. 3) Finally, we examine the AN's efficacy from the numerical results. The numerical results demonstrate that in PHY-SI, AN could also enhance the overall security performance, as that in traditional physical layer security, without compromising the QoMS.
This paper is organized as follows. Section II provides the system model description and problem formulation. The optimization aspects of our formulated designs are addressed in Section III, for the scenario with perfect CSI. Sections IV describes extensions of our present work to the scenario with imperfect CSI. The performance of the proposed transmit designs is studied using several simulation examples in Section V, and conclusions are drawn in Section VI.
The notation of this paper is as follows. Bold symbols in capital letter and small letter denote matrices and vectors, respectively. (·)
H , rank(·) and Tr(·) represent conjugate transpose, rank and trace of a matrix, respectively. R + and H n + denote the set of nonnegative real numbers and of n-by-n Hermitian positive semidefinite (PSD) matrices. The n × n identity matrix is denoted by I n . x ∼ CN (µ, Ω) denotes that x is a complex circular Gaussian random vector with mean µ and covariance Ω. A 0 (A ≻ 0) implies that A is a Hermitian positive semidefinite (definite) matrix. · represents the vector Euclidean norm. K represents a proper cone, and K * represents a dual cone associated with K.
II. SYSTEM MODEL AND PROBLEM FORMULATION
We consider the downlink of a multiuser system in which a multi-antenna transmitter serves K receivers, and each receiver has a single antenna. Assume that all receivers have ordered the multicast service and receiver 1 further ordered the confidential service. To enhance the security of the confidential service, the transmitter utilizes a fraction of its transmit power to send artificially generated noise to interfere the unauthorized receivers (eavesdroppers), i.e., receiver 2 to receiver K. To facilitate the description, let us denote K The received signal at receiver k is modeled as
respectively, where h k ∈ C 1×Nt is the channel vector between the transmitter and receiver k, N t is the number of transmit antennas employed by the transmitter, and z k is independent identically distributed (i.i.d.) complex Gaussian noise with zero mean and unit variance. x ∈ C Nt is the transmitted signal vector which consists of three independent components, i.e.,
where x 0 is the multicast message intended for all receivers, x c is the confidential message intended for receiver 1, and x a is the artificial noise. We assume
, where Q 0 and Q c are the transmit covariance matrices. The AN x a follows a distribution x a ∼ CN (0, Q a ), where Q a is the AN covariance. An exemplification of our system model is given in Fig. 1 . Denote R 0 and R c as the achievable rates associated with the multicast and confidential messages, respectively. Then an achievable secrecy rate region is given as the set of nonnegative rate pairs (R 0 , R c ) satisfying 1 (cf. [14] , [23] )
where
and Tr(Q 0 + Q c + Q a ) ≤ P with P being total transmission power budget at the transmitter. C m,k is the achievable rate associated with the multicast message at receiver k, C b and C e,k are the mutual information at receiver 1 and the unauthorized receivers, respectively. The secrecy rate region (3) implies that all receivers first decode their common multicast message by treating the confidential message as noise, and then receiver 1 acquires a clean link for the transmission of its exclusive confidential message, where there is no interference from the multicast message. This can be achieved by following the same encoding schemes adopted in [14] .
With perfect CSI being available at the transmitter, our work focuses on the design of Q 0 , Q c and Q a , under an achievable SRRM formulation with power constraint. This problem is a vector maximization problem, with cone
Remark 1: Hereby we remark that it is valid to assume that the CSI on the links of all receivers and the number of unauthorized receivers are perfectly known at the transmitter in the PHY-SI. The reason is that all receivers have to register in the network for ordering the multicast service. During the registration or lease renewal, the receivers are required to feed their CSI back to the transmitter noiselessly, which could be achieved by utilizing a low-rate transmission with suitable quantization schemes [24] . The design of the interaction and of the high-quality feedback is beyond the scope of this paper.
Substituting (4) into (5), one can check that (5) is equivalent to the following vector optimization problem.
The SRRM problem (6) is a nonconvex vector optimization problem and thus difficult to solve. In the next section, we will elaborate our approaches to attacking (6).
III. A TRACTABLE APPROACH TO THE SRRM PROBLEM
A standard technique for dealing with the vector optimization problem is referred to as scalarization [22] . Its basic idea is to maximize the weighted sum of the two objectives, i.e., R 0 and R c . By varying the weight vector, it could yield different maximal objective values, associated with Pareto optimal solutions of the primal vector optimization problem. However, for a nonconvex vector optimization problem like (5), this method might not find all Pareto optimal points [22] .
A. An Equivalent Scalar Optimization Problem of (6) In view of the limitation of the scalarization, now we develop another approach to find all Pareto optimal points of (6). Specifically, we first fix the variable R 0 as a constant τ ms ≥ 0. As a result, the maximization of the vector (R 0 , R c ) will be degraded into the maximization of a scalar R c , with the optimization problem given in (7) . As it will be proved in Theorem 1, by varying the parameter τ ms and solving the problem (7), all Pareto optimal solutions of (6) can be found.
In (7), the variable R c is discarded as a slack variable. It follows that τ ms can be interpreted as preset requirement of the achievable multicast rate, and that (7) is an SRM problem with QoMS constraints. Actually, when we set τ ms = 0, (7) becomes a conventional AN-aided SRM problem for multiuser MISO system. On the contrary, the confidential message transmission will be terminated provided that τ ms is set above a threshold τ max given by
It is easy to find that τ max is the multicast capacity, and the optimization problem (8) can be solved via an SDP reformulation; see, e.g., [1] , [5] . Problem (7) is closely related to (6) , and the crucial problem lies in whether problem (7) guarantees a complete inclusion of Pareto optimal solutions of problem (6) .
Theorem 1: The rate pair (τ ms , g * (τ ms )) is a Pareto optimal point of (6), and all Pareto optimal points of (6) can be obtained by varying τ ms 's lying within [0, τ max ].
Proof: First, we claim that problem (7) has some interesting properties as below, which will play a key role in the proof of Theorem 1.
Property 1:
The maximum objective value of problem (7) is obtained only when the equality in (7a) holds.
Property 2: The optimal objective value of (7), denoted as g * (τ ms ), is monotonically decreasing w.r.t. τ ms . The proof of Property 1 can be simply accomplished by contradiction: Assume the maximum value of problem (7) is obtained when the equality in (7a) does not hold, with Q a unchanged, we multiply Q c and Q 0 by a scaling factor η (η > 1) and ξ (0 < ξ < 1), respectively, to equalize (7a) while keeping the total power constant. Then, we can always find a larger objective value for (7) in this way, which is contrary to the assumption.
Next we focus on the proof of Property 2. Note that when τ ms increases, the feasible region of problem (7) would be shrank. Thus, g * (τ ms ) must be monotonically nonincreasing w.r.t τ ms . Furthermore, we claim that any two distinct τ ms cannot generate an identical objective value of (7), since it will contradict Property 1. This completes our proof of Property 2.
Let us denote the set of objective values (1-by-2 vectors) of feasible points of (6) as O. Then, we assume that there exist two different nonnegative rate pairs (r 1 , r 2 ), (r 3 , r 4 ) ∈ O for which r 1 = r 3 . From our problem formation of (7) and Property 1, it is immediate to get (r 1 , g * (r 1 ))
(r 3 , r 4 ). According to Property 2, if r 1 > < r 3 , then we will have g * (r 1 ) < > g * (r 3 ). Consequently (r 1 , g * (r 1 )) and (r 3 , g * (r 3 )) are both Pareto optimal points of (6), since it is impossible to increase any one element of (r 1 , g * (r 1 )) (resp. (r 3 , g * (r 3 )) without decreasing the other one element of it. Substituting r 1 (or r 3 ) by τ ms , we then complete the proof.
Remark 2: It should be mentioned that from the proof of Theorem 1, (τ ms , g * (τ ms )) is also a boundary point of (3). This implies that, in the specific context here, the Pareto optimal points of (5) are equivalent to the boundary points of (3). When there is no ambiguity, the terms "boundary points" and "Pareto optimal points" will be used interchangeably in the following sections of this paper.
B. A Charnes-Cooper Transformation-Based Line Search Method for (7)
However, the equivalent QoMS-constrained SRM problem (7) still remains nonconvex. We now focus on deriving an SDP-based optimization approach for problem (7) . To start with, we first rewrite (7) as
in which τ ′ ∆ = 2 τms − 1, α is a slack variable introduced to simplify the denominator of the objective function in (7), and constraint (9b) is an equivalent form of (7a).
Next, we show that (9) can be recast as a two-stage optimization problem, and the outer problem is an one-variable optimization problem over α. First, to achieve a non-negative secrecy rate, an upper bound of α can be determined via
where the third inequality follows from the fact that
Since constraint (9a) can be expressed as
and log(·) function is monotonically increasing, we further rewrite (9) as (12) .
where log γ
We split (9) into two stages in (12) and (13): The maximization problem (13) is a quasiconvex problem, whose globally optimal solution can be searched by the bisection method [22] . Even so, it is still preferred to solve (13) by reformulating it as a convex problem if possible. Fortunately, (13) indeed can be reformulated as a convex problem by applying the CharnesCooper transformation [25] , i.e.,
Then we can rewrite (13) as an SDP problem, i.e.,
One can notice that the transformation turns (13) into a convex problem by fixing the denominator of η(τ ′ , α). The convex problem (15) is an SDP problem, and thus can be efficiently solved through a convex optimization solver, e.g. CVX [26] . Having obtained the optimal objective value for a fixed α, the remnant work is simply adopting a proper one dimension search algorithm over α, e.g., the golden section search [27] or uniform sampling search, to acquire the optimal α and γ * (τ ′ ). The optimal α should be chosen as the one that leads to the maximum γ * (τ ′ ) in (12) . Ultimately, the optimal Q 0 , Q c and Q a , denoted by (Q * 0 , Q * c , Q * a ), can be retrieved through the relation (14) .
C. Discussion on the Rank of Optimal Transmit Covariance Matrices
When the optimal solution (Q * 0 , Q * a , Q * c ) to (13) satisfies the rank condition: rank(Q * 0 ) ≤ 1, rank(Q * a ) ≤ 1 and rank(Q * c ) ≤ 1 for any given α, the corresponding maximum secrecy rate γ * (τ ′ ) could be attained via single-stream transmit beamforming, which facilitates the implementation of physically realizable transceiver with low complexity. Though the rank one properties cannot be generally fulfilled for Q * 0 and Q * a , we give a proposition as below to guarantee rank(Q * c ) = 1. Physically, it means that transmit beamforming is an optimal strategy for the transmission of confidential information.
Proposition 1: For problem (9), the optimal transmit covariance matrix of the confidential message, denoted by Q * c , is rank-one.
Proof: The proof can be found in Appendix A. Remark 3: If we consider the design of beamforming vector for the confidential message, denoted by q c ∈ C Nt , our above optimization problems will essentially turn out to be the semidefinite relaxation (SDR) reformulations by imposing Q c = q c q (13) and (37) . For (37) , it is a separable SDP problem [28] , thus satisfying
where M denotes the total number of linear equalities and inequalities in (37) . For (37), M = 2K.
Then we have completed the proof in that Q * 0 = 0 is infeasible to (37) .
D. Complexity Analysis
After giving the approach to finding the boundary points of the secrecy rate region (3), we pay our attention to the complexity performance of our proposed method. Recall that for a given QoMS requirement, our proposed solution is derived from a two-stage optimization approach, the outer being onedimensional search and the inner being SDP. The complexity of our proposed approach can be roughly calculated through the complexity of solving (15) times the number of searches involved, and times the number of boundary points we want to acquire. Let us take the uniform sampling search as an example, we characterize its maximum number of searches as follows.
Proposition 3: Letᾱ be an ǫ-suboptimal solution of (12), satisfying g * (τ ′ ) − log η(τ ′ ,ᾱ) < ǫ, for some small positive constant ǫ. If an uniform sampling search over
is exploited, one can find suchᾱ with a maximum number of searches given by
Proof: The proof can be found in Appendix B. To obtain N boundary points of (3), the total number of searches should be M N = N M 1 . Regarding the inner SDP problem (15) , when a standard interior-point method (IPM) is used, the resultant computational complexity of solving (15) is shown to be polynomial w.r.t. the problem size in [29, Lecture 6] . Therefore, the total arithmetic computation cost of our proposed two-stage approach is polynomial w.r.t. the problem size for a given solution accuracy ǫ.
IV. EXTENSION: THE WORST-CASE ROBUST SRRM
Hitherto, we have assumed that the CSI can be perfectly obtained at the transmitter. We are now in a position to extend our model developed in the last section to an imperfect CSI case, where the transmitter has incomplete knowledge of all receivers' CSI. In detail, we consider a worst-case robust SRRM formulation under norm-bounded CSI uncertainties, and develop an SDP-based optimization approach for the problem.
A. The Worst-case Robust Problem Formulation
We consider the same problem setup as in Section II, with a more general assumption that the transmitter has imperfect CSI on links of all receivers. Let
where h k is the actual channel vector between the transmitter and the kth receiver as defined before,h k is the transmitter's estimation of h k , and e k represents the associated CSI error which is located in a ball whose radius is ε k [30] , [31] . Here, we assume a nontrivial case where ε k is less than the norm of h k for ∀k ∈ K. The worst-case secrecy rate region is therefore determined by (cf. [18] , [23] )
denotes the set of all admissible CSIs. Physically, C worst b characterize receiver 1's least possible mutual information among all admissible CSI in B 1 , C worst e,k , k ∈ K e characterize receiver k's largest possible mutual information among all admissible CSI in B k , and C worst m,k , k ∈ K characterize receiver k's worst-case multicast rate among all admissible CSI in B k . Therefore, the region (19) is a safe achievable region when the uncertainties given in (18) exists, and the actual secrecy rate pairs with regard to the true channel vectors must not lie within the boundary of (19) .
Remark 4:
We should highlight that a vast majority of existing works often handle some simpler scenarios, for instance, perfect CSI on the link of the authorized receiver [12] , [32] or no-AN secure transmission [33] [34] [35] . In fact, these assumptions make their resulting optimization easier to handle. Then, to obtain the robust design of Q 0 , Q c and Q a , we focus on the following worst-case achievable SRRM problem, max Q0,Qa,Qc,R0,Rc
One can check that plunging (20) into (21) 
Due to the existence of uncertainties in the constraints, the vector optimization problem (22) appears more intricate to solve than (6) . As a routine, we degrade (22) into a standard scalar optimization problem using the same procedures we adopted in Section III.
B. An Equivalent Scalar Optimization Problem of (22)
Similar to Section III.A, we first fix the variable R 0 as a constant τ ms ≥ 0. As a result, the degraded version of (22) is given as below.
where the variable R c is discarded as a slack variable again. We also gain some insights on the formulation of (23): τ ms is preset requirement of the least achievable multicast rate, and (23) is a worst-case robust SRM problem with worstcase QoMS constraints. By setting τ ms = 0, (23) becomes a conventional AN-aided worst-case robust SRM problem for multi-user MISO system. The maximum value of τ ms , denoted by τ worst max , is attained when the confidential message transmission is terminated, i.e.,
where τ worst max is essentially the largest achievable worst-case multicast rate. The optimization problem (8) can also be solved via an SDP reformulation; see, e.g., [36] .
One can notice that the maximum and minimum in the objective function of (23) have no effect on the efficacy of our construction method adopted in the proof of Theorem 1. Therefore, by reusing the procedures we introduce in the proof of Theorem 1, it is straightforward for us to obtain the following properties w.r.t. (23) and Theorem 2.
Property 3: The maximum objective value of problem (23) is obtained only when the equality in (23a) holds.
Property 4: The optimal objective value of (23), denoted as g * (τ ms ), is monotonically decreasing w.r.t. τ ms .
Theorem 2:
The rate pair (τ ms , g * (τ ms )) is a Pareto optimal point of (22), and all Pareto optimal points of (22) is also a boundary point of (19) , which implies that our observation in Remark 2 is also applicable to the scenario with imperfect CSI. Namely, the Pareto optimal points of (22) is equivalent to the boundary points of (19) .
C. A Tractable Reformulation of (23)
Our next endeavor is to develop a tractable reformulation of (23) that reveals its hidden convexity and thus caters to the numerical optimization. To start with, by introducing the slack variables β, we rewrite (23) as
in which β ≥ 1, τ ′ ∆ = 2 τms − 1, and thus constraint (25b) is an equivalent form of constraint (23a). One can notice that β is introduced to simplify the denominator of the logarithm in the objective function of (5). Currently, The obstacle of dealing with (25) lies in the existence of uncertainties in the objective function and the constraints (25a) and (25b), as there are infinitely many inequalities w.r.t. {h k } k∈K to satisfy. We first exert S-procedure (cf. Lemma 1) to turn the constraints (25a) and (25b) into linear matrix inequalities (LMIs) in (26) and (27) at the bottom of this page, where {t k } k∈Ke and {δ k } k∈K are all nonnegative slack variables. Here we will explain how to arrive at these LMIs by applying the S-procedure.
Lemma 1: (S-procedure, [22, p655] 
provided that there exists a pointx such that f 1 (x) < 0. For (25a) and (25b), with h k =h k + e k , ∀k ∈ K, they are equivalent to the following implications.
Therefore by the S-procedure, the above two implications can be re-expressed as the LMIs given in (26) and (27), for some
Next, we show that (25) can be recast as a one-variable optimization problem over β which involves solving a quasiconcave problem. Analogous to (10) , to achieve a non-negative secrecy rate, an upper bound on β can be determined according to
where the last equality is derived by solving a simple quadratically constrained quadratic programming (QCQP) with its Karush-Kuhn-Tucker (KKT) conditions, which leads to one upper bound on β.
Noting that log(·) function is monotonically increasing, we further rewrite (25) as
To proceed, we will next show the maximization problem (32) is a quasiconcave maximization problem; thus, its global optimum can be efficiently found by using the bisection method [22] . For ease of exposition, we first define
.
With a slight abuse of notations but for notational simplicity, we replace f (Q a , Q c ) by f in the following section. Property 5: f is a quasiconcave function on the problem domain of (32), and hence the maximization problem (32) is a quasiconcave problem.
Proof: With the problem domain of (32) being convex, to verify Property 5, we should check whether all the α-superlevel sets of f are convex for every α [22] . The α-superlevel set of f is defined as
Again, we resort to the S-procedure for revealing the hidden convexity of the function f ≥ α, which is shown in (34) at the bottom of this page, in which ρ is a slack variable satisfying ρ ≥ 0. Equation (34) is an LMI, and convex to (Q a , Q c , ρ). Hence, S α is a convex set for every α, and we know f is a quasiconcave function, which completes our proof. Summarizing our reformulation of (25), we split (25) into two stages in (31) and (32): The maximization problem (32) is a quasiconcave problem and calculates η(τ ′ , β) for a fixed β, which can be efficiently solved by combining the bisection method with the convex optimization solver CVX. Its searching lower bound and upper bound can be chosen as 1/β and β max /β, respectively (cf. (30)). The outer problem (31) is a single-variable optimization problem with a bounded interval constraint [1, β max ], which can be handled by performing a proper one-dimension search algorithm, and the procedure is the same as that described in Section III-B.
D. Discussion on the Rank of Optimal Transmit Covariance Matrices
We now pay our attention to the rank properties of the optimal solution (Q * 0 , Q * a , Q * c ) of problem (32) . Particularly, one may curious about whether the rank-one property of Q * c applies to the imperfect CSI case. This issue could be solved in the following proposition.
Proposition 4:
With AN and imperfect CSI on all links, the optimal transmit covariance matrix of the confidential message is still of rank one.
Proof: The proof of Proposition 4 can be found in Appendix C.
Remark 6: Proposition 4 illustrates that transmit beamforming is still Pareto optimal in the worst-case SRRM problem. Besides, analogous to Remark 3, it also serves as a tightness proof provided that we consider the beamforming design for the transmission of confidential message.
E. Complexity Analysis
The process of characterizing the maximum number of searches for the imperfect CSI case is practically analogous to that in the perfect case. However, since the bisection method is adopted to find η(τ ′ , β), it will increase the total searching times. Another consideration is that the bisection method would introduce inaccuracy of η(τ ′ , β), relying on the preset convergence tolerance. If such convergence tolerance is set sufficiently loose, we may not guarantee the existence of an ǫ-suboptimal solution for any ǫ > 0. Still we take the uniform sampling search as an example, we characterize its maximum number of searches as follows in Proposition 5.
Proposition 5: Letβ be an ǫ-suboptimal solution of (31), satisfying g * (τ ′ ) − log η(τ ′ ,β) < ǫ, for some small positive constant ǫ. If we exploit an uniform sampling search over [1, β max ] in (31) and a bisection method over [1/β, β max /β] in (32) , with the convergence tolerance of the bisection method set as ǫ b , then one can find suchβ with a maximum number of searches given by
Proof: The proof can be found in Appendix D. One can notice from Proposition 5 that to achieve the ǫ-suboptimality, the convergence tolerance of the bisection method must satisfy ∆ > 0, or equivalently, ǫ b < 1 − 2 −ǫ . Obviously, if we want to obtain N boundary points of (19) , the total number of searches should amount to M N = N M 1 . Regarding the inner fractional SDP problem (15) , for each bisection iteration, the computational complexity comes from solving a feasibility problem with LMI constraints. If the standard IPM is used, the resultant computational complexity is also polynomial w.r.t. the problem size [29, Lecture 6] . Therefore, the total arithmetic computation cost of our proposed two-stage approach, for the imperfect CSI case, is still polynomial w.r.t. the problem size for a given solution accuracy ǫ. In this section, we provide numerical results to illustrate the secrecy rate regions derived from our proposed ANaided scheme, compared to some other existing schemes. The first one is the no-AN scheme, i.e., with prefixing Q a as 0 in the primal SRRM problems. Another one is based on the traditional service integration strategies, which assign the confidential message and multicast message to two different logic channels, for instance, two orthogonal time slots. This time division multiple address (TDMA)-based service integration splits the primal SRRM problems into two conventional rate maximization problem, i.e., the SRM problem (setting τ ms = 0) and multicast rate maximization problem (cf. (8) and (24)). For the fairness of comparison, the secrecy rate and multicast rate achieved by the TDMA scheme should be halved [19] . For the imperfect CSI case, we also give the secrecy rate regions achieved by a non-robust scheme, the details of which will be introduced thereinafter. We will first consider the perfect CSI case in the first subsection, and then the imperfect CSI case in the following subsection.
A. The Perfect CSI Case
Unless specified, the simulation settings are as follows. The number of transmit antennas at the transmitter is N t = 2. The number of receivers is K = 5. In the simulation, we investigate the secrecy rate regions achieved by some deterministic channels, as [14] , [20] did. All channels are generated from i.i.d. complex Gaussian distribution with zero mean and unit variance. In particular, the channel vectors we use are given by 
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P=15dB P=5dB P=20dB Fig. 3 . Secrecy rate regions versus the transmit power Fig. 2 plots the secrecy rate regions achieved by our considered three strategies, with the total transmission power budget set as P = 20dB. First, let us concentrate on the comparison between our proposed scheme and the no-AN scheme. As seen, secrecy rates with AN are mostly higher than those without AN. The striking gap indicates that AN indeed enhances the security performance without compromising the QoMS. Nonetheless, with the increasing demand for QoMS, the two curves tend to be coincident, which implies that AN is prohibitive at high QoMS region. This phenomenon verifies our claim that the no-AN transmission scheme can serve as a good approximation, and finally an equivalence to the AN-aided one at high QoMS region. The prohibition of AN also reveals an inherent difference between PHY-SI and PHY-security: the use of AN must be more prudent due to the demand for QoMS. Next, we pay our attention to the secrecy rate region achieved by the TDMA-based scheme. As expected, our proposed scheme achieves significantly larger secrecy rate region compared with the TDMA-based one. This observation implies the inherent advantage of PHY-SI over traditional service integration.
Next, we pay our attention to the effect of transmit power on the achievable secrecy rate regions. Meanwhile, we plot the secrecy capacity region achieved by the no-AN scheme as a benchmark. We examine four cases, namely, P = 5, 10, 15 and 20dB. From Fig. 3 , we can have some useful observations. First, our AN-aided scheme achieves a secrecy rate region larger than the no-AN one, even under low transmit power. However, the gap between these two strategies dramatically reduced when P diminishes. The reason is resulted from AN's dual role in PHY-SI, i.e., in order to guarantee the QoMS, AN must decrease to reduce the interference at all receivers. The second observation is that the secrecy rate regions with AN expand more strikingly when P increases. On the contrary, the secrecy rate regions without AN practically expand in the horizontal direction. That is, for the no-AN scheme, the increasing transmit power mainly contributes to the multicast message transmission, rather than the confidential message transmission. This phenomenon can be interpreted from the transmit degree of freedom (d.o.f.). The total d.o.f. of 
B. The Imperfect CSI Case
The simulation settings in the imperfect CSI case are generally the same as those in the perfect CSI case. The estimated channel vectors {h k } k∈K are set identical to the deterministic complex channel vectors adopted in (36) . Without loss of generality, we set ε k = ε = 0.2 for all k. In the imperfect CSI case, we consider a non-robust transmit design, and plot its achieved secrecy rate regions. Its idea is to apply the presumed CSI, {h k } k∈K , to perform the transmit design (cf. SRRM problem (9)).
We still first evaluate the resultant worst-case secrecy rate regions achieved by the four schemes in Fig. 4 . We can clearly observe that the existence of channel uncertainty dramatically diminishes the achievable secrecy rate regions by comparing Fig. 4 with Fig. 2 . The basic observations from Fig. 4 is virtually similar to those from Fig. 2 , for example, the best performance of our proposed AN-aided scheme and the coincidence of the AN-aided scheme and the no-AN scheme at high QoMS region. Particularly, our proposed AN-aided scheme outperforms the non-robust scheme, though the non-robust scheme achieves a larger secrecy rate region than the no-AN one. This observation confirms that the AN-aided scheme is a powerful means to combat the channel uncertainties, even with integrated services. Fig. 5 plots the worst-case secrecy rate regions achieved by the AN-aided scheme and the no-AN scheme, against the transmit power. As seen, the gaps between these two schemes have been more remarkable than those in the perfect CSI case. Besides, the d.o.f. bottleneck suffered by the no-AN design still exists in the imperfect CSI case, and becomes even more severe. Specifically, in the low QoMS region, the no-AN scheme can only attain a maximum secrecy rate of 0.8 bps/Hz with P = 20dB.
Finally, we investigate the relationship between the worstcase secrecy rate regions and the CSI uncertainty level by fixing P = 20dB. Our benchmark is the non-robust scheme, for it achieves larger secrecy rate region than the no-AN scheme and the TDMA-based scheme. The results are shown in Fig. 6 . As expected, the basic trend is that the larger CSI uncertainties are, the smaller the worst-case secrecy rate regions are. Besides, when the channel uncertainty level ε increases, the robustness of the AN-aided scheme becomes more obvious. When ε = 0.2, the non-robust scheme achieves a maximum multicast rate comparable to the AN-aided one. However, when ε = 0.3, its achieved maximum multicast rate becomes smaller than the AN-aided one, and the performance gap between these two schemes expands. This phenomenon reveals the sensitivity of the non-robust scheme to the channel uncertainties, for its design can only guarantee the optimality to the presumed CSI, but not to the actual CSI.
VI. CONCLUSION
In this paper, we consider an AN-aided transmit design for multiuser MISO broadcast channel with amalgamating confidential service and multicast service, with both perfect and imperfect CSI. The input covariances for confidential message, multicast message and AN are designed to maximize the achievable secrecy rate region, which is a vector maximization problem. Since the vector optimization problem is inherently complex to solve, we prove that this SRRM problem is equivalent to a standard scalar maximization problem, essentially an SRM problem with QoMS constraints. Even so, this scalar maximization problem is still hard to solve due to its non-convexity. We therefore develop an SDP-based approach to solve the problem by first introducing a two-stage reexpression. Then we show that, for the perfect CSI case and its worst-case robust counterpart, the equivalent SRM problem can be efficiently tackled by solving a sequence of SDPs. Moreover, we prove the optimality of transmit beamforming to the confidential message transmission, and give the complexity analysis of our proposed optimization methods.
Numerical results demonstrate that our proposed AN-aided scheme always achieves larger secrecy rate regions than some other existing schemes. These observations verifies the efficacy of AN in expanding the secrecy rate region, as well as the inherent advantage of PHY-SI over traditional service integration. Moreover, the results also indicate that high demand for QoMS and low transmit power will confine the use of AN in turn.
APPENDIX

A. Proof of Proposition 1
The proof is composed of two steps. First, given a feasible α of (12) , defining the optimal objective value of (13) asη α , we show that (13) has identical optimal solutions to a power minimization problem given by min Q0,Qa,Qc Tr(Q 0 + Q a + Q c ) s.t.
1 + h 1 (Q c + Q a )h
(13a), (13b) and (13d) satisfied.
Second, we show rank(Q * c ) = 1 by studying the KarushKuhn-Tucker (KKT) conditions of (37).
Step 1: Assume that the optimal solutions of (13) and (37) are denoted as (Q 0 ,Q c ,Q a ) and (Q 0 ,Q c ,Q a ), respectively. One can easily verify that (Q 0 ,Q c ,Q a ) is a feasible solution of (37), which yields Tr(Q 0 +Q a +Q c ) ≤ Tr(Q 0 +Q a +Q c ) ≤ P.
The first inequality is due to the fact that any feasible solution of (37) is doomed to consume no less power than that consumed by the optimal solution of (37); the second inequality is owing to the fact that (Q 0 ,Q c ,Q a ) should follow the sum power constraint in the inner maximization problem of (13) . The inequality in (38) implies that (Q 0 ,Q c ,Q a ) is a feasible solution of (13) . Hence, we have
