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LIOUVILLE TYPE THEOREMS FOR FRACTIONAL ELLIPTIC
PROBLEMS
ANH TUAN DUONG AND VAN HOANG NGUYEN
Abstract. In this paper, we establish Liouville type theorems for stable so-
lutions on the whole space RN to the fractional elliptic equation
(−∆)su = f(u)
where the nonlinearity is nondecreasing and convex. We also obtain a classi-
fication of stable solutions to the fractional Lane-Emden system{
(−∆)su = vp in RN
(−∆)sv = uq in RN
with p > 1 and q > 1. In our knowledge, this is the first classification result
for stable solutions of the fractional Lane-Emden system in literature.
1. Introduction
Let s be a positive real number satisfying 0 < s < 1. The fractional Laplacian
is defined on the space of rapidly decreasing functions by
(−∆)su(x) = cN,s lim
ǫ→0
∫
RN\Bǫ(x)
u(x)− u(y)
|x− y|N+2s dy,
where cN,s is the normalization constant and Bǫ(x) is the ball centered at x with
radius ǫ. Notice further that, see e.g., [32], (−∆)su(x) is well-defined at any x ∈ RN
when u ∈ C2σ(RN ) ∩ Ls(RN ) for some σ > s with
Ls(RN ) =
{
u : RN → R;
∫
RN
|u(y)|
(1 + |y|)N+2s dy <∞
}
.
We are, in this paper, interested in the nonexistence of nontrivial nonnegative stable
solutions to the fractional elliptic equation
(−∆)su = f(u) in RN (1.1)
with general nonlinearity and the fractional Lane-Emden system{
(−∆)su = vp in RN
(−∆)sv = uq in RN (1.2)
with p > 1 and q > 1. In what follows, all solutions of (1.1) and (1.2) are considered
in the space C2σ(RN ) ∩ Ls(RN ) for some σ > s.
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1.1. Fractional elliptic equation. The first topic in this paper is concerned with
the classification of nontrivial nonnegative stable solutions to the problem (1.1).
Here, a solution to (1.1) is called stable if∫
RN
f ′(u)φ2dx ≤ cN,s
2
∫
RN
∫
RN
(φ(x) − φ(y))2
|x− y|N+2s dydx for all φ ∈ C
∞
c (R
N ). (1.3)
In the local case s = 1, the nonexistence of nontrivial stable solutions of (1.1)
has been much studied in the last two decades. For instant, in the typical cases
f(u) = |u|p−1u or f(u) = eu, the classification of stable solutions to (1.1) was
completely established in the pioneering articles [18, 19], see also [5, 6, 13]. In [18],
among other things, it was shown that the equation
−∆u = |u|p−1u in RN
admits nontrivial stable solutions u ∈ C2(RN ) if and only if N ≥ 11 and
p ≥ (N − 2)
2 − 4N + 8
√
(N − 1)
(N − 10)(N − 2) .
It was also proved in [19] that the equation
−∆u = eu in RN
has no nontrivial stable solution when N < 10. This result is sharp. In [42], the
author obtained an optimal classification of stable weak solutions to the He´non type
elliptic equations.
In the case of general nonlinearities, the nonexistence of nontrivial bounded
radial stable solutions to (1.1) was obtained whenN ≤ 10 and f ∈ C1(R), see [1,41].
In non-radial case, the classification of bounded stable solutions to (1.1) in low
dimension was established in [8,15,20]. In particular, Dupaigne and Farina proved
that, under the assumption f ∈ C1(R), f ≥ 0 and N ≤ 4, any bounded stable
solution u ∈ C2(R) of (1.1) with s = 1 must be constant. In higher dimensions, the
Liouville type theorem for bounded stable solutions of (1.1) with s = 1 has been
established in [15], see also [14]. Let us recall the assumptions on the nonlinearity
used in [15]. Consider f ∈ C0(R+) ∩ C2(R+∗ ). For t > 0, define
q(t) =


(f ′)2
ff ′′
(t) if ff ′′(t) 6= 0
+∞ if ff ′′(t) = 0
.
Assume that there exists the limit
q0 = lim
t→0+
q(t) ∈ R. (1.4)
As shown in [15] that when f is nondecreasing, convex and f(0) = 0, then q0 ≥ 1.
The following classification in arbitrary dimension is proved in [15].
Theorem A. Let s = 1, f ∈ C0(R+) ∩ C2(R+∗ ) is nondecreasing, convex, f > 0
in R+∗ and (1.4) holds. Assume that u ∈ C2(RN ) is a bounded, nonnegative stable
solution to (1.1). Then u ≡ 0 if one of the following conditions is satisfied:
i) N < 10.
ii) N = 10 and p0 < +∞, where p0 is the conjugate exponent of q0, i.e.,
1
p0
+
1
q0
= 1 (1.5)
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iii) N > 10 and p0 < pc(N, 1), where p0 is given in (1.5) and
pc(N, 1) =
(N − 2)2 − 4N + 8
√
(N − 1)
(N − 10)(N − 2) .
It is worth to mentioning that, the classification of stable solutions to quasilinear
elliptic equation has been also investigated recently, see e.g., [3, 7, 29].
Let us now consider (1.1) in the nonlocal case 0 < s < 1. A natural question
in studying the equations with fractional Laplacian is that whether one can obtain
similar classifications to the case of Laplace operator. The pioneering work in the
classification of stable solutions to the fractional Lane-Emden equation, i.e., (1.1)
with f(u) = |u|p−1u, is due to Da´vila, Dupaigne and Wei [9] where the authors
exploited the monotonicity formula and some nonlinear integral estimates. This
technique has been used and generalized in [22, 23, 36] to some fractional elliptic
equations with polynomial nonlinearities and weights.
In the case of general nonlinearity, the authors of [16] obtained a fractional
version of a result in [15]in low dimensional case. More precisely, under the same
assumptions of f , i.e., f ∈ C1(R), f ≥ 0, it was shown that (1.1) has no nontrivial
bounded stable solution in dimension N ≤ 2 if 0 < s < 12 and in dimension N ≤ 3
if 12 ≤ s < 1. However, in order to obtain a fractional version of Theorem A, the
techniques in [9,16] seem not applicable. In this paper, we develop a new technique
which allows one to use a non-compactly supported function as test function. From
this technique and delicate nonlinear integral estimates on half space RN+1+ , we
obtain a nonexistence result of nontrivial stable solutions of (1.1) given in the
following theorem.
Theorem 1.1. Let 0 < s < 1. Assume that f ∈ C0(R+)∩C2(R+∗ ) is nondecreasing,
convex, f > 0 in R+∗ and (1.4) holds. Then the problem (1.1) has no nontrivial
bounded nonnegative stable solution if one of the following conditions is satisfied:
i) N < 10s.
ii) N = 10s and p0 < +∞, where p0 is given in (1.5).
iii) N > 10s and p0 < pc(N, s), where p0 is given in (1.5) and
pc(N, s) =
(N − 2s)2 − 4sN + 8s
√
s(N − s)
(N − 10s)(N − 2s) .
Remark that, recently, the authors of the present paper have obtained a nonex-
istence of stable solutions of the fractional Gelfand equation, i.e., f(u) = eu under
the assumption that N < 10s, see [11]. Very recently, the complete classification of
stable weak solutions to the fractional Gelfand equation has been proved in [28].
1.2. Fractional Lane-Emden system. The second topic in this paper is to study
the nonexistence of positive stable solutions to the fractional Lane-Emden system
(1.2). Motivated by [4, 21, 33], a positive solution (u, v) ∈ (C2σ(RN ) ∩ Ls(RN )) ×(
C2σ(RN ) ∩ Ls(RN )
)
of (1.2) is called stable if there are two positive functions ζ1
and ζ2 satisfying {
(−∆)sζ1 = pvp−1ζ2 in RN
(−∆)sζ2 = quq−1ζ1 in RN
. (1.6)
In this topic, let us begin with the local case. When s = 1, (1.2) is known as the
Lane-Emden system which has received considerably attention in recent years, see
the pioneering works [30,31,38,39] and recent results [4,24–27,34,40]. Concerning
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the class of classical positive solutions, the well-known conjecture states that the
system (1.2) with s = 1 admits solutions if and only if
p > 0, q > 0 and
1
p+ 1
+
1
q + 1
> 1− 2
N
.
This conjecture has been solved only for the radial solutions in any dimension,
see [30, 31, 38, 39] and for the nonradial solutions in low dimensions N ≤ 4, see
[31, 39, 40]. Some partial results in higher dimensions were also obtained in [40].
Concerning the class of stable positive solutions of (1.2) with s = 1, a nonexis-
tence result was shown in the pioneering work of Cowan [4].
Theorem B. Let s = 1,
t+ =
√
pq(q + 1)
p+ 1
+
√√√√pq(q + 1)
p+ 1
−
√
pq(q + 1)
p+ 1
and
t− =
√
pq(q + 1)
p+ 1
−
√√√√pq(q + 1)
p+ 1
−
√
pq(q + 1)
p+ 1
.
i) Suppose that 2 < q ≤ p and
N − 2− 4p+ 4
pq − 1 t+ < 0. (1.7)
Then there has no positive stable solution of (1.2). In particular, there has
no positive stable solution of (1.2) for any 2 ≤ q ≤ p if N ≤ 10.
ii) Suppose that 1 < q ≤ 2, t− < q2 and (1.7). Then there has no positive
stable solution of (1.2).
The main idea used in [4] is a combination of stability inequality, comparison
principle and bootstrap argument. After that, this idea was exploited by many
authors in studying various elliptic systems [10, 12, 24–27]. In [25], the author has
obtained a classification of positive stable solutions to the weighted Lane-Emden
system {
−∆u = (1 + |x|2)α2 vp
−∆v = (1 + |x|2)α2 uq in R
N ,
where α > 0 and 43 < q ≤ p or 1 < q ≤ min(p, 43 ) with additional assumption.
In [24], the authors have established a Liouville type theorem for the Lane-Emden
system with general weights{
−∆u = ρ(x)vp
−∆v = ρ(x)uq in R
N ,
where ρ is a radial function satisfying ρ(x) ≥ C(1+ |x|2)α2 at infinity. In [24], a new
inverse comparison principle is introduced for bounded positive stable solutions in
order to deal with the case 1 < p ≤ 43 . In particular, the range of nonexistence
result in [24] is larger than that in [4,25]. We should also mention some nonexistence
results of positive stable solutions to elliptic systems involving advection terms have
been also studied in [10, 26] by developing the approach of Cowan.
To the best of our knowledge, there has no works in literature classifying stable
solutions to fractional elliptic systems. In fact, some serious difficulties arise when
one wants to classify positive stable solutions to systems involving the fractional
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Laplacian. The first one is that, in order to obtain an a priori estimate, the standard
test-function method does not work well with the fractional Laplacian since (−∆)sφ
is not, in general, compactly supported for φ ∈ C∞c (RN ). In addition, the bootstrap
argument-a key step to get better exponent in the study of Lane-Emden system-
becomes a challenging problem since one has no estimates on compact sets in the
nonlocal case and one needs to transform nonlinear integral estimates on half space
R
N+1
+ to that on R
N . Besides that, one also needs to establish a comparison
principle for the system (1.2).
In this paper, we obtain the following theorem.
Theorem 1.2. Let 0 < s < 1.
i) If p ≥ q > 43 and
N < 2s+
4s(p+ 1)
pq − 1 t+, (1.8)
then the system (1.2) has no stable positive solution.
ii) If 1 < q ≤ min(p, 43 ), t− < q2 and (1.8) holds, then the system (1.2) has no
stable positive solution.
Notice that when p = q, the condition (1.8) is equivalent to p < pc(N, s) where
pc(N, s) is given in Theorem 1.1.
Let us now sketch the outline of the proof of Theorems 1.1 and 1.2. Concerning
Theorem 1.1, we divide the proof into two cases according to the range of q0. First,
when q0 >
N
2s then the conjugate exponent p0 <
N
N−2s . In this case, we make use
of some comparison and the strong maximum principle to get the desired result.
When q0 ≤ N2s the proof becomes more involved. The difficulty arises when we need
to compare integrals on half space RN+1+ to R
N . Let u be a bounded nonnegative
stable solution of (1.1) and U be the extension of u in the sense of [2]. We first
establish an integral estimate∫
RN
f
1
q1
+2α(u)η2dx ≤ C
∫
R
N+1
+
f2α(U)(|∇η¯|2 + |Lsη¯2|)t1−2sdxdt,
where η¯ ∈ C∞c (RN+1+ ), η(x) = η¯(x, 0), q1 < q0, α ∈ [1, 1 + 1/
√
q0) and Ls is the
second order differential operator given in (2.6). We next control the right hand
side of the inequality above and choose suitably test function η¯ to get∫
RN
f
1
q1
+2α
(u)ρN+2s (x/R) dx ≤ CR−2s
∫
RN
f2α(u(y))ρN+2s(y/R)dy,
where R > 0 and ρN+2s(x) = (1 + |x|2)−N+2s2 . This is, in fact, the most difficult
step in the proof. Finally, some computations and the Ho¨lder inequality give the
desired result.
The proof of Theorem 1.2 consists of the following main steps:
• Establish a stability inequality and give an a priori estimate of solutions.
• Prove a comparison principle between u and v.
• Use bootstrap argument to get better result.
One obtains the stability inequality in Lemma 3.1 by similar argument as in the
local case. Nevertheless, the a priori estimate of solutions is more delicate since
we must prove nonlinear integral estimate on the whole space RN , see Proposition
3.2. In Proposition 3.3, we establish a comparion principle in nonlocal setting
which is more or less new. As mentioned above, a serious difficulty in dealing with
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fractional system is that the bootstrap argument in the local case does not work
in the nonlocal case. To overcome this difficulty, we make use of the bootstrap
argument for the extensions U, V of u, v on RN+1+ in the sense [2] and develop the
technique in [11] which allows us to reduce the estimates on half space RN+1+ to
that on RN .
The rest of this paper is organized as follows. In Section 2, we give the proof of
Theorem 1.1. In Section 3, we prove the stability inequality and the comparison
principle for the system (1.2). The proof of Theorem 1.2 is given in Section 4.
2. Proof of Theorem 1.1
This section is devoted to prove Theorem 1.1. We first notice that if u is a
nontrivial nonnegative solution of (1.1) then u is a positive solution of (1.1) by the
strong maximum principle for fractional Laplacian. So, in order to prove Theorem
1.1, it is enough to show that the equation (1.1) does not possess any positive stable
solution under the conditions in this theorem. In what follows, C denotes a generic
positive constant which may change from line to line or even in the same line.
Suppose, in contrary, that u is a positive stable solution of (1.1). We shall point
out a contradiction by considering two different cases of q0.
Case 1. q0 >
N
2s .
We have p0 <
N
N−2s . By using (1.4), there exist p <
N
N−2s and c1 > 0 such that,
see [15, Formula 2.5],
f(t) ≥ c1tp for t near 0. (2.1)
Let ϕ be a nonnegative function satisfying{
(−∆)sϕ = c1ϕp in B1
ϕ = 0 in RN \B1
,
where BR denotes the ball centered at the origin of radius R. It follows from
Proposition 1.4 in [37] that ϕ ∈ Cβ(RN ) for some β ∈ (0, 1). So, ϕ is bounded. For
R > 0, put ϕR = R
−2s
p−1ϕ(x/R). Hence, ϕR satisfies{
(−∆)sϕR = c1ϕpR in BR
ϕR = 0 in R
N \BR
and
RN−2s‖ϕR‖L∞(BR) ≤ RN−2s−
2s
p−1 ‖ϕ‖L∞(B1) → 0 as R→∞. (2.2)
We next prove that
u(x) ≥ c2|x|−N+2s for x ∈ RN \B1. (2.3)
Indeed, let U be the extension of u in the sense of [2], i.e., for (x, t) ∈ RN+1+
U(x, t) =
∫
RN
Ps(x− z, t)u(z)dz, (2.4)
where Ps(x, t) is the Poisson kernel
Ps(x, t) = C(N, s)
t2s
(|x|2 + t2)N+2s2
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and C(N, s) is the normalization constant. Then, U ∈ C2(RN+1+ ) ∩ C(RN+1+ ),
t1−2s∂tU ∈ C(RN+1+ ) and

−div(t1−2s∇U) = 0 in RN+1+
U = u on ∂RN+1+
− lim
t→0
t1−2s∂tU = κs(−∆)su on ∂RN+1+
, (2.5)
where κs =
Γ(1−s)
22s−1Γ(s) and Γ is the usual Gamma function.
Let Υ be the extension of the function |x|−N+2s as determined in [17, Lemma
4.1]. Then Υ is bounded on ∂B+1 where
B+R := {(x, t) ∈ RN+1+ ; |x|2 + t2 < R2}, R > 0.
We choose the constant c2 = minx∈∂B+1 Υ. Denote by
Ls = t
2s−1div(t1−2s∇) = ∆x + ∂2tt +
1− 2s
t
∂t. (2.6)
Using [17, Formula (4.2)] with α = 2s−N2 and (2.5), we have for (x, t) ∈ RN+1+ \B+1
Ls(U − c2Υ) = LsU = 0.
Put W (x, t) := U(x, t) − c2Υ(x, t). Let R > 1, the strong maximum principle
implies that, for (x, t) ∈ B+R \B+1 ,
W (x, t) ≥ min
∂(B+R\B+1 )
W = min{min
∂B+R
W,min
∂B+1
W, min
{(x,0);1<|x|<R}
W}.
If there is x0 ∈ RN , 1 < |x0| < R such that
W (x0, 0) = min
∂(B+R\B+1 )
W = min
B+R\B+1
W,
then we use the L’Hospital rule and then [17, Formula (4.2)] with α = 2s−N2 to
arrive at
0 ≤ 2s lim
t→0+
W (x0, t)−W (x0, 0)
t2s
= lim
t→0+
t1−2s∂t(U − c2Υ)(x0, t)
= −(−∆)su(x0) = −f(u(x0)) < 0
which is impossible. Thus, W ≥ min{min∂B+1 W,min∂B+R W} on B
+
R \ B+1 . Fix
(x, t) ∈ RN+1+ \B+1 , for any R > |(x, t)| we have
W (x, t) ≥ min{min
∂B+1
W,min
∂B+R
W}.
Letting R→ +∞ in this inequality, we obtain
W (x, t) ≥ lim
R→+∞
min{min
∂B+1
W,min
∂B+R
W} = min{min
∂B+1
W, lim
R→+∞
min
∂B+R
W} ≥ 0.
Here we have used the fact that min∂B+1
W ≥ 0, U ≥ 0 and lim
R→+∞
sup∂B+R
Υ = 0.
Consequently U(x, t) ≥ c2Υ(x, t) for (x, t) ∈ RN+1+ \B+1 which gives (2.3).
It results from (2.2) and (2.3) that there exists R > 0 so that
u(x) ≥ ϕR(x).
Furthermore, from (2.1) we get
f(ϕR) ≥ c1ϕpR.
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Hence,
(−∆)s(u− ϕR) ≥ f(u)− f(ϕR) ≥ 0.
This combined with the strong maximum principle gives
u(x) > ϕR(x) for all x ∈ RN . (2.7)
Given any unit directional vector e, define ϕR,t(x) = ϕR(x + te). We claim that
u ≥ ϕR,t for all t ≥ 0.
Put
T = sup{t ∈ [0,+∞);u > ϕR,l for all l ∈ [0, t)}.
Since u > ϕR = ϕR,0, we deduce that T > 0. Assume that T < ∞ then u ≥ ϕR,T
and there is x0 > 0 such that u(x0) = ϕR,T (x0). However, we still have
(−∆)s(u− ϕR,T ) ≥ f(u)− f(ϕR,T ) ≥ 0.
Thus, the strong maximum principle implies that u > ϕR,T which is a contradiction.
Case 2. q0 ≤ N2s .
Let U be the extension of u in the sense of (2.5). Let φ : R → R be a convex
function and
ψ(u) =
∫ u
0
(φ′)2dt, K(u) =
∫ u
0
ψ(t)dt.
Take a radial test function η¯ ∈ C∞c (RN+1), suppη¯ ⊂ {(x, t) ∈ RN+1; |x|2+|t|2 ≤ 4}
and put η(x) = η¯(x, 0). Using the weak form of the first equation in (2.5) with the
test function ψ(U)η¯2, we get
κs
∫
RN
f(u)ψ(u)η2dx =
∫
R
N+1
+
∇U · ∇ (ψ(U)η¯2) t1−2sdxdt
=
∫
R
N+1
+
ψ′(U)|∇U |2η¯2t1−2sdxdt+
∫
R
N+1
+
ψ(U)∇U · ∇η¯2t1−2sdxdt
=
∫
R
N+1
+
(φ′(U))2|∇U |2η¯2t1−2sdxdt−
∫
R
N+1
+
K(U)Lsη¯
2t1−2sdxdt,
where Ls is given in (2.6) and in the last equality, we have used an integration by
parts and the fact that
lim
t→0
t1−2s∂tη¯ = 0.
As a consequence,∫
R
N+1
+
(φ′(U))2|∇U |2η¯2t1−2sdxdt ≤
∫
R
N+1
+
K(U)|Lsη¯2|t1−2sdxdt
+ κs
∫
RN
f(u)ψ(u)η2dx.
(2.8)
We now exploit the stability inequality (1.3) with the test function φ(u)η:
κs
∫
RN
f ′(u)φ2(u)η2dx ≤ κs‖φ(u)η‖2.
H
s
(RN )
≤
∫
R
N+1
+
| (∇(φ(U)η¯)) |2t1−2sdxdt.
(2.9)
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In addition,∫
R
N+1
+
| (∇(φ(U)η¯)) |2t1−2sdxdt =
∫
R
N+1
+
(φ′(U))2|∇U |2η¯2t1−2sdxdt
+
∫
R
N+1
+
(φ(U))2|∇η¯|2t1−2sdxdt− 1
2
∫
R
N+1
+
(φ(U))2Lsη¯
2t1−2sdxdt.
(2.10)
Combining (2.8),(2.9) and (2.10), we obtain
κs
∫
RN
(f ′(u)φ2(u)− f(u)ψ(u))η2dx ≤
∫
R
N+1
+
K(U)|Lsη¯2|t1−2sdxdt
+
∫
R
N+1
+
(φ(U))2|∇η¯|2t1−2sdxdt− 1
2
∫
R
N+1
+
(φ(U))2Lsη¯
2t1−2sdxdt.
(2.11)
It follows from the convexity of φ that ψ(u) ≤ φ′(u)φ(u) and then K(u) ≤ 12φ2(u).
Thus, (2.11) gives
κs
∫
RN
(f ′(u)φ2(u)− f(u)ψ(u))η2dx ≤ C
∫
R
N+1
+
(φ(U))2(|∇η¯|2 + |Lsη¯2|)t1−2sdxdt.
(2.12)
For any α ∈ [1, 1+ 1√q0 ), choose φ = fα. Then, using [15, Formulas (36), (38)], one
has
f ′(u)φ2(u)− f(u)ψ(u) ≥ Cf ′(u)φ2(u) ≥ Cf 1q1+2α(u) for some q1 < q0 fixed .
This estimate and (2.12) follow that∫
RN
f
1
q1
+2α
(u)η2dx ≤ C
∫
R
N+1
+
f2α(U)(|∇η¯|2 + |Lsη¯2|)t1−2sdxdt. (2.13)
Let φ˜ ∈ C∞c (R) such that φ˜(t) = 1 when |t| ≤ 1 and φ˜(t) = 0 when |t| ≥ 2. Let R
and R˜ be positive numbers. Put
ΦR˜(x, t) = φ˜
( |x|+ t
R˜
)
, ζ(x, t) =
(
1 + |x|2 + t2)−N+2s4
and
η¯R˜(x, t) = ΦR˜(x, t)ζ(x, t)
for (x, t) ∈ RN+1+ . Then
ηR˜(x) := η¯R˜(x, 0) = φ˜
(
|x|/R˜
)
ρ
1
2
N+2s(x),
where ρN+2s(x) = (1 + |x|2)−(N+2s)/2.
Replacing η¯(x) and η(x) by η¯ R˜
R
(
x
R ,
t
R
)
and η R˜
R
(
x
R
)
in (2.13), one obtains
∫
RN
f
1
q1
+2α(u)η2R˜
R
( x
R
)
dx
≤ CR−2
∫
R
N+1
+
f2α(U)
(∣∣∣∣(∇η¯ R˜
R
)( x
R
,
t
R
)∣∣∣∣
2
+
∣∣∣∣(Lsη¯2R˜
R
)( x
R
,
t
R
)∣∣∣∣
)
t1−2sdxdt.
(2.14)
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On the other hand, it follows from the Jensen inequality that
f2α(U(x, t)) ≤
∫
RN
Ps(x− y, t)f2α(u(y))dy.
Here Ps is the Poisson kernel given above. Therefore,
I := R−2
∫
R
N+1
+
f2α(U)
(∣∣∣∣(∇η¯ R˜
R
)( x
R
,
t
R
)∣∣∣∣
2
+
∣∣∣∣(Lsη¯2R˜
R
)( x
R
,
t
R
)∣∣∣∣
)
t1−2sdxdt
= RN−2s
∫
R
N+1
+
f2α(U(Rx,Rt))
(∣∣∣∇η¯ R˜
R
∣∣∣2 + ∣∣∣Lsη¯2R˜
R
∣∣∣) t1−2sdxdt
≤ RN−2s
∫ ∞
0
∫
RN
(∫
RN
Ps(Rx− y,Rt)f2α(u(y))dy
)
(|∇η¯ R˜
R
|2 + |Lsη¯2R˜
R
|)t1−2sdxdt
= R−2s
∫
RN
f2α(u(y))
(∫ ∞
0
∫
RN
Ps(x− y
R
, t)
(∣∣∣∇η¯ R˜
R
∣∣∣2 + ∣∣∣Lsη¯2R˜
R
∣∣∣) t1−2sdxdt) dy,
(2.15)
where in the last equality we have used the Fubini theorem and the homogeneity
of Ps. Denote by
hR˜(y) :=
∫ ∞
0
∫
RN
Ps(x − y, t)(|∇η¯R˜|2 + |Lsη¯2R˜|)t1−2sdxdt
= C(N, s)
∫ ∞
0
∫
RN
t(|∇η¯R˜|2 + |Lsη¯2R˜|)
(|x− y|2 + t2)N+2s2
dxdt. (2.16)
We estimate the first integral
I1 : =
∫ ∞
0
∫
RN
t|∇η¯R˜|2
(|x− y|2 + t2)N+2s2
dxdt
≤ 1
2
∫ ∞
0
∫
RN
t|∇ΦR˜|2ζ2
(|x − y|2 + t2)N+2s2
dxdt+
1
2
∫ ∞
0
∫
RN
t|∇ζ|2Φ2
R˜
(|x− y|2 + t2)N+2s2
dxdt
=:
1
2
J1(y) +
1
2
J2(y) ≤ C(1 + R˜−2s)ρN+2s(y),
(2.17)
where C is independent of R˜. Here, in the last inequality, we have used the following
estimates from [11, Proof of Step 2 of Lemma 2.4]
J1(y) ≤ CρN+2s(y) and J2(y) ≤ CR˜−2sρN+2s(y).
We now consider
I2 =
∫ ∞
0
∫
RN
t|Lsη¯2R˜|
(|x − y|2 + t2)N+2s2
dxdt.
A straightforward computation gives
Lsη¯
2
R˜
= 2|∇η¯R˜|2 + 2η¯R˜Lsη¯R˜
= 2|∇η¯R˜|2 + 2η¯R˜(LsΦR˜ζ +ΦR˜Lsζ + 2∇ΦR˜ · ∇ζ)
= 2|∇η¯R˜|2 + 2ΦR˜LsΦR˜ζ2 + 2Φ2R˜ζLsζ + 4ΦR˜∇ΦR˜ · ∇ζζ
Then, applying the Young inequality, we obtain
|Lsη¯2R˜| ≤ 6(Φ2R˜|∇ζ|2 + |∇ΦR˜|2ζ2) + 2ΦR˜|LsΦR˜|ζ2 +Φ2R˜ζ|Lsζ|.
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It is now enough to decompose I2 into four terms and then observe that the first
and the last term are bounded by CJ2, the second and the third term are bounded
by CJ1. Hence,
I2 ≤ C(1 + R˜−2s)ρN+2s(y), (2.18)
where C is independent of R˜. Consequently, substituting (2.17) and (2.18) into
(2.16) we arrive at
hR˜(y) ≤ C(1 + R˜−2s)ρN+2s,
where C does not depend on R˜. This together with (2.15) and (2.14) implies that∫
RN
f
1
q1
+2α(u)η2R˜
R
(x/R) dx ≤ CR−2s
∫
RN
f2α(u(y))h R˜
R
(y/R)dy
≤ CR−2s(1 + R˜−2s)
∫
RN
f2α(u(y))ρN+2s(y/R)dy.
Letting R˜→∞ in this estimate, we deduce that∫
RN
f
1
q1
+2α(u)ρN+2s (x/R) dx ≤ CR−2s
∫
RN
f2α(u(y))ρN+2s(y/R)dy. (2.19)
Recall that that q1 < q0 and 1 ≤ α < 1 + 1√q0 . Applying the Ho¨lder inequality in
(2.19), we get∫
RN
f
1
q1
+2α(u)ρN+2s (x/R) dx
≤ CR−2s
(∫
RN
f
1
q1
+2α(u)ρN+2s (x/R)dx
) 2α
1/q1+2α
R
N
1/q1
1/q1+2α ,
or ∫
RN
f
1
q1
+2α(u)ρN+2s (x/R) dx ≤ CRN−2s−4αsq1 . (2.20)
Under one of the conditions in Theorem 1.1, we shall show that the exponent in
the right hand side of (2.20) is negative by choosing q1 close to q0 and α close to
1 + 1q0 . Indeed, it is enough to claim that
N − 2s− 4s(q0 +√q0) < 0. (2.21)
We now consider N < 10s. Then (2.21) is true since q0 ≥ 1. In the case N = 10s
and p0 < ∞, (2.21) still holds since q0 > 1. Finally, when N > 10s, the condition
p0 < pc(N, s) ensures that q0 +
√
q0 − N−2s4s > 0, i.e., (2.21) is also true.
Let R→ +∞ in (2.20), we obtain a contradiction. 
3. Some technical lemmas for fractional Lane-Emden system
In this section, we prove the stability inequality for stable positive solutions and
the comparison principle for positive solutions. The former is given in the following.
Lemma 3.1. Let (u, v) be a stable positive solution of (1.2). Then for all φ ∈
C∞c (R
N ), we have
√
pq
∫
RN
u
q−1
2 v
p−1
2 φ2dx ≤ cN,s
2
∫
RN
∫
RN
(φ(x) − φ(y))2
|x− y|N+2s dydx.
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Proof. The proof is based on the idea of Cowan [4]. Let φ ∈ C∞c (RN ) be a test
function. Multiplying the first equation in (1.2) by φ
2
ζ1
, one has∫
RN
pvp−1ζ2
φ2
ζ1
dx =
∫
RN
(−∆)sζ1 φ
2
ζ1
dx.
Using an integration by parts to the right hand side of this equality and a simple
inequality −a2 − b2 ≤ −2ab, one gets∫
RN
pvp−1ζ2
φ2
ζ1
dx =
1
2
∫
RN
(
(−∆)sζ1φ
2
ζ1
+ ζ1(−∆)s
(
φ2
ζ1
))
dx
=
cN,s
2
∫
RN
∫
RN
φ2(x) − φ2(x) ζ1(y)ζ1(x) + φ2(x)− φ2(y)
ζ1(x)
ζ1(y)
|x− y|N+2s dydx
≤ cN,s
∫
RN
∫
RN
φ2(x) − φ(x)φ(y)
|x− y|N+2s dydx.
By exchanging the role of x and y, we also have∫
RN
pvp−1ζ2
φ2
ζ1
dx ≤ cN,s
∫
RN
∫
RN
φ2(y)− φ(y)φ(x)
|x− y|N+2s dydx.
As a consequence of the two inequalities above, there holds∫
RN
pvp−1ζ2
φ2
ζ1
dx ≤ cN,s
2
∫
RN
∫
RN
(φ(x) − φ(y))2
|x− y|N+2s dydx. (3.1)
Similarly, we also deduce from the second equation of (1.2) with the test function
φ2
ζ2
that ∫
RN
quq−1ζ1
φ2
ζ2
dx ≤ cN,s
2
∫
RN
∫
RN
(φ(x) − φ(y))2
|x− y|N+2s dydx. (3.2)
The inequalities (3.1) and (3.2) yield∫
RN
(
pvp−1ζ2
φ2
ζ1
+ quq−1ζ1
φ2
ζ2
)
dx ≤ cN,s
∫
RN
∫
RN
(φ(x) − φ(y))2
|x− y|N+2s dydx. (3.3)
Applying again the simple inequality a2 + b2 ≥ 2ab to the left hand side of (3.3),
we end the proof of Lemma. 
From now on, we use the notation ρm(x) = (1 + |x|2)−m2 for some m > N . We
next establish an a priori estimate for positive solutions of (1.2).
Proposition 3.2. Suppose that p, q > 1 and (u, v) is a positive solution of (1.2).
Let R be a positive constant, then it holds∫
RN
vpρN+2s(x/R)dx ≤ CRN−
2sp(q+1)
pq−1
∫
RN
uqρN+2s(x/R)dx ≤ CRN−
2sq(p+1)
pq−1
(3.4)
for some constant C depending only on N, s, p and q.
Remark that on BR we have ρN+2s(x/R) ∼ C with some constant C depending
only on N and s. Hence, this proposition provides not only the same estimates on
BR which were obtained by Yang and Zou [43] but also the estimates outside the
ball BR.
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Proof. Let ϕ ∈ C∞c (RN ) be a cut-off function satisfying 0 ≤ ϕ ≤ 1, ϕ = 1 on B1
and ϕ = 0 outside B2. For k > 0, define ϕk(x) = ϕ(x/k). Testing the system (1.2)
by ϕkρN+2s ∈ C∞0 (RN ) we get∫
RN
vpρN+2sϕkdx =
∫
RN
u(−∆)s(ϕkρN+2s)dx
and ∫
RN
uqρN+2sϕkdx =
∫
RN
v(−∆)s(ϕkρN+2s)dx.
Letting k →∞ and using [11, Lemma 2.2] and the Lebesgue dominated convergence
theorem, we obtain ∫
RN
vpρN+2sdx =
∫
RN
u(−∆)s(ρN+2s)dx
and ∫
RN
uqρN+2sdx =
∫
RN
v(−∆)s(ρN+2s)dx.
It follows from this and [11, Lemma 2.1] that∫
RN
vpρN+2sdx ≤ C
∫
RN
uρN+2sdx (3.5)
and ∫
RN
uqρN+2sdx ≤ C
∫
RN
vρN+2sdx, (3.6)
with C depending only on N and s. Notice that ρN+2s = ρsρN+s and ρN+s ∈
L1(RN ). Hence by the Ho¨lder inequality, we have∫
RN
uρN+2sdx ≤
(∫
RN
uθρqsρN+sdx
) 1
q
(∫
RN
ρN+sdx
) q−1
q
≤ C
(∫
RN
uqρN+(q+1)sdx
) 1
q
≤ C
(∫
RN
uqρN+2sdx
) 1
q
, (3.7)
with C depending only on N, s and q. Similarly, we also get∫
RN
uρN+2sdx ≤ C
(∫
RN
vpρN+2sdx
) 1
p
(3.8)
with C depending only on N, s and p. From (3.5), (3.6), (3.7) and (3.8) and pq > 1,
we obtain ∫
RN
uqρN+2sdx ≤ C and
∫
RN
vpρN+2sdx ≤ C, (3.9)
for some constant C depending only on N, s, p and q. Remark that the estimate
(3.9) holds for any positive solution (u, v) of (1.2).
We now use a scaling argument. For any R > 0, then the functions
uR(x) = R
2s(p+1)
pq−1 u(Rx) and vR(x) = R
2s(q+1)
pq−1 v(Rx),
also form a positive solution of (1.2). By (3.9), we get∫
RN
uqRρN+2sdx ≤ C and
∫
RN
vpRρN+2sdx ≤ C.
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Making the change of variables, we obtain (3.4). 
The comparison principle is given in the following.
Proposition 3.3. Let p ≥ q > 1 and (u, v) be a positive solution to (1.2). Then,
there holds, point-wise in RN ,
vp+1
p+ 1
≤ u
q+1
q + 1
.
Proof. For the simplicity of notations, put σ˜ = q+1p+1 ≤ 1 and l = σ˜−
1
p+1 > 1. Then,
we need to prove that
w := v − luσ˜ ≤ 0. (3.10)
We first point out that
(−∆)suσ˜ ≥ σ˜uσ˜−1(−∆)su. (3.11)
Indeed, we have
(−∆)suσ˜(x) =
∫
RN
uσ˜(x) − uσ˜(y)
|x− y|N+2s dy. (3.12)
In addition, f(t) = tσ˜, t > 0, is concave. Then,
f(u(y)) ≤ f(u(x)) + f ′(u(x))(u(y) − u(x)),
or
uσ˜(y)− uσ˜(x) ≤ σ˜uσ˜−1(x)(u(y) − u(x)).
Substituting this into (3.12), we obtain (3.11).
As a consequence of (3.11), there holds
(−∆)sw = (−∆)sv − (−∆)suσ˜ ≤ uq − lσ˜uσ˜−1vp. (3.13)
Moreover uq − lσ˜uσ˜−1vp = lpuσ˜−1((luσ˜)p − vp) ≤ 0 on the set {x;w(x) ≥ 0}. It
then results from (3.13) that
(−∆)sw ≤ 0 on the set {x;w(x) ≥ 0}.
Let W be the extension of w in the sense of (2.4)-(2.5). By following the argument
in [43, Lemma 3.1] which is inspired by the idea in [35], we also get W ≤ 0.
In particular, the restriction w of W is nonpositive which implies (3.10). This
completes the proof of Proposition. 
4. Proof of Theorem 1.2
In this section, we prove Theorem 1.2 by way of contradiction. Assume that (u, v)
is a positive stable solution of (1.2). Denote by U and V the extensions of u and v
in the sense of (2.4)-(2.5), i.e., U, V ∈ C2(RN+1+ ) ∩C(RN+1+ ), t1−2s∂tU, t1−2s∂tV ∈
C(RN+1+ ) and 

−div(t1−2s∇U) = 0 in RN+1+
U = u on ∂RN+1+
− lim
t→0
t1−2s∂tU = κs(−∆)su on ∂RN+1+
. (4.1)
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and 

−div(t1−2s∇V ) = 0 in RN+1+
V = v on ∂RN+1+
− lim
t→0
t1−2s∂tV = κs(−∆)sv on ∂RN+1+
. (4.2)
In order to use the bootstrap argument, we need the following lemma.
Lemma 4.1. For any t− < γ < t+ and Φ ∈ C∞c (RN+1+ ), there holds∫
R
N+1
+
|∇(UγΦ)|2t1−2sdxdt ≤ C
∫
R
N+1
+
U2γ |∇Φ|2t1−2sdxdt. (4.3)
Here t+ and t− are given in Theorem B.
Proof. Let Φ ∈ C∞c (RN+1+ ) be a test function and t− < γ < t+. Define φ(x) =
Φ(x, 0) ∈ C∞c (RN ). Multiplying the first equation in (4.1) by U2γ−1Φ2 and then
integrating by parts, we have
κs
∫
RN
vpu2γ−1φ2dx =
∫
R
N+1
+
∇U · ∇(U2γ−1Φ2)t1−2sdxdt
= (2γ − 1)
∫
R
N+1
+
|∇U |2U2γ−2Φ2t1−2sdxdt+ 2
γ
∫
R
N+1
+
Φ∇(Uγ) · ∇ΦUγt1−2sdxdt
=
2γ − 1
γ2
∫
R
N+1
+
|∇Uγ |2Φ2t1−2sdxdt+ 2
γ
∫
R
N+1
+
Φ∇(Uγ) · ∇ΦUγt1−2sdxdt.
(4.4)
A straightforward computation leads to∫
R
N+1
+
|∇Uγ |2Φ2t1−2sdxdt =
∫
R
N+1
+
|∇(UγΦ)|2t1−2sdxdt
− 2
∫
R
N+1
+
Φ∇(Uγ) · ∇ΦUγt1−2sdxdt−
∫
R
N+1
+
U2γ |∇Φ|2t1−2sdxdt.
Plugging this into (4.4), one has
κs
∫
RN
vpu2γ−1φ2dx =
2γ − 1
γ2
∫
R
N+1
+
|∇(UγΦ)|2t1−2sdxdt
− 2(2γ − 1)
γ2
∫
R
N+1
+
Φ∇(Uγ) · ∇ΦUγt1−2sdxdt− 1
γ2
∫
R
N+1
+
U2γ |∇Φ|2t1−2sdxdt
≥
(
2γ − 1
γ2
− 2(2γ − 1)ǫ
γ2
)∫
R
N+1
+
|∇(UγΦ)|2t1−2sdxdt
−
(
1
γ2
+
2γ − 1
2γ2ǫ
)∫
R
N+1
+
U2γ |∇Φ|2t1−2sdxdt,
(4.5)
where in the last estimate, we have used ab ≤ a2ǫ+ b24ǫ for any ǫ > 0.
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Choosing the test function uγφ in the stability inequality and then using the
comparison principle, one gets
κs
√
pq(q + 1
p+ 1
)
∫
RN
vpu2γ−1φ2dx ≤ κs√pq
∫
RN
v
p−1
2 u
q−1
2 u2γφ2dx
≤ κs‖uγφ‖ .Hs(RN )
≤
∫
R
N+1
+
|∇(UγΦ)|2t1−2sdxdt,
(4.6)
where in the last inequality, we have used the fact that UγΦ has the trace uγφ on
∂RN+1+ . It results from (4.5) and (4.6) that
(
2γ − 1
γ2
− 2(2γ − 1)ǫ
γ2
−
√
pq(q + 1
p+ 1
)
)∫
R
N+1
+
|∇(UγΦ)|2t1−2sdxdt
≤ C
∫
R
N+1
+
U2γ |∇Φ|2t1−2sdxdt.
Since t− < γ < t+ and ǫ is chosen small enough, we have
2γ − 1
γ2
− 2(2γ − 1)ǫ
γ2
−
√
pq(q + 1
p+ 1
) > 0.
Consequently, we get (4.3). 
End of the proof of Theorem 1.2. Denote by
ks =
N + 2− 2s
N − 2s .
Under the assumption on the exponent q, we fix a real positive number τ satisfying
2t− ≤ 2τ < q
and let m be a non-negative integer satisfying
τkm−1s < t+ ≤ τkms .
We construct an increasing geometric sequence
t− < t1 < t2 < ... < tm < t+
as follows
2t1 = 2τk, 2t2 = 2τkks, ..., 2tm = 2τkk
m−1
s ,
where k ∈ [1, ks] is chosen such that tm is arbitrarily close to t+.
Take Φ˜ ∈ C∞c (RN+1+ ) satisfying Φ˜ = 1 on B+1 and Φ˜ = 0 outside B+2 . Recall
that
B+R = {(x, t) ∈ RN+1+ ; |x|2 + t2 < R2}.
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From (4.3) and the Sobolev inequality, one has(∫
B+1
U2tmkst1−2sdxdt
) 1
tmks
≤
(∫
B+2
U2tmksΦ˜2ks t1−2sdxdt
) 1
tmks
≤
(∫
B+2
|∇(U tmΦ˜)|2t1−2sdxdt
) 1
tm
≤ C
(∫
B+2
U2tm |∇Φ˜|2t1−2sdxdt
) 1
tm
≤ C
(∫
B+2
U2tm−1ks t1−2sdxdt
) 1
tm−1ks
.
By an induction argument, we arrive at(∫
B+1
U2tmkst1−2sdxdt
) 1
tmks
≤ C
(∫
B+
2m−1
U2τkt1−2sdxdt
) 1
τk
≤ C
(∫
B+
2m−1
U2τkst1−2sdxdt
) 1
τks
≤ C
(∫
B+
2m
U2τ |∇Φ|2t1−2sdxdt
) 1
τ
,
(4.7)
where Φ ∈ C∞c (RN+1+ ), Φ = 1 on B+2m−1 and Φ = 0 outside B+2m .
Our task is next to transform the estimate the right hand side of (4.7) on half
space RN+1+ to that on R
N . Applying the Jensen inequality, we get
U2τ (x, t) ≤
∫
RN
Ps(x− y, t)(u(y))2τdy,
where Ps is the Poisson kernel. Consequently,∫
R
N+1
+
U2τ |∇Φ|2t1−2sdxdt
≤
∫ ∞
0
∫
RN
(∫
RN
Ps(x − y, t)(u(y))2τdy
)
|∇Φ|2t1−2sdxdt
=
∫
RN
(u(y))2τ
(∫ ∞
0
∫
RN
Ps(x − y, t)|∇Φ|2t1−2sdxdt
)
dy.
(4.8)
Let us put
ϕ(y) =
∫ ∞
0
∫
RN
Ps(x− y, t)|∇Φ|2t1−2sdxdt
= p(N, s)
∫ ∞
0
∫
RN
t|∇Φ|2
(|x − y|2 + t2)N+2s2
dxdt.
Recall that Φ ∈ C∞c (RN+1+ ) and Φ = 0 outside B+2m . In particular, supp|∇Φ| = 0
outside B+2m . In order to estimate ϕ, we need only consider the integral in the set
B+2m .
18 A. T. DUONG AND V.H.NGUYEN
Firstly, it is easy to see that ϕ is continuous on RN and ϕ(y) > 0 for all y ∈ RN .
Consequently, for |y| ≤ 2m+1, we have ϕ ∼ CρN+2s. In addition, when |y| > 2m+1
and |x| ≤ 2m, there holds
y
2
≤ |x− y| ≤ 2y.
Thus, we obtain for |y| ≥ 2m+1 that
C1ρN+2s(y)
∫ ∞
0
∫
RN
|∇Φ|2dxdt ≤ ϕ(y) ≤ C2ρN+2s(y)
∫ ∞
0
∫
RN
|∇Φ|2dxdt
These above estimates imply that, for all y ∈ RN ,
C1ρN+2s(y) ≤ ϕ(y) ≤ C2ρN+2s(y), (4.9)
for some C1, C2 > 0. We deduce from (4.7), (4.8) and (4.9) that(∫
B+1
U2tmks t1−2sdxdt
) 1
tmks
≤ C
(∫
RN
(u(y))2τρN+2s(y)dy
) 1
τ
. (4.10)
We next exploit a scaling argument. Let R be a large positive parameter. Then, as
above, (uR, vR) is also a stable positive solution of (1.2) with uR(x) = R
2s(p+1)
pq−1 u(Rx)
and vR(x) = R
2s(q+1)
pq−1 v(Rx). Replacing U and u in (4.10) by UR := R
2s(p+1)
pq−1 U(Rx,Rt)
and uR, we arrive at(∫
B+1
U2tmks(Rx,Rt)t1−2sdxdt
) 1
tmks
≤ C
(∫
RN
(u(Ry))2τρN+2s(y)dy
) 1
τ
.
This estimate implies that(
R−N−2+2s
∫
B+R
U2tmks(x, t)t1−2sdxdt
) 1
tmks
≤ C
(∫
RN
(u(Ry))2τρN+2s(y)dy
) 1
τ
≤ C
(∫
RN
(u(Ry))qρN+2s(y)dy
) 2
q
= C
(
R−N
∫
RN
(u(y))qρN+2s(y/R)dy
) 2
q
≤ CR− 4s(p+1)pq−1 .
Here we have used the Ho¨lder inequality in the penultimate inequality and Propo-
sition 3.2 in the last one. Hence,(∫
B+R
U2tmks(x, t)t1−2sdxdt
) 1
tmks
≤ CRN+2−2s− 4s(p+1)pq−1 tmks . (4.11)
Since k is chosen so that tm is sufficiently close to t+, the exponent in the right
hand side of (4.11) is negative thanks to the assumptions of Theorem 1.2. Let R
tend to infinity, we have a contradiction. 
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