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Summary
NMR spectroscopy is one of the most popular tools used in the spatial struc-
ture determination of proteins. It owes much of its popularity to the fact
that it is the only method with which proteins can be investigated under
quasi-physiological conditions. However, if the behavior of the 1H-protons
of the proteins is studied in an NMR experiment a dominant water signal
is observed which exacerbates the automated analysis of the recorded data
considerably.
The water resonance appears as the proteins under investigation are usu-
ally dissolved in water in order to analyze them under quasi-physiological
conditions. In such experiments the concentration of the proteins in water
is usually very low such that the recorded 1H-NMR spectra contain mostly
the resonance signal of the water protons while the resonances of the pro-
tein protons can hardly be resolved. In the past, experimental methods have
been developed with which the water resonance can be reduced such that a
quantitative analysis of the protein signals is possible. However, even if these
methods are applied the water resonance remains as the largest peak in the
spectrum, overlaps neighboring protein peaks and leads to severe baseline
distortions.
In this thesis digital signal processing is applied to remove the remaining
water signal form the NMR spectra. First, the concept of NMR spectroscopy
is reviewed and the main features of the water signal are discussed. Based on
this introductory chapter it is shown how Blind Source Separation (BSS) can
be used advantageously to remove the water signal from protein spectra. In
this approach the obtained NMR spectra are decomposed into protein and
water related components. The latter are then neglected and the protein
components are reassembled such that pure, water free protein spectra result.
For the BSS step a second order algorithm is used which is based on the
generalized eigenvalue decomposition (GEVD) of the covariance matrices of
the original and of filtered observation signals, respectively.
A drawback of the BSS approach is that it leads to increased noise in the
resulting spectra. In order to remove this noise again local and Kernel Prin-
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cipal Component Analysis (PCA) denoising are investigated. Both methods
map the recorded data into higher dimensional feature spaces which are then
divided into signal and noise containing subspaces, respectively, by means of
standard PCA. Considering only the signal subspace eventually leads to the
desired denoised signals.
In detail, the embedding is carried out in local PCA by means of de-
layed coordinates. Furthermore, the feature space vectors are first clustered
by similarity before the denoising step is carried out. Kernel PCA makes
also use of the concept of delayed coordinates but maps the embedded data
additionally into an even higher dimensional feature space by means of a
nonlinear mapping. In this space standard PCA based denoising is carried
out again before the data has to be mapped back to input space. In this
procedure the explicit nonlinear mapping is circumvented by making use of
the so-called Kernel trick.
The results obtained by both denoising methods are compared quanti-
tatively whereas it turns out that the local PCA approach is superior as it
hardly affects the actual signals and better removes the noise.
Both BSS and denoising are carried out simultaneously in the algorithm
dAMUSE which is also applied to the NMR data sets. In this algorithm the
BSS step is again based on a joint eigenvalue decomposition of covariance
matrices and the denoising is achieved by means of delayed coordinates and
PCA. Compared with standard BSS combined with local PCA dAMUSE
leads to similar results but is more time efficient.
In the context of dAMUSE the algorithm Autoassign is presented with
which the estimated water and protein related signals can be detected auto-
matically. Autoassign first estimates the water signal by means of SSA and
uses a Genetic Algorithm for the assignment task. For the GA a fixed set
of parameters is given with which the global minimum of the used target
function can be found reliably and within reasonable computational time.
Finally, also singular spectrum analysis (SSA) is applied to remove the
water signal from protein NMR spectra. While the BSS methods lead to
better results in frequency domain SSA is applied to the time domain signals
(also called free induction decays) recorded throughout the NMR experiment.
In SSA these time singals are also embedded by means of delayed coordinates
whereupon standard PCA is carried out. In the PCA step the water signal
is estimated and then subtracted from the recorded data. This approach
has two decisive advantages compared with the BSS based methods: first,
protein peaks residing in the immediate vicinity of the water signal remain in
the resulting spectra and second, no additional noise appears. Furthermore,
SSA is particularly easy to use as only one parameter has to be tuned.
Hence, it is concluded that SSA is the method of choice for removing
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the water signal from NMR data. Its robustness is proved by applying it
to the data sets of four different proteins, namely HPr, P11, TmCSP, and
the RAS-binding domain of the protein RalGEF, respectively. In all these
cases SSA removes the water signal almost perfectly while the protein signals
in the resulting spectra remain virtually unaltered. A closer investigation
of the 2D-spectrum of the protein TmCSP reveals furthermore that SSA
is capable of uncovering protein peaks which were formerly hidden by the
water resonance. Hence, the SSA approach facilitates not only the automatic
analysis of protein spectra by correcting baseline distortions but also unveils
new information about the protein under investigation.
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Introduction
NMR spectroscopy is the state of the art tool used to determine the spa-
tial structure of proteins. Compared with alternative methods like e.g. X-
ray analysis it has the decisive advantage that the proteins to be investi-
gated can be dissolved in water which allows their examination under quasi-
physiological conditions.
In practice the resonances of the protein protons are typically investigated
and used for the spatial structure determination. In these experiments the
concentration of the proteins in water is usually very low such that foremostly
the signal of the water protons is recorded while any protein signals vanish
because of the limitted dynamic ranges of the commonly used A/D convert-
ers. Hence, experimental methods have been developed in the past which
weaken the water signal during the experiment. Although this methods al-
low a quantitative analysis of the protein signals they still fail to suppress
the water signal sufficiently such that it still remains as the largest peak in
the recorded spectra. There, it overlaps neighboring protein peaks and often
leads to severe baseline distortions which exacerbate an automated analysis
of the recorded data.
For this reason, postprocessing methods will be proposed in this thesis
with which the water resonance can be removed from the recorded data algo-
rithmically. These methods will be based partly on Blind Source Separation
(BSS), a technique in which the observed sensor signals are separated into
their underlying sources. From these sources, the water related signals will
be identified and nilled out deliberately such that only the protein signals
prevail.
A drawback of the BSS methods is that they inevitably lead to increased
noise in the resulting spectra. Hence, extensions to Principal Component
Analysis (PCA), called local and Kernel PCA, will be applied with which the
additional noise can be removed again. Furthermore, the algorithm dAMUSE
will presented with which both BSS and denoising can be carried out simulta-
neously. In this context a novel approach called Autoassing will be proposed
with which water and protein related sources can be identified automatically.
xiii
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Finally, also Singular Spectrum Analysis (SSA) will be used to remove
the water signal from NMR spectra. As will be seen this approach has the
appealing property that no additional noise appears in the resulting spectra
and that no identification of water related sources is necessary.
Altogether the thesis is organized as follows:
Chapter 1 reviews the mathematical concepts used throughout the thesis.
Chapter 2 gives an introduction to NMR spectroscopy. Special attention
will be paid to the 2D-NOESY NMR protocol as all datasets analyzed in this
thesis are of this type.
Chapter 3 explains in detail how the data recorded in 2D-NOESY exper-
iments can be analyzed by means of Blind Source Separation. A particular
BSS algorithm called MP-BSS will be presented and its limits will be in-
vestigated using artificial data. MP-BSS will also be applied to real world
2D-NOESY data whereas the noise problem inherent in the BSS approach
will become obvious.
Chapter 4 shows how the additional noise appearing in the MP-BSS spec-
tra can be removed again by local and Kernel PCA based denoising. Fur-
thermore performance measures will be suggested with which the results
obtained by both denoising methods can be compared quantitatively. These
performance measures will also be used to determine the optimal sets of the
parameters appearing in local and Kernel PCA.
Chapter 5 deals with the algorithm dAMUSE with which BSS and denois-
ing can be carried out simultaneously. Again, performance measures will be
proposed with which the optimal set of parameters of dAMUSE can be deter-
mined. Moreover, the algorithm Autoassign will be presented with which the
water and protein related sources estimated by dAMUSE can be clustered
automatically.
Chapter 6 investigates the suitability of SSA to remove the water signal
from NMR spectra. After a comparison with the results obtained by MP-
BSS and dAMUSE it will be concluded that SSA is the method of choice for
the analysis of NMR data. To show the robustness of the SSA approach it
will be applied to several data sets of proteins whereas each time the water
signal is removed successfully.
Chapter 7 finally concludes the thesis.
Chapter 1
Mathematical Preliminaries
This chapter offers a short review of some basic mathematical concepts which
will be used frequently throughout this thesis. The first part gives a short
introduction into some basic probability theory. The second part deals with
three common performance measures which are used to quantifiy similar-
ities between two signals or two matrices, respectively. Finally, so-called
matrix pencils and their generalized eigenvalue decompostion (GEVD) will
be presented. These GEVDs build the backbone of most of the algorithms
presented later on.
1.1 Basic Probability Theory
In this section some of the fundamental properties of random variables will
be reviewed briefly. For a profounder introduction the interested reader is
referred to e.g. [32] or [42].
1.1.1 Distribution and Density Functions
In the field of random variables or vectors the probability with which a certain
value is taken is of major interest. In order to quantify this probability the
cumulative distribution function is defined:
Definition 1 (Cumulative distribution function (cdf)). The cumulative dis-
tribution function F of a continuous random vector x = [x1, x2, . . . , xM ]
⊤ 1
at point x = x0 is defined as the probability P that x ≤ x0:
F (x0) := P (x ≤ x0). (1.1)
1”⊤” denotes the transpose
1
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The range of the cdf is [0, 1] whereas the minimum value is reached for
F (x0 = −∞) and the maximum for F (x0 = +∞). In-between these extremas
F (x0) is continuous and nondecreasing.
Directly linked with the cdf is the probability density function which is
defined as the derivate of the cdf:
Definition 2 (Probability density function (pdf)). The probability density
function p(x0) of a continuous random variable x is the first derivate of the
its cdf:
p(x0) =
dF (x0)
dx
∣∣∣∣
x=x0
=
∂
∂x1
∂
∂x2
. . .
∂
∂xM
F (x)
∣∣∣∣
x=x0
(1.2)
Obviously, the pdf is normalized∫ ∞
−∞
p(x)dx = 1. (1.3)
Cdfs and pdfs are also defined for cases of more than just one random
vector. In particular, if x is an M -dimensional and y is an N dimensional
random vector then both can be combined to form the vector z = [x,y] for
which the above-mentioned formulas can straightforwardly be extended:
Definition 3 (Joint cdf and pdf). Let x and y be two continuous random
vectors of dimension M and N , respectively. The joint cummulative distri-
bution function of x and y is defined by
Fx,y(x0,y0) = P (x ≤ x0,y ≤ y0) (1.4)
Furthermore, the joint probability density function of x and y is given by
px,y(x0,y0) =
∂
∂x1
∂
∂x2
. . .
∂
∂xM
∂
∂y1
∂
∂y2
. . .
∂
∂yN
F (x,y)
∣∣∣∣
x=x0,y=y0
. (1.5)
Finally, also so-called marginal densities are defined:
Definition 4 (Marginal densities). Given the joint pdf px,y(x,y) of two con-
tinuous random vectors x and y the corresponding marginal densities px(x)
and py(y) are defined by
px(x) =
∫ ∞
−∞
px,y(x,η)dη (1.6)
py(y) =
∫ ∞
−∞
px,y(ξ,y)dξ (1.7)
(1.8)
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1.1.2 Expectations
Based on the pdf the expectation of a random vector or a function of it can
be defined:
Definition 5 (Expectation). Let x be a continuous random vector with pdf
p(x) and let g(x) denote any quantity derived from x. The expectation
E{g(x)} of g(x) is defined as
E{g(x)} =
∫ ∞
−∞
g(x)p(x)dx (1.9)
Here, g(x) may either be a scalar, a vector or even a matrix. Expectations
have some appealing properties which are often utilized in practice:
1. The expectation is a linear function, i.e.
E
{
M∑
m=1
amxm
}
=
M∑
m=1
amE{xm} (1.10)
where the xm, m = 1, . . . ,M , are random vectors while the am are
nonrandom scalar factors.
2. This linearity can readily be extended to linear transforms of random
vectors. Let x = [x1, x2, . . . , xM ]
⊤ be an M -dimensional continuous
random vector and let A and B be two nonrandom matrices of dimen-
sion K ×M and M × L, respectively. Then
E{Ax} = AE{x}, E{xB} = E{x}B (1.11)
3. The expectation is transformation invariant, i.e. if y = g(x) is a vector
valued function of the continuous random vector x then∫ ∞
−∞
ypy(y)dy =
∫ ∞
−∞
g(x)px(x)dx (1.12)
where py and px denote the pdf of y and x, respectively.
The simplest example of an expectation is the first moment or mean of a
random vector which is defined as follows:
Definition 6 (Mean). Let x = [x1, x2, . . . , xM ]
⊤ be a continuous random
vector with pdf px(x). The mean of x is defined by
mx = E{x} =
∫ ∞
−∞
xpx(x)dx (1.13)
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with components
mxi = E{xi} =
∫ ∞
−∞
xipx(x)dx =
∫ ∞
−∞
xipxi(xi)dxi, i = 1, 2, . . . ,M,
(1.14)
whereas pxi(xi) denotes the marginal density of the i-th component xi of x.
Another important statistical property is the correlation between the el-
ements of a random vector x:
Definition 7 (Correlation). Let x = [x1, x2, . . . , xM ]
⊤ be a continuous ran-
dom vector. The M ×M matrix
Rx = E{xxH} (1.15)
with elements
rij = E{xix¯j} =
∫ ∞
−∞
xix¯jpxi,xj(xi, xj)dxidxj (1.16)
is called the correlation matrix of x.
Here xH denotes the conjugate transpose of x and x¯j is the complex conjugate
of xj.
The correlation matrix has the following important properties:
1. Rx is hermitian:
Rx = R
H
x . (1.17)
2. Rx is positive semidefinite i.e.
aHRxa ≥ 0 (1.18)
for allM -dimensional vectors a. In practice, Rx is usually even positive
definite, i.e. for all a 6= 0 Eq. (1.18) holds as a strict inequality.
3. Rx has real nonnegative eigenvalues (even positive eigenvalues if Rx is
positive definite). The corresponding eigenvectors can always be chosen
such that they are mutually orthogonal.
Closely related with the correlation matrix is the covariance matrix:
Definition 8 (Covariance). Let x = [x1, x2, . . . , xM ]
⊤ be a continuous ran-
dom vector. The M ×M matrix
Cx = E{(x−mx)(x−mx)H} (1.19)
with elements
cij = E{(xi −mi)(x¯j − m¯j)} (1.20)
is called the covariance matrix of x.
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Obviously, the correlation and the covariance matrix are related by
Rx = Cx +mxm
H
x (1.21)
and Cx satisfies the same properties as Rx.
In practice the expectations of random vectors cannot be computed an-
alytically as usually the relevant probability densities are unkown. How-
ever, often a set of T samples x1, . . . ,xT of a M -dimesnional random vector
x = [x1, x2, . . . , xM ]
⊤ is available from which the expectations can be esti-
mated. These samples are used to constitute an M × T observation matrix
X, whereas the i-th row consists of the samples of the random variable xi.
The mean of the random vector x can then be estimated by the following
well-known formula:
mX ≈ 1
T
X1T (1.22)
whereas 1T is an T -dimensional vector consisting of ones: 1T = [1, 1, . . . , 1]
⊤︸ ︷︷ ︸
T−times
.
Similarly, the estimates of the correlation and the covariance matrix are
obtained by
RX ≈ 1
T − 1XX
H (1.23)
and
CX ≈ 1
T − 1(X−mx1
⊤
T )(X−mx1⊤T )H (1.24)
respectively.
1.2 Performance Measures
Throughout this thesis performance measures will be needed which quantify
how well a certain signal or a matrix is estimated by some algorithm. In the
first case the correlation coefficient
r(sest, sorg) =
∑T
t=1(s
org(t)−msorg)(sest(t)−msest)√∑T
t=1(s
org(t)−msorg)2
∑T
t=1(s
est(t)−msest(t))2
. (1.25)
can be used to compare the original signal sorg(t) = [sorg(1), sorg(2), . . . ,
sorg(T )] with its estimate sest(t) = [sest(1), sest(2), . . . , sest(T )]. The correla-
tion coefficient is a normalized covariance with range [−1 1]. In particular,
r = 1 means that the two signals are perfectly correlated, r = −1 indicates
perfect anticorrelation and for r = 0 no correlation between the original and
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the estimated signal exists. Note, that the correlation coefficient only quan-
tifies similarities between the waveforms of the two signals but does not allow
for different amplitudes.
Alternatively, the similarity between the above signals can also be mea-
sured as a signal to noise ratio (SNR) according to
SNR(sorg, sest) = 20 log10
||sorg||
||sorg − sest|| [dB]. (1.26)
Here, the sampled signals sorg = [sorg(1), sorg(2), . . . , sorg(T )] and sest =
[sest(1), sest(2), . . . , sest(T )] are seen as vectors in an T -dimensional space
and ||.|| denotes the Euclidean norm. Obviously, large SNR values indicate
a high level of similarity between sorg and sest.
In order to compare two square matricesAest andAorg the Cross-Talking-
Error (CTE) is often used. Its value measures how well two matrices equal
each other up to scaling and permutation indeterminacies. For its computa-
tion the matrix
P = (Aest)−1Aorg (1.27)
is needed. If Aorg and Aest are equal up to scaling and permutation inde-
terminacies then the matrix P is a (possibly permutated) diagonal matrix
with only one nonzero entry in each row and each column. This structure
gets blurred, however, when further differences between Aorg and Aest exist.
In this case the zero elements are replaced by elements whose magnitudes
scale with the difference between the original and the estimated matrix. This
deviation from the ideal structure of P = (Pij) is measured by the CTE:
CTE =
∑
i
(∑
j
|Pij|
maxk |Pik| − 1
)
+
∑
j
(∑
i
|Pij|
maxk |Pik| − 1
)
(1.28)
Obviously, the CTE vanishes if P is a diagonal matrix. Hence, a matrix Aest
is a good estimate of Aorg if the corresponding CTE is small.
1.3 Matrix Pencils and the General Eigen-
value Decomposition
Throughout this thesis the concept of matrix pencils and their general eigen-
value decompostion (GEVD) will be utilized frequently. Hence, a short re-
view of this framework will be presented in the following. First, the term
matrix pencile has to be defined precisely:
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Definition 9 ((Hermitian definite) matrix pencil). Let C and D be two
C
M×M -matrices. The set of all matrices of the form
(C,D) := C− µD, µ ∈ C (1.29)
is called matric pencil. If additionally both C and D are hermitian and D
is positive definite then the matrix pencil (C,D) is called positive definite.
The eigenvalues and eigenvectors of such matrix pencils are defined as
follows:
Definition 10 (Eigenvalues and eigenvectors of matrix pencils). The eigen-
values of a matrix pencil (C,D) are the elements of the set
λ(C,D) := {λ ∈ C | det(C− λD) = 0}. (1.30)
If λ ∈ λ(C,D), e = [e1, e2, . . . , em]⊤ ∈ CM and furthermore
Ce = λDe, e 6= 0, (1.31)
then e is called an eigenvector of (C,D).
For positive definite matrix pencils the generalized eigenvalue decompo-
sition Eq. (1.31) always exists as stated by the following theorem [21]:
Theorem 1 (Generalized eigenvalue decomposition (GEVD) of positive def-
inite matrix pencils). If (C,D) is a positive definite matrix pencil then there
exists a matrix E = [e1, e2, . . . , eM ] ∈ CM×M such that
EHCE = diag(p1, . . . , pM) and E
HDE = diag(q1, . . . , qM), (1.32)
whereas qi, pi ∈ R.
In other words, Theorem 1 states that the columns of E are the eigenvec-
tors of the (C,D), i.e.
CE = DEΛ, i = 1, 2, . . . ,M, (1.33)
where Λ is a diagonal matrix containing the eigenvalues λ1 = p1/q1, λ2 =
p2/q2, . . . , λM = pM/qM of (C,D) on its diagonal.
Furthermore, the uniqueness of the GEVD of a positive definite matrix
pencil is important:
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Theorem 2 (Uniqueness of the GEVD of positive definite matrix pencils).
Let (C,D) be a positive definite matrix pencil with GEVD
CE = DEΛ. (1.34)
and non-degenerated eigenvalues. Then the eigenvalue matrix Λ and the
eigenvector matrix E are unique up to scalings and permutations of their
columns.
Apart from positive definiteness also the congruence between two matrix
pencils will play an important role later on. This congruence is defined as
follows:
Definition 11 (Congurent matrix pencils). Two matrix pencils (C1,D1) and
(C2,D2) with Ci,Di ∈ CM×M , i = 1, 2, are called congruent if there exists
an invertible matrix A ∈ CM×M such that
C1 = AC2A
H and D1 = AD2A
H . (1.35)
For congruent matrix pencils the following two important theorems exist:
Theorem 3 (Eigenvalues of congruent positive definite matrix pencils[55]).
Congruent positive definite matrix pencils have identical eigenvalues.
Proof. Let (C1,D1) and (C2,D2) be two congruent matrix pencils fulfilling
Eq. (1.35). The eigenvalues of the matrix pencil (C1,D1) are the roots of its
characteristc polynomial
χ(λ) = det(C1 − λD1) = 0. (1.36)
Making use of the congruence of the two matrix pencils this polynomial can
be rewritten as
det(C1 − λD1) = det(AC2AH − λAD2AH) (1.37)
= det(A) det(C2 − λD2) det(AH). (1.38)
Obviously, the last term only vanishes if λ is also an eigenvalue of (C2,D2).
Theorem 4 (Eigenvectors of congruent positive definite matrix pencils[55]).
Let (C1,D1) and (C2,D2) be two congruent positive definite matrix pencils
C1 = AC2A
H and D1 = AD2A
H , A invertible (1.39)
with nondegenerated eigenvalues. Furthermore, let E1 and E2 denote the
eigenvector matrices of (C1,D1) and (C2,D2), respectively. Then E1 and
E2 are related by
E2 = A
HE1. (1.40)
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Data:
(C,D): positive definite matrix pencil
Result:
E: eigenvector matrix
Λ: eigenvalue matrix
begin1
EVD of D: D = EDΛDE
H
D2
U := Λ
−1/2
D E
H
D3
EVD of UCUH : UCUHV = VΛ4
E = EDΛ
−1/2
D V5
end6
Algorithm 1: GEVD by means of two single EVDs.
Proof. Being positive definite (C1, D1) has a GEVD of the form
C1E1 = D1E1Λ. (1.41)
Because of the congruence of the two matrix pencils this equation can be
expressed in terms of the matrices C2 and D2:
AC2A
HE1 = AD2A
HE1Λ (1.42)
As A is invertible by definition both sides of Eq. (1.42) can be multiplied
from the left by A−1:
C2A
HE1 = D2A
HE1Λ (1.43)
Obviously, this is the GEVD of the matrix pencil (C2,D2) with eigenvector
matrix
E2 = A
HE1. (1.44)
Eventually, the question arises how the GEVD
CE = DEΛ (1.45)
of a positive definite matrix pencil (C,D) is computed in practice. This can
be done by the following two step procedure in which the generalized EVD
problem is sovled by two standard EVDs (see Alg. 1) [55]. First, the EVD
of the matrix D is computed
D = EDΛDE
H
D = EDΛ
1/2
D Λ
1/2
D E
H
D (1.46)
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whereas ED and ΛD are the eigenvector and eigenvalue matrix of D, respec-
tively. Defining
U := Λ
−1/2
D E
H
D (1.47)
the matrix D in Eq. (1.45) can be substituted by
D = U−1(U−1)H (1.48)
leading to
CE = U−1(U−1)HEΛ (1.49)
Next, the matrix
V := (U−1)HE (1.50)
can be used to further transform Eq. (1.49):
CUHV = U−1VΛ. (1.51)
Multiplying both sides of the above equation by U and substituting
W := UCU−1 (1.52)
leads to the second standard EVD problem, this time of the matrix W:
WV = VΛ. (1.53)
Hence, the eigenvalue matrix Λ of the initial GEVD problem is determined
after this second standard EVD step. However, also the eigenvector matrix
E can now be computed by means of Eq. (1.50)
E = UHV = EDΛ
−1/2
D V (1.54)
Chapter 2
NMR Spectroscopy
In this chapter the behavior of nuclear spins under the influence of an external
magnetic field will be described first. Based on these considerations the con-
cepts of Nuclear Magnetic Resonance (NMR) spectroscopy will be introduced
and it will be shown how this technique is applied to distinguish identical
nuclear spins in different molecular surroundings. Furthermore, after a short
review of the Nuclear Overhauser Effect (NOE), also two dimensional NMR
(2D-NMR) spectroscopy will explained. These 2D-NMR experiments have
become very popular in recent years and are nowadays commonly used to
determine the spatial structure of proteins. Accordingly, all the datasets
analyzed in this thesis stem from 2D-NMR experiments.
2.1 Basics of NMR
Generally, processes which occur at the elementary level of single particles
and molecules can only be described and understood completely by means
of Quantum Mechanics. In the field of NMR, however, the recorded sig-
nals originate from a macroscopic sample which contains a large number of
molecules. One of the major criteria for the validity of microscopic theories
like Quantum Mechanics is, though, that it leads to the same results for
macroscopic systems as classical considerations. Thus, the basic principles
of NMR can be described using the concepts of classical physics if those are
extended by some results stemming from Quantum Mechanics. Hence, in the
following a semiclassical elucidation of NMR is be preferred over a Quantum
Mechanical one as the first is mathematically simpler and vivider.
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2.1.1 Magnetic Moment and Nuclear Spin
In order to investigate atoms by means of NMR their nuclei have to possess
a nuclear spin J [28]. Related with this nuclear spin is always a magnetic
moment µI via the following simple relation:
µI = γIJ = ~γII. (2.1)
where γI is a nucleus specific constant called magnetogyric ratio. Usually,
the nuclear spin J is expressed in terms of Planck’s constant ~ = 1.0546 ·
10−34m2kgs−1 and is denoted by the dimensionless symbol I. The magnitude
of the nuclear spin of a certain molecule is expressed by the spin quantum
number I, which for theoretical reasons can only assume multiple values of
1/2. Quantum mechanical considerations lead to the following relation for
the absolute value of the nuclear spin J:
〈|J|〉 = ~ 〈|I|〉 = ~
√
I(I + 1) (2.2)
In the thesis at hand all NMR experiments investigate the behavior the
hydrogen atom 1H. Its nucleus has spin quantum number of I = 1/2 and
possesses the largest magnetogyric ratio of 2.6752 · 108T−1s−1 of all stable
isotopes. All further explanations hence refer to nuclei with nuclear spin
I = 1/2 and positive gyromagnetic ratio.
2.1.2 Nuclei in External Magnetic Fields
The macroscopic samples used in NMR experiments contain a large number
of nuclei. For example, 1 cm3 of water already contains several 1022 of H
nuclei. Without an external magnetic field the magnetic dipoles µI of these
nuclei orient themselves at random and compensate each other such that no
overall magnetization can be observed. This changes, however, if an external
magnetic field B0 is applied e.g. in the z-direction of a Cartesian coordinate
system. Similar to a gyro in the gravitation field of the earth the magnetic
moments µI then start to precess around B0 with a Larmor Frequency of
ωI = −γIB0. (2.3)
Furthermore, Quantum Mechanical considerations lead to the result that the
expectation value of the z-component of the nuclear spin (and hence also the
magnetic moment) is quantized as
〈Iz〉 = ~mI (2.4)
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where mI is the magnetic quantum number. For atoms with nuclear spin
I = 1/2 mI can only take the values +1/2 and −1/2, respectively.
The energy of a magnetic dipole µ in an external magnetic field B0 is
given by
Em = −µB0 = −~γImIB0. (2.5)
Accordingly, only the following two energy levels E1 and E2 exist for atoms
with nuclear spin I = 1/2:
E1 = −1
2
~γIB0 (2.6)
E2 =
1
2
~γIB0 (2.7)
As with any spectroscopy transitions between these two levels can only
occur if the system is excited by an electromagnetic radiation whose fre-
quency ω fulfills the Bohr condition, i.e. for which ∆E = E2 − E1 = ~ω
holds. This leads to the basic resonance condition of NMR:
ω = γIB0. (2.8)
In other words, the absolute value of the resonance frequency ω used to
excite the system must equal the Larmor frequency (Eq. (2.3)) with which
the magnetic dipole precesses around B0.
According to the Boltzmann law the energy levels E1 and E2 are popu-
lated differently. If N+ denotes the population of E1 and N
− the population
of E2 then the following relations holds:
N−
N+
= e−∆E/kT (2.9)
where k = 1.38 · 10−23m2kg s−2K−1 is the Boltzmann constant. At room
temperature and in the presence of an external magnetic field of 1 T this
leads to an absolute population difference of only about 10−6. This difference
is sufficient, however, to obtain a detectable macroscopic magnetization M
parallel to the external magnetic field B0. In thermal equilibrium and at
room temperature the magnitude of this magnetization is given by
M0 =
N~2γ2I I(I + 1)
3kT
B0, (2.10)
whereas N = N+ + N− is the absolute number of nuclear spins. In NMR
experiments this magnetization is perturbed from its equilibrium position
and is then detected by additional coils (see Sec. 2.3.1). From the recorded
signals inferences can then be made on the molecules under investigation (see
Sec. 2.4).
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2.1.3 Bloch Equations
Shortly after the first NMR signals were detected successfully in 1946 Felix
Bloch described classically the behavior of the Mx, My and Mz component
of the magnetization M by a system of differential equations, the so-called
Block Equations. In essence, these equations describe mathematically the
following experimental findings [28]:
1. If the the magnetizationM points into another direction than the exter-
nal magnetic field B0 then M precesses around the external magnetic
field.
2. A sufficiently long time after the perturbation of M the magnetiza-
tion returns to the equilibrium position, i.e. Mz equals M0 and the
components Mx and My perpendicular to B0 vanish.
Formally, the exponential approach of Mz to M0 is described by means of
the following equation:
dMz
dt
=
M0 −Mz
T1
. (2.11)
The time constant T1 is called longitudinal relaxation time. Similarly, the
decay of the transversal components Mx and My can be expressed mathe-
matically by
dMx
dt
= −Mx
T2
(2.12)
dMy
dt
= −My
T2
(2.13)
Here, the time constant T2 is called transversal relaxation time. Combina-
tion of the above equations with the differential equation of the precessing
magnetization
dM
dt
= −γI (B×M) (2.14)
leads to the following Bloch equations
dMx
dt
= −γI (B0 ×M)x −
Mx
T2
dMy
dt
= −γI (B0 ×M)y −
My
T2
dMz
dt
= −γI (B0 ×M)z −
M0 −Mz
T1
. (2.15)
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In typical NMR experiments, the magnetization M0 is perturbed from
its equilibrium position by means of a linearly polarized, high frequency
magnetic field which points into the x-direction
B⊥ = 2B1 cos(ωhf t)ex (2.16)
(ex unit norm vector in x-direction). The frequency ωhf of this perpendicular
magnetic field has to be chosen such that it is close to the Larmor frequency
of the nuclei under investigation.
B⊥ can be decomposed into two circularly polarized magnetic fields B
+
and B− with frequencies of +ωhf and −ωhf , respectively. While the com-
ponent rotating in the direction opposite to the larmor precession of the
nuclear spins only exerts a negligible influence on the magnetization M the
other component is “seen” by the nuclear spins and leads to the perturba-
tion ofM from its equilibrium position. For 1H nuclei, which rotate clockwise
around the static magnetic field B0 because of their positive magnetogyric
ratio, this means that the magnetization M is influenced by the component
B−. Formally, this means that M is affected by the overall magnetic field
B = B− +B0 = B1 cos (ωhf t) ex −B1 sin (ωhf t) ey +B0ez (2.17)
whereas ex, ey and ez denote the unit norm vectors in x-, y- and z-direction,
respectively. Inserting this magnetic field into the Bloch equations Eq. (2.15)
leads to
dMx
dt
= γI (MyB0 +MzB1 sin (ωhf t))− Mx
T2
dMy
dt
= γI (−MxB0 +MzB1 cos (ωhf t))− My
T2
dMz
dt
= γI (−MxB1 sin (ωhf t)−MyB1 cos (ωhf t)) + M0 −Mz
T1
. (2.18)
For nuclei with a positive magnetogyric ratio γI > 0, which precess ac-
cording to Eq. (2.14) clockwise around B0 one often uses an alternative
coordinate system x′, y′, z′ = z which rotates with −ωhf around the z-axis.
This coordinate transform allows a simplification of the above equations and
also offers a more vivid illustration of the ongoing processes. For instance,
the magnetic field B−, which rotates with −ωhf in the laboratory system is
static in the rotating coordinate system and points into the x′-direction:
B
′− = B1ex′ . (2.19)
Furthermore, the magnetization M′, which revolves in the laboratory
system with ωI (ωI < 0 as γI > 0) around B0, precesses in the rotation
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Figure 2.1: Illustration of the reduced magnetic field B
′
0 and the effective
field B
′
eff (see text).
coordinate system with
Ω = ωI + ωhf . (2.20)
Because of Eq. (2.3) this reduced precession frequency also leads to a
reduced static magnetic field B
′
0 in the rotating coordinate system:
B
′
0 = −
Ω
γI
ez′ (2.21)
Usually, B
′
0 is called reduced magnetic field. In the rotating coordinate
system the magnetization M
′
is hence subject to the effective magnetic field
B
′
eff = B
′
0 +B
′− (2.22)
around which it precesses with the effective frequency
ωeff = −γIB′eff . (2.23)
(see Fig. 2.1).
If the frequency ωhf of the perpendicular magnetic field B⊥ equals the
Larmor frequency ω of the nuclei, then Ω vanishes such that
B
′
eff = B
−′ = B1ex′ . (2.24)
Thus, the magnetizationM
′
is turned only around the x′-axis in the rotating
coordinate system. If the HF-field B⊥ is switched off after
τ =
π
2ωeff
(2.25)
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then the magnetization points in the positive y′ direction and one speaks of
an π/2 or 90◦ pulse. Furthermore, if the HF-field is switched of after 2τ the
magnetization points in the negative z′ direction the corresponding pulse is
called a π or 180◦ pulse.
Finally, the Bloch equations (Eq. (2.15)) are also simplified in the rotat-
ing coordinate system as can be seen if Eq. (2.22) is inserted into them:
dMx′
dt
= −My′Ω− Mx
′
T2
dMy′
dt
= γIB1Mz′ +Mx′Ω +
My′
T2
dMz′
dt
= −γIB1My′ + M0 −Mz
T1
(2.26)
The describe a damped precession of the magnetization around the effective
magnetic field B
′
eff .
2.1.4 Chemical Shift
The considerations made so far only dealt with isolated nuclei in free space.
In fact, though, the nuclei are incorporated into molecules where they are sur-
rounded by an electronic shell. This shell slightly shields the nuclei from the
external magnetic field B0 such that they experience only a weaker effective
field B′ [28]
B′ = B0(1− σ) (2.27)
whereas σ is called shielding constant. This effective field must also be in-
serted into the resonance equation of NMR:
ωI = −γIB′ = −γIB0(1− σ). (2.28)
As the resulting shift of the frequency depends on the chemical surroundings
of the nuclei it is usually termed chemical shift.
2.2 Relaxation
After the magnetization has been perturbed from its equilibrium position by
irradiation of the perpendicular magnetic field B⊥ it gradually returns back
to its original position [28]. This processes can be divided into two parts
called longitudinal and vertical relaxation. Both relaxation mechanisms are
caused by mechanisms at the molecular level and are based on interactions
of the nuclear spins with their surroundings. The observed relaxation rates
are proportional to the square of magnitude of these interactions.
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2.2.1 Longitudinal Relaxation
Longitudinal relaxation, also called spin-lattice-relaxation, describes the re-
laxation of the Mz′-component of the magnetization M to its equilibrium
value M0z′ . Seen from the microscopic level the irradiated magnetic field B⊥
transfers numerous nuclear spins from the energy level E1 to the higher level
E2, i.e. compared with the Boltzmann distribution Eq. (2.9) N
− became
overpopulated at the expense of N+. Once B⊥ is switched off again the sur-
plus spins populating E2 can only return to E1 if they are able to transmit
the energy quantum ~ωI = E2 − E1 to their surroundings. This means that
the interactions with the surroundings must be time dependent and must
contain a frequency component at the Larmor frequency ωI.
In fluids the time dependence of the interactions originates from the Brow-
nian molecular movement. In order to quantify the latter the rotational cor-
relation time τrot is introduced which describes the average time span it takes
a molecule to rotate by an angle of 1 rad. The intensity of the noise spectrum
at the frequency ωI then determines the efficiency of the relaxation process
and hence the longitudinal relaxation time T1.
2.2.2 Transveral Relaxation
In contrast to longitudinal relaxation transversal relaxation, also called spin-
spin-relaxation, describes the decay of the Mx′ and My′ component after
B⊥ has been switched off [28]. To illustrate this mechanism, assume that
the magnetization has been perturbed from its equilibrium position by a 90◦
pulse such that it points in the positive y′ direction. As the external magnetic
field B0 is never perfectly homogeneous nuclear spins at different locations
in the sample will precess at slightly different frequencies. This leads to a
fanning out of the magnetization until, after a sufficiently long time, the
fan is spread homogeneously over the x′y′-plane such that the macroscopic
magnetization vanishes. If after some time τ a further 180◦ pulse is applied
the faster rotating spins will be located behind those which rotate at lower
frequencies, i.e. the dephasing will be inverted such that after the time 2τ a
macroscopic magnetization in negative y′-direction is observed. If there were
no further relaxation mechanisms the magnetization pointing in the negative
y′ direction would be of the same magnitude as the original magnetization
obtained after the first 90◦ pulse. Hence, this mechanism is called reversible
transversal relaxation (see also Fig. 2.2).
However, also irreversible transverse relaxation is observed in real life
experiments. A major source for such irreversible effects are spin-lattice
relaxations as during the flipping of the spins between the individual energy
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Figure 2.2: Reversible transversal relaxation [28]: a) Magnetization is turned
into xy-plane by 90◦ pulse. b) Fanning of the magnetization caused by inho-
mogenities in the magnetic field. c) In order to invert the fanning a 180◦ pulse
is applied. d) After the time 2τ all spins are in-phase again if no irreversible
relaxation mechanisms appear.
levels the phase coherence with their neighboring spins is destroyed. This
leads to an exponential decay of the transversal magnetization with decay
constant T2. Altogether, an effective relaxation time T
∗
2 is observed in real life
experiments which is the result of the reversible as well as for the irreversible
relaxation processes [34]:
1
T ∗2
=
1
T2
+
1
T2,inhomo
. (2.29)
Here, T2,inhomo reflects the relaxation caused by inhomogenities in the static
magnetic field B0.
2.2.3 Dipolar Relaxation
Dipolar relaxation plays an important role in the case of nuclei like e.g.
1H which have a large magnetic moment µI. To illustrate this relaxation
mechanism consider two adjacent nuclear spins in a molecule. Each of these
two nuclear spins experiences, apart from the external magnetic field B0, also
a local magnetic field Bloc stemming from the other nuclear spin, respectively.
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The size of this local magnetic field is given by
Bloc =
µ0
4π
µz(3 cos
2 θ − 1)
r3
(2.30)
where µ0 is the magnetic permeability of vacuum, r is the distance between
the two dipoles, µz the component of the magnetic moment µI parallel to
the external magnetic field B0, and θ the angle between B0 and the vector r
which connects the two dipoles.
In liquids this local magnetic field is time dependent as the angle θ be-
tween r and B0 varies because of the Brownian motion. Furthermore, water
is often used as a solvent in liquid NMR such that the concentration of 1H
nuclei in the sample is very high. Hence, a nucleus in a molecule does not
only experience the local fields of the nuclei belonging to the same molecule
but also the local mangetic fields of nuclei situated in adjacent molecules.
As the distance between the individual molecules in the sample varies also
because of the Brownian motion the distance r in Eq. (2.30) becomes time
dependent. Hence, the nuclei are subject to a fluctuating magnetic field and
the larger the frequency component of these fluctuations at frequency ωI is,
the faster the spins will relax.
2.2.4 Relaxation by Chemical Shift Anisotropy
Nuclei experience a further magnetic field which is caused by the electron
cloud surrounding them. This field is almost always anisotropic such that its
magnitude at the location of the nuclei changes when the molecule is turned
around by Brownian motion [28]. For protons, however, which only have a
single proton this additional field is rather weak. Accordingly, relaxation by
chemical shift anisotropy is negligible compared to the relaxation processes
induced by dipole-dipole interactions.
2.2.5 Relaxation by Indirect Spin-Spin Coupling
Spin-spin coupling may occur between two atoms of a molecule which are
connected via an electron pair [28]. In the following this mechanism will be
described considering as example the hydrofluoric acid molecule HF. If at a
certain time one of the two binding electrons e1 is close to proton A then
the probability for a parallel orientation of A and e1 is higher than that for
antiparallel orientation. This holds as electrons posses a negative magnetic
moment while protons have a positive one. Likewise, the second electron e2
will orient itself antiparallel to the nucleus X of the fluorine atom. Because
of the Pauli exclusion principle, however, the spins of the two electrons e1
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and e2 must be oriented antiparallel with respect to each other such that
an indirect coupling between the nuclear spins A and X results. As this
interaction is independent of the orientation of the molecule it is sufficient
to quantify it by the scalar JAX which is called spin-spin coupling constant.
Thus, no time dependent interactions between A and X can appear by means
of Brownian molecular movement.
Time dependency of JAX may occur, however, if one of the two nuclei
participates at chemical exchange processes, i.e. if for instance a proton of
the molecule under investigation is exchanged by a proton of the solvent
(e.g. water). This process is usually called scalar relaxation of the first type
whereas the corresponding correlation time equals the reciprocal exchange
rate.
Furthermore, the local magnetic field which is caused by nuclear spin X
at the location of nuclear spin A can be modulated if nuclear spin X relaxes.
This is called scalar relaxation of the second type and the corresponding
correlation time equals the relaxation time of nuclear spin X. Type two
scalar relaxation is particularly important for nuclear spins A that a coupled
to a nuclear spin X with a spin quantum number I ≥ 1.
2.3 Experimental Methods
2.3.1 Data Acquisition
In simple 1H-NMR experiments the magnetization M is perturbed from its
equilibrium position by 90◦ pulse before the time course of the transversal
magnetization is recorded. This detection is achieved by means of an addi-
tional coil pointing in the x-direction in which the rotating magnetization
induces a voltage Ux. If all protons in the sample have identical chemical
shifts then the coil detects an exponentially decreasing cosine function with
decay constant T ∗2 and Larmor frequency ωI
Ux(t) ∝M0 exp (−t/T ∗2 ) cos (ωIt) (2.31)
whereas M0 denotes, as before, the magnitude of the equilibrium magnetiza-
tion.
A phase shifter is then used to generate a second signal Uy which is phase
shifted with respect to Ux by π/2:
Uy(t) ∝Mo exp (−t/T ∗2 ) cos (ωIt+ π/2) =M0 exp (−t/T ∗2 ) sin (ωIt) . (2.32)
This signal corresponds to the voltage which would be measured if an
additional detection coil pointing in the y-direction was used. Typically,
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Figure 2.3: Real part of an ideal FID.
Eq. (2.31) and Eq. (2.32) are combined to a complex valued signal
U(t) =M0 exp(−t/T ∗2 ) exp(iωIt) (2.33)
such that Ux corresponds to the real part and Uy to the imaginary part of
U(t). This signal is usually termed free induction decay (FID), see Fig. 2.3.
Such pure FIDs are not obtained if larger molecules are investigated which
contain several nonequivalent protons, i.e. protons in different chemical en-
vironments with varying chemical shifts and T ∗2 times. In this case, the
recorded signal U(t) is a superposition of the FIDs originating from the in-
dividual nonequivalent protons
U(t) ∝
p∑
k=1
M0,k exp
(−t/T ∗2,k) exp (iωI,kt) (2.34)
whereas p denotes the number of nonequivalent protons, T ∗2,k their individual
relaxation times and ωI,k their specific larmor frequencies.
For the further analysis these signals have to be digitized first. However,
the proton resonance frequencies obtained by modern spectrometers are in
the range of 400 to 800 MHz and thus exceed the conversion capabilities of
common 32 bit analogue digital converters (AD converters). For this reason a
mixer is used to subtract the so-called receiver reference frequency ωref from
the recorded signal [30]. If the proton resonance frequencies lie in the range
ω to ω + ∆ω then the reference frequency ωref is usually set to ω + ∆ω/2,
i.e. to the middle of proton frequency range. Thus, protons which precess
with a frequency lower than ωref seem to rotate with a negative angular rate,
otherwise their frequency is positive.
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Figure 2.4: Ideal Lorentzian absorption (left) and dispersion peak (right).
After subtraction of the reference frequency ωref the signals can be dig-
itized by means of an AD converter which saves the amplitudes of the fre-
quency reduced signals (denoted by U˜ in the sequel) in time intervals of size
tsamp. The largest frequency that can be determined uniquely in this way is
called the Nyquist frequency an is determined by
fNyquist =
1
2tsamp
(2.35)
Hence, the frequency range [−fNyquist, fNyquist] can be measured by means of
the presented detection method.
2.3.2 Fourier Transformation
As mentioned in the last section the recorded signal U(t) and hence also the
frequency reduced singal U˜(t) are the combinations of the FIDs originating
from the individual proton groups contained in the sample. In order to de-
termine the resonance frequencies and concentrations of these proton groups
the signal U˜(t) is Fourier transformed [28]:
F (ω) =
∫ ∞
−∞
U˜(t) exp−iωt dt. (2.36)
The real part of the spectrum F (ω) then contains Lorentzian shaped
absorption peaks
Labs,k(ω) = Ck
∆ω21/2,k
∆ω21/2,k +∆ω
2
k
. (2.37)
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at the frequencies ωI,k, k = 1, . . . , p, of the p different proton groups contained
in the sample.
In contrast, the imaginary part of F (ω) consists of dispersion peaks [34]
Ldisp,k(ω) = Ck
∆ω21/2,k∆ωk(
∆ω21/2,k +∆ω
2
k
)2 . (2.38)
(see Fig. 2.4).
Here, ∆ωk = ωI,k − ωref while ∆ω1/2,k denotes the full width at half
maximum of the peaks. The latter is via
∆ω1/2,k =
1
T ∗2,k
(2.39)
related with the transversal relaxation time T ∗2,k. Finally, Ck denotes the
magnitude of the k-th peak which is proportional to the concentration of the
k−th individual proton group in the sample.
Finally, a normalization of the frequency axis of the spectra is necessary
in order to be able to compare data recorded by different NMR spectrome-
ter. The reason is that because of Eq. (2.3) the frequencies detected by the
spectrometer depend on the magnitude of the used external magnetic field
B0. A scaling δ of the frequency axis which is independent of B0 can be
obtained, though, if the following normalization is used [30]
δ =
fsig − fref
fref
· 106. (2.40)
Here, fsig is the frequency of the measured signal and fref is the resonance
frequency a standard substance possesses when exposed to the used external
magnetic field B0. The normalized frequency δ is called chemical shift and
is expressed in units of parts per million (ppm).
2.3.3 Spectra Postprocessing
Until now it has been assumed implicitly that Mx(t) and My(t) carry out
dampened cosine and sine oscillations with phase Φ = 0 or, in other words,
that Mx(t = 0) is maximal while My(t = 0) vanishes. If these assump-
tions hold the real and imaginary part of the spectra obtained by means
of Eq. (2.37) and Eq. (2.38) contain pure absorption and dispersion peaks,
respectively. For technical reasons, however, it is impossible to turn on the
detection coil exactly at time t = 0 such that nonvanishing phase shifts
Φ 6= 0 are observed. Accordingly, the computed spectra contain mixtures
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Figure 2.5: Ficticious protein consisting of several amino acids. Blue arrows
indicate distances between neighboring amino acids which are commonly
measured in 2D-NOESY experiments. Proteins are often twisted such that
some of their protons can be spacially close even if they are far apart along
the protein sequence (e.g. the protons of Aspartic acid and Glycine which
are connected by the grey arrow). Such proteins can also be detected and
the distance between them can be determined by 2D-NOESY.
of absorption and dispersion peaks. To amend this flaw the recorded time
signal is multiplied by an exponential function eiφcorr , where φcorr = −Φ, in
a postprocessing step called phase correction [30].
Furthermore, the recorded FIDs are often multiplied by a window function
before they are Fourier transformed. If a exponential function with negative
decay constant is used as a window function then the signal to noise ratio is
increased at the expense of an increasing line width. If importance is rather
attached to small line widths then a Gaussion function is often used, which,
however, leads to an decreasing signal to noise ratio.
2.4 3D Structure Determination of Proteins
In recent years enormous efforts have been made in order to decode the
human genome. Although these investigations have now lead to the identi-
fication of all coding parts (called genes) of the human DNA the enormous
challenge to elucidate the function of these genes still remains. One way
to tackle this task is to investigate the function of the proteins which are
synthesized according to the blueprint encoded in the corresponding genes.
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Figure 2.6: Energy levels of two dipolar coupled nuclei. The external mag-
netic field B0 is assumed to point in the positive z-direction. See text for
details.
For this purpose, the spatial structure of the proteins is often determined
as it is directly linked with their functionality. These structure determina-
tions are often carried out by means of NMR as it allows the investigation of
proteins under quasi-physiological conditions. An NMR experiment which is
typically used for this purpose is 2D Nuclear Overhauser Effect Spectroscopy
(2D-NOESY) which is capable of detecting spatially close molecules even if
they are far apart along the protein sequence (see Fig. 2.5).
2.4.1 Stationary Nuclear Overhauser Effect
NMR spectroscopy based on the Nuclear Overhauser Effect (NOE) between
dipolar coupled nuclei is one of the most commonly used technique to de-
termine the spatial structure of proteins [41]. Generally speaking the NOE
describes the transfer of spin polarization from one spin population to an-
other. The magnitude of the NOE highly depends on the distance between
the dipolar coupled spins such that it can be used to determine interatomar
distances within molecules.
To illustrate the NOE consider as example a molecule in which two nuclei
I and S with nuclear spin 1/2 are dipolar coupled. Fig. 2.6 depicts the energy
levels of such a system if the static magnetic field B0 points in the positive
z-direction. The scalars W in Fig. 2.6 denote the transition probabilities
between the individual energy levels. In thermal equilibrium the populations
of these energy levels are subject to the Boltzmann probability function.
In the following assume that an ensemble of such molecules is available
and letMI0 andM
S
0 denote the magnetizations resulting from the equilibrium
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distributions of the nuclear spins I and S, respectively. The equilibrium
distribution of the spins I can now be perturbed selectively by irradiating
a perpendicular magnetic HF field B⊥ whose frequency equals the Larmor
frequency of I. Because of the dipolar coupling this perturbation also affects
the spins S such that eventually both z-magnetizations M Iz and M
S
z , which
originate from the spins I and S, respectively, differ from their equilibrium
values M I0 and M
S
0 .
Quantitatively, the reaction of MSz to a change of M
I
z is described by the
Solomon equation which are obtained by adding a coupling term to the Bloch
equation:
dMSz
dt
= −̺(MSz −MS0 )− σ(M Iz −M I0 ). (2.41)
Here, ̺ = (2Ws+W2+W0) and σ = (W2−W0) denotes the cross relaxation
parameter.
In stationary NMR experiments the HF field with frequency ωI is irradi-
ated until the system reaches a new equilibrium state. This means that the
nuclear spins I are saturated such that M Iz vanishes and that dM
S
z /dt can
be set to zero. Hence, the Solomon equation (2.41) now reads
MSz −MS0
MS0
=
σ
̺
γI
γS
(2.42)
whereas M Iz /M
S
z = γI/γS has been used. This is the quantitative equation
of the NOE. In homonuclear problems γI = γS holds such that only the
cross relaxation parameter σ determines if the NOE enhances or weakens
the magnetization MSz . Finally note, that in the cases where W2 = W0 the
cross relaxation σ and hence also the NOE vanish.
2.4.2 Twodimensional NOE Spectroscopy
In order to determine the spacial structure of proteins it is often sufficient
to examine which of their protons are dipolar coupled. For this purpose the
stationary NOE experiment described above would have to be repeated for
all nonequivalent protons. These repetitions become too time consuming for
practical applications, however, if large proteins with numerous nonequiva-
lent protons are to be examined.
A solution to this problem is two dimensional Nuclear Overhauser Spec-
troscopy (2D-NOESY) in which all types of nuclei are investigated simulta-
neously. In this procedure several FIDs are recorded successively whereas
for each FID the experimental protocol is slightly changed. Fig. 2.7 shows
the basic pulse sequence applied in a 2D-NOESY experiment. The time t1
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Figure 2.7: a) 2D-NOESY sequence consisting of three 90◦ pulses. The time
t1 is incremented throughout the experiment while τm and t2 are kept con-
stant. b) Impacts of the 2D-NOESY sequence on the magnetizations of two
dipolar coupled spins I and S. i) Equilibrium situation at the beginning of
the experiment. MI and MS (single headed arrows) point in the positive
z′-direction. ii) MI and MS are turned into the x′y′-plane by the first 90◦
pulse. iii) During t1 M
I and MS cover different angles ωSt1 and ω
It1, re-
spectively. iv) The second 90◦ pulse turns the y′-components M˜I and M˜S
(depicted by double headed arrows) into the negative z′-direction. v) During
τm the magnetizations are altered because of the NOE. vi) The last 90
◦ pulse
turns the magnetisations into the negative y′-direction. Their precessions in
the x′y′-plane are jointly detected during t2.
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seperating the first and the second 90◦ pulse is called evolution time and is
incremented from FID to FID. In contrast, the time between the second and
the third 90◦ pulse, called mixing time τm, and the time t2 during which the
FID is eventually recorded are kept fixed throughout the experiment.
In order to illustrate the fundamental idea of 2D-NOESY consider an
ensemble of molecules which contain two diplor coupled nuclei I and S, re-
spectively. Let ωI and ωS denote the Larmor frequencies of these two nuclei
and assume
ωI > ωS (2.43)
without loss of generality. The magnetisations origninating from these two
types of spins will be denoted by MI and MS with equilibrium magnitudes
M I0 and M
S
0 , respectively, in the following.
Before the onset of the experiment the system is in thermal equilibrium
such that MI and MS point in the positive z-direction (see Fig. 2.7b i).
These mangetisations are turned into the positive y′ direction by the first
90◦ pulse (see Fig. 2.7b ii). Once arrived there they start to precess with
their Larmor frequencies ωI and ωS in the xy-plane and cover angles of ωIt1
and ωSt1, respectively, during evolution time t1 (see Fig. 2.7b iii).
The second 90◦ pulse turns the remaining y′-components of MI and MS
into the negative z′-direction while the x′-components remain unchanged.
The latter are made vanish, however, by a series of additional pulses (omitted
in Fig. 2.7) such that eventually two magnetisations M˜I and M˜S are obtained
which point in the negative z′ direction and have magnitudes of
M˜ I =M I0 cos(ω
It1) (2.44)
M˜S =MS0 cos(ω
St1) (2.45)
respectively (see Fig. 2.7b iv). Finally, M˜I and M˜S are turned into the
negative y′ direction by the last 90◦ pulse whereupon they start to precess
in the in the xy-plane. During t2 these precessions induce an FID-signal
U(t1, t2) in the detection coil of which the Fourier transfrom
U(t1, ω2) =
∫ ∞
−∞
U(t1, t2)e
−iω2t2dt2 (2.46)
is computed. The real part
uω2(t1) = Re{U(t1, ω2)} (2.47)
of this Fourier transform contains (after appropriate phase correction) two
absorption peaks at frequencies ωI and ωS whose amplitudes are proportional
to M˜ I and M˜S if τm is set to zero.
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This procedure is reiterated several times whereas the evolution time
t1 is incremented from repetition to repetition. The incrementations of t1
lead to modulations of the absorption peaks with frequencies of ωI and ωS,
respectively (cf. Eq. (2.44) and Eq. (2.45)).
In order to detect diploar coupled spins by 2D-NOESY nonvanishing mix-
ing times τm have to be used. To better demonstrate the impacts of a nonzero
τm assume that t1 is chosen such that
ωIt1 =
π
2
(2.48)
holds. In this case MI points in the positive x′-direction and M˜ I vanishes
after t1 (cf. Eq.(2.44)) while M˜
S is nonzero (cf. Eq. (2.45)). Principally this
situation is similar to that occuring during a stationary NOE experiment,
though, two differences appear: on the one hand the nuclear spins I are
saturated after the second 90◦ pulse as in a stationary NOE experiment,
however, there is no external field during τm which maintains this saturation.
On the other hand the nuclear spins S are already perturbed from their
equilibrium distribution. This means that both M˜I as well as M˜S are altered
by the Nuclear Overhauser Effect during τm (in particular, M˜
I will be nonzero
after τm). The more the spins S have been perturbed from their equilibrium
distribution, i.e. the larger the difference
δS = M˜S − M˜S0 (2.49)
the more M˜ I will change during τm (cf. Fig. 2.7 v). Thus, as δ
S depends
on ωS according to Eq. (2.45) also M˜ I becomes ωS-dependent. The same
considerations hold for the modifications of M˜S, i.e. also M˜S depends on ωI
because of the NOE.
In the real part uω2(t1) of the spectra U(t1, ω2) the amplitudes of the peaks
at ωI and ωS thus oscillate with both frequencies ωI and ωS for increasing
t1-times. These t1-dependent modulations are further analyzed by means of
a second Fourier transform of uω2(t1) along t1. For this purpose, additional
experimental methods are needed in order to be able to discriminate between
positive and negative frequencies (see. App.). The resulting spectra contains
four peaks: two diagonal peaks U(ω1 = ω
I , ω2 = ω
I) and U(ω1 = ω
S, ω2 =
ωS) which originate from the incrementation of t1 throughout the experiment
(cf. Eq. (2.44), Eq.(2.45)) and two cross peaks U(ω1 = ω
I , ω2 = ω
S) and
U(ω1 = ω
S, ω2 = ω
I) which stemm from the NOE between the dipolar
coupled spins S and I (see Fig. 2.8).
For large molecules with Nsur nonequivalent protons the following 2D-
NOESY plot is obtained: first, Nsur diagonal peaks U(ω1 = ω
k, ω2 = ω
k),
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Figure 2.8: Generation of a 2D-NOESY plot considering as example two
dipolar coupled spins I and S. Top: For each evolution time t1 the FIDs
U(t1, t2) are recorded during the time t2. After the first Fourier transform
(FT) the spectra U(t1, ω2) are obtained which contain peaks at the Larmor
frequencies ωI and ωS of the spins I and S, respectively. The modulations
of these peaks originate from the incrementation of the evolution time t1
throughout the experiment as well as from the NOE between the spins (see
text). Bottom (Contour plot): If the spins I and S are not dipolar coupled
only the diagonal peaks at (ωI , ωI) and (ωS, ωS) can be observed after the
second Fourier transform. The dashed crosspeaks at (ωI , ωS) and (ωS, ωI)
appear additionally if I and S interact via the NOE.
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k = 1, . . . , Nsur, appear. Furthermore, if the k-th nucleus is dipoar coupled
with Nk other spins, then Nk cross peaks U(ω1 = ω
k, ω2 = ω
j), 1 ≤ j ≤ Nk
can be found additionally whereas ωj denotes the Larmor frequency of the
dipolar coupled spin. Generally, cross peaks can only be observed in the
2D plot if the distance between the interacting nuclei is smaller than 5 nm.
Furthermore, the volume of the cross peaks decreases with the sixth power of
the distance between the nuclei, a property which allows a good quantitative
determination of internuclear distances.
2.5 Conclusions
This chapter provided a short review of the phyisical concepts of nuclear
spins in external magnetic fields. It was explained how these properties can
be exploited advantageously in NMR spectroscopy to determine the spatial
structure of proteins. Special attention was payed to 2D-NOESY, not only
because it is the standard NMR procedure to detect interatomic distances,
but also because spectra stemming from this type of experiment will be used
throughout the remainder of this thesis. It may be noted that a variaty
of other two-dimensional NMR experiments have been developped and are
frequently used in the structure determination of proteins. For a concise
overview of these methods the reader is referred to [61], [62], a more detailed
explanation can be found in e.g. [28].
Chapter 3
Water Signal Removal by BSS
A general problem in the structure determination of proteins is that the
latter often change their conformation when they are removed from their
natural surroundings. For this reason the proteins investigated by means of
NMR are often dissolved in water in order to expose them to at least quasi-
physiological conditions during the experiment. It is, however, difficult to
produce large amounts of proteins such that their concentration in water is
usually very low. Thus, in NMR experiments in which proton resonances
are determined (so-called 1H-NMR experiments) the signal originating from
the water protons is several magnitudes higher than that stemming from
the protein protons. Given the limited resolution of the AD converter this
means that the protein signals cannot be detected sufficiently well to analyze
them quantitatively. Currently, this problem is partly solved by saturating
the resonances of the water protons before the FID is recorded. As can
be seen in Fig. 3.1, however, the remaining water signal is still dominating
the recorded spectra, overlapping protein peaks and additionally leading to
severe baseline distortions.
In the following, it will be shown how this remaining water signal can be
removed from the spectra by means of blind source separation (BSS). The
used BSS algorithm is based on second order statistics and is particularly
fast and easy to apply. However, as will be seen, this procedure also leads to
additional noise in the spectra.
3.1 The Water Signal
In order to reduce the water signal in 1H-NOESY experiments the water
protons are saturated by a continuous wave electromagnetic field oscillating
at the Larmor frequency of the water protons. This field is irradiated during
33
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Figure 3.1: The 1H-NMR spectrum of the protein P11 as recorded during
a NOESY experiment (t1 = 0). Insert: the whole NMR spectrum. Despite
saturation of the water protons the spectrum is dominated by a strong water
signal at 4.765 ppm which is about 10 times larger than the peaks originating
from the protein protons left and right of it. Main figure: blow-up of the
spectrum depicted in the insert. The water signal leads to significant baseline
distortions and overlaps some of the protein peaks.
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Figure 3.2: Baseline distortions caused by too small t2-times. Top: t2 is long
enough for the FID to fade away. Accordingly, a smooth baseline is obtained
after Fourier transform. Bottom: too short t2-times lead to truncated FIDs.
In such cases baseline oscillations are observed in the spectra.
the evolution time t1 as well as during the mixing time tm and leads apart
from a suppression of the water signal also to a phase shift between the
magnetizations originating from the water and the protein protons. During
phase correction (cf. Sec. 2.3.3) only the phases of the protein signals are
adjusted, however, such that a mixture of an absorption and a dispersion
peak appears at the resonance frequency of the water protons (cf. Fig. 3.1).
Another problem is the comparatively large T ∗2,H2O time of the water
protons as the maximal time span a complete 2D-NOESY experiment may
take is confined by the life time of the protein under investigation. This
limit often requires that the t2 time during which the individual FIDs are
recorded has to be reduced so drastically that at its end the xy-magnetization
originating from the water protons has not vanished yet [30].
Mathematically, this means that the signal
UH20(t) ∝ exp
(−t/T ∗2,H2O) exp (iωH2Ot) (3.1)
induced by the magnetization of the water protons is multiplied by the rect-
angular function
h(t) =
{
1 for 0 ≤ t ≤ t2
0 else
(3.2)
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of width t2, i.e. the function
UH2O(t)h(t) (3.3)
is recorded. Fourier transforming this function and making use of the con-
volution theorem leads to spectra of the form∫ ∞
−∞
UH2O(t)h(t)e−iωtdt = UˆH2O(ω)⊗ hˆ(ω) (3.4)
whereas UˆH20(ω) and
hˆ(ω) =
sinω
ω
(3.5)
are the Fourier transforms of UH2O(t) and h(t), respectively, and ⊗ denotes
a convolution. In the obtained spectrum the convolution with hˆ(ω) leads
to additional oscillations left and right of the water peak which distort the
baseline and exacerbate a quantitative analysis of the protein peaks (see
Fig. 3.2).
These oscillations can be suppressed by multiplying the FID by a rapidly
decaying window function whereas, however, the line width or the signal to
noise ratio are affected. Such a procedure has been used during the compu-
tation of the spectrum shown in Fig. 3.1 such that no baseline oscillations
appear there.
3.2 Removal of water signal by BSS
Although the experimental water suppression techniques significantly reduce
the water signal in NMR experiments the remaining peak still dominates the
resulting spectra and leads to severe baseline distortions. Hence, sophisti-
cated postprocessing procedures are needed which are capable of removing
the water remnant without influencing the shape or intensity of the protein
peaks. A promising approach to this problem is linear Blind Source Sepa-
ration (BSS) in which the signals recorded during a 2D-NOESY experiment
are decomposed into protein and water related components. The latter are
then deliberately set to zero such that only protein related signals remain.
3.2.1 Linear Blind Source Separation
In linear BSS it is assumed that the observed signals are instantaneous lin-
ear mixtures of some unknown underlying sources signals. The goal of a
BSS analysis is to recover these sources as well as the weights with which
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they contributed to the observations. Such a recovery is already considered
successful, though, if the individual sources are determined up to a scaling
factor. Furthermore, the order in which the sources are recovered may be
arbitrary.
The linear BSS problem can be formalized by means of the following
equation
X = AS (3.6)
whereas the rows of the M × T mixture matrix X contain the observations,
the underlying sources constitute the rows of the N ×T -source matrix S and
the weights with which the n-th source contributes to the m-th observation
is stored in the element amn of the M ×N -mixing matrix A.
Based on this notation the objective of a BSS analysis can be restated as
that of finding a factorization of the observation matrix X into two matrices
Aest and Sest which equal A and S, respectively, up to the following two
indeterminacies:
1. Aest and Sest may differ from A and S, respectively, by an N × N
diagonal matrix D with diagonal elements dnn 6= 0:
A = AestD
S = D−1Sest. (3.7)
This corresponds to the scaling indeterminacy allowed in the BSS anal-
ysis. Note, that in the case of complex X also the elements of D are
complex valued, i.e. the dnn are of the form
dnn = rn exp(iφn) (3.8)
whereas i =
√−1, rn ∈ R, and φn ∈ [0, 2π]. Implicitely, this means
that the sources are not only determined up to a scaling but also up to
a phase indeterminacy.
2. Aest and Sest may differ from A and S, respectively, by an N × N
permutation matrix P :
A = AestP
S = PSest, (3.9)
These equations reflect the arbitrariness with which the sources may
be recovered.
Linear BSS problems are commonly divided into three categories depend-
ing on the number of available observations and underlying sources:
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 In the quadratic case the number of sources equals the number of ob-
servations (M = N) and the matrix A is assumed to have full rank
(i.e. rank(A) = M). This is the standard BSS problem for which a
multitude of different algorithms have been developed.
 In the undercomplete case the number of observations exceeds the num-
ber sources (M > N) and the rank of A is at least N . This problem
can often be transferred to the square case by dimension reduction
techniques like principal component analysis (see Sec. 4.1).
 In the overcomplete case less observations than sources are available
(M < N , rank(A) =M). This BSS problem is particularly difficult to
solve and mathematical proofs of uniqueness are often delicate.
Throughout the remainder of this thesis the quadratic case will always be
presumed. Obviously, even this BSS problem is highly underdetermined such
that additional constraints are needed in order to recover the source and the
mixing matrix up to the above mentioned indeterminacies.
In BSS algorithms based on second order statistics such constraints ap-
pear in the shape of uncorrelatedness assumptions on the sources. These are,
however, insufficient to solve the BSS problem uniquely such that further con-
straints like e.g. nonstationarity [11] or autocorrelatedness assumptions [7]
[40] [57] [64] on the sources or nonnegativity constraints on both A and S
are needed additionally [44].
Also independent component analysis (ICA) has often been used suc-
cessfully to recover the source and the mixing matrix [6] [9] [31] [29] [48].
In this procedure the columns of the mixture matrix X are considered as
the realizations of a random vector x = [x1, . . . , xm]
⊤ and the goal is to
find an M ×M -matrix W such that the components of the random vector
y = [y1, . . . , ym]
⊤ determined by
y =Wx (3.10)
are as statistically independent as possible. Concerning BSS it can be proved
[12] [13] that the matrixW discovered by ICA equals the inverse of the mix-
ing matrix A (up to the indeterminacies described above) if the underlying
sources are statistically independent and if at most one of them has a Gaus-
sian distribution. These sources are then readily recovered by multiplying
the mixture matrix X by W, i.e.
Sest =WX. (3.11)
and
Aest =W−1. (3.12)
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There exist, though, also other approaches in which the underlying sources
are allowed to be correlated. For instance, sparse nonnegative matrix factor-
ization can be used in such settings given that both A and S are nonnegative
and that S contains several nil entries (i.e. is sparsely represented) [52]. The
nonnegativity assumption can also be dropped, however, the columns of S
must then fulfill rather specific sparseness constraints [17]. Finally, also al-
gorithms have been developed in which general, nonsparse sources are made
sparse by representing them over a signal dictionary (e.g. wavelet packets,
stationary wavelets etc.) [63]. Here, apart from the observations the correct
signal dictionary must be known a priori in order to recover the sources and
the mixing matrix.
3.2.2 Linear BSS in the Context of 2D-NOESY Data
In order to illustrate how the data obtained from 1H-NOESY fit into the
linear mixture model (Eq. (3.6)) assume that M individual 1D-FIDs were
recorded during the experiment, or, in other words, that t1 was incremented
M times. For simplicity, letM also equal the number of unequivalent protons
in the sample, i.e. the sum of the number of unequivalent protein protons
plus the number of unequivalent solvent protons. According to Eq. (2.34)
the M 1D-FIDs U(m, t2), m = 1, 2, . . . ,M , are of the form
U(m, t2) =
M∑
n=1
U0,n(m) exp
(−t/T ∗2,n) exp (iωI,nt2)︸ ︷︷ ︸
waveform of the n-th proton signal
. (3.13)
where U0,n(m) is the maximal amplitude of the n-th proton signal (1 ≤ n ≤
M) and ωI,n and T
∗
2,n are the corresponding Larmor frequency and spin-lattice
relaxation time, respectively.
As explained in Sec. 2.4.2 only the amplitudes U0,n(m) of the individual
proton signals vary for different evolution times while their waveforms remain
unchanged. This property can be exploited to write theM equations (3.13) in
the matrix notation of Eq. (3.6) whereas the m-th measured FID U(m, t2) is
used to constitute the m-th row of X, the waveform of the n-th proton signal
forms the n-th row of the matrix S, and the maximal amplitude U0,n(m) of
the n-th proton signal given the m-th t1-time are the elements of the matrix
A, i.e.
amn = U0,n(m). (3.14)
This procedure leads to matrices X and S of size M × T if the individual
FIDs were sampled at discrete time points t2 = 0, 1, . . . , T − 1.
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Likewise, the spectra
U(m,ω2) =
∫ ∞
−∞
U(m, t2) exp(−iω2t2)dt2 (3.15)
obtained after the first Fourier transform also fit into the linear mixture
model. This can be seen directly because of the linearity of the Fourier
transform F :
F(X) = F(AS) = AF(S). (3.16)
Thus, the rows of the M × T -matrix F(X) consist of the t2-Fourier trans-
formed FIDs U(m,ω2), the n-th row of F(S) contains a spectrum with a
single peak at the Larmor frequency of the n-th proton while the matrix A
has the same meaning as in time domain. For simplicity of notation the t2-
Fourier transformed variables will be labelled with a hat (e.g. Xˆ := F(X))
in the following. In practice, the BSS algorithms are applied to frequency
domain data as the obtained sources are easier to interpret.
Once the estimates of the source and the mixing matrix have been de-
termined by an appropriate BSS algorithm the water signal can readily be
removed. For this purpose the contributions yˆm of the individual sources to
the first observation U(m = 1, ω2) are computed:
yˆm = a
est
1msˆ
est
m , m = 1, . . . ,M, (3.17)
where sˆestm is the m-th estimated source as stored in the m-th row of Sˆ
est
and the aest1m’s are the elements of the first row of A
est. The source signal
representing the water protons can then be identified as its corresponding yˆ
is the only one among all the yˆm which fulfills all of the following criteria:
1. It has a high frequency component at the resonance frequency of the
water protons.
2. The amplitude of its peak is significantly larger than that of the other
yˆm.
3. It contains a dephased peak (all other yˆm should contain pure absorp-
tion peaks after phase correction, cf. Sec. 2.3.3).
If the k-th source is identified to contain the water signal the matrix Sˆest
is transferred to the matrix Sˆprotein by setting its k-th row to zero. Finally,
the water free spectra Xˆprotein are obtained by mixing the remaining protein
spectra in Sˆprotein by the mixing matrix Aest:
Xˆprotein = AestSˆprotein (3.18)
(see Fig. 3.3)
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Figure 3.3: BSS based water removal. a) Artificial 2D-NOESY data Xˆ with
dominant water peak in the middle and two protein peaks left and right
of it. b) Estimated sources Sˆest obtained by BSS. Because of the scaling
indeterminacy (Eq. (3.7)) the peaks have arbitrary amplitude and consist
of absorption and dispersion components. c) The contributions yˆm of the
sources to the first observation. Obviously, y2 contains the water signal as
its peak is located at the resonance frequency of the water protons, has
the largest amplitude, and shows some dispersion. d) The matrix Sˆproton is
obtained from the matrix Sˆest by setting the row containing the water signal
to zero. e) The water free spectra Xˆproton = AestSˆproton.
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3.3 The Matrix Pencil BSS Algorithm
So far it has only been explained in general how BSS can be applied to
remove the water signal from 2D-NOESY datasets. In contrast, a concrete
BSS algorithm will be presented in this section which is capable of solving
the outlined BSS problem. Essentially, this algorithm uses the concept of
congruent matrix pencils and joint diagonalization of covariance matrices in
order to estimate the underlying sources and the mixing matrix. As I have
already shown in my diploma thesis [53] this algorithm outperforms other
BSS approaches when applied to NMR datasets.
3.3.1 Congruent Matrix Pencils in BSS
The theoretical backbone of the matrix pencil BSS (MP-BSS) algorithm is
the congruence between an observation and a source matrix pencil. In the
following, it will be explained which matrices constitute these two matrix
pencils and how their congruence can be proved.
For the observation matrix pencil filtered versions of the observed signals
are needed. In time domain this filtering is achieved by means of a finite
impulse response (FIR) filter which is applied to all observations, i.e. to all
rows xm(t) = [xm(0), xm(2), . . . , xm(T − 1)], m = 1, 2, . . . ,M , of the M × T
observation matrix X:
xF,m(t) =
L−1∑
l=0
h(l)xm(t− l), m = 1, . . . ,M. (3.19)
Here, xF,m contains the m-th filtered observation, L denotes the order of the
filter and the h(l) ∈ C, l = 0, 1, . . . , L− 1, are the filter coefficients.
In the following, it will be more convenient to express the above filtering
process in matrix notation. For this purpose the so-called convolution matrix
H of the FIR-filter is used. This T × T -matrix is of Toeplitz form with the
filter coefficients h[0], h[1], . . . , h[L− 1] on its diagonal:
H =


h[0] 0 0 0 . . . 0
... h[0] 0 0 . . . 0
h[L− 1] ... h[0] 0 . . . 0
0 h[L− 1] ... ...
... 0 h[L− 1] . . . 0
...
... 0 h[0]
...
...
...
. . .
...
0 0 0 h[L− 1]


. (3.20)
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With this matrix the filtering process in Eq. (3.19) can written as
XF = XH
⊤ (3.21)
whereas the rows of the matrix XF contain the M filtered signals xF,m(t).
For both the original as well as the filtered observations the covariance
matrices 1
CX =
1
T − 1(X−mX1
⊤
T )(X−mX1⊤T )H
CXF =
1
T − 1(XF −mXF1
⊤
T )(XF −mXF1⊤T )H (3.22)
are computed and used to constitute the observation matrix pencil (CX,CXF ).
Likewise, the source matrix pencil is formed. As before, consider filtered
versions
SF = SH
⊤ (3.23)
of the original sources which have passed the same filter as the observations.
The covariance matrices
CS =
1
T − 1(S−mS1
⊤
T )(S−mS1⊤T )H
CSF =
1
T − 1(SF −mSF1
⊤
T )(SF −mSF1⊤T )H (3.24)
for both the original and the filtered sources are determined again and are
used to form the source matrix pencil (CS,CSF ).
Making use of the linear mixture model Eq. (3.6) and the relation mX =
AmS between the mean of the rows of X and S, respectively, it can be shown
1The following derivations are made for the estimates of the covariance matrices as this
leads to the formulas eventually used in the algorithm. Equivalent results are obtained
with the exact definitions of covariance matrices.
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that the source and the observation matrix pencil are congruent:
CX =
1
T − 1(X−mX1
⊤
T )(X−mX1⊤T )H
=
1
T − 1(ASS
HAH −AS1TmHSAH −AmS1⊤TSHAH
+AmS1
⊤
T 1Tm
H
SA
H)
=
1
T − 1A(S−mS1
⊤
T )(S−mS1⊤T )HAH = ACSAH
CXF =
1
T − 1(XF −mXF1
⊤
T )(XF −mXF1⊤T )H
=
1
T − 1(ASH
⊤HSHAH −ASH⊤1mHSFAH −AmSF1⊤THSHAH
+AmSF1
⊤
T 1Tm
H
SF
AH)
=
1
T − 1A(SF −mSF1
⊤
T )(SF −mSF1⊤T )HAH = ACSFAH . (3.25)
Similar results are obtained if the observed data was already transformed
to frequency domain (e.g. if the rows of the observation matrix contain t2-
Fourier transformed spectra of a 2D-NOESY-experiment). In this case the
filtering of the source and the observation matrix is achieved by elementwise
multiplication with the frequency response of the filter:
XˆF = Xˆ ⋄ Hˆ and SˆF = Sˆ ⋄ Hˆ. (3.26)
Here, “⋄” denotes the Hadamard product and each row of the M ×T -matrix
Hˆ contains the frequency response of the applied filter. After computing
covariance matrices in analogy to Eq. (3.22) and Eq. (3.24) the observation
matrix pencil (CXˆ,CXˆF ) and the source matrix pencil (CSˆ,CSˆF ) can be
formed. Carrying out identical transformations as for the matrix CX in
Eq. (3.25) it can readily be proved that
CXˆ =
1
T − 1(Xˆ−mXˆ1
⊤
T )(Xˆ−mXˆ1⊤T )H
=
1
T − 1(Sˆ−mSˆ1
⊤
T )(Sˆ−mSˆ1⊤T )H = ACSˆAH (3.27)
holds. Furthermore, by noting that X ⋄H = (AS) ⋄H = A(S ⋄H) as H has
identical entries in all of its rows the congruence of CXˆF and CSˆF can also
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be shown:
CXF =
1
T − 1(XˆF −mXˆF1
⊤
T )(XˆF −mXˆF1⊤T )H
=
1
T − 1(A(Sˆ ⋄ Hˆ)(Hˆ
H ⋄ SˆH)AH −A(Sˆ ⋄ Hˆ)1TmHSˆFA
H
−AmSˆF1⊤T (HˆH ⋄ SˆH)AH +AmSˆF1⊤T 1TmHSˆFA
H)
=
1
T − 1(SˆF −mSˆF1
⊤
T )(SˆF −mSˆF1⊤T )H = ACSFAH (3.28)
Thus, also the matrix pencils (CXˆ,CXˆF ) and (CSˆ,CSˆF ) are congruent.
Eventually, it should be pointed out that in both time and frequency
domain the matrix pencils of the sources and the observations are positive
definite as they consist of covariance matrices only.
3.3.2 The MP-BSS Algorithm
As already mentioned in Sec. 3.2.1 additional constraints on the sources
and/or the mixing matrix are needed to solve the linear BSS problem uniquely.
In the case of the MP-BSS algorithm presented in this section the following
two assumptions are made:
1. The underlying sources to be recovered are uncorrelated, i.e. their co-
variance matrix is diagonal:
CS =
1
T − 1(Sˆ−mSˆ1
⊤
T )(Sˆ−mSˆ1⊤T )H = ΛS, (3.29)
where ΛS is a diagonal matrix
2
2. The eigenvalues of the observation matrix pencil are non-degenerated.
As shown in the App. A.2 the first assumption means that the eigenvector
matrix ES in the GEVD
CSES = CSFESΛ (3.30)
of the source pencil (CS,CSF ) is diagonal.
The second condition ensures (cf. theorem 2) that the eigenvector ma-
trix of the observation matrix pencil (CX,CXF ) is unique up to scaling and
permutation indeterminacies.
2As shown in App. A.1 diagonality of CS also infers diagonality of the correlation
matrix C
Sˆ
computed in frequency domain. Hence, all considerations made in the sequel
also hold for frequency domain data.
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Data: X
Input: H
Result: Aest, Sest
begin
XF = XH
H ;
Compute CX;
Compute CXF ;
GEVD: CXEX = CXFEXΛ;
Aest = (E−1X )
H ;
Sest = (Aest)−1X;
end
Data: Xˆ
Input: Hˆ
Result: Aest, Sˆest
begin
XˆF = Xˆ ⋄ HˆH ;
Compute CXˆ;
Compute CXˆF ;
GEVD: CXˆEXˆ = CXˆFEXˆΛ;
Aest = (E−1
Xˆ
)H ;
Sˆest = (Aest)−1Xˆ;
end1
Algorithm 2: The MP-BSS algorithm for time domain (left) and fre-
quency domain data (right).
Now recall from the last section that the observation and the source
matrix pencil are congruent and positive definite. Hence, their eigenvector
matrices are related by
ES = A
HEX (3.31)
(cf. Sec. 1.3, Theo. 4) where EX denotes the eigenvector matrix of the obser-
vation pencil (CX,CXF ). Because of the diagonality of ES this means that
once the GEVD of the observation pencil is computed the mixing matrix can
be estimated immediately as
Aest = (E−1X )
H . (3.32)
Note, that the scaling and permutation indeterminacies with which the ma-
trix EX is determined in the GEVD of the observation pencil equal the
indeterminacies inherent in the BSS model.
Once the matrix Aest is estimated the sources can be determined directly
as
Sest = (Aest)−1X. (3.33)
Hence, the MP-BSS algorithm can be summarized as follows (cf. Alg. 2):
first the filtered versions of the observations have to be generated. For both
the original and the filtered observations the corresponding covariance matri-
ces are computed and used to constitute the observation pencil (CX,CXF ).
For this matrix pencil, the eigenvector matrix EX is determined whereupon
the mixing and the source matrix can be estimated according to Eq. (3.32)
and Eq. (3.33), respectively.
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k = 1 k = 2
s0,k [l.u.] 5 2
T2,k [t.u.] 500 100
ωk [1/t.u.] 0 variable
Φk π/4 0
Table 3.1: Parameters of the sources Eq. (3.34) used in the simulation (t.u.,
l.u. arbitrary time and length units, respectively).
3.4 Limits of the MP-BSS Algorithm
3.4.1 Violations of Uncorrelatedness Assumptions
In order to solve the BSS problem uniquely the MP-BSS algorithm requires
that the observation matrix pencil has non-degenerated eigenvalues and that
the sources are uncorrelated. While the first condition can usually be met
in practice by choosing a suitable filter the second poses a problem in the
context of NMR if the recorded spectra contain overlapping peaks. The
corresponding proton signals are then correlated and cannot be separated
satisfactorily by MP-BSS. This means, that in contrast to the delineation in
Sec. 3.2.2 estimated sources emerge that contain more than just one FID or
peak, respectively. Accordingly, protein signals with a frequency very close
to that of the water protons appear in the same estimated source as the water
signal and hence get removed erroneously during the annulation step (step
d) in Fig. 3.3) of the BSS procedure.
In order to investigate the robustness of the MP-BSS algorithm with
respect to violations of the uncorrelatedness assumption of the sources the
following experiment was carried out. First, two source signals of the form
sk(t) = s0,k exp(−t/T2,k) exp(i(ωkt+ Φk)), k = 1, 2 (3.34)
were generated. The first source should resemble a typical water FID, i.e. it
should have frequency zero, be dephased and should have a large amplitude
and T2 time constant. Accordingly, Φ1 = π/4, T2,1 = 500 t.u. (t ime unit)
and s0,k = 5 l.u. (lenght unit) were used for its generation while ω1 was
set to zero (cf. Tab. 3.1). In contrast, the second source imitated a FID
originating from a single group of equivalent protein protons. As such signals
are comparatively weak and in phase s0,2 was set to 0.4s0,1 and Φ2 = 0 was
used. Furthermore, the value of T2,2 was set to 100 t.u. in order to allow for
the comparatively short relaxation times of protein protons. The frequency
of this protein FID was varied throughout the experiment from -0.65 to 0.65
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Figure 3.4: The rows xˆ1 and xˆ2 of the frequency domain mixture matrix
Xˆ. The x-axis measures the distance d between the protein and the water
peak in units of the full width at half maximum (fwhm) of the protein
peak. The dominant water peak resides at d = 0 fwhm. The significantly
smaller protein peak (here shown at d = −34.5 fwhm) was shifted from
d = −34.5 fwhm to d = 34.5 fwhm during the simulations.
[1/t.u.] in steps of 0.05, or, in other words, the distance between the protein
and the water peak ranged between −34.5 fwhm and 34.5 fwhm where
fwhm denotes the full width at half maximum of the protein peak.
The two source signals were used to constitute the rows of the source
matrix S and were mixed by the mixing matrix
A =
[
1.00 1.00
1.45 0.25
]
(3.35)
The resulting mixtures X = AS (see Fig. 3.4) were fed into the time
domain MP-BSS algorithm. Furthermore, the mixtures were also Fourier-
transformed and then provided to the frequency domain version of the MP-
BSS algorithm for comparison. For both approaches filtered signals were
needed in order to compute the second covariance matrix CXˆF of the matrix
pencil. This filtering was carried out by means of a filter with Gaussian
shaped frequency response centered at the resonance frequency of the water
protons.
To quantify how well the MP-BSS algorithm could recover the water and
the protein signal the minimal correlation coefficient
ρ = min(r(sorg1 , s
est
1 ), r(s
org
2 , s
est
2 )) (3.36)
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Figure 3.5: Robustness of MP-BSS. Top: the minimal correlation coefficient
ρ and the CTE for both time (subscript t) and frequency domain (sub-
script f) MP-BSS. Usually, a BSS is considered successfull if ρ > 0.95 and
CTE < 1 (red lines). Especially for small distances d between the protein
and the water peak better results are obtained by the frequency domain MP-
BSS algorithm. Bottom: dependency of the eigenvalue distance measure δ
on the peak distance d. The left plot shows the course of δ for the time
(δt) and the frequency (δf ) observation matrix pencil separately. The closer
the frequencies of the water and the protein peak the smaller the difference
between the eigenvalues. Right: the ratio δf/δt quantitatively compares the
difference of the eigenvalues of the time and the frequency domain matrix
pencil.
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between the original and the estimated sources sestk , k = 1, 2, was computed.
Additionally, the CTE between the estimated and the recovered mixing ma-
trix was determined. The results are depicted in Fig. 3.5. As can be seen
both the sources as well as the mixing matrix are better estimated by the
frequency than by the time domain MP-BSS algorithm.
This phenomenon can be explained by investigating the eigenvalues of
the observation matrix pencils (CX,CXF ) and (CXˆ,CXˆF ), respectively. As
explained in Sec. 3.3.2 these eigenvalues have to be non-degenerated in or-
der to ensure unique results of the MP-BSS algorithm. However, the more
correlated the underlying sources are the closer the eigenvalues lie together
no matter which filter is used in the MP-BSS algorithm. This relationship is
depicted in Fig. 3.5 (bottom) where the distance measure
δ =
|λ1 − λ2|
|λ1|+ |λ2| (3.37)
was used to quantify the difference between the eigenvalues λ1 and λ2 of
the observation matrix pencils. As can be seen the difference between the
eigenvalues of the time domain matrix pencil decreases faster than that of
the frequency domain pencil for increasing correlation of the sources. Hence,
the robuster results of the frequency domain MP-BSS approach.
In particular, if frequency domain MP-BSS was applied the sources could
be well-separated even if the protein and the water peak overlapped signifi-
cantly (see Fig. 3.6). Only if the distance between the two peaks lay in the
range −1.2 fwhm < d < 1.5 fwhm the sources could not be recovered sat-
isfactorily, i.e. their correlation coefficients with the corresponding original
sources were smaller than 0.95.
The CTE between the estimated and the original mixing matrix was more
sensitive to increasing correlations between the sources. Still, acceptable
recoveries (i.e. CTE < 1) were observed for peak distances smaller than
−3.7 fwhm and larger than 4 fwhm. Finally note, that perfect recoveries of
the mixing matrix are not really needed for the removal of the water signal
as long as the sources are estimated sufficiently well.
3.4.2 Violations of the Linear Mixture Model
Apart from violations of uncorrelatedness assumptions on which MP-BSS is
based it must also be expected that data recorded in real life experiments
does not strictly fit into the linear mixture model presented in Sec. 3.2.2.
In particular, difficulties are likely to arise if corresponding peaks in spec-
tra recorded for different t1 times distinguish themselves not only by their
amplitude but also by their shape. In order to investigate how sensitively
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Figure 3.6: Top: for d = −1.2 fwhm and d = 1.5 fwhm the frequency
domain MP-BSS can still recovery the sources satisfactorily (ρ ≈ 0.95). The
first rows of the corresponding mixture matrices are depicted. Obviously,
the water and the protein peaks overlap significantly. Bottom: the recovered
protein peaks for d = −1.2 fwhm and d = 1.5 fwhm, respectively. Only
small remnants of the water peak prevail and the baseline is almost flat.
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s s
β1 1 1
β2 1 1
β3 1 0.56
ω1 [1/t.u.] 2.5 2.5
ω2 [1/t.u.] 0 0
ω3 [1/t.u.] 0 0
φ1 0 0
φ2 π/4 π/4
φ3 π/4 π/4
T2,1 [t.u.] 30 30
T2,2 [t.u.] 50 50
T2,3 [t.u.] 50 90
Table 3.2: The parameters used in Eq. (3.38) to generate the sources s and
s. [t.u.] stands for arbitrary time units.
MP-BSS reacts to such deviations of the linear mixture model the following
simulation was carried out.
First, three sources sk, k = 1, 2, 3, of the form
sk(t) = βk exp(−t/T2,k) exp(i(ωkt+ φk)) (3.38)
were generated whereas the parameters as listed in Tab. 3.2 were used. The
sources s2 and s3 were identical and imitated a water FID in an NMR data
set, i.e. their frequency ω was zero and their phases φ were nonvanishing. In
contrast, the first signal s1 resembled a protein FID with zero phase, nonzero
frequency and a T2-time which was smaller than that of the water signals.
Additionally, the sources s were formed according to Eq. (3.38) (see
Tab. 3.2 for parameters). The signals s1 and s2 equalled s1 and s2, respec-
tively, and mimicked again typical protein and water FIDs. The third source
s3 was also similar to a water signal, however, its T2 was larger than that
of s2. Furthermore, s3 was scaled down by β3 = 0.56 such that the Fourier
transforms sˆ3 and sˆ2 of s2 and s3, respectively, had identical amplitudes. As
can be seen in the bottom right Fig. 3.7 sˆ2 and sˆ3 differ only marginally from
each other.
Fourier transforms sˆk and sˆk of all sources sk and sk, k = 1, 2, 3, were
computed and used to constitute the rows of the source matrices Sˆ and Sˆ,
respectively (see Fig. 3.7). These matrices were multiplied by the mixing
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Figure 3.7: Fourier transformed sources. Left: the sources sˆ. Right: the
sources sˆ. Note that source sˆ2 and sˆ3 differed only marginally from each
other.
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Figure 3.8: The mixtures Xˆ (left) and Xˆ (right). While in all observations
xˆk the same water peak appeared its shape changed slightly in the mixtures
xˆk.
matrix
A =

 0.7143 5 0−1.3362 0 5
1.6236 2.5 2.5

 (3.39)
such that observation matrices
Xˆ = ASˆ and Xˆ = ASˆ (3.40)
were obtained (see Fig. 3.8).
The particular structure of the last two columns of A lead to an identical
water signal in all observations xˆk. In contrast, the shape of the water signal
differed slightly in the xˆk’s as a consequence of the variations between sˆ2 and
sˆ3. In detail, xˆ1 contained a scalar multiple of the water signal sˆ2, xˆ2 a scalar
multiple of sˆ3 and the water signal found xˆ3 was a mixture of both sˆ2 and sˆ3.
In other words, the water signals in the individual observations xˆk did not
differ in their amplitudes but marginally in their shapes.
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Figure 3.9: Estimated sources. Left: estimated sources obtained when Xˆ
was analyzed. The water signal appears in a single source. Right: estimated
sources determined when MP-BSS was applied to Xˆ. The water signal is
split up and appears in sˆest2 and sˆ
est
3 simultaneously.
Both observations Xˆ and Xˆ where fed into the MP-BSS algorithm whereas
a Gaussian shaped filter of width σ = 100 [1/t.u.] was used to filter the
observations. The resulting estimated sources sˆestk and sˆ
est
k , k = 1, 2, 3, are
depicted in Fig. 3.9. As expected, MP-BSS lead to a pure water (sˆest2 ) and
a clear protein signal (sˆest1 ) when it was applied to Xˆ. The third estimated
source sˆest3 was zero which is not surprising as Xˆ was the result of mixing
two different sources only.
In contrast, three nonzero estimated sources emerged when MP-BSS was
applied to Xˆ. As before, the protein signal only appeared in the first esti-
mated source sˆest1 and was well separated from the water signal. The latter,
however, got split up and appeared in both estimates sources sˆest2 and sˆ
est
3
simultaneously.
Note that the present BSS problem Xˆ = ASˆ is undercomplete, i.e. more
observations than sources are available. This case is rather rare and usually
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Figure 3.10: Estimated sources for the 2 × 2 BSS problem. Left: applying
MP-BSS to the first two rows of Xˆ still leads to a perfect separation of the
water and the protein signal. In contrast, remnants of the water signal remain
in source sˆest1 (right) when the first two rows of Xˆ are provided to MP-BSS.
the complete case, in which the number of sources equals the number of
observations is assumed. Hence, the above simulation was repeated whereas
only the first two rows of Xˆ and Xˆ, respectively, were provided to the MP-
BSS algorithm. As can be seen in Fig. 3.10 MP-BSS still separated the
water and the protein signal perfectly when Xˆ was analyzed. However, such
a clear separation of the water and the protein signal could not be observed
if Xˆ was decomposed by MP-BSS. In that case remnants of the water signal
remained in the protein related source sˆest1 which were, however, of much
smaller amplitude than the original water signal.
To conclude, these simulations show that MP-BSS is indeed sensitive to
violations of the linear mixture model. In particular, it cannot be expected
that the water signal will only appear in a single source when MP-BSS is
applied to real world NMR data. Even if these simulations indicate that
a perfect separation of the water signal from protein signals is unlikely in
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Figure 3.11: Toy data used to probe MP-BSS. Top left: the pure spectrum
UˆRELAX of TmCSP as determined by RELAX. Top right: the TmCSP spec-
trum after adding Gaussian noise (Uˆnoise). Bottom left: the recorded water
spectrum (UˆH2O). Bottom right: the noisy TmCSP spectrum plus the water
spectrum (Xˆ). All figures show the spectra corresponding to the smallest t1
time of the NOESY experiment.
the square BSS case good results can still be presumed if a large number of
observations is available.
3.5 MP-BSS Applid to 2D-NOESY-Data
3.5.1 MP-BSS Applied to Artificial 2D-NOESY-Data
In order to probe its suitability to remove the water signal from NMR spectra
MP-BSS was first applied to an artificially created 2D NOESY data set of
the cold shock protein TmCSP of the bacterium Thermotoga maritima. This
dataset was obtained with the aid of RELAX [22], an algorithm which is
capable of generating 2D NOESY data based on the known spatial structure
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of a protein. Altogether, 128 FIDs URELAX(t1, t2) were created whereas
each consisted of 2048 data points. The t2-Fourier transformed spectrum
UˆRELAX(t1,min, ω2) corresponding to the smallest t1-time is shown in the top
left of Fig. 3.11.
These spectra were used to constitute the rows of the 128× 2048-matrix
UˆRELAX . As real life NMR data are always contaminated by noise the matrix
N whose elements were drawn from the normal distribution was added to
UˆRELAX :
Uˆnoise = UˆRELAX + λN. (3.41)
Here, the scalar λ was chosen such that the SNR between the matrices Uˆnoise
and UˆRELAX was 25 dB (see top right of Fig. 3.11). Such noise levels can
also be expected in real life NMR datasets.
Additionally, 128 FIDs UH2O(t1, t2) (each consisting again of 2048 data
points) of pure water were recorded in a 2D NOESY experiment. These water
signals were t2-Fourier transformed and collected in the 128 × 2048 matrix
UˆH2O(t1, ω2). Adding this matrix to Uˆ
noise lead to the actual 128 × 2048
observation matrix
Xˆ = Uˆnoise + UˆH2O (3.42)
(see bottom of Fig. 3.11).
From the spectra in Xˆ the water signal was to be removed again by
means of MP-BSS. Therefore, the matrix pencil (CXˆ,CXˆF ) had to be formed
whereas for the first matrix CXˆ the covariance matrix of the observations Xˆ
was used as usual. For the second matrix CXˆF the covariance matrix of the
theoretical protein spectra with added noise (i.e. the covariance matrix of
Uˆnoise) was computed.
Analysis of Xˆ by MP-BSS lead to 128 estimated sources which constituted
the rows of the 128 × 2048 matrix Sest. Furthermore, a 128 × 128 mixing
matrix Aest was estimated. Following the procedure described in Sec. 3.2.2
the contributions of the sources in Sest to the first observation (i.e. to the
first row of Xˆ) were examined. In this process the three sources shown in
Fig. 3.12 were assigned to the water signal and were set to zero in Sest such
that the matrix Sˆproton was obtained.
Finally, the water free spectra Xˆprotein were retrieved by left multiplying
Sˆproton by Aest:
Xˆprotein = AestSˆproton (3.43)
As can be seen in Figs. 3.13 and 3.14 MP-BSS removed the water signal
almost perfectly and only affected the peaks in the center (at about 5.2 ppm)
of the spectrum. Given the simulation results of Sec. 3.4 distortions of the
central peaks had to be expected and are the only drawback of the MP-BSS
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Figure 3.12: The contributions of the three sources related with the water
signal to the first observation. The corresponding rows of Sest were set to
zero in order to remove the water signal from the spectra.
procedure. Note, that the baseline around the water signal is almost flat
in the recovered spectrum. These good results are also reflected by the high
SNR of 20 dB between the original spectra UˆRELAX(t1, ω2) and the recovered
protein spectra Xˆprotein.
3.5.2 MP-BSS Applied to Real World Dataset
Apart from the artificial TmCSP spectra discussed in the last section MP-
BSS was also applied to remove the water signal from a real world 2D NOESY
dataset which was recorded during an investigation of the protein P11. The
latter corresponds to the helix 11 of the human glutathione reductase and
consists of 24 amino acids.
In the experiment 512 single FIDs U(t2, t2), each consisting of 2048 data
points, were recorded and Fourier transformed with respect to both time do-
mains. The resulting 2D spectrum Uˆ(ω1, ω2) was phase corrected before it
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Figure 3.13: Comparison between the original and the recovered TmCSP
spectrum. Top: the noisy RELAX spectrum Uˆnoise for the shortest evolu-
tion time t1. Bottom: the spectrum as recovered by MP-BSS (first row of
Xˆprotein). The water signal got almost perfectly removed. Only the peaks
in the middle of the spectrum were affected by the MP-BSS water removal
procedure (see also Fig. 3.14).
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Figure 3.14: Close-up of the section of the TmCSP spectrum which contains
the water signal. Top: the noisy TmCSP spectrum plus water (first row of
Xˆ). Middle: the spectrum Xˆprotein as recovered by MP-BSS. Bottom: the
original noisy spectrum Uˆnoise. While peak a is still clearly visible in the
recovered spectrum peak b vanishes. Additionally some minor remnants of
the water signal appear in the recovered spectrum.
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Figure 3.15: The spectrum of P11 for the smallest t1-time. Clearly, the
dephased water signal at about 5 ppm dominates the spectrum and leads to
baseline distortions.
was transformed back to the (t1, ω2) domain by an inverse t1-Fourier trans-
form. From the resulting spectra Uˆ(t1, ω2) only every fourth could be used
to constitute the 128×2048 observation matrix Xˆ because of a specific phase
cycling scheme applied during the recording of the FIDs. Fig. 3.15 depicts
the first spectrum of Xˆ(t1, ω2) which was recorded for the shortest evolution
time t1. Obviously, the spectrum is corrupted by a predominant water peak
in the middle which is dephased because of a presaturation technique used
to suppress the water signal during the recording of the individual FIDs. As
can be seen, this water signal leads to considerable baseline distortions in the
spectrum.
In order to remove this water signal by means of MP-BSS the matrix
pencil (CXˆ,CXˆF ) had to be formed. As in the case of the artificial TmCSP
spectra the covariance matrix CXˆ of the 128 × 2048 observation matrix Xˆ
was used to constitute the first matrix of the pencil.
As no water free spectra were available, the observations had to be filtered
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explicitly before the second matrix of the pencil could be formed. For this
purpose, a Gaussian shaped filter of width σ = 1 was used which was centered
at the resonance frequency of the water signal (i.e. in the middle of the
spectrum):
XˆF = Xˆ ⋄ Hˆ (3.44)
Here, XˆF contains the filtered observations and Hˆ denotes the 128 × 2048
matrix having the frequency response of the Gaussian filter in each of its
rows. For the filtered observation matrix XˆF the covariance matrix CXˆF was
computed and used as the second matrix in the pencil.
The GEVD of the matrix pencil (CXˆ,CXˆF ) lead to an estimated 128×128-
mixing matrix Aˆest whose inverse was multiplied with the observation matrix
Xˆ
Sˆest =
(
Aest
)−1
Xˆ (3.45)
such that the 128×2048 estimated source matrix Sˆest was obtained. The rows
of the latter matrix contained 128 estimates sources sˆestm , m = 1, 2, . . . , 128,
whose contributions
yˆestm = a
est
1msˆ
est
m , m = 1, 2, . . . , 128 (3.46)
to the first observation (i.e. the first row of Xˆ) were analyzed in order to
identify water related signals (cf. Sec. 3.2.2). In this procedure 70 sources
were assigned to the water signal and set to zero in the matrix Sˆest such
that the matrix Sˆprotein was obtained. The water free spectra Xˆprotein were
eventually determined by mixing the remaining sources in Sˆprotein by the
estimated mixing matrix Aest:
Xˆprotein = AestSˆprotein. (3.47)
Fig. 3.16 shows the water free spectra for the smallest evolution period
t1. As can be seen the water signal got almost perfectly removed while the
protein signals remained in the spectrum. Further, as in the case of the
artificial TmCSP spectra, also the baseline distortions caused by the water
signal were reduced considerably.
Compared with the simulation carried out with the artificial TmCSP
spectrum two differences appeared. On the one hand, the number of sources
assigned to the water signal was much larger in the case of P11 than when the
artificial TmCSP spectra were decomposed by MP-BSS. As already explained
in Sec. 3.4.2 such a splitting up of the water signal occurs if corresponding
peaks in spectra recorded for different t1-times differ in their shape. Such
differences appeared in the P11 spectra as can be seen in Fig. 3.17. In its
top two close-ups of the spectrum recorded for the shortest evolution time t1
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Figure 3.16: Comparison between the original (top) and the water-free P11
spectrum (bottom). Obviously, the water signal got almost perfectly re-
moved.
are shown which depict the protein peak at 7.55 ppm and the water signal,
respectively. In the bottom of Fig. 3.17 the same peak and the water signal
are shown as they appeared in the spectrum recorded for the longest t1-time.
The latter signals were multiplied by a scalar factor such that their ampli-
tudes equalled those of the corresponding signals recorded for the shortest
t1-time. Although the corresponding signals are similar for both t1-times
the differences in their shapes are highly visible and are responsible for the
distribution of the water signal among several sources.
The second difference between the results obtained for the artificial Tm-
CSP and the real life P11 data is that additional noise appeared in the water
free P11 spectra. This phenomenon can be explained by investigating the
individual sources (i.e. the rows of Sˆest) which resulted from the MP-BSS
analysis of the P11 spectra. The contributions of four such sources to the
spectrum recorded for the shortest t1-time are depicted in Fig. 3.18. As can
be seen each of these sources is corrupted by significant levels of noise. If
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Figure 3.17: The shapes of the protein peak at 7.55 ppm (left) and the water
signal (right) for different t1-times. Top: the signals as they appeared in
the spectrum recorded for the shortest t1-time. Bottom: the same signals as
recorded for the longest t1-time. These signals were multiplied by a scalar
factor such that they had identical amplitude as the corresponding signals
above.
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Figure 3.18: The contributions of four of the 128 estimated sources to the P11
spectrum recorded for the shortest t1-time. Top: two typical water sources.
Bottom: two typical protein sources. Note that all sources are corrupted by
significant levels of noise.
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Figure 3.19: Increase of noise if water related signals are set to zero. Top:
close-up of the original spectrum depicted in the top of Fig. 3.16. Bottom:
close-up of the same region of a spectrum for which a single water related
source was set to zero.
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all sources are used to reconstitute the protein signal (i.e. if Sprotein = Sest
in Eq. (3.47)) these noise contributions cancel each other out to a large ex-
tent. However, if some of these sources are set to zero in order to remove the
water signal from the spectra then this mutual compensation becomes less
effective such that the resulting spectra are noisier than the original ones.
This effect is illustrated in Fig. 3.19. In its top a close-up of the section
[8.7 ppm 10.4 ppm] of the original spectrum as displayed in the top Fig. 3.16
is shown. In the bottom the same region is shown of a spectrum which was
obtained by setting a single water related source (the one depicted in the up-
per left of Fig. 3.18) in Sˆest to zero before the matrix Xˆprotein was computed.
Obviously, the signal in the bottom of Fig. 3.19 is corrupted by a higher level
of noise than that one in the top.
3.6 Conclusions
This chapter started with detailed description of the water signal and its
impacts on protein spectra. It was explained how the data recorded during
2D-NOESY experiments fit into the linear mixture model and how the water
signal can be detected and removed once the source and the mixing matrix
have been estimated. Furthermore, MP-BSS was presented as an elegant
tool to solve the BSS problem and its limitations with respect to 2D-NOESY
data were elucidated in various simulations. To probe its suitability to an-
alyze 2D-NOESY data MP-BSS was first applied to an artificially created
TmCSP data set. Finally, MP-BSS was also applied to remove the water
signal from real world 2D-NOESY data of the protein P11. While the water
signal was removed almost perfectly, additional noise appeared in the spec-
tra. Moreover, a large number of water sources were estimated which can be
hard to detect manually. The latter two problems will be addressed in the
next chapter.
Chapter 4
Denoising of MP-BSS data
As shown in the last chapter MP-BSS is powerful tool to remove the water
signal from 2D-NOESY data sets. However, the resulting water free spec-
tra suffer from increased noise levels which exacerbate the further analysis.
This additional noise is difficult to remove as, for instance, classical denoising
methods which average over small regions of the spectra change the shape
and the amplitude of small protein peaks unacceptably. For this reason vari-
ants of Principal Component Analysis (PCA), called local PCA and Kernel
PCA, are investigated in this section with which the spectra can be denoised
while the protein peaks remain intact. Both methods map the observed data
nonlinearly into feature spaces before classical PCA denoising is carried out.
As will be seen this projection step leads to considerably better results than
in classical PCA in which the data is analyzed in input space.
4.1 Principal Component Analysis
For convenience, the principles of PCA based denoising will be reviewed in
this section as they also play a major role in local and Kernel PCA.
4.1.1 Concept of PCA Denoising
PCA is a classic technique in statistical data analysis, feature extraction, and
data compression, stemming from the early work of Pearson [43]. The start-
ing point for PCA is an M -dimensional random vector x of which T samples
x0,x1, . . . ,xT−1 are available [32]. The task is to find a lower dimensional
(e.g. U < M dimensional) representation y of x which preserves as much of
the variance of x as possible.
The idea is illustrated in Fig. 4.1. In the left picture the crosses represent
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Figure 4.1: Denoising using linear PCA. Left: data stemming from a strictly
linear process can be fully described by their projections onto w1. Middle:
a noisy measurement of the data leads to nonvanishing projections onto w2.
Right: the data are denoised by projecting them onto the eigenvector w1
corresponding to the larger eigenvalue λ1 only.
the samples of the random vector x. Using the standard coordinate system
M = 2 coordinates (x1, x2) are needed to describe their positions. However,
a U = 1 dimensional representation of the data points can be found in the
rotated coordinate system as defined by the vectors w1 and w2. Then all
the crosses lie on the w1-axis and it is sufficient to describe their positions
by their projections onto w1 only. The lower dimensional representation y is
then one-dimensional. The criterion for the determination of w1 is that the
variance of the data points projected onto it should be maximal.
If the crosses do not lie on a straight line as depicted in the middle of
Fig. 4.1 neglecting their projections ontow2 will result in a lossy compression.
However, under all the compressions possible from a two-dimensional to a
one-dimensional representation, projecting the data points ontow1 is optimal
in the sense that it preserves the highest amount of variance of the data.
Neglecting the projections onto w2 may also lead to denoised data. Imag-
ine the crosses represent a sample of a strictly linear process such that they
should lie on a straight line as depicted in the left of Fig. 4.1. However,
as measurements are usually corrupted by white Gaussian noise, the data
points will deviate from that line, e.g. will be scattered around the w1 direc-
tion as in the middle of Fig. 4.1. Particularly note that their nonvanishing
projections onto w2 are only caused by the presence of noise. Thus, denoising
can be achieved by neglecting the projections onto w2 and considering only
projections onto w1 (see right picture of Fig. 4.1).
More formally, the first step of the PCA transform is to center the vector
x by subtracting its mean mx
x← x−mx, (4.1)
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The first component y1 of the lower dimensional representation y is then
determined as a linear combination of the elements x1, . . . , xM of the vector
x
y1 =
M∑
k=1
w¯k1xk = w
H
1 x, (4.2)
where the scalar coefficients w11, . . . , wM1, which are the elements of the
vector w1, must be chosen such that the variance of y1 is maximal. y1 is then
called the first principal component of x. It must be noted, however, that
the variance of y1 grows to the same degree as the norm of w1 such that the
additional constraint ||w1|| = 1 must be imposed. Thus, a weight vector w1
is sought which maximizes the following PCA criterion
JPCA(w1) = E{y21} = E{(wH1 x)2} = wH1 E{xxH}w1 = wH1 Rxw1 (4.3)
under the constraint ||w1|| = 1 (4.4)
whereRx denotes theM×M correlation matrix of x. Note thatRx is Hermi-
tian and positive semidefinite. It is well known from basic linear algebra that
the solution to the PCA problem is given in terms of the unit-length eigenvec-
tors e1, . . . , eM , of the matrix Rx, whereas the eigenvectors are ordered such
that the corresponding eigenvalues λ1, . . . , λM satisfy λ1 ≥ λ2 ≥ · · · ≥ λM .
The solution maximizing (4.3) is given by
w1 = e1. (4.5)
The PCA criterion JPCA in Eq. (4.3) can be generalized to m principal
components, with 1 ≤ m ≤M . Denoting by
ym = w
H
mx (4.6)
them-th principal component and bywm the corresponding unit norm weight
vector, the variance of ym is now maximized under the constraint that ym is
uncorrelated with all the previously found principal components:
E{ymyk} = E{(wHmx)(wHk x)} = wHmRxwk = 0, k < m. (4.7)
For the second principal component this leads to the constraint
wH2 Rxw1 = d1w
H
2 e1 = 0, (4.8)
as w1 = e1 and e1 is an eigenvector of Rx. This means that the unit norm
weight vector w2, which maximizes the variance E{y22} = E{(wH2 x)2}, is
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Data: M × T observation matrix X
Input: U (number of dominant eigenvectors considered)
Result: denoised observation matrix Xdenoised
begin1
X← X−mX1⊤T where mX = 1TX1T ;2
RX =
1
T−1
XXH ;3
EVD: RXE = EΛ;4
Form Ered = {eij}1≤i≤M,1≤j≤U from E = {eij}1≤i,j≤M ;56
Xdenoised = Ered((Ered)HX) +mX1
⊤
T ;7
end8
Algorithm 3: Denoising based on PCA. The projection step
(Eq. (4.11)), the coordinate transform (Eq. (4.13)) and the step in
which the mean is added (Eq. (4.14)) are combined in the last step
of the algorithm.
sought in the subspace orthogonal to the first eigenvector ofRx. The solution
is given by
w2 = e2. (4.9)
Likewise, recursively it follows that
wk = ek (4.10)
and the k-th principal component is given by
yk = e
H
k x, 1 ≤ k ≤ m. (4.11)
Furthermore, from the result that the principal component basis vectors
wi are eigenvectors ei of Rx it follows that
E{y2k} = E{eHk xxHek} = eHk Rxek = λk. (4.12)
Thus, the variances of the principal components are given by the eigenvalues
of Rx. In other words, the first U (U ∈ {1, . . . ,M}) principal components
carry more variance than any other of the M − U alternative orthogonal
directions. In data denoising it is usually assumed that the principal compo-
nents corresponding to large eigenvalues represent the signal while principal
components related with small eigenvalues carry noise. Denoising is thus
achieved by projecting the data onto the U ≤ M dominant eigenvectors
(i.e. the eigenvectors e1, e2, . . . , eU related with the U largest eigenvalues)
while projections onto the remaining ones are neglected.
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The principal components yk (k = 1, 2, . . . , U), which form the vector y,
are related with the coordinate system spanned by the eigenvectors ek of the
correlation matrix Rx. Hence, y must be transformed back to the coordinate
system in which the original vector x was described. This is achieved by
y← Eredy (4.13)
where Ered denotes the M × U -matrix having the dominant eigenvectors
e1, e2, . . . , eU , in its columns. Eventually, the mean mx must be added again
to the denoised vectors in the last step of the PCA procedure:
y← y +mx (4.14)
Finally, note that in real life experiments the expectation E{.} appearing
in the above formulas must be estimated from the samples x0,x1, . . . ,xT−1,
of the random vector x. If these samples constitute the columns of the
observation matrixX the PCA algorithm as summarized in Alg. 3 is obtained.
4.1.2 PCA Denoising of P11 Spectra
Following the procedure outlined in the last section PCA was used to denoise
the water free P11 spectra obtained by MP-BSS (cf. Sec. 3.5.2). For this
purpose, the mean
mXˆprotein =
1
2048
Xˆprotein12048 (4.15)
was subtracted from the water free observations stored in the 128 × 2048-
matrix Xˆprotein (cf. Eq (3.47)):
Xˆprotein ← Xˆprotein −mXˆprotein1⊤2048 (4.16)
For this centered data matrix the 128× 128-correlation matrix
RXˆprotein =
1
2047
Xˆprotein(Xˆprotein)H (4.17)
was computed and its eigenvalue decomposition
RXˆproteinE = EΛ (4.18)
was determined. Here, E was an orthonormal matrix having the eigenvectors
em, m = 1, 2, . . . , 128, in its columns and Λ denoted a diagonal matrix with
the corresponding eigenvalues λ1 ≥ λ2 ≥ . . . ≥ λ128 on its diagonal. Denois-
ing was achieved by projecting Xˆprotein onto U = 10 dominant eigenvectors
only
Xˆdenoised = Ered(Ered)HXˆprotein, (4.19)
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whereasEred denoted the 128×10 matrix having the eigenvectors e1, e2, . . . , e10
in its column and the 128× 2048-matrix Xˆdenoised contained the centered de-
noised signals in its rows. In this step∑10
u=1 λu∑128
m=1 λm
· 100% ≈ 80% (4.20)
of the variance of the data remained and the missing 20% were removed in
order to denoise the spectra.
Finally, the mean was added back to Xˆdenoised according to
Xˆdenoised ← Xˆdenoised +mXˆprotein1⊤2048. (4.21)
in the last step of the denoising procedure
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Figure 4.2: Denoising of the water free P11 spectra by PCA. Top: the noisy
spectrum obtained after removing the water signal from the original P11
spectra. Bottom: the water free P11 spectrum after PCA based denoising.
Clearly, the protein peaks got modified unacceptably or totally vanished from
the spectrum.
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The result is shown in Fig. 4.2. As can be seen the noise was reduced sig-
nificantly, however, also a considerable fraction of the smaller peaks vanished
from the spectra and some of the larger peaks got distorted unacceptably.
Increasing the number of dominant eigenvectors considered in the projection
step lead to better recovered peaks but the denoising effect was then rather
marginal. Hence, it must be concluded that denoising based on standard
PCA cannot be applied to protein spectra.
4.2 Local PCA
As the PCA approach described in the last section was not suitable to reduce
the noise in the water free P11 spectra an extension to it, called local PCA
[60], was investigated. Local PCA makes use of the principles of local linear
projective noise reduction. The idea is to project noisy signals in a high-
dimensional space which will be called feature space henceforth. In this
space clusters of similar vectors are formed in which standard PCA denoising
is carried out. Afterwards the data are transformed back to input space by
inverting both clustering and embedding. As will be seen this approach is
capable of removing the additional noise from the water free P11 spectra
while keeping the protein peaks virtually untouched.
4.2.1 Concept of Local PCA Denoising
In local PCA it is assumed again that the noise can, at least locally, be mod-
elled as a white stationary Gaussian process. Signals usually come from a
deterministic or at least predictable source and can be described as a smooth
function evaluated at discrete time steps small enough to capture the char-
acteristics of the function. That implies, using a dynamical model for the
data, that the signal embedded in delayed coordinates resides within a sub-
manifold of the feature space spanned by these delayed coordinates. With
local projective denoising techniques such as local PCA the task is to detect
this signal manifold.
Note that delayed coordinates are an ideal tool for representing the signal
information as for example in the context of chaotic dynamical systems the
delayed coordinates of an observable component captures the full dynamical
system [54]. There also exists a similar result in statistics for signals with a
limited decaying memory [49].
In order to illustrate how local PCA is carried out formally assume that
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Data: Observed signal x(t) = [x(0), x(1), . . . , x(T − 1)]
Input: D (embedding dimension)
∆t (delay)
K (number of clusters)
U (number of dominant eigenvectors considered)
Result: denoised observation
xdenoised = [x(0)denoised, x(1)denoised, . . . , xdenoised(T − 1)]
begin1
Form trajectory matrix Xtr;2
K-means clustering of columns of Xtr;3
Form sub-trajectory matrix Xtrk from each cluster;4
PCA denoising of each Xtrk by Alg. 3;5
Invert clustering;6
Invert embedding;7
end8
Algorithm 4: Denoising based on local PCA.
T samples x(0), x(1), . . . , x(T − 1) of a signal x(t) 1 are available, i.e.
x(t) = [x(0), x(1), . . . , x(T − 1)]. (4.22)
This signal is embedded into a D dimensional feature space by forming a
trajectory matrix Xtr whose rows consist of D signals
xd = [x(d∆t), x(d∆t+1), . . . , x(T−1−(D−1−d)∆t)], d = 0, 1, . . . , D−1
(4.23)
which are mutually shifted by ∆t ∈ N \ {0} data points:
X
tr = [xD−1, xD−2, . . . , x0]
⊤ = (4.24)

x((D − 1)∆t) x((D − 1)∆t+ 1) x((D − 1)∆t+ 2) . . . x(T − 1)
x((D − 2)∆t) x((D − 2)∆t+ 1) x((D − 2)∆t+ 2) . . . x(T − 1−∆t)
x((D − 3)∆t) x((D − 3)∆t+ 1) x((D − 3)∆t+ 2) . . . x(T − 1− 2∆t)
...
...
...
...
x(∆t) x(∆t+ 1) x(∆t+ 2) . . . x(T − 1− (D − 2)∆t)
x(0) x(1) x(2) . . . x(T − 1− (D − 1)∆t)


1Note that in the following t denotes an abritrary discrete index and not necessarily a
time index.
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The columns
xtr(i) =


x((D − 1)∆t+ i)
x((D − 2)∆t+ i)
x((D − 3)∆t+ i)
...
x(∆t+ i)
x(i)


, 0 ≤ i ≤ T − 1− (D − 1)∆t (4.25)
of this matrix are then considered as vectors in a D dimensional space.
For local PCA these vectors are grouped by similarity into K disjoint
clusters by e.g. K-means [33]. Let
{xtr(i1,k),xtr(i2,k), . . . ,xtr(iLk,k)} (4.26)
with
ij,k ∈ {0, 1 . . . , T − 1− (D − 1)∆t}, 1 ≤ j ≤ Lk
be the set of columns of Xtr grouped into the k-th cluster (1 ≤ k ≤ K)
whereas Lk denotes the cluster size. The columns in each cluster are used to
constitute K sub-trajectory matrices
Xtrk =
[
xtr(i1,k),x
tr(i2,k), . . . ,x
tr(iLk,k)
]
(4.27)
which are analyzed one by one by PCA.
In particular, if the signal x(t) is to be denoised then each sub-trajectory
matrix undergoes the denoising procedure as described in Sec. 4.1, i.e. each
Xtrk is fed into Alg. 3 separately. After the PCA stepK denoised sub-matrices
Xdenk = [x
den(i1,k),x
den(i2,k), . . . ,x
den(iLk,k)] (4.28)
are available whose columns xden(ij,k) consist of the denoised vectors x
tr(ij,k).
Based on these matrices a new overall trajectory matrix Xden is formed by
inverting the clustering carried out in the beginning of the local PCA pro-
cedure. In detail, if the l-th column of Xtr was used to constitute the i-th
column of Xtrk then the i-th column of X
den
k forms the l-th column of X
den.
Note that Xden = {xdenpq }1≤p≤D,1≤q≤T−1−(D−1)∆t has essentially the same
structure as Xtr. This means that if
xdenoise(t) = [xdenoise(0), xdenoise(1), . . . , xdenoise(T − 1)] (4.29)
denotes the signal x(t) after denoising then the element xdenoise(t = i) con-
stitutes the elements
{xdenp,q |p ∈ {n ∈ N \ {0}|1 ≤ n ≤ D ∧ n ≥ D −
i
∆t
∧ n ≤ T − 1− i
∆t
+ 1},
q = i+ (p−D)∆t+ 1} =: Li (4.30)
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Figure 4.3: Illustration of the set Li. Consider as example a process x(t) =
[x(0), x(1), . . . , x(10)] which was embedded into a D = 3 dimensional space
using a delay of ∆t = 2. After denoising the trajectory matrixXden is formed
whose rows consist of shifted versions of the denoised signal xdenoise(t) =
[xdenoise(0), xdenoise(1), . . . , xdenoise(10)]. The elements of Xden constituting
the set L5 are displayed in blue. Note that only under optimal conditions
all elements of L5 are identical while they differ slightly in practice. Hence,
they need to be averaged in order to obtain the final denoised data point
xdenoise(5).
of Xden (see Fig. 4.3).
In practice, the elements of the set Li are usually not identical but need
to be averaged according to
xdenoise(t = i) =
1
#Li
∑
xdenp,q ∈Li
xdenp,q , (4.31)
whereas #Li denotes the number of elements of the set Li, in order to get a
good estimate of xdenoise.
Summarized three differences appear between PCA and local PCA de-
noising. First, in local PCA each recorded signal is denoised separately while
in the classical approach all observed signals are analyzed simultaneously.
Second, the signals are embedded into a higher dimensional space by means
of the concept of delayed coordinates and are clustered by similarity before
the actual PCA step is carried out. And finally, the averaging (Eq. (4.31))
at the end of the local PCA procedure helps to cancel out any noise contri-
butions which may have remained after the projection step was performed
in each cluster.
4.2.2 Selection of Parameters
One drawback of the local PCA denoising procedure described above is that
four parameters, namely the embedding dimension D, the delay ∆t, the
number of cluster K and the number U of dominant eigenvectors, need to
be tuned in order to obtain optimal results. While U can be determined
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straightforwardly, an trial an error approach is needed to find the best com-
bination of D, ∆t and K.
4.2.2.1 Determination of U
For the automatic determination of the optimal number Uopt of dominant
eigenvectors considered during the projection step a minimum description
length (MDL) [45] approach has been discussed in the literature [59]. Closer
investigations [45, 26] have shown, however, that this method often leads
to too large values of U such that the signals are not denoised sufficiently.
Hence, a different concept to estimate Uopt is proposed in the following which
is applicable if the variance varnoise of the noise in the embedded signals can
be estimated.
To illustrate this approach recall that in PCA denoising it is assumed that
the actual (noise free) signal resides in a subspace of the feature space which is
spanned by the U dominant eigenvectors. The remaining D−U eigenvectors
are supposed to span another subspace in which the noise with which the
signal was corrupted resides. Furthermore, it was shown in Eq. (4.12) that
the variance of the signal projected onto the d-th eigenvector (1 ≤ d ≤ D) is
given by the d-th largest eigenvalue λd. Altogether this means that the sum
of the D − U smallest eigenvalues equals the variance of the noise:
varnoise =
D∑
d=U+1
λd (4.32)
Hence, if an estimate of varnoise is available the optimal value Uopt of U is
that one for which the above equation is fulfilled as far as possible, i.e.
Uopt = max
{
U ∈ N
∣∣∣∣∣
D∑
d=U+1
λd ≤ varnoise
}
(4.33)
The same considerations hold in local PCA, however, Uopt must be deter-
mined separately in each cluster. Denoting by λd,k the eigenvalues determined
in the k-th cluster this leads to the set of equations
Uopt,k = max
{
U ∈ N
∣∣∣∣∣
D∑
d=U+1
λd,k ≤ varnoise
}
(4.34)
whereas Uopt,k is the optimal number of dominant eigenvectors to project
onto in the k-th cluster.
In order to elucidate how varnoise can be estimated in the case of NMR
data sets consider the water free P11 spectrum xˆprotein depicted in Fig. 4.4.
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Figure 4.4: Denotations used to describe the parameter selection process in
local PCA denoising considering as example the spectrum of P11. Shown
in blue is the P11 spectrum recorded for the shortest evolution period t1
after the water signal was removed by MP-BSS. This spectrum is denoted
by xˆprotein in the text. The peak free areas xˆproteinl = xˆ
Protein(9 ppm ≤ δ ≤
10.5 ppm) and xˆproteinr = xˆ
Protein(0.6 ppm ≤ δ ≤ −0.7 ppm) were used to
estimate the variance of the noise. Concatenated they formed the sub-signal
xˆproteinbaseline = [xˆ
protein
l , xˆ
protein
r ]. The first order polynomial fits xˆ
poly
l and xˆ
poly
r
of these two sections are shown in red and cyan, respectively. These fits
were concatenated and constituted the sub-signal xˆpoly = [xˆpolyl , xˆ
poly
r ]. Peaks
larger than τact = 7.1 · 105 (black dashed line) were used to evaluate the
impact of the denoising procedure on the peaks. They were concatenated
and formed the sub-signal xˆproteinpeak .
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Like any other t2-Fourier transformed spectra xˆ
protein contains two peak
free sections xˆproteinl = xˆ
protein(9 ppm ≤ δ ≤ 10.5 ppm) and xˆproteinr =
xˆprotein(0.6 ppm ≤ δ ≤ −0.7 ppm) at its left and right end. Ideally, these
sections should have zero variance as they ought to contain a straight base-
line only. In practice, however, a nonvanishing variance varbaseline is observed
because of the presence of noise. Thus, varnoise can be estimated as
varnoise = D varbaseline (4.35)
whereas the factor D allows for the embedding of the signal. Here, it is
assumed that the noise is stationary in the sense that its variance is constant
over the entire spectrum.
4.2.2.2 Determination of D, ∆t, and K
As described in the last section the optimal number Uopt of dominant eigen-
vectors can be determined directly by estimating the noise in the spectra.
Unfortunately, no such straightforward approach exists for the determination
of the best combination of the remaining parameters, i.e. the optimal values
for the embedding dimension D, the delay ∆t and the number of clusters K
must be found by trial and error.
In order to compare the results obtained for various sets of these pa-
rameters a quantitative performance measure is needed which allows for the
following two features: first, the noise reduction must be measured and sec-
ond, any unwanted impacts of the denoising procedure onto the peaks must
be quantized.
For the noise estimation a similar approach as in Sec. 4.2.2.1 is made in
the sense that only the two peak free sections at the left and right end of the
noisy and the denoised spectrum are considered. As a first step the peak-free
sections xˆproteinr and xˆ
protein
l of the noisy spectrum are fitted one by one by a
first order polynomial function
fpoly(t) = P1t+ P0 (4.36)
which best describes the data in the least squares sense. The resulting fits,
which will be denoted by xˆpolyr and xˆ
poly
l , respectively, in the sequel, are
assumed to represent the theoretical baseline which would be have been
observed if the spectrum was not corrupted by noise. Hence, the differ-
ence between these fits and the corresponding peak-free sections xˆdenoisedl
and xˆdenoisedr , respectively, of the denoised spectrum can be used to estimate
the remaining level of noise.
More formally, let xˆdenoisedbaseline = [xˆ
denoised
l , xˆ
denoised
r ] be the concatenation of
the two peak-free sections of the denoised signal and let xˆpoly = [xˆpolyl , xˆ
poly
r ]
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denote the subsignal combining the two polynomial fits. The noise in the
spectrum can then be quantized by means of the signal to noise ratio
SNRnoise = SNR(xˆ
poly, xˆdenoisedbaseline ). (4.37)
Note, that in these steps as well as in the remainder of this section only the
real part of the spectrum is considered.
In order to investigate the impact of the denoising procedure onto the
peaks the following approach is carried out. First, the peaks are defined
formally as the parts of the noisy spectrum which have an amplitude larger
than a user defined threshold τact (see Fig. 4.4). These parts are concatenated
to constitute the sub-signal xˆproteinpeak = [xˆ
protein
peak (0), xˆ
protein
peak (1), . . . , xˆ
protein
peak (L−
1)], 1 ≤ L ≤ T . After denoising, the same areas of the denoised spectrum
are used to constitute the sub-signal xˆdenoisedpeak = [xˆ
denoised
peak (0), xˆ
denoised
peak (1), . . . ,
xˆdenoisedpeak (L− 1)].
Based on these two sub-signals the SNR(xˆproteinpeak , xˆ
denoised
peak ) could now be
used to quantify the impact of the denoising procedure onto the actual sig-
nals. However, it must be noted that two reasons may lead to differences
between xˆproteinpeak and xˆ
denoised
peak . On the one hand, the differences may simply
originate from the fact that the noise was removed from xˆproteinpeak . Obviously,
such deviations are welcome and should not be penalized by the performance
measure. On the other hand, the applied denoising procedure may also have
lead to further distortions in the signal, e.g. some of the peaks in an NMR
spectrum may have disappeared entirely or may have changed their shape or
amplitude considerably. Such changes are bothersome and should hence be
sensed by the performance measure. Thus, a performance measure is needed
which can distinguish between unwanted and desired modifications of the
denoised spectrum.
This problem can be addressed by disregarding differences between xˆproteinpeak
and xˆdenoisedpeak in the computation of SNR(xˆ
protein
peak , xˆ
denoised
peak ) which are smaller
than the maximum amplitude nmax of the noise in the noisy spectrum. In
the case of NMR data nmax is determined as the maximal difference between
the two peak-free sections at the left and right end of the noisy spectrum
and the corresponding polynomial fits:
nmax = max(|xˆproteinbaseline − xˆpoly|). (4.38)
where xˆproteinbaseline = [xˆ
protein
l , xˆ
protein
r ].
This value is then subtracted from the differences between xˆproteinpeak and
xˆdenoisedpeak before the SNR is computed. Formally, this leads to the performance
measure
SNRsignal = 20 log10
||xˆproteinpeak ||
||g(∆xˆpeak)|| [dB] (4.39)
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Parameter Start value Increment End value
D 10 10 100
∆t 1 1 5
K 10 10 100
Table 4.1: The start and end values of the parameters D, ∆t and K as well
as the step size in which they were incremented throughout the local PCA
denoising procedure of P11.
where ∆xˆpeak := xˆ
protein
peak − xˆdenoisedpeak ,
g(∆xˆpeak) = [g(∆xˆpeak(0)), g(∆xˆpeak(1)), . . . , g(∆xˆpeak(L− 1))]
and
g(∆xˆpeak(l)) =
{
sgn(∆xˆpeak(l))(|∆xˆpeak(l)| − nmax) for |∆xˆpeak(l)| > nmax
0 else
(4.40)
Thus, SNRsignal considers only those differences between xˆ
protein
peak and xˆ
denoised
peak
which cannot be explained by the removal of noise.
4.2.3 Local PCA Denoising of P11 Spectra
The local PCA denoising procedure described above was used to remove the
noise from the water free P11 spectra (see Fig. 4.4) whereas the parameters
shown in Tab. 4.1 were used. In order to estimate the variance of the noise the
peak-free sections xˆproteinl = xˆ
protein(9 ppm ≤ δ ≤ 10.5 ppm) and xˆproteinr =
xˆprotein(−0.6 ppm ≤ δ ≤ −0.7 ppm) were considered whereas xˆprotein denotes
the first row of XˆProtein (cf. Eq.(3.47)). Concatenated these two sections were
524 data points long and constituted the signal xˆproteinbaseline = [xˆ
protein
l , xˆ
protein
r ] =
[xˆproteinbaseline(0), xˆ
protein
baseline(1), . . . , xˆ
protein
baseline(523)]. This signal was used to estimate
the variance of the noise in the spectrum whereas a value of varbaseline =
1.54 · 1010 was obtained. Although this value was large enough to remove
the noise from the peak-free areas xˆproteinl and xˆ
protein
r it turned out to be too
small to sufficiently denoise the center, i.e. the section 4.5 ppm < δ < 7.5 ppm
which was formerly occupied by the water signal. Hence, a three times larger
value of varbaseline = 4.62 · 1010 was used throughout the experiments.
Altogether, the P11 spectrum was denoised 500 times by local PCA
(Alg. 4) whereas the individual parameters listed in Tab. 4.1 were used.
In this process the number Uopt,k of dominant eigenvectors considered during
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the projection step in each cluster was determined according to
Uopt,k = max
{
U ∈ N
∣∣∣∣∣
D∑
d=U+1
λd,k ≤ 4.62 · 1010
}
(4.41)
In order to compare quantitatively how well the noise was removed from
the resulting 500 denoised spectra the polynomial fits of xˆproteinl and xˆ
protein
r
had to be determined. For the fit of xˆproteinl the coefficients P1 and P0 in
Eq. 4.36 were set to 80 and −4.5 · 105, respectively, while for xˆproteinr P1 = 90
and P0 = −6.3 · 105 were used. These fits were concatenated to form the
sub-signal xˆpoly which was inserted together with xˆdenoisedbaseline into
SNRnoise = SNR(xˆ
poly, xˆdenoisedbaseline ) (4.42)
in order to quantify the remaining noise in the spectrum.
Furthermore, it was determined how far the local PCA denoising proce-
dure affected the actual peaks. For this purpose, signals larger than τact =
7.1 · 105 were considered and concatenated in order to form the subsignal
xˆproteinpeak which consisted of 331 data points (see Fig. 4.4). After denoising,
the corresponding signals were used to constitute the 331 data points long
subsignal xˆdenoisedpeak . Furthermore, the largest amplitude of the noise was
estimated by determining the largest difference between xˆpoly and xˆproteinbaseline
whereas a value of nmax = 3.7 · 105 was obtained. The difference signal
∆xˆpeak = xˆ
protein
peak − xˆdenoisedpeak was computed and inserted together with xˆproteinpeak
and nmax into Eq. 4.39 to determine SNRsignal.
The results are summarized in Fig. 4.5. As can be seen good denoising
results (i.e. large SNRnoise and SNRbaseline values) were only obtained if at
least K = 30 clusters were used. For K < 30 the number of clusters was
too small to separate unresembling parts of the spectrum. For instance, for
K > 30 clusters appeared which contained only the baseline at the left of the
spectrum (i.e. xˆproteinl ) while for smaller K’s no such clear separation between
peak-free and peak containing areas was observed.
However, for K > 50 the values of SNRnoise were decreasing again. This
is not surprising as in such cases the number of cluster members in each
cluster became small such that single outliers sufficed to distort the estimates
made during the PCA procedure significantly.
Concerning the embedding dimension it was observed that for larger val-
ues of D SNRnoise increased at the expense of SNRsignal. Quite the opposite
observation was made for increasing delays ∆t which lead to better SNRsignal
values but at the same time to worse SNRnoise’s (see Fig. 4.6).
Obviously, it was hard to tell from the plot in Fig. 4.5 which combination
of the parameters K, D, and ∆t lead to an optimal result, i.e. to both a high
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Figure 4.5: Results of the local PCA denoising procedure of P11. Altogether,
500 experiments were carried out. Top: the parameters used in the individual
experiments plotted over the experiment numbers. Bottom: SNRnoise,q and
SNRsignal,q, 1 ≤ q ≤ 500, as obtained for the parameter sets shown above
(also plotted over the experiment numbers).
86 CHAPTER 4. DENOISING OF MP-BSS DATA
5 10 15 20 25 30 35 40 45 50 55 60 65 70 75 80 85 90 95 100
0
5
10
15
20
25
30
35
40
45
 
 
exp. nr.
d
B
re
sp
.
d
at
a
p
oi
n
ts
∆t [data points]
SNRnoise,q [dB]
SNRsignal,q [dB]
Figure 4.6: Dependence of SNRnoise,q and SNRq,signal on the delay ∆t for
the first 100 experiments. Obviously, SNRdenoised increased for larger ∆t’s
at the expense of SNRnoise. The same behavior was observed in the other
400 experiments, however, sometimes the correlation was less obvious.
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Figure 4.7: The rearranged values SNRnoise,p and SNRsignal,p. The best
compromise between a large SNRnoise,p and an acceptable SNRsignal,p is
achieved for p103 (see also Fig. 4.8).
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Figure 4.8: Comparison between the water free P11 spectrum before (top)
and after local PCA denoising (bottom). Obviously, the noise got removed
significantly while even small peaks remained undistorted in the denoised
spectrum. For local PCA the parameters K = 40, D = 10, and ∆t = 3 were
used.
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SNRnoise and at the same time to an acceptable SNRsignal. For this reason, a
permutation p1, p2, . . . , p500 of the experiment numbers q = 1, 2, . . . , 500 was
determined for which the individual SNRnoise,q values computed throughout
the 500 experiments were arranged in descending order, i.e.
SNRnoise,p1 ≤ SNRnoise,p2 ≤ . . . ≤ SNRnoise,p500 (4.43)
The same permutation was used to sort the individual SNRsignal,q values
whereupon both performance measures were plotted in Fig. 4.7. As can be
seen, a good compromise between SNRsingal,153 = 37 dB and
SNRnoise,153 = 24 dB was obtained for experiment number p103 = 153, for
which the parameter set K = 40, D = 10, and ∆t = 3 was used.
For comparison SNRnoise values were also computed for the original spec-
trum (as shown in the top of Fig. 3.16) as well as for the noisy water free
P11 spectrum whereas values of 32 dB and 11 dB were obtained, respec-
tively. These values show that local PCA denoising succeeded in reducing
the noise contribution in the water free P11 spectra considerably even if the
high value computed for the original spectrum could not be reached.
The denoised spectrum is also shown in Fig. 4.8. Clearly, the noise got
removed significantly and in contrast to standard PCA denoising even small
peaks were well-conserved.
Hence, it may be concluded that local PCA is an eligible method to re-
move the noise from t2-Fourier transformed NMR spectra. The optimal num-
ber of dominant eigenvectors used during the PCA step can be estimated well
a priori while optimal values for the number of clusters K, the embedding
dimension D and the delay ∆t must be determined by trial and error. Note,
however, that local PCA denoising is a rapid procedure such that the 500
experiments described above took less than 15 minutes of computation time
on a normal PC. Together with the proposed performance measures which
quantize the obtained results this means that the optimal parameter sets can
be determined readily.
4.3 Kernel PCA
Another extension to standard PCA as described in Sec. 4.1 is Kernel PCA
[51, 38], a procedure in which the observed data is first mapped into a possibly
high dimensional feature space by a nonlinear mapping before the eigenvec-
tors and eigenvalues are computed. In fact, the nonlinear mapping is not
carried out explicitly, though, as all necessary operations conducted in fea-
ture space can be expressed in terms of the input space vectors by means of
positive definite kernel functions. This so-called kernel trick can generally be
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Figure 4.9: Nonlinear PCA: Sample data stemming from a nonlinear process
are nonlinearly mapped to a high dimensional feature space where linear
PCA based denoising is then applied. In feature space, the mapped data
points are assumed to show a more linear structure and projections onto
more eigenvectors may be considered than in input space.
applied to all algorithms which are solely expressed in terms of dot products,
i.e. which do not use the variables themselves explicitly.
Historically, the Kernel trick was already discussed in the literature in
the 1960s [2], however, little use of it was made until the 1990s when Vapnik
applied it to generalize Support Vector machines [58]. Nowadays, it is a
popular method to adapt algorithms which were originally devised to solve
linear problems to nonlinear settings [37, 24, 3, 27].
4.3.1 Concept of Kernel PCA
4.3.1.1 Nonlinear PCA
Generally, two advantages are attributed to kernel PCA in comparison to
its classical counterpart. On the one hand mapping the data into a higher
dimensional feature space allows the computation of more eigenvectors such
that e.g. in denoising tasks a better separation between the sub-spaces con-
taining the actual signal and the noise, respectively, can be expected. On
the other hand it is assumed that the mapped data can be better represented
by the eigensystem computed in feature space if an appropriate non-linear
mapping is used.
Fig. 4.9 sketches the idea. In the left of Fig. 4.9 the crosses represent T
noisy samples xt of the nonlinear process indicated by the solid line. The
problem being two-dimensional only two eigenvectors can be determined by
PCA. Following the PCA based denoising procedure presented in Sec. 4.1 pro-
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jections onto the eigenvector corresponding to the smaller eigenvalue would
be neglected and only the projection onto the eigenvector related with the
larger eigenvalue would be considered. But projecting a curved line onto
one eigenvector only results in a straight line such that after denoising the
nonlinear process would appear to be linear.
The basic idea of nonlinear PCA is to map the data first by a nonlinear
mapping Φ to a high dimensional feature space where linear PCA is then
performed (see right of Fig. 4.9). This leads to two advantages. On the
one hand, if an eligible feature map Φ can be found the data should show
a more linear structure in feature space than in input space. On the other
hand, with the feature space being high dimensional, more eigenvectors can
be determined than in input space. So e.g. the projections onto the first two
eigenvectors in the right of Fig. 4.9 could be used to describe the linear and
any remaining nonlinear structure of the mapped data while the projection
onto the third eigenvector corresponding to the smallest eigenvalue can be
neglected in order to reduce noise. After denoising in feature space the data
is finally mapped back to input space.
Formally, the first step of nonlinear PCA is to map the input space data
xt ∈ X , t = 0, 1, . . . , T − 1, by a nonlinear feature map Φ to feature space H
[51]:
Φ : X → H (4.44)
x 7→ Φ(x). (4.45)
Here, H is a dot product space of arbitrary large dimension.
In analogy to linear PCA, nonlinear PCA now boils down to the eigen-
value decomposition of the feature space correlation matrix which is esti-
mated from the mapped samples Φ(xt), t = 0, 1, . . . , T − 1, as
CΦ(x) ≈ 1
T − 1
T−1∑
t=0
Φ(xt)Φ(xt)
⊤, (4.46)
where, for simplicity, the Φ(xt)’s are assumed to be centered in feature space.
In other words, the eigenvalue problem
λkvk = CΦ(x)vk, k = 0, 1, . . . , F − 1 (4.47)
for λk 6= 0 must be solved in feature space H whereas F denotes the fea-
ture space dimension. Note that the solutions vk lie in the span of Φ(x0),
Φ(x1), . . ., Φ(xT−1) as
λkvk = CΦ(x)vk =
1
T − 1
T−1∑
t=0
〈Φ(xt),vk〉Φ(xt), (4.48)
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where 〈., .〉 denotes the dot product in H. This has two useful consequences.
First, instead of Eq. (4.47) the following set of equations may be considered:
λk〈Φ(xt),vk〉 = 〈Φ(xt),Cvk〉 for all t = 0, 1, ..., T − 1. (4.49)
Second, there exist coefficients atk, (t = 0, 1, ..., T − 1) such that
vk =
T−1∑
t=0
atkΦ(xt). (4.50)
Combining Eq. (4.50) and Eq. (4.49) leads to
λk
T−1∑
t=0
atk〈Φ(xn),Φ(xt)〉 =
1
T − 1
T−1∑
t=0
atk
〈
Φ(xn),
T−1∑
u=0
Φ(xu)〈Φ(xu),Φ(xt)〉
〉
(4.51)
for all n = 0, 1, ..., T−1. By defining the T×T Gram matrixK with elements
Ktu = 〈Φ(xt),Φ(xu)〉, 0 ≤ t, u ≤ T − 1 (4.52)
Eq. (4.51) can be simplified to
(T − 1)λkKak = K2ak, (4.53)
where ak denotes the column vector with entries a1k, . . . , aTk.
Eq. (4.53) may seem to be hard to tackle at first glance, however, it
was shown in [51] that its solutions can be determined by solving the dual
problem
(T − 1)λkak = Kak (4.54)
for nonzero eigenvalues λk, i.e. by computing the eigenvalue decomposition
of the matrix K whereas the eigenvectors ak are assumed to be orthonormal.
Inserting the ak’s into Eq. (4.50) actually leads to the desired eigensystem
of CΦ(x), however, an additional normalization step is still needed to assure
that the vk’s have unit norm. The corresponding normalization condition
can be found readily as
1
!
= 〈vk,vk〉 =
T−1∑
t,u=0
atkauk〈Φ(xt),Φ(xu)〉 =
T−1∑
t,u=0
atkaukKtu = 〈ak, Kak〉
= (T − 1)λk〈ak, ak〉. (4.55)
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such that the eigenvectors ak of K must be divided by
√
(T − 1)λk before
they can be inserted into Eq. (4.50).
Once the principal axes vk have been determined in feature space H the
nonlinear principal components ψk of a mapped data point Φ(x) can be
computed as in classical PCA (cf. Eq. (4.11)), i.e.
ψk = 〈vk,Φ(x)〉 =
T−1∑
t=0
atk〈Φ(xt),Φ(x)〉 (4.56)
4.3.1.2 Centering in Feature Space
So far, it has been assumed that the mapped vectorsΦ(xt), t = 0, 1, . . . , T−1
are centered in feature space while in practice their mean usually differs from
zero. However, the derivations made in the last section hold analogously if
instead of the Φ(xt)’s the centered counterparts
Φ˜(xt) := Φ(xt)− 1
T
T−1∑
t=0
Φ(xt) (4.57)
are inserted into the above equations. In particular, Eq. (4.54), in which the
eigensystem of the feature space vectors is actually determined, is replaced
by the eigenvalue problem
(T − 1)λ˜ka˜k = K˜a˜k (4.58)
whereas K˜ is the Gram matrix of the centered feature space vectors with
elements
K˜tu = 〈Φ˜(xt), Φ˜(xu)〉. (4.59)
Straightforward calculations [51] show that K˜ can be derived from K by
K˜ = K− ITK−KIT + ITKIT (4.60)
whereas IT is a T × T matrix whose elements equal all 1/T .
After the eigenvalue problem Eq. (4.58) has been solved the eigenvectors
v˜k as well as the nonlinear principal components ψ˜k of a test point Φ(x) can
be determined as described in the last section, i.e.
v˜k =
T−1∑
t=0
a˜tkΦ˜(xt) (4.61)
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and
ψ˜k = 〈v˜k, Φ˜(x)〉 =
T−1∑
t=0
a˜tk〈Φ˜(xt), Φ˜(x)〉 =
Eq. (4.57)
=
T−1∑
t=0
a˜tk
{
〈Φ(xt),Φ(x)〉 − 1
T
T−1∑
u=0
〈Φ(xt),Φ(xu)〉
− 1
T
T−1∑
w=0
〈Φ(xw),Φ(x)〉 + 1
T 2
T−1∑
u=0
T−1∑
w=0
〈Φ(xu),Φ(xw)〉
}
, (4.62)
respectively. Note that in Eq. (4.62) it is assumed that the mapped vector
Φ(x) has the same distribution as the Φ(xt)’s which were used to determine
the principal axes such that
Φ˜(x) = Φ(x)−
T−1∑
u=0
Φ(xu) (4.63)
can be used.
4.3.1.3 Kernel Trick
The nonlinear PCA procedure described so far essentially consisted of two
steps: first, the data had to be mapped to feature space by the nonlin-
ear function Φ where, second, standard PCA was carried out. The explicit
mapping of the input vectors xt, can be circumvented, however, if so-called
positive definite kernel functions are used advantageously. These functions
are defined as follows:
Definition 12 (positive definite kernel [47]). Let X be a nonempty set. A
function k : X ×X → R which for all T ∈ N and all x0,x1...,xT−1 ∈ X gives
rise to a positive definite Gram matrix K with elements Ktu = k(xt,xu),
t, u = 0, 1, . . . , T − 1, is called a positive definite kernel.
Positive definite kernels have the appealing property that they compute
dot products between mapped vectors Φ(xt) and Φ(xu) in terms of the cor-
responding input space vectors xt and xu, respectively, as outlined by the
following theorem:
Theorem 5 (kernel induced feature space). Let X be a topological space and
let k be a continuous positive definite kernel on X ×X . There exists a Hilbert
space H and a continuous mapping Φ : X → H such that for all xt,xu ∈ X
k(xt,xu) = 〈Φ(xt),Φ(xu)〉. (4.64)
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Data: Samples x0,x1, . . . ,xT−1
Input: Positive definite kernel k(xt,xu), test point x.
Result: Nonlinear principal components ψ˜ = [ψ˜0, ψ˜1, . . . , ψ˜F−1] of x
begin1
Compute kernel matrix K with Ku,t = k(xu,xt);2
Compute centered kernel matrix K˜ = K− ITK−KIT + ITKIT ;3
EVD of K˜: (T − 1)λ˜ka˜k = K˜a˜k;4
Normalize a˜k: a˜k ← 1(T−1)λ˜k a˜k;5
Compute nonlinear principle components ψ˜k of x:6
7
ψ˜k =
T−1∑
t=0
a˜tk
{
k(xt,x)− 1
T
(
T∑
u=0
k(xt,xu)−
T−1∑
w=0
k(xw,x)
)
+
1
T 2
T−1∑
u,w=0
k(xu,xw)
}
;
end8
Algorithm 5: Kernel PCA algorithm obtained by replacing the dot
products 〈xi,xj〉 in Eq. (4.52) and Eq. (4.62), respectively, by a positive
definite kernel function k(xi,xj).
Theo. 5 is a short form of Mercer’s theorem of functional analysis which
deals with positive definite kernels in the context of integral operators. For a
more detailed discussion of Mercer’s theorem the interested reader is referred
to [47, 14, 16, 39].
For feature space algorithms, in which the mapped input space vectors
Φ(xt) only appear in dot products, Theo. 5 has the useful consequence that
an explicit mapping of the input space vectors to feature space becomes
superfluous. However, instead of searching for an eligible feature map Φ an
appropriate kernel function must be found now. Often, the replacement of
feature space dot products 〈Φ(xt),Φ(xu)〉 by kernel functions k(xt,x′u) is
referred to as the kernel trick.
Obviously, this trick can be applied to the nonlinear PCA procedure
described above as in it the variables appear only in terms of dot products
(cf. Eq. (4.59) in connection with Eq. (4.60) and Eq. (4.52), Eq. (4.62)).
Thus, the kernelized nonlinear PCA procedure as outlined in Alg. 5 can be
formulated.
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4.3.2 Kernel PCA Denoising and the Pre-Image Prob-
lem
Certainly, one of the most important questions arising in Kernel PCA is
which of the infinitely many positive definite kernels is eligible for solving a
particular problem. For denoising purposes the Gaussian kernel
kG(xt,xu) = exp
(
−||xt − xu||
2
2σ2
)
(4.65)
is usually selected which owes most of its popularity to the fact that in the
feature space induced by it vectors Φ(xt) and Φ(xu) are linearly independent
for all xt 6= xu, i.e. the corresponding feature space is infinite dimensional.
In practice, this means that if T samples are available the kernel matrix K˜
will be of size T ×T such that T eigenvalues and corresponding eigenvectors
can be determined. In most applications, T will exceed the input space
dimension M considerably such that in feature space a better separation
between eigenvectors carrying the actual signal and eigenvectors carrying
noise can be expected. Denoising in feature space is achieved again as in the
case of PCA or local PCA by projecting the mapped vectors Φ˜(xt) onto the
U ≤ T dominant eigenvectors only:
Φ˜(xt)
denoised =
U−1∑
u=0
ψ˜uv˜u =
U−1∑
u=0
ψ˜u
T−1∑
t=0
a˜tuΦ˜(xt) =
T−1∑
t=0
btΦ˜(xt) (4.66)
where bt =
∑U−1
u=0 ψ˜ua˜tu.
As a last step of the kernel PCA denoising procedure, the vectors
Φ˜(xt)
denoised have to be mapped back from feature space to input space in
order to obtain the actual denoised signals xdenoisedt . In this step the problem
arises that the denoised feature space vectors Φ˜(xt)
denoised may not have an
exact pre-image in input space, i.e. no vector z in input space exists for which
Φ(z) = (Φ(xt))
denoised holds strictly.
The cause for this problem becomes obvious by reconsidering Eq. (4.66) in
which it is shown that the denoised vector Φ˜(xt)
denoised is a linear combination
of the mapped (centered) input space vectors Φ˜(xt). Although the mapped
vectors Φ(xt) apparently have a pre-image in input space this does not hold
necessarily for linear combinations of them as is illustrated in Fig. 4.10 in
which the Gaussian kernel kG is considered as example. Loosely speaking,
the Gaussian kernel maps each input space vector xt to a Gaussian bump
centered at xt and Φ˜(xt)
denoised consists of a linear combination of all those
bumps. However, it is well-known that no Gaussian function exists which
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Figure 4.10: Illustration of the effect of the Gaussian kernel. The input space
vectors xt are mapped to Gaussian bumps k(xt, .). The denoised vectors (not
shown) consist of linear combinations of these bumps and have no pre-image
in input space (see text).
equals a linear combination of Gaussians centered at different points and
hence no exact pre-image of Φ˜(xt)
denoised exists in input space.
The problem can be addressed by searching for approximate pre-images
of Φ˜(xt)
denoised in input space. For this purpose, several approaches have
been discussed in the literature [38, 5, 50, 36] of which the two most popular
ones will be discussed and compared in the following.
4.3.2.1 Approximate Pre-Images by Minimum Feature Space Dis-
tance
One way to solve the pre-image problem approximately is to search for an
input space vector z ∈ X whose centered mapped feature space image Φ˜(z)
is as close to the denoised vector Φ˜(xt)
denoised as possible. Formally, this
leads to the optimization problem [50]
minimize f(z) := ||Φ˜(z)− Φ˜(xt)denoised||2 w.r.t. z (4.67)
with Φ˜(z) = Φ(z) − 1
T
∑T−1
t=0 Φ(xt). In the following, this problem will be
solved by gradient descent in which z is updated according to
z← z− γ df(z)
dz
, γ ∈ R+ \ {0}. (4.68)
In this procedure, the optimal γ will be determined by line search.
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Data: expansion coefficients bu of Φ˜(xt)
denoised, number of samples T
Input: thresholds ǫLS, ǫgrad ∈ R+
Result: pre-image z of Φ(xi)
denoised
begin1
Initialize z = xt;2
repeat3
zold = z;4
Compute df(z)
z
(cf. Eq. (4.71));5
Initialize A,B at random such that gA ≤ 0 ∧ gB ≥ 0;6
Compute gA+B
2
(cf. Eqs. (4.73), (4.74));7
while |gA+B
2
| > ǫLS do8
if gA+B
2
< 0 then9
A← A+B
2
;10
else11
B ← A+B
2
;12
end13
end14
γ = A+B
2
;15
z← z− γ df(z)
dz
;16
until ||zold − z|| ≤ ǫgrad ;17
end18
Algorithm 6: Determination of approximate pre-images by gradient
descent in combination with line search.
To start with note that for the Gaussian kernel kG (see Eq. (4.65)) f(z)
can be expressed as
f(z) = − 1
T
T−1∑
t=0
kG(z,xt)−
T−1∑
u=0
bu
{
kG(z,xu)− 1
T
T−1∑
w=0
kG(z,xw)
}
+C (4.69)
where C is a constant independent of z (see App. B).
By making use of
dkG
dz
=
d
dz
exp
(
−||z− x||
2
2σ2
)
= − 1
σ2
kG(z− x) (4.70)
4.3. KERNEL PCA 99
the gradient of f(z) is obtained readily as
df(z)
dz
=
1
Tσ2
T−1∑
t=0
kG(z,xt)(z− xt)
+
1
σ2
T−1∑
u=0
bu
{
kG(z,xu)(z− xu)− 1
T
T−1∑
w=0
kG(z,xw)(z− xw)
}
(4.71)
Furthermore, the optimal γ is needed for which f
(
z− γ df(z)
dz
)
reaches its
minimum. For this purpose the gradient
gA :=
d
dγ
f
(
z− γ df(z)
dz
)∣∣∣∣
γ=A
(4.72)
has to be computed if the optimal γ is to be found by means of line search.
After some lengthy but straightforward calculations gA can be expressed as
follows for the Gaussian kernel kG:
gA =
1
T
T−1∑
t=0
DA(z,xt)−
T−1∑
u=0
bu
{
DA(z,xu)− 1
T
T−1∑
w=0
DA(z,xw)
}
(4.73)
with
DA(z,x) :=
1
σ2
kG
(
z− γ df(z)
dz
,x
)
·
(〈
z,
df(z)
dz
〉
− γ
〈
df(z)
dz
,
df(z)
dz
〉
−
〈
df(z)
dz
,x
〉)
(4.74)
Based on gA the optimal value of γ can be determined by line search as
follows: first, two scalars A,B ∈ R with A < B are chosen such that gA < 0
and gB > 0 holds, i.e. A is left and B is right of the minimum to be found.
Next, gA+B
2
is computed. If gA+B
2
> 0 then B is set to A+B
2
while otherwise A
is updated by A+B
2
. This procedure is repeated until gA+B
2
becomes smaller
than a user defined threshold ǫLS close to zero. Once this threshold is reached
γ is set to the current value of A+B
2
.
After the gradient of f(z) and the optimal γ have been computed z is
updated according to Eq. (4.68) and the entire procedure is reiterated until
the changes in z become negligible (see Alg. 6).
It turns out that the proposed method is sensitive to the initialization
of z in the beginning of the gradient descent method. In particular, if z is
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initialized such that it is far away from the actual pre-image the procedure
often converges prematurely. Hence, it is proposed in [38] to initialize z
with the input space vector to be denoised (i.e. with xt if the pre-image of
Φ˜(xt)
denoised is to be determined) as this vector should be spatially close to
its denoised counterpart.
4.3.2.2 Approximate Pre-Images by Metric Multidimensional Scal-
ing
Apart from iterative methods devised to map denoised feature space vectors
Φ˜(xt)
denoised back to input space another popular approach [36] (see Alg. 7)
is found in the literature in which the pre-image problem is solved by making
use of concepts stemming from metric multidimensional scaling (MDS) [35].
In this approach squared feature space distances dΦt (Φ(xi)
denoised,Φ(xt))
between Φ(xi)
denoised and the mapped input space vectors Φ(xt) are com-
puted first and then transferred to squared input space distances dt(x
denoised,
xt) between the pre-image and the input space vectors xt. Based on these
dt’s the approximate pre-image is determined as that input space vector z for
which the distance constraints in input space are fulfilled as far as possible.
Note that often no z can be found that strictly satisfies all distance con-
straints as usually no exact pre-image of Φ(xi)
denoised exists in input space.
Feature Space Distances. As a first step of the metric MDS procedure
the squared feature space distances
dΦt (Φ(xi)
denoised,Φ(xt)) = ||Φ(xi)denoised −Φ(xt)||2 =
=〈Φ(xi)denoised,Φ(xi)denoised〉 − 2〈Φ(xi)denoised,Φ(xt)〉+ 〈Φ(xt),Φ(xt)〉
(4.75)
between the denoised feature space vector Φ(xi)
denoised = Φ˜(xi)
denoised +
1
T
∑T−1
t=0 Φ(xt) and the mapped input space vectors Φ(xt), i, t = 0, 1, . . . , T −
1, have to be determined.
After inserting Eq. (4.66) in the above equation the kernel trick is applied
again such that the individual summands can be expressed as follows:
〈Φ(xi)denoised,Φ(xi)denoised〉 = b⊤Kb+ 2
T
b⊤K1T +
1
T 2
1⊤TK1T
〈Φ(xi)denoised,Φ(xt)〉 = b⊤kt + 1
T
1⊤T kt
〈Φ(xt),Φ(xt)〉 = k(xt,xt) (4.76)
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Data: expansion coefficients b of Φ(xi)
denoised
samples xt
kernel matrix K
number of samples T
Input: L: number of next neighbors
Result: pre-image z of Φ(xi)
denoised
begin1
Compute feature space distances dΦt (cf. Eq. (4.75), Eqs. (4.76));2
Select L nearest neighbors Φ(xli), i = 0, 1, . . . , L− 1, of3
Φ(xi)
denoised;
Determine input space distance constraints d = [dl0 , dl1 , . . . , dlL−1 ]
⊤
4
(cf. Eq. (4.79));
Form Xneigh = [xl0 ,xl1 , . . . ,xlL−1 ] ;5
SVD: XneighH = EΛV
⊤ = EG with H = IL − 1L1L1⊤L ;6
Form d0 = [||g0||2, ||g1||2, . . . , ||gL−1||2]⊤ where gi is i-th column of7
G;
Determine pre-image: z˜ = −1
2
ΛV⊤(d− d0);8
Return to input space: z = Ez˜+ 1
L
∑L−1
i=0 xli ;9
end10
Algorithm 7: Determination of approximate pre-images by metric
MDS for the Gaussian kernel.
whereas the vector b = [b0, b1, . . . , bT−1]
⊤ consists of the expansion coeffi-
cients of Φ˜(xt)
denoised (cf. Eq. (4.66)) and kt denotes the t− th column of the
kernel matrix K.
Input Space distances. Once the squared feature space distances dΦt have
been obtained the corresponding input space distances between the actual
pre-image and the vectors xt, t = 0, 1, . . . , T − 1, need to be computed. In
order to show how the feature space distances are related with their input
space counterparts assume for the moment that an exact pre-image z of
Φ(xi)
denoised exists in input space. In this case the squared feature space
distance dΦt between Φ(z) and Φ(xt) reads
dΦt = ||Φ(z)−Φ(xt)||2 = 〈Φ(z),Φ(z)〉 − 2〈Φ(z),Φ(xt)〉+ 〈Φ(xt),Φ(xt)〉.
(4.77)
Replacing the dot products in the above equation by the Gaussian kernel kG
leads to
dΦt = 2− 2 exp
(
− dt
2σ2
)
(4.78)
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as kG(x,x) = 1. Here, dt = ||z − xt||2 denotes the squared input space
distance between the pre-image and the input space vector xt. Obviously, dt
is determined by
dt = −2σ2 ln
(
1
2
(2− dΦt )
)
. (4.79)
Approximate Pre-Image Determination. Next, a vector z is sought in
input space which fulfills the distance constraints dt, t = 0, 1, . . . , T − 1, as
far as possible. It turns out, however, that poor results are obtained if all T
constraints are considered such that usually only the distances between z and
the pre-images of the L < T nearest feature space neighbors of Φ(xi)
denoised
are taken into account. Note that similar strategies are used in locally linear
embedding [46] where only the local neighborhood structure needs to be
preserved and in metric MDS [15] in which smaller dissimilarities are given
more weight.
In order to determine an approximate pre-image z which best meets the
L distance constraints in the least-square sense a relation devised by Gower
[23] will be used below. For this relation the pre-images xl0 ,xl1 , . . . ,xlL−1 of
the L nearest feature space neighbors of Φ(xi)
denoised need are centered and
a new coordinate system is defined in their span.
More formally, the L vectors xli ∈ RM are used to constitute the columns
of the M × L neighbor matrix Xneigh. In the following it will be convenient
to describe the centering of the xli ’s by means of the L× L matrix
H = IL − 1
L
1L1
⊤
L (4.80)
whereas IL denotes the L×L identity matrix. With this matrix centered xli ’s
are obtained byHX⊤neigh, i.e. the column sums ofHX
⊤
neigh are zero. Assuming
that the xli span a Q dimensional space the singular value decomposition
(SVD)
XneighH = EΛV
⊤ = EG (4.81)
of the M × L matrix (HX⊤neigh)⊤ = XneighH can be determined whereas
the columns ej constituting the M × Q matrix E = [e0, e1, . . . , eQ−1] are
orthonormal and G = [g0,g1, . . . ,gL−1] is an Q× L matrix with columns gi
being the projections of xli onto the ej’s.
Thus, the squared distances of the xli ’s to the origin (i.e. to their cen-
troid) equal ||gi||2. These distances are collected into the vector d0 =
[||g0||2, ||g1||2, . . . , ||gL−1||2]⊤.
Let d = [dl0 , dl1 , . . . , dlL−1]
⊤ be the vector containing the L distances
between the pre-image and its L neighbors as determined in Eq. (4.79). Based
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on d0 and d the approximate pre-image which best satisfies the distance
constraints d in the least squares sense can be determined according to Gower
[23] (see also [36]) as
z˜ = −1
2
ΛV⊤(d− d0). (4.82)
However, z˜ is still expressed in terms of the coordinate system spanned by
the xli . Hence, it must be transformed back to input space by
z = Ez˜+
1
L
L−1∑
i=0
xli (4.83)
in order to obtain the actual pre-image of Φ(xi)
denoised.
Note that for the simulations and experiments described below the im-
plementation of the metric MDS pre-image method provided by the “The
Spider” toolbox [1] was used.
4.3.3 Kernel PCA Denoising of P11 Spectra
Before Kernel PCA could be applied to denoise water free P11 spectra the
general question had to be answered which kind of overall denoising strat-
egy should be used. Furthermore, a befitting value of the width σ of the
Gaussian kernel had to be determined together with the optimal number U
of dominant eigenvectors to project onto. Furthermore, the two pre-image
algorithms presented in the last section had to be compared. The results of
these investigations will be presented in this section.
4.3.3.1 Overall Denoising Strategy
Generally, two different approaches can be pursued when real world NMR
data are to be denoised by means of Kernel PCA. On the one hand all
the spectra recorded during the NMR experiment can be denoised collec-
tively, i.e. an analogues procedure as in standard PCA is carried out. In
detail this means that the columns of the (water-free) data matrix Xˆprotein
(cf. Eq. (3.47)) are fed as samples x0,x1, . . . ,xT−1 into the Kernel PCA al-
gorithm (cf. Alg. 5) on which the denoising procedure is based.
On the other hand the individual rows of Xˆprotein can be denoised one
by one as in local PCA. For this approach a trajectory matrix Xˆtr (see
Eq. (4.2.1)) is formed for each row of Xˆprotein and the columns of Xˆtr are fed
as the samples xt into the Kernel PCA algorithm. In this case, the procedure
has to be repeated M times if M different spectra were recorded during the
2D-NOESY experiment.
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Data: M × 2048 matrix Xˆprotein
Input: Embedding:
D: number of delay
∆t: delay
Kernel PCA:
σ: width of Gaussian kernel
U : number of dominant eigenvectors
Pre-image problem:
L: number of next neighbors
Result: Xˆdenoised: denoised matrix Xˆprotein
begin1
for m = 0, 1, . . . ,M do2
for l = 1, 2, . . . , 4 do3
Form subsegment: xˆseg(t) = [xˆseg(0), xˆseg(1), . . . , xˆseg(511)]4
= {Xˆproteinij }i=m, j=512(l−1),512(l−1)+1,...,512l−1 ;
Form D × (512−D∆t) trajectory matrix5
Xˆtr = [xˆtr0 , xˆ
tr
1 , . . . , xˆ
tr
511−D∆t] from xˆ
seg ;
Denoising by Kernel PCA6
→ Φ˜(xˆtrt ), t = 0, 1, . . . , 511−D∆t ;
Determine pre-image zˆt of Φ˜(xˆ
tr
t ), t = 0, 1, . . . , 511−D∆t ;7
Form matrix Xˆden = [zˆ0, zˆ1, . . . , zˆ511−D∆t] ;8
Constitute9
xˆdenoised(t) = [xˆdenoised(0), xˆdenoised(1), . . . , xˆdenoised(511)]
from Xˆden by inverting the embedding ;
{Xˆdenoisedij }i=m, j=512(l−1),512(l−1)+1,...,512l−1 = xˆdenoised(t) ;10
end11
end12
end13
Algorithm 8: Overall strategy applied in Kernel PCA denoising of
NMR spectra which consist of 2048 data points. Each of theM spectra
is divided into four 512 data points long subsegments (line 4) in order
to avoid numerical instabilities in the EVD of the kernel matrix. These
subsegments are embedded into a D dimensional space (line 5). The
columns of the resulting trajectory matrix are fed into the Kernel PCA
algorithm for denoising (line 6). After the pre-image has been deter-
mined (line 7) the embedding is inverted (lines 8, 9) and the denoised
signal is used to constitute the rows of the matrix Xˆdenoised (line 10).
4.3. KERNEL PCA 105
In the experiments carried out in this investigation it turned out that
the second approach is better suited to denoise NMR spectra than the first
one. In particular, if the columns of the matrix Xˆprotein were fed into the
kernel PCA algorithm a significant reduction of noise always came along
with unacceptable distortions of the smaller peaks. Hence, the combination
of embedding and Kernel PCA is recommended for NMR spectra.
Furthermore, numerical problems may occur when Kernel PCA is used
to denoise NMR spectra as these usually consist of 2048 data points. The
latter means that the kernel matrix K (see Eq. (4.52)) is of size 2048× 2048
such that numerical instabilities have to be expected when its eigenvalue
decomposition is computed. Hence, the spectra were divided into four sub-
segments of size 512 data points (see Fig. 4.11) and each of these segments
was provided separately to the Kernel PCA procedure. Together with the
embedding approach this lead to the overall denoising strategy outlined in
Alg. 8.
4.3.3.2 Choice of Pre-Image Algorithm
When Kernel PCA denoising is to be applied to a new problem it is gener-
ally hard to anticipate which of the two pre-image algorithms presented above
will lead to better results. The iterative method presented in Sec. 4.3.2.1,
for instance, has the advantage that it is virtually free of critical parameters
as the thresholds ǫLS and ǫgrad only appear in the termination conditions of
the algorithm. Hence, setting them to small enough values should guarantee
good results. However, as any other gradient descent based method the iter-
ative approach is prone to get stuck in local minima and may thus converge
prematurely. In contrast, no convergence problems exist in the MDS based
method (Sec. 4.3.2.2), however, the optimal number L of distance constraints
needs to be set a priori.
It turned out that the convergence problem is severer than finding an
optimal L when NMR spectra are to be denoised by Kernel PCA. To illustrate
this the water free P11 spectrum depicted in the top of Fig. 4.11 was denoised
by Kernel PCA in combination with the iterative pre-image method. For this
purpose, the spectrum was divided into four subsegments of length 512 data
points and each subsegment was used to form a trajectory matrix consisting
of D = 11 delayed signals shifted by ∆t = 1 data points. These trajectory
matrices were fed one by one into the Kernel PCA algorithm whereas a
Gaussian kernel of width σ = 5 · 105 was used. For denoising the data were
projected onto the U = 4 dominant eigenvectors only and the pre-images
were determined by gradient descent whereas the thresholds ǫLS = 10
−20
and ǫgrad = 10
−10 were used. Finally, the embedding was inverted such that
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Figure 4.11: Deceptive result of the iterative pre-image algorithm. Top: the
water free P11 spectrum obtained by MP-BSS plotted over data points in-
stead of the chemical shift. Horizontal grid lines separate the 512 data points
long segments which where denoised one by one by means of Kernel PCA.
Bottom: the denoised spectrum obtained by Kernel PCA in combination
with the iterative pre-image approach. The noise was only removed from the
baseline but not from the peaks (see also Fig. 4.12).
the denoised spectrum shown in the bottom of Fig. 4.11 was obtained.
At first glance, the denoising procedure seemed to have succeeded as a
smooth baseline together with well preserved peaks was observed. A closer
inspection of the spectrum (see Fig. 4.12) revealed, though, that the noise
was only removed from the peak-free segments of the spectrum but not from
the peaks themselves. The latter are, however, the actual carrier of informa-
tion such that it would be more important to remove the noise from them
than from the baseline. Hence, the denoising procedure did not lead to any
significant improvements in the spectrum.
The origin of the problem lay in the particular initialization of the iter-
ative pre-image algorithm. Following the procedure outlined in Sec. 4.3.2.1
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Figure 4.12: Close-up of the denoised P11 spectrum shown in Fig. 4.11.
As can be seen the denoising procedure only affected the peak-free segment
7.34 ppm ≤ δ ≤ 7.45 ppm of the spectrum but did not denoise the peaks.
the noisy input space vectors were used to initialize the gradient descent al-
gorithm in the hope to start from a point in search space which was already
close to the actual pre-image such that the risk of getting stuck in a local
minimum could be reduced.
Note, however, that if inappropriate values for σ and U are used in the
Kernel PCA algorithm the denoised spectrum will be distorted significantly
such that, for instance, its peaks become much smaller than the ones in the
noisy spectrum. This means that the noisy vector and the corresponding de-
noised pre-image are far apart in search space such that the gradient descent
procedure is likely to converge permaturely.
Apparently, such a premature convergence occurred already at the very
beginning of the iterative pre-image method if peak-containing segments of
the P11 spectrum were denoised. Thus, the iterative pre-image just repro-
duced the noisy data but did not reveal the actual pre-images of the denoised
feature space vectors.
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Hence, the MDS based pre-image procedure is recommended if NMR
data sets are to be denoised albeit the resulting spectra hardly resembled
its noisy counterpart in the experiment at hand. However, this was not
a shortcoming of MDS based pre-imaging but was caused by the too small
value of σ = 5 ·105 which impeded a reasonable Kernel PCA of the spectrum.
Thus, MDS based pre-imaging clearly indicated ill-chosen parameters while
the iterative approach lead to deceptive results because of initialization and
premature convergence problems.
4.3.3.3 Determination of optimal parameters
As already pointed out in the last section an ill-chosen width σ of the Gaus-
sian kernel can hinder a successfull Kernel PCA denoising of NMR spectra.
This is of no surprise as e.g. for extremely small σ’s the function
kG(xt,xu) = exp
(
−||xt − xu||
2
2σ2
)
, t, u = 0, 1, . . . , T − 1 (4.84)
vanishes for t 6= u such that the resulting kernel matrix K resembles the
identity matrix. In contrast, a too large value of σ leads to a matrix K
whose elements consist of ones only. Obviously, the kernel matrix cannot
represent the structure of the data in these cases such that a σ is needed
which is far away from both extremes.
A good way to determine such a σ for NMR spectra was to require that
the denominator in Eq. (4.84) should equal the average squared distance
between the noisy input space vectors. In detail, this average was computed
as follows: first, the entire 1D spectrum to be denoised was embedded into a
D dimensional space whereas a delay of ∆t was used. In this step the same
values of D and ∆t were used as later on when the 512 data points long
subsegments of the spectrum underwent the denoising procedure. Let Xˆtr =
[xˆtr0 , xˆ
tr
1 , . . . , xˆ
tr
T−1−D∆t] be the trajectory matrix obtained by embedding the
entire 1D spectrum. σ was then set such that the average squared distance
between the xˆtrt equalled 2σ
2, i.e.
σ =
√√√√1
2
1
T −D∆t
T−1−D∆t∑
t,u=0
||xˆtrt − xˆtru ||2 (4.85)
The resulting value was kept fixed throughout the denoising of all four sub-
segments in which the entire spectrum was divided. Note, however, that a
new σ was computed for each of the 1D spectra recorded in a 2D-NOESY
experiment.
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Figure 4.13: Determination of optimal U and L. Top: the parameter sets
of U and L plotted over the experiment numbers. Bottom: the performance
measures SNRsignal and SNRnoise plotted over the experiment numbers.
The best compromise between a relatively low SNRnoise and a quite large
SNRsignal were obtained in experiment 20 in which U = 4 dominant eigen-
vectors as well as L = 57 next neighbors were considered.
In this context it should be mentioned that Kernel PCA denoising proce-
dure seemed to be quite robust against the particular choice of the embedding
parameters D and ∆t. For NMR spectra good results were obtained if these
two parameters were set to D = 10 and ∆t = 1, respectively. However, in-
creasing e.g. D to 20 lead to virtually identical results if all other parameters
were kept fixed (e.g. the differences of the denoised spectra for D = 10 and
D = 20 were in the range of 104, a value which is negligible compared to the
maximal peak amplitudes of about 11 · 106).
In contrast, the number U of dominant eigenvectors considered during the
projection step of the Kernel PCA procedure as well as the number L of next
feature space neighbors used to compute the pre-image by means of metric
MDS turned out to have a stronger influence on the outcome of the denoising
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Figure 4.14: Kernel PCA denoising of the P11 spectrum recorded for the
shortest t1-time. Top: the noise water free spectrum obtained by means of
MP-BSS. Bottom: the denoised spectrum. The noise was reduced noticeably
but the peaks at about 7.3 ppm were distorted.
procedure. Unfortunately, optimal values of these two parameters could not
be found beforehand such that they had to be determined by trial and error.
For this purpose 50 experiments were carried out in which U was increased
from 2 to 10 in steps of size two and L was increased from 30 to 57 in steps of
size three. In order to quantify the results the the same performance measures
SNRsignal (cf. Eq. (4.39)) and SNRnoise (cf. Eq. (4.42)) were used as in local
PCA denoising. The results are summarized in Fig. 4.13. As expected the
signal got less distorted if more dominant eigenvectors were considered, while
at the same time, though, the denoising performance decreased. The number
of next neighbors was of less importance but there seemed to be a minor
trend that increasing L lead to better SNRnoise and SNRsignal values. Note,
however, that generally the denoised spectra were distorted significantly if
less than 15 next neighbors were used during the pre-image procedure.
Overall, the best compromise between both a high SNRnoise = 15 dB
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Parameter Value
D 10
∆t 1
U 4
L 57
σ 4.34 · 107
Table 4.2: The parameter set used in Kernel PCA denoising for which the
best result as shown in the bottom of Fig. 4.14 was obtained.
and large SNRsignal = 17 dB was obtained in experiment nr. 20 for which
U was set to four and L to 57, respectively (see Tab. 4.2 for a complete
list of parameters). The corresponding spectrum is depicted in Fig. 4.14.
Obviously, the noise was reduced noticeably and the majority of peaks (apart
those at about 7.3 ppm) remained undistorted. It must be pointed out,
though, that a much better result was obtained with the local PCA denoising
procedure (see Fig. 4.8) with which a SNRnoise of 24 dB and a SNRsignal of
37 dB was achieved.
Using the same parameters as shown in Tab. 4.2 Kernel PCA combined
with the iterative pre-image algorithm was applied to denoise the P11 spectra
for comparison. In contrast to the experiment described in Sec. 4.3.3.2 the
used value for σ was now more reasonable such that the noise was also partly
removed from the protein peaks. Still, the pre-image algorithm seemed to
have converged prematurely from time to time as approximately 10 % of the
peaks did not change their appearance at all. This lead to a better SNRsignal
value of 19 dB in comparison with the MDS pre-image method, however, the
overall noise level remained larger (SNRnoise = 14 dB). This confirms the
conclusion drawn in Sec. 4.3.3.2 that the MDS-based pre-image method is
preferable over its iterative counterpart in the context of NMR data.
4.4 Conclusions
In this chapter postprocessing algorithms were investigated which were ca-
papble of reducing the additional noise appearing in NMR spectra after the
water signal has been removed. First the principles of classical PCA de-
noising were reviewed and applied to NMR data. However, PCA lead to
unsatisfying results as especially smaller peaks in the P11 spectra got dis-
torted considerably or vanished entirely. Hence, an extension to PCA, called
local PCA, was investigated in which the data were first embedded into a
higher dimensional feature space and clustered by similarity before standard
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PCA was carried out. A drawback of local PCA was the large number of pa-
rameters which needed to be tuned in order to obtain optimal results. Hence,
procedures and performance measures were presented with which the optimal
set of parameters could be determined automatically and within reasonable
computational time.
For comparison also Kernel PCA was investigated. In this approach
the data were mapped nonlinearly into a higher dimensional feature space
whereas, however, explicit projections could be circumvented with the aid of
appropriate kernel functions. After standard PCA was carried out the de-
noised feature space vectors had to be mapped back to input space whereas
two different approaches, an iterative and an metric MDS based one were
tried. It was observed that the iterative method lead to spurious results such
that the metric MDS pre-image algorithm was recommended for NMR data.
Using the same performance measures as in local PCA the optimal parame-
ters appearing in the Kernel PCA and the MDS pre-image procedure could
be determined automatically again.
In general, it turned out that local PCA lead to better results than Kernel
PCA when it was applied to NMR data. In particular, local PCA better
removed the noise from the spectra and hardly lead to any distortions of
the protein peaks. Additionally, local PCA was computationally far less
demanding as no pre-image problem needed to be solved.
Overall, local PCA well-preserved the protein peaks and reduced the ad-
ditional noise in the protein spectra impressively. Hence, it is the method
of choice for the postprocessing of spectra which were analyzed by MP-BSS
before.
Chapter 5
BSS Combined Denoising and
Automated Water Assignment
So far the water signal has been removed from NMR spectra by the following
two step procedure: first, the recorded spectra were decomposed into pro-
tein and water related signals by BSS. The water related sources were then
removed whereas the noise level in the resulting spectra increased consider-
ably. In the second step of the proposed procedures this additional noise was
removed again by variants of PCA denoising.
This approach is reversed in the chapter at hand, i.e. now the original
spectra are denoised first before they are analyzed by BSS. For this purpose,
the algorithm dAMUSE [56] is used which elegantly comprises both the de-
noising and the BSS step in a single algorithm. For the denoising part a
similar embedding strategy is followed as in local PCA while the BSS step is
analogous to the MP-BSS procedure.
Furthermore a new algorithm called Autoassign is presented in this chap-
ter which automatizes the task of detecting water related signals in the
sources obtained by BSS. With the aid of this algorithm also the optimal
set of the parameters appearing in dAMUSE is determined. Technically, Au-
toassign estimates the water signal in the time domain by means of singular
spectrum analysis (SSA) whereupon the water related sources are detected
by an genetic algorithm (GA) based optimization procedure.
5.1 dAMUSE
In this section a variant of dAMUSE [56] is presented with which both BSS
and denoising can be performed simultaneously. Similar to the well-known
AMUSE algorithm [57] a covariance matrix and an autocovariance matrix are
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jointly diagonalized in dAMUSE, whereas, however, the observed data are
first embedded into a higher dimensional feature space by means of delayed
coordinates. After the covariance and the autocovariance matrix have been
computed in feature space their GEVD is determined by the two step EVD
procedure presented in Sec. 1.3. In this process the dimension of the problem
is reduced after the first EVD step in order to denoise the data. Eventually,
the mixing matrix is estimated by the second EVD.
A drawback of dAMUSE is that it has a filtering indeterminacy in ad-
dition to the scaling and permutation indeterminacies inherent in the BSS
problem. However, this shortcoming does not affect the water removal pro-
cedure as will be seen later on.
Note, that in the following a slight deviation from the classical dAMUSE
algorithm is made as instead of an autocorrelation matrix a correlation matrix
of filtered signals is used in analogy to the MP-BSS approach. Furthermore,
the data are Fourier transformed after they have been embedded into feature
space.
5.1.1 Embedding
Consider the linear mixture model (see also Eq. (3.6))
X = AS (5.1)
whereas X and S areM×T -matrices and A is of sizeM×M . In order to in-
crease the dimension of the problem a trajectory matrixXtrm (see Eq. (4.2.1)),
m = 1, 2, . . . ,M , is formed for each of the M rows of X. These matrices are
of size D×T − (D− 1)∆t whereas D denotes the embedding dimension and
∆t is the shift between consecutive rows of Xtrm.
In contrast to local or Kernel PCA the Xtrm’s are not analyzed one by one
but are used to constitute the overallMD×T − (D−1)∆t trajectory matrix
Xtr = [Xtr1 ,X
tr
2 , . . . ,X
tr
M ]
⊤. (5.2)
in dAMUSE.
Following the same procedure the matrix
Str = [Str1 ,S
tr
2 , . . . ,S
tr
M ]
⊤ (5.3)
is constituted whereas the Strm’s, m = 1, 2, . . . ,M , denote the individual
D× T − (D− 1)∆t trajectory matrices formed for each of the M rows of S.
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Eventually, the MD ×MD matrix
Atr =


a11ID a12ID . . . a1MID
a21ID a22ID . . . a2MID
...
...
. . .
...
aM1ID aM2ID . . . aMMID

 (5.4)
is built. Here, the aij’s denote the elements of the mixing matrix A while ID
is the D ×D identity matrix.
With these matrices the linear mixture model can be expressed in em-
bedding space (also referred to as feature space in the following) as in input
space as
Xtr = AtrStr. (5.5)
5.1.2 Estimation of Atr and Str
Essentially, the mixing matrixAtr and the source matrix Str are estimated as
in MP-BSS after the observed signals have been embedded in feature space.
For this purpose, the rows of the matrix Xtr are filtered and stored in the
matrix XtrF whereupon the MD ×MD covariance matrices
CXtr =
1
P − 1(X
tr −mXtr1⊤P )(Xtr −mXtr1⊤P )H
CXtr
F
=
1
P − 1(X
tr
F −mXtrF 1⊤P )(XtrF −mXtrF 1⊤P )H , (5.6)
with P = T − (D − 1)∆t, are computed.
Let StrF be theMD×T − (D−1)∆t-matrix obtained by filtering the rows
of Str and denote by CStr and CStr
F
the corresponding MD ×MD covari-
ance matrices computed in analogy to Eq. (5.6). Following the derivations in
Eq. (3.25) it can be shown readily that the matrix pencils (CXtr ,CXtr
F
) and
(CStr ,CStr
F
) are congruent with congruence matrix Atr. Hence, the eigenvec-
tor matrices EXtr and EStr of (CXtr ,CXtr
F
) and (CStr ,CStr
F
), respectively, are
related by
EStr = (A
tr)HEXtr (5.7)
according to Theo. 4 (see Sec. 1.3).
Assuming that the sources (i.e. the rows of the matrix S, cf. Eq. 5.1) are
uncorrelated the matrices CStr and CStr
F
are of block diagonal structure, i.e.
CStr =


CStr,11 0 . . . 0
0 CStr,22 . . . 0
...
...
. . .
...
0 0 . . . CStr,MM

 (5.8)
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and
CStr
F
=


CStr
F
,11 0 . . . 0
0 CStr
F
,22 . . . 0
...
...
. . .
...
0 0 . . . CStr
F
,MM

 (5.9)
with block matrices
CStr,mm =
1
P − 1(S
tr
m −mStrm1⊤P )(Strm −mStrm1⊤P )H (5.10)
respectively
CStr
F
,mm =
1
P − 1(S
tr
F,m −mStrF,m1⊤P )(StrF,m −mStrF,m1⊤P )H (5.11)
on their diagonal.
Accordingly, also the eigenvector matrix
EStr =


EStr,11 0 . . . 0
0 EStr,22 . . . 0
...
...
. . .
...
0 0 . . . EStr,MM

 (5.12)
of the matrix pencil (CStr ,CStr
F
) has block matrix structure whereas EStr,mm
is the D ×D eigenvector matrix of the pencil (CStr,mm,CStr
F
,mm).
Following the same approach as in MP-BSS the source matrix Strest is
estimated in dAMUSE by multiplying the observation matrix Xtr by the
Hermitian transpose EHXtr of the eigenvector matrix of the observation matrix
pencil. This leads to
Strest = E
H
XtrX = E
H
XtrAS
Eq. (5.7)
= EHStrS
tr. (5.13)
In the sequel of this section it will be shown that the rows of Strest contain
FIR-filtered versions of the original sources. In these derivations the super-
script “tr” will be omitted for simplicity, i.e. S ≡ Str, Sest ≡ Strest, ES ≡ EStr
and Eii ≡ EStr,ii will be used.
To start with the matrix Sest is divided into M blocks Sestm
Sest =


Sest1
Sest2
...
SestM

 (5.14)
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whereas the m-th submatrix is given by
Sestm =


sestm,1(0) s
est
m,1(1) . . . s
est
m,1(T − 1− (D − 1)∆t)
sestm,2(0) s
est
m,2(1) . . . s
est
m,2(T − 1− (D − 1)∆t)
...
sestm,D(0) s
est
m,D(1) . . . s
est
m,D(T − 1− (D − 1)∆t)

 . (5.15)
The source matrix S is of similar structure
S =


S1
S2
...
SM

 (5.16)
whereas the m-th block Sm consists of the trajectory matrix of the m-th
original source signal sm(t):
Sm =


sm((D − 1)∆t) sm((D − 1)∆t+ 1) . . . sm(T − 1)
sm((D − 2)∆t) sm((D − 2)∆t+ 1) . . . sm(T − 1−∆t)
...
...
...
sm(0) sm(1) . . . sm(T − 1− (D − 1)∆t)


(5.17)
Given the block diagonal structure of ES Sm and S
est are related by the
following equation
Sestm = EmmSm (5.18)
such that the n-th row of Sestm is determined by
sestm,n(t) =
D∑
k=1
(Emm)n,ksm(t+ (D − k)∆t). (5.19)
Eq. (5.19) defines a convolution operation between row m of Emm and source
signal sm. Thus, the rows of the matrix Emm can be interpreted as impulse
responses of finite impulse response (FIR) filters and the rows of the matrix
Sest contain filtered versions of the underlying sources.
In summary, the algorithm dAMUSE yields uncorrelated component sig-
nals which are filtered versions of the underlying source signals. Hence similar
to blind deconvolution methods in addition to scaling and permutation in-
determinacies there appears a filtering indeterminacy here. Likewise, the
original mixing matrix A cannot be determined up to permutation and scal-
ing indeterminacies only as ES is block diagonal in dAMUSE (cf. Eq. 5.13).
Still, the matrix Atrest := (E
H
Xtr)
−1 is often referred to as the estimated mixing
matrix in the context of dAMUSE.
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5.1.3 Denoising
As pointed out in the last section dAMUSE essentially boils down to the
GEVD of the observation matrix pencil (CXtr ,CXtr
F
) in which the eigenvector
matrixEXtr is computed. This GEVD is performed by the two step procedure
summarized in Alg. 1 whereas, however, only the U dominant eigenvectors
and corresponding eigenvalues are taken into account after the first EVD. In
other words, this means that the noise is removed from the embedded data
by PCA before the second EVD is carried out.
In detail, let
CXtr
F
= VΛVH (5.20)
be the EVD of the matrixCXtr
F
whereasV denotes theMD×MD eigenvector
matrix and Λ the corresponding MD ×MD eigenvalue matrix.
In order to denoise the data the MD × U matrix VU and the U × U
diagonal matrix ΛU are formed whereas the columns of VU consist of the U
dominant eigenvectors and the diagonal elements of ΛU are constituted by
the U largest eigenvalues, respectively.
Considering that with these two matrices CXtr
F
can be well-approximated
according to
CXtr
F
= VUΛ
1/2
U Λ
1/2
U V
H
U (5.21)
the GEVD procedure outlined in Alg. 1 can be continued. Accordingly, the
U ×MD transformation matrix
W = Λ
−1/2
U V
H
U (5.22)
is formed and the EVD
WCXtrW
HE = ED (5.23)
is computed whereas E denotes the eigenvector and D the corresponding
eigenvalue matrix.
Eventually, theMD×U eigenvector matrix EXtr and the U×U eigenvalue
matrix DXtr of the matrix pencil (CXtr ,CXtr
F
) are determined by
EXtr = VUΛ
−1/2
U E (5.24)
and
DXtr = D (5.25)
respectively.
Hence, the estimated source matrix
Strest = E
H
XtrX
tr = VUΛ
−1/2
U EX
tr (5.26)
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Data:
X: M × T observation matrix
Input:
D: number of delays
∆t: delay
U : number of dominant eigenvectors considered
Result:
Atrest: MD × U estimated mixing matrix
Strest: U × T − 1− (D − 1)∆t estimated source matrix
begin1
Form trajectory matrix Xtrm for each row of X;2
Xtr := [Xtr1 ,X
tr
2 , . . . ,X
tr
M ]
⊤;3
Form XtrF by filtering the rows of X
tr;4
Compute covariance matrices CXtr , CXtr
F
of Xtr, XtrF ;5
EVD: CXtr = VΛV
H ;6
Consider only U dominant eigenvectors: V VU , Λ ΛU ;7
W := Λ
−1/2
U V
H
U ;8
EVD: WCXtrW
HE = ED;9
Atrest = (V
UΛ
−1/2
U E)
#;10
Strest = V
UΛ
−1/2
U EX
tr;11
end12
Algorithm 9: The algorithm dAMUSE.
consists of U recovered signals only while the estimated mixing matrix
Atrest = (VUΛ
−1/2
U E)
# (5.27)
where “#” denotes the Moore-Penrose pseudoinvers, is of size MD × U .
Combined with the embedding procedure described in Sec. 5.1.1 this leads
to the dAMUSE algorithm outlined in Alg. 9
5.1.4 dAMUSE analysis of NMR spectra
In the context of data stemming from 2D-NOESY experiments the following
application of dAMUSE has proven to be successful. Based on the M × T -
matrix X whose rows contain the individual time domain signals recorded
throughout the experiment (i.e. the FIDs recorded for different evolution
times t1) the DM × T − (D − 1)∆t trajectory matrix Xtr is formed by
embedding each row of X into a D dimensional feature space whereas a delay
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of ∆t is used. This matrix is concatenated with the DM × (D−1)∆t-matrix
Z whose elements are all zero
Xtr ← [Xtr,Z] (5.28)
This zero-filling is actually not required for the dAMUSE analysis of the
spectra but it will be of advantage for the automatic assignment of water
related components presented in Sec. 5.2.
Next, the MD×T -matrix Xˆtr is computed by Fourier transforming each
row of Xtr
Xˆtr = F(Xtr) (5.29)
Once this matrix is obtained the dAMUSE algorithm is continued as
usual, i.e. the matrix XˆtrF is formed by filtering each row of Xˆ
tr in frequency
domain by a Gaussian shaped filter whereupon the estimated mixing matrix
Atrest and source matrix Sˆ
tr
est are obtained by the GEVD of the covariance
matrices CXˆtr and CXˆtr
F
(cf. Alg. 9 lines 4 et sqq.).
5.2 Automated water assignment
The procedure used in dAMUSE to remove the water signal from NMR
spectra is similar to the one outlined in Sec. 3.2. Once the mixing matrix has
been estimated the contributions of the recovered sources to the undelayed
spectrum recorded for the smallest t1 time are computed whereupon water
related sources are nilled out deliberately. The water free spectra are then
obtained by mixing the remaining sources by the estimated mixing matrix.
However, up to D times more estimated signals have to be analyzed in
dAMUSE than in standard BSS algorithms (such as MP-BSS) which do not
embed the data in a higher dimensional feature spaces. Thus, a far larger
number of signals has to be analyzed manually in order to determine the
sources belonging to the water signal. This task tends to be quite tedious
such that the algorithm Autoassign will be presented in this section which
performs the water assignment automatically.
With the aid of autoassign also the optimal set of the parameters appear-
ing in dAMUSE will be determined later on whereas similar strategies as in
local or kernel PCA denoising will be applied.
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5.2.1 Autoassign
Essentially, Autoassign consists of two steps: in the first step the water signal
appearing in the FID recorded for the shortest t1
1 is estimated by SSA. This
estimated water signal is t2-Fourier transformed and represents the target
signal for the optimization procedure carried out in the second step. In
the latter, the contributions of the individual sources to the first spectrum
are determined. Autoassign then tries to find the set of those contributions
which, when summed up, best describe the target signal.
5.2.1.1 SSA estimation of the water signal
In order to get a good estimate of the water signal with which the first FID
is corrupted singular spectrum analysis (SSA) can be used advantageously.
Generally, SSA is just another term for the PCA of the trajectory matrix of
a single signal.
Accordingly, the water signal is estimated by embedding the first FID
x1(t) into aDH2O dimensional space using the concept of delayed coordinates,
i.e. a DH2O × T − (D − 1)∆tH2O trajectory matrix Xtr1 is formed whereas T
denotes the number of data points of which the FID consists and ∆tH2O
denotes the shift between consecutive rows of Xtr1 .
This matrix is fed into the PCA algorithm Alg. 3, whereas only UH2O = 1
dominant eigenvector is considered in the projection step. The resulting
matrix, which will be denoted by XtrH2O henceforth, is a trajectory matrix
containing rough estimates of the signals stored in Xtr1 in its rows. From
this matrix the estimated water signal xH2O(t) is obtained by inverting the
embedding into delayed coordinates (this equals the last step carried out in
local PCA, see Eq. (4.30) et sqq.).
xH2O(t) contains a raw approximation of the original FID as only the most
dominant eigenvector is considered in PCA. In particular, xH2O(t) should
only consist of the dominant low frequency component which gives the FID
its basic shape.
This shape is defined by the signal originating from the water protons as
these have the highest concentration in the sample, precess at a frequency
close to zero and usually have the largest T2-time. Hence, xH2O(t) is supposed
to be a good estimate of the pure water signal which would be observed if
no proteins were present in the sample.
1In the sequel of the chapter the FID and the corresponding spectrum obtained for
the shortest evolution time t1 will be referred to as the first FID and first spectrum,
respectively.
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Data:
x1(t): first FID
Input:
DH2O: number of delays
(∆tH2O=1: delay)
(UH2O=1: number of dominant eigenvectors considered)
Result:
xˆH2O(ω): estimated water resonance
begin1
Form trajectory matrix Xtr1 of x1(t);2
Determine XtrH2O by PCA (Alg. 3 with U = UH2O = 1) of X
tr
1 ;3
Form xH2O(t) by inverting embedding of X
tr
H2O
;4
F.T.: xˆH2O(ω) = F(xH2O(t));5
end6
Algorithm 10: SSA based estimation of the water resonance. Note
that ∆tH2O = 1 and UH2O = 1 are kept fixed for the water estimation.
As a last step of the water estimation procedure (cf. Alg. 10) the t2-Fourier
transformed counterpart
xˆH2O(ω2) = F(xH2O(t)) (5.30)
of xH2O is computed. Given that T samples of the first FID are available also
the spectrum xˆH2O(ω) will consist of T data points. In the following it will
be more convenient to interpret the signal xˆH2O as an 1×T dimensional row
vector xˆH2O whose elements consist of the T samples of xˆH2O.
5.2.1.2 Assignment of water related sources
The vector xˆH2O determined above contains the water resonance as appearing
in the first spectrum. Hence, the contributions of the estimated sources to the
first spectrum are needed for the water assignment. Taking into account that
the first spectrum forms the D-th row of the matrix Xˆtr these contributions
can be computed readily as
Sˆ1st = diag(atrD,1, a
tr
D,2, . . . , a
tr
D,U)Sˆ
tr
est. (5.31)
Here, atrD,i denotes the i-th element of the D-th row of A
tr
est while the u-th
row of the U ×T -matrix Sˆ1st contains the contribution of the u-th estimated
source (i.e. the u-th row of Sˆtrest) to the first spectrum (i.e. to the D-th row
of Xˆtr).
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Parameter Value
Population size Nind 800
Individual size U variable
Nr. of subpopulations nsub 8
Individuals per subpopulation Nsub 100
Selective pressure µ 1.5
Nr. of offsprings Noff per subpopulation 100
Mutation probability pmut 0.01
Nr. of reinserted offsprings Nrein per subpopulation 20
Nr. of generations between migrations Tmig 100
Nr. of migrants per subpopulation Nmigrate 20
Table 5.1: Summary of parameters of the GA used to minimize the target
function F (cf. Eq. (5.33)).
In the following, it will be convenient to describe the assignment of the
individual sources to the water signal by means of the binary decision vector
d = [d1, d2, . . . , dU ]
⊤, whose u-th element indicates if the u-th estimated
source belongs to the water signal (du = 1) or not (du = 0).
Assuming that all sources are assigned correctly the 1× T row vector
xˆapprox = d
⊤Sˆ1st (5.32)
should equal the estimated water signal xˆH2O. Hence, the following opti-
mization problem can be formulated for the assignment of the water related
sources, or, in other words, for the determination of the optimal decision
vector d:
minimize F (d) := ||xˆH2O − xˆapprox||2 = ||xˆH2O − d⊤Sˆ1st||2 w.r.t. d. (5.33)
Apparently, the above optimization problem is discontinuous because of
the discrete structure of d and can thus not be solved by means of standard
optimization procedures such as gradient descent. Hence, a GA (see App. C)
is used for the minimization of Eq. (5.33).
5.2.1.3 GA based optimization
In the following the major characteristics of the GA used to optimize Eq. (5.33)
will be described briefly. Readers who are not familiar with the technical
terms appearing in the following are referred to App. C which offers a short
introduction into the concept of GAs.
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For a reliable minimization of the target function Eq. (5.33) a GA con-
sisting of a population of Nind = 800 individuals is used. Each individual is
made up of a 1×U binary vector d{i} = [d{i}1 , d{i}2 , . . . , d{i}U ]⊤, i = 1, 2, . . . , 800,
whereas U denotes the number of estimated sources determined by dAMUSE.
These individuals are initialized at random at the beginning of the GA op-
timization procedure and are divided into nsub = 8 subpopulations of size
Nsub = 100.
For each of the 800 individuals the target function value F (d{i}) is deter-
mined. The individuals in each subpopulation are ranked in the ascending
order of their target function values before their fitness is determined by
means of the fitness function
F
{k}
rank = 2− µ+ 2(µ− 1)
r{k,j} − 1
Nsub − 1 , k = 1, 2, . . . , 100, j = 1, 2, . . . , 8 (5.34)
whereas r{k,j} denotes the rank of the k-th individual in the j-th subpopula-
tion and µ is the selective pressure which is set to 1.5.
Based on these fitness values Noff = 100 parent individuals are selected
in each subpopulation by stochastic universal sampling (SUS) whereupon 100
offsprings are formed by uniform cross-over. During mutation each bit of the
newly created individuals is flipped with a probability pmut of 1%.
Nrein = 20 of the resulting offsprings are selected according to their fitness
by SUS and are reinserted into their corresponding subpopulation whereas
the 20 least fit individuals are replaced.
After each Tmig = 100 generations migration is carried out between the
subpopulations whereas the complete net structure scheme is used. In this
process Nmigrate = 20 emigrants are chosen by fitness based SUS in each
subpopulation which replace the least fit individuals in their new host pop-
ulations after migration.
Eventually, the GA is terminated if the best individual does not change
after Tmig = 100 generations.
Note that in the proposed GA only the size U of the individuals is adapted
while all other parameters are kept fixed no matter how many sources are
estimated by dAMUSE (see also Tab. 5.1). This may seem suprising at first
glance as usually as least the number of individuals has to be increased with
the number of parameters (i.e. the number U of elements of d) of the problem
at hand. It turns out, however, that for the usual cases in which 128 spectra
are available and in which the embedding dimension is kept at a reasonable
level (i.e. D < 4) the proposed GA always leads to the same result if it is run
several times with different initializations of the individuals. Hence, it can
be concluded that the GA converges to the global minimum of F (d) if the
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proposed parameters are used. However, the GA needs more generations to
converge if the number U of elements of d increases.
Finally, note that for the simulations and experiments described below
the “Genetic Algorithm Toolbox” [10] was used.
5.3 dAMUSE Analysis of P11 Spectra
In this section it will be shown how the water approximation determined by
SSA may be used advantageously to find the optimal values of the embedding
dimension D, the delay ∆t and the width σ of the Gaussian filter which
appear in dAMUSE. Furthermore, strategies similar to the ones developed
in the context of local and Kernel PCA denoising will be presented with
which a befitting number of dominant eigenvectors U considered after the
first EVD in dAMUSE may be estimated.
5.3.1 Water Estimate
In order to obtain a good estimate of the water signal with which the first
P11 spectrum was corrupted SSA was applied. In this procedure the first
FID was embedded into a feature space of dimension DH2O = 5, 6, . . . , 20
whereas a fixed shift of ∆tH2O = 1 was used. The 16 resulting trajectory
matrices were fed one by one into the PCA algorithm and projected onto
the most dominant eigenvector only. This lead to 16 different time domain
estimates x
{i}
approx, i = 1, 2, . . . , 16, of the water signal (see Fig. 5.1). The
Fourier transforms
xˆ{i}approx = F(x{i}approx) (5.35)
of these estimates were computed and subtracted from the first P11 spectrum.
Eventually, the resulting spectra were analyzed by visual inspection.
The best result was achieved for a DH2O = 12 dimensional feature space.
In this case the protein peaks were well preserved while the water signal was
reduced drastically (see Fig. 5.2). For smaller values of D peaks close to the
water signal vanished while for larger values the water signal became more
and more dominant. Note that the removal of the water signal by SSA did
not lead to any increase in noise in the spectrum.
5.3.2 Determination of D, ∆t, and σ
During Autoassign the sources are determined which best describe the esti-
mated water signal xˆapprox. In this process the lowest values of the target
function F are expected for cases in which dAMUSE perfectly separates the
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Figure 5.1: Water approximation by SSA. Top: the original first FID of P11
(x1) and its SSA approximation xapprox as obtained for D = 12. Bottom: the
P11-FID after the water signal was subtracted. Obviously the low frequency
component which was responsible for the FID’s basic shape was removed.
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Figure 5.2: Water signal removal by SSA. Top: the original P11 spectrum.
Bottom: the same spectrum after the water signal estimated by SSA was
removed. For the SSA procedure the water signal was embedded into a
D = 12 dimensional space.
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Figure 5.3: Quantitative comparison between results obtained by dAMUSE
for various values of the parameters σ, D, and ∆t. Top: the parameters used
in the individual experiments. Bottom: the resulting target function values
F obtained after convergence of Autoassign.
water and the protein signals. Hence, the results obtained by dAMUSE for
various sets of the parameters D, ∆t and σ can be compared quantitatively
by means of the corresponding target function values of F .
Following this approach dAMUSE was run 27 times whereas the param-
eters D, ∆t, and σ were varied as shown in Tab. 5.2 (see also top of Fig. 5.3)
and whereas always all available eigenvectors were used after the first EVD.
This lead to 27 estimated mixing matrices Atrest,i and source matrices S
tr
est,i,
i = 1, 2, . . . , 27, respectively, which were used to constitute 27 contribution
matrices Sˆ1sti according to Eq. (5.31). These matrices were fed together with
the estimated water signal xˆapprox (as determined in the preceding section)
into Autoassign. The resulting target function values obtained after the con-
vergence of Autoassign are shown in the bottom of Fig. 5.3. Note that for
each data set Autoassign was run 10 times whereas, however, always the
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Parameter Start value Increment End value
D 2 1 4
∆t 1 1 3
σ 1 1 3
Table 5.2: Values of the parameters D, ∆t, and σ used during the investiga-
tion of dAMUSE.
same sources were assigned to the water signal. This indicates that the used
GA in fact converged to the global minimum of the target function F .
As can be seen in Fig. 5.3 best results were obtained for small valuesD = 2
and ∆t = 1 of the embedding dimension and the shift, respectively, whereas
the absolute minimum was reached for σ = 3. It seemed as if F decreased
for increasing σ if D = 1 and ∆t = 1 were used. Hence, σ was also set to 4, 5
and 6 additionally, however, F slightly increased again for these values (data
not shown). Fig. 5.4 shows the spectrum corresponding to the lowest target
function value which will be referred to as xˆnoisydAMUSE henceforth. Clearly, the
water signal got reduced significantly while the noise level increased as in
MP-BSS.
In summary, this means that dAMUSE satisfactorily removed the water
signal from the P11 spectra if D = 1, ∆t = 1 and σ = 3 were used. Note,
that up to now all eigenvectors were taken into account after the first EVD
such that the noise in the spectrum increased as in MP-BSS.
5.3.3 Estimation of U
For the determination of the optimal number Uopt of dominant eigenvectors
considered after the first EVD in dAMUSE an equivalent approach as in local
PCA (cf. Sec. 4.2.2.1) is used. First, the variance of the noise is estimated
by computing the variance varbaseline of the peak-free sections at the left
and right end of the noisy spectrum xˆnoisydAMUSE (i.e. the spectrum obtained by
dAMUSE if all available eigenvectors are considered after the first EVD (see
preceding section)).
Next, dAMUSE is rerun, however, this time only a limitted number Uopt
of dominant eigenvectors is taken into account. Denoting by λ1 ≥ λ2 ≥
. . . ≥ λMD the eigenvalues of the correlation matrix CXˆtr
F
Uopt is determined
in analogy to Eq. (4.33) by
Uopt = max
{
U ∈ N
∣∣∣∣∣
MD∑
d=U+1
λd ≤MDvarbaseline
}
(5.36)
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Figure 5.4: dAMUSE analysis of P11 without denoising. Top: the origi-
nal first P11 spectrum. Bottom: the P11 spectrum after the water signal
was removed by dAMUSE and Autoassign (called xˆnoisydAMUSE in the text). In
dAMUSE D = 2, ∆t = 1 and σ = 3 were used while all U = 128 eigenvectors
were considered after the first EVD.
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i.e. the fraction of variance is removed from the data which could originate
from the noise.
This procedure was applied to the P11 spectra whereas a value varnoise =
2.4 ·1010 was estimated. It turned out, however, that this value was too large
such that in the resulting spectra smaller peaks got removed together with
the noise. Hence, a ten times smaller value had to be used for varnoise such
that eventually Uopt = 111 dominant eigenvalues were considered after the
first EVD.
The corresponding spectrum as obtained from dAMUSE is depicted in
the bottom of Fig. 5.5. As can be seen the water signal got removed and
the protein peaks were hardly affected. Using the same procedure as in local
and Kernel PCA to estimate the remaining noise in the spectrum a value
of SNRnoise = 20 dB was computed. Furthermore, the changes in the pro-
tein peaks were quantized by means of the performance measure SNRsignal
whereas the noisy signal xˆnoisedAMUSE was taken as reference. This lead to a
SNRsignal(xˆ
noise
dAMUSE, xˆ
denoised
dAMUSE)-value of 21 dB whereas xˆ
denoised
dAMUSE denotes the
denoised spectrum shown in the bottom of Fig. 5.5. Note, that this SNRsignal
value cannot be compared with the corresponding values determined in local
and Kernel PCA as these were based on another reference spectrum (i.e. the
noisy spectrum obtained from MP-BSS). A visual comparison between the
spectrum obtained by MP-BSS in combination with local PCA and the spec-
trum xˆnoisedAMUSE reveals that in both cases the water signal could be removed
while the increase in noise in the spectra was moderate. However, in the
middle of XˆnoisedAMUSE some interferences remained at the location where the
water signal resided before.
Finally, it must be pointed out that Autoassign was run 20 times in order
to analyze the sources estimated by dAMUSE. In each of these runs the
same sources were assigned to the water signal indicating that the GA with
which the target function F was minimized had in fact converged to a global
minimum.
5.4 Conclusions
In this chapter dAMUSE was presented with which both BSS and denois-
ing can be carried out simultaneously. In this algorithm the observations
are embedded into a higher dimensional feature space by means of delayed
coordinates such that a comparatively large number of estimated sources is
obtained. In order to automatically detect the water related signals among
those sources the algorithm Autoassign was presented. This algorithm is
based on a SSA estimation of the time domain water signal and on a GA for
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Figure 5.5: dAMUSE analysis of P11 whereas the dimension of the problem
was reduced after the first EVD. Top: the noisy spectrum xˆnoisydAMUSE which
was obtained by dAMUSE whereas D = 2, ∆t = 1, σ = 3 were used and all
eigenvectors were considered after the first EVD. Water related sources were
identified and removed by Autoassign. Bottom: the water free and denoised
P11 spectrum. The same values of D, ∆t and σ were used as above, however,
only 111 dominant eigenvectors were taken into account after the first EVD.
The noise got removed considerably and the peaks were well-preserved.
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the assignment task. Usually, one drawback of GAs is the large number of
parameters which need to be tuned, though, a fixed parameter set could be
found for Autoassign.
Based on the SSA water estimation the optimal values for the parameters
D, ∆t and σ could be found. Furthermore, the number of dominant eigen-
vectors to be considered after the first EVD in dAMUSE could be estimated
at least approximately. For these optimal parameters dAMUSE removed the
water signal satisfactorily while the increase in noise in the resulting spectra
was rather marginal.
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Chapter 6
Water Removal by SSA
So far linear BSS was applied to remove the water signal from NMR spectra.
The motivation for this approach was on the one hand that the data recorded
in 2D-NOESY experiments fit theoretically into the linear mixture model.
On the other hand at least MP-BSS leads to results which are unique up
to minor scaling and permutation indeterminacies. Hence, MP-BSS seems
to be preferable over PCA based approaches with which e.g. the mixing
matrix A can only be recovered up to a unitary matrix in addition to the
indeterminacies inherent in the BSS model.
However, it was also shown in Sec. 3.4.1 that MP-BSS fails to separate
protein and water signals which overlap significantly as in such cases the
uncorrelatedness assumption of the underlying sources is violated. Further-
more, the water-free spectrum obtained by subtracting the SSA estimate of
the water resonance (see Fig. 5.2) only showed negligible remnants of the
water signal and did not suffer from increased noise. Hence, the removal of
the water signal by SSA will be investigated in this section and the obtained
results will be compared with those achieved by MP-BSS combined with local
and Kernel PCA, respectively, and by dAMUSE.
6.1 SSA Compared to MP-BSS and dAMUSE
In this section the results obtained by MP-BSS in combination with local
and Kernel PCA, respectively, dAMUSE and SSA are compared considering
as example the P11 data set. As was already shown in previous sections all
of these approaches were capable of removing the water signal while keeping
most of the protein peaks unaltered.
A closer inspection of the water free spectra revealed, however, that SSA
best preserved the protein peaks residing in the immediate vicinity of the
135
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Figure 6.1: Close-up of the first P11 spectrum after the water signal was
removed by SSA (upper left), MP-BSS + local PCA (upper right), MP-BSS
+ Kernel PCA (lower left), dAMUSE (lower right). Shown is the region
right of the water resonance. The red lines represent the spectrum after the
removal of the water signal while the blue lines show the original spectrum
for comparison. Obviously, the peaks in the immediate vicinity of the water
signal were best preserved by SSA. In particular, all of the other methods
totally removed the protein peak at about 4.45 ppm.
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water resonance. This region of the water free spectra as obtained by the
various approaches is shown in Fig. 6.1. As can be seen SSA reproduced the
protein peaks well for δ < 4.6 ppm but lead to a flatter baseline in comparison
with the original spectrum. Thus the peaks in the region 4 ppm < δ <
4.6 ppm should be easier to analyze after the water signal estimated by SSA
(cf. Alg. 10, Sec. 5.2.1.1) has been subtracted.
In comparison, MP-BSS combined with local PCA denoising could not
recover any protein signals left of the relatively large protein peak at 4.3 ppm.
Furthermore, also the smaller protein peak at about 4.05 ppm got distorted
significantly.
This peak was better recovered if the spectra obtained by MP-BSS were
denoised by Kernel PCA. However, also in this case no protein peaks were
left in the region 4.3 ppm < δ < 4.6 ppm. dAMUSE lead to a similar result,
though, the peak at about 4.05 ppm got distorted again.
In summary, these observations indicate that SSA is better suited to
remove the water signal from NMR spectra than the BSS based approaches.
This may seem surprising as SSA is based on a single EVD while MP-BSS
and dAMUSE jointly diagonalize two correlation matrices. However, MP-
BSS and dAMUSE are based on the assumption that the underlying sources
are uncorrelated, a constraint which is violated if the water and the protein
peaks overlap.
Apparently, the BSS based approaches are more sensitive to such over-
lapping signals than the simulations presented in Sec. 3.4.1 suggested. In
particular it cannot be expected that signals which are totally hidden by
the water resonance may be recovered by means of BSS in real life experi-
ments albeit this was possible when the water signal was removed from the
artificially created TmCSP spectra (see Sec. 3.5.1). This difference between
real life and artificial data is attributed to additional violations of the linear
mixture model (see Sec. 3.4.2) which exacerbate a clear separation of water
and protein peaks.
Moreover, SSA has the advantage that the spectra need not be denoised
after the water signal has been removed. Accordingly, only one parameter,
namely the embedding dimension DH2O, needs to be tuned in order to obtain
optimal results by SSA as the delay ∆tH2O = 1 and the number UH2O = 1 of
dominant eigenvectors considered can be kept fixed in Alg. 10. Note that in
the following the subscript “H2O” will be dropped for simplicity.
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Figure 6.2: The first spectrum of the RAS-binding domain of the protein
RalGEF.
6.2 SSA applied to RalGEF data
In order to investigate its robustness the SSA approach was applied to remove
the water signal from further NMR data sets. To start with the spectrum of
the RAS-binding domain of the protein RalGEF was analyzed. This domain
consists of 87 amino acids and is located at the C-terminus of RalGEF.
For further information about RalGEF and the function of its RAS-binding
domain the interested reader is referred to [18].
As can be seen in Fig. 6.2 also the spectrum of the RAS-binding domain
was corrupted by a dominant water signal which distorted the baseline signif-
icantly. This water signal was approximated in time domain by SSA whereas
an embedding dimension of D = 30 was used. Subtracting the estimated
signal from the recorded FID followed by a t2-Fourier transform lead to the
water free spectrum shown in the bottom of Fig. 6.3. As can be seen the
protein peaks were not affected by the SSA procedure while the water signal
vanished almost completely.
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Figure 6.3: Comparison of the spectrum of the RAS-binding domain be-
fore and after the water signal was removed. Top: close-up of the original
spectrum. Bottom: the same spectrum after the water signal was removed.
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Figure 6.4: Close-up of the RAS-binding domain spectrum before (xorg) and
after (xSSA) the water signal was removed. Even peaks overlapping signif-
icantly with the water signal (e.g. at about δ = 4.6 ppm or δ = 5 ppm)
remained in the spectrum.
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Figure 6.5: The spectrum first spectrum of HPr.
Furthermore, a closer inspection of the region formerly occupied by the
water signal showed that even protein peaks which overlapped noticeably
with the water resonance before remained in the spectrum (see Fig. 6.4).
Thus, it may be concluded that SSA successfully removed the water signal
from the RAS-binding domain spectrum.
6.3 SSA applied to HPr data
Similarly good results as in the case of P11 and the RAS-binding domain were
achieved when the water signal was removed by SSA from spectra recorded
during an investigation of the Histidine containing phospho-carrier protein
(HPr). As can be seen in Fig. 6.5 the water signal was hardly suppressed
experimentally such that the corresponding peak was at least 35 times larger
than the largest protein peak. Still, the water signal could be estimated well
in time domain whereas an embedding dimension of D = 60 was used. The
obtained estimate was subtracted from the original FID and the resulting
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time domain signal was t2-Fourier transformed.
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Figure 6.6: Comparison of the HPr spectrum before (top) and after (bottom)
the water signal was removed by SSA. The water resonance disappeared
almost completely while the protein peaks did not get distorted.
As can be seen in Fig. 6.6 and Fig. 6.7 the water resonance could be
removed again while even protein peaks overlapping with it remained in the
spectrum. Thus, SSA water removal approach was also applied successfully
to HPr data.
6.4 SSA applied to TmCSP data
Eventually, SSA was also applied to real life spectra of the protein TmCSP.
Note that the back-computed spectra of this protein were already used in
Sec. 3.5.1 to evaluate the capacities of MP-BSS. Fig. 6.8 shows the recorded
spectrum which was corrupted again by a dominant water peak. As before
SSA was used to remove this peak by approximating the water signal in time
domain whereas the embedding dimension D was set to 30. The obtained
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Figure 6.7: Close-up of the segment of the HPr-spectrum in which the water
resonance resided. xorg denotes the recorded spectrum whereas xSSA denotes
the spectrum after the water signal was removed with the aid of SSA. Even
protein peaks overlapping with the water signal (e.g. at about δ = 4.6 ppm)
remained in the spectrum.
water estimate was subtracted from the recorded FID and the resulting signal
was t2-Fourier transformed. Fig. 6.9 and Fig. 6.10 show the result.
Again, the water signal was widely removed and protein peaks overlapping
the water signal were well preserved.
Eventually, also the water free 2D-NOESY spectrum of TmCSP was com-
puted. For this purpose the water peak got removed from each of the 512
spectra recorded in the experiment. This means that the water signal was
estimated by SSA for each of the 512 corresponding FIDs separately whereas
always the same embedding dimension D = 30 was used. Subtracting the
water estimates from the FIDs followed by a full t2- and t1-Fourier transforms
lead to the 2D-NOESY spectrum shown in the right of Fig. 6.11.
In the left of Fig. 6.11 the original 2D-spectrum is depicted for compar-
ison. In it a dominant cross like structure with bars at ω1, ω2 ≈ 4.8 ppm
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Figure 6.8: The measured TmCSP spectrum.
appeared which originated from the water protons. After the water signal
was removed (see right of Fig. 6.11) the vertical bar disappeared entirely and
only small remnants of the horizontal bar remained.
The close-up of the region 8.00 pmm ≤ ω1 ≤ 9.50 ppm, 3.85 pmm ≤ ω2 ≤
5.00 ppm which is depicted in Fig. 6.12 further illustrates the full capacity
of the SSA approach. In the left of Fig. 6.12 the close-up of the original
spectrum is shown in which some of the protein peaks (indicated by the
black arrows) can hardly be identified because of the water signal. These
peaks became clearly visible after the water signal was removed (see right of
Fig. 6.12) by SSA.
6.5 Conclusions
This section dealt with the removal of the water resonance from NMR spectra
by means of SSA. Compared with the methods presented in previous chapters
it turned out that SSA lead to better results as it preserved more of the
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Figure 6.9: Comparison of the TmCSP spectrum before (top) and after (bot-
tom) the water signal was removed by SSA. The water resonance disappeared
almost completely while the protein peaks were not affected.
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Figure 6.10: Close-up of the segment of the TmCSP-spectrum in which the
water resonance resided. xorg denotes the recorded spectrum whereas xSSA
denotes the spectrum after the water signal was removed with the aid of
SSA. Even protein peaks overlapping with the water signal remained in the
spectrum. This becomes particularly obvious in the area right of the water
signal.
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Figure 6.11: The 2D-NOESY-spectrum before (left) and after (right) the
water signal was removed by means of SSA. Horizontal axis: ω2. Vertical
axis: ω1. Both axes are in units of ppm.
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Figure 6.12: Close-up of the 2D-NOESY spectrum of TmCSP. Left: the
original spectrum. Some of the peaks are hard to identify because they are
partly overlapped by the water signal. Right: the spectrum after the removal
of the water signal. The peaks formerly hidden by the water signal are now
clearly visible.
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protein peaks located in the immediate vicinity of the water resonance and
as it did not lead to increased noise in the water free spectra. Seen from
a practical point of view SSA had the advantage that only one paramter,
namely the embedding dimension, needed to be tuned while the delay ∆t and
the number U of dominant eigenvectors considered in the PCA step could be
kept fixed regardless of the particular spectrum under investigation.
The robustness of the SSA approach was proved by applying it to the
spectra of four different proteins. In all these cases the water signal could
be removed almost perfectly while the protein peaks remained virtually un-
altered in the spectra. For the protein TmCSP a complete water free 2D
spectrum was computed in which protein peaks formelly hidden by the wa-
ter signal became clearly visible.
In summary SSA is an efficient, robust, and easy to use method to remove
the water signal from NMR spectra which outperformes the other approaches
presented in this thesis.
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Chapter 7
Conclusions
In this thesis various approaches have been presented with which the water
resonance could be removed from protein 1H-NMR spectra. In the beginning
the basics of 2D-NMR spectroscopy were reviewed and the origin as well
as the main features of the water resonance were discussed. Based on this
introductory chapter it was shown that the data recorded in 2D-NOESY
experiments could be described by the linear mixture model such that blind
source separation methods appeared to be suitable to remove the water signal
from NMR spectra.
For the BSS task the algorithm MP-BSS was chosen as an earlier study
[53] indicated that it outperforms other BSS algorithms in the context of
NMR data. Investigations using artificially generated data revealed that MP-
BSS lead to better results when it was applied to t2-Fourier transformed data
than when it was used in time domain. Furthermore, the robustness of MP-
BSS was analyzed with respect to deviations from the linear mixture model
and to violations of the uncorrelatedness assumptions on which the algorithm
is based. Eventually, MP-BSS was applied to real world P11 spectra whereas
the water signal could be removed only at the expense of additional noise in
the resulting spectra.
In order to remove this noise two PCA based denoising strategies, namely
local and Kernel PCA, were investigated and compared. In these studies per-
formance measures were introduced with which the optimal sets of param-
eters appearing in the two algorithms could be determined. It turned out
that local PCA lead to better results than Kernel PCA and was principally
easier to apply and more time-efficient.
Moreover, the algorithm dAMUSE was used to remove the water sig-
nal from NMR data. dAMUSE had the advantage that it comprised both
BSS and denoising in a single algorithm. Again, performance measures were
developed with which the optimal set of parameters could be determined.
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Compared with MP-BSS combined with local PCA dAMUSE lead to similar
results, i.e. it also succeeded in removing the water signal while the level of
additional noise in the resulting spectra was moderate.
Together with dAMUSE the algorithm Autoassign was proposed. The
latter represented a convenient tool with which the sources obtained by
dAMUSE could be grouped automatically into water and protein related
clusters. In Autoassign a GA was used to minimize the suggested target
function. For this GA a fixed set of parameters could be found which guar-
anteed convergence to the global minimum within reasonable computational
time.
Eventually, a SSA based approach was used to remove the water signal
from NMR spectra. This method outperformed MP-BSS as well as dAMUSE
in several aspects. First, even protein peaks residing in the immediate vicin-
ity of the water resonance remained in the spectrum after SSA was applied.
Second, the water-free spectra obtained by SSA did not suffer from increased
noise and always the same component (i.e. the one related with the most
dominant eigenvector) was rejected in the PCA step. Hence, no additional
denoising or assignment procedure was necessary. And finally, only one pa-
rameter needed to be tuned in SSA which made it especially easy to apply.
The robustness of SSA was investigated considering as example the spec-
tra of the proteins P11, TmCSP, HPr as well as the RAS binding domain of
the protein RalGEF. In all cases the water signal could be removed almost
perfectly while even protein signals close to the water resonance remained
in the spectrum. For TmCSP the complete water-free 2D-NOESY spectrum
was computed additionally whereas peaks which were formerly hidden by the
water signal became clearly visible.
Hence, it is concluded that SSA is the method of choice for the removal
of the water resonance from 2D-NOESY data sets.
Appendix A
Supplements for MP-BSS
A.1 Diagonality of the Fourier-transformed
source covariance matrix
In this section it will be shown that diagonality of the covariance matrix CS
als infers diagonality of the corresponding covariance matrix CSˆ computed
in frequency domain. For simplicity, it will be assumed that the underlying
signals have zero mean such that the derivations can be made in terms of the
correlation matrices RS and RSˆ, respectively.
Lemma 1 (Diagonality of RSˆ). Let RS = E{s(t)Hs(t)} be the correlation
matrix of the time domain random vector s(t) = [s1(t), s2(t), . . .] of finite di-
mension. Furthermore, let sˆ(ω) = [sˆ1(ω), sˆ2(ω), . . .] be the Fourier transform
of s(t) with correlation matrix RSˆ = E{sˆH(ω)sˆ(ω)}. Then diagonality of RS
infers diagonality of RSˆ.
Proof. Consider an arbitrary element rkl of the matrix RS:
rkl = E{sk(t)s∗l (t)} =
∫ ∞
−∞
∫ ∞
−∞
sk(t)s
∗
l (t)dskdsl = δkl (A.1)
where δkl denotes the Kronecker delta. Here, it has been assumed for sim-
plicity that sk(t) and sl(t) have unit variance. The Fourier transforms of
sk(t) and sl(t) are of the form
sˆk(ω) =
∫ ∞
−∞
sk(t)e
−iωtdt
sˆ∗l (ω) =
∫ ∞
−∞
s∗l (t
′)e−iωt
′
dt′. (A.2)
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The differentiation between t and t′ is only made for technical reasons.
Denoting by p.,.(., .) the joint pdf the element rˆkl of the corresponding
frequency domain matrix RSˆ can now be written as
rˆkl = E{sˆk(ω)sˆ∗l (ω)}
=
∫ ∞
−∞
∫ ∞
−∞
sˆk(ω)sˆ
∗
l (ω)psˆk,sˆl(sˆk, sˆl)dsˆkdsˆl
=
∫ ∞
−∞
∫ ∞
−∞
∫ ∞
−∞
sk(t)e
−iwtdt
∫ ∞
−∞
s∗l (t
′)eiωt
′
dt′psk,sl(sk, sl)dskdsl
=
∫ ∞
−∞
∫ ∞
−∞
∫ ∞
−∞
∫ ∞
−∞
sk(t)e
−iωts∗l (t
′)eiωt
′
δ(t′ − t)dtdt′psk,sl(sk, sl)dskdsl
=
∫ ∞
−∞
∫ ∞
−∞
∫ ∞
−∞
∫ ∞
−∞
sk(t)s
∗
l (t
′)eiw(t
′−t)δ(t′ − t)dtdt′psk,sl(sk, sl)dskdsl
=
∫ ∞
−∞
∫ ∞
−∞
∫ ∞
−∞
∫ ∞
−∞
sk(t)s
∗
l (t)psk,sl(sk, sl)dskdsl︸ ︷︷ ︸
=δkl
dtdt. (A.3)
A.2 Diagonality of the Eigenvector Matrix
In the following it will be shown that the eigenvector matrix of a pencil
consisting of diagonal matrices is diagonal.
Lemma 2 (Diagonality of E). Let (A,B) be a positive definite matrix pencil
with non-degenerated eigenvalues. If A and B are diagonal then the eigen-
vector matrix E of (A,B) is diagonal up to permutations.
Proof. LetA,B ∈ CM×M withA = diag[a11, a22, . . . , aMM ] andB = diag[b11,
b22, . . . , bMM ]. Being positive definite (A,B) has an GEVD of the form
AE = BEΛ, (A.4)
where Λ ∈ RM×M , Λ = diag[λ11, λ22, . . . , λMM ], is the eigenvalue matrix
while E denotes the eigenvector matrix. Considering the element ij (i, j =
1, 2, . . . ,M) of the matricesAE andBEΛ, respectively, leads to the following
componentwise equation:
aiieij = biiλiieij. (A.5)
Assuming eij 6= 0 the above equation simplifies to
aii = biiλjj. (A.6)
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An equivalent equation is obtained for the element in the k-th column (k =
1, 2, . . . ,M , k 6= j) of the i-th row, i.e.
aiieik = biiλkkeik (A.7)
which simplifies for eik 6= 0 again to
aii = biiλkk. (A.8)
Obviously, Eq. (A.5) and Eq. (A.8) can only be satisfied simultaneously if
λjj = λkk. This is, however, in contradiction to the assumption that (A,B)
has non-degenerated eigenvalues. Hence, E may only have one nonzero el-
ement (e.g. element eij) per row while all other elements (i.e. elements eik
with k = 1, 2, . . . , j−1, j+1, . . . ,M) have to be zero. Accordingly, also only
one element per column of E may be zero as otherwise the rows of E would
become linearly dependent.
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Appendix B
Supplements to Pre-Image
Computations
In the following, a detailed derivation of the form of f(z) as shown in
Eq. (4.69) will be given.
First, note that f(z) := ||Φ˜(z) − Φ˜(xt)denoised||2 (Eq. (4.67)) can be ex-
pressed as
f(z) =||Φ˜(z)− Φ˜(xt)denoised||2
=〈Φ˜(z)− Φ˜(xt)denoised, Φ˜(z)− Φ˜(xt)denoised〉
=〈Φ˜(z), Φ˜(z)〉 − 2〈Φ˜(z), Φ˜(xt)denoised〉
+ 〈Φ˜(xt)denoised, Φ˜(xt)denoised〉︸ ︷︷ ︸
independent of z
(B.1)
Making use of the expansion Φ˜(xt)
denoised =
∑T−1
u=0 buΦ˜(xu) (cf. Eq. (4.66))
the term 〈Φ˜(z), Φ˜(xt)denoised〉 in the above equation can be expressed as
〈Φ˜(z), Φ˜(xt)denoised〉 =
T−1∑
u=0
bu〈Φ˜(z), Φ˜(xu)〉 (B.2)
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By noting that
〈Φ˜(z), Φ˜(xt)〉
=
〈
Φ(z)− 1
T
T−1∑
u=0
Φ(xu),Φ(xt)− 1
T
T−1∑
v=0
Φ(xv)
〉
=〈Φ(z),Φ(xt)〉 − 1
T
T−1∑
v=0
〈Φ(z),Φ(xv)〉 − 1
T
T−1∑
u=0
〈Φ(xu),Φ(xt)〉︸ ︷︷ ︸
independent of z
+
1
T 2
T−1∑
a,b=0
〈Φ(xa)Φ(xb)〉︸ ︷︷ ︸
independent of z
(B.3)
Eq. (B.2) can be written as
〈Φ˜(z), Φ˜(xt)denoised〉 =
T−1∑
u=0
bu
{
k(z,xu)− 1
T
T−1∑
v=0
k(z,xv)
}
(B.4)
whereas terms independent of z were neglected and feature space dot prod-
ucts 〈Φ(z),Φ(xt)〉 were replaced by kernel functions k(z,xt).
Furthermore, also the summand 〈Φ˜(z), Φ˜(z)〉 in Eq. (B.1) can be ex-
pressed in terms of kernel functions as follows
〈Φ˜(z), Φ˜(z)〉
=
〈
Φ(z)− 1
T
T−1∑
t=0
Φ(xt),Φ(z)− 1
T
T−1∑
u=0
Φ(xu)
〉
=〈Φ(z),Φ(z)〉 − 2
T
T−1∑
t=0
〈Φ(z),Φ(xt)〉+ 1
T 2
T−1∑
u,v=0
〈Φ(xu),Φ(xv)〉︸ ︷︷ ︸
independent of z
= k(z, z)︸ ︷︷ ︸
=1 for Gaussian kernel
− 2
T
T−1∑
t=0
k(z,xt) (B.5)
Hence, for the Gaussian kernel kG f(z) can be expressed as follows
f(z) = − 1
T
T−1∑
t=0
kG(z,xt)−
T−1∑
u=0
bu
{
kG(z,xu)− 1
T
T−1∑
w=0
kG(z,xw)
}
+C (B.6)
whereas the constant C summarizes any terms independent of z.
Appendix C
Genetic Algorithms
Genetic Algorithms (GA) [20] [19] [8] are a search and optimisation method
inspired by the evolution of biological systems. The first GAs were developed
by US mathematician J. H. Holland in the 1970’s and have since been applied
to many real world optimisation problems. While being slower than other
optimisation techniques like, e.g., gradient descent GAs have the considerable
advantage of being applicable to discrete or discontinuous problems or to
target functions with many local minima.
The core of a GA consists of a population of individuals as well as of a
set of mathematical methods which are used to mimic biological reproduc-
tion. Each individual in the population represents a solution attempt to the
optimisation problem under investigation. These individuals are allowed to
propagate by mating, a process, in which the information stored in two of
the original individuals (also called parent individuals) is combined to pro-
duce an offspring. In this process parent individuals which exhibit a better
performance with respect to the optimisation problem are allowed to pro-
duce more offsprings than those which perform poorly. Hence, the majority
of offsprings inherits information from already well performing individuals
and is thus assumed to solve the optimisation problem even better than the
parents.
After mating, small fragments of the information stored in the offsprings
are altered randomly in a process called mutation. This is done in order to
enable offsprings to explore areas of the search space which were not covered
by any parent individuals yet.
Finally, the offsprings are inserted into the overall population and the
cycle of selection, mating, mutation and reinsertion is repeated until a suit-
able solution is found, all the individuals represent the same solution or the
search is abandoned (see Fig. C.1).
In the following, the individual steps carried out during a genetic algo-
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Figure C.1: Flowchart of a Genetic Algorithm. The GA has finished if either
a suitable solution is found, all the individuals represent the same solution
or the search is abandoned.
rithm will be elucidated considering as example the the minimazation of the
target function Eq. (5.33).
C.1 Population Representation and Initiali-
sation
In the context of Autoassign the parameter set dmin = [dmin1 , d
min
2 , . . . , d
min
U ]
⊤
is sought for which the target function
F (d) := ||xˆH2O − xˆapprox||2 = ||xˆH2O − d⊤Sˆ1st||2 (C.1)
(cf. Eq. (5.33)) reaches its minimum. For this purpose, a population con-
sisting of Nind individuals is needed which explores the search space and
which is assumed to eventually converge to the global minimum of F . Each
of the individuals contains a certain realization of the parameters of F ,
i.e. the i-th individual, i = 1, 2, . . . , Nind, consists of a binary vector d
{i} =
[d
{i}
1 , d
{i}
2 , . . . , d
{i}
U ]
⊤ of size U . At the beginning of the GA algorithm these
individuals are initialized at random in order to spread them unbiassed over
the search space.
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C.2 Fitness Function and Selection Probabil-
ity
During each iteration, also called generation, of a GA a certain number Noff
of offsprings has to be produced by mating individuals of the current popula-
tion. At how many mating processes an individual of the current population
may participate depends on its fitness with respect to the optimization prob-
lem. This means, that individuals which lead to small target function values
have a higher probability to participate in mating processes than those which
lead to larger values.
In order to determine these probabilities quantitatively the target func-
tion value F (w
{i}
1 , w
{i}
2 , . . . , w
{i}
N ), i = 1, . . . , Nind, for each of the Nind indi-
viduals has to be computed first. Principally, the mating probability p{i} of
the i-th individual could simply be set to
p{i} =
F (d{i})∑Nind
j=1 F (d
{j})
, (C.2)
however, such an approach often leads to a premature convergence of the GA.
The root cause for this problem is that individuals which are significantly
fitter than the remaining ones in the beginning of the GA often dominate
the population excessively and thus keep the population from exploring the
search space.
This problem can be circumvented if the reproductive range of each in-
dividual is limited such that it cannot generate an exaggerated number of
offsprings. One approach to achieve such a limitation is to use performance
ranks in lieu of raw target function values in order to quantize the fitness the
individuals for reproduction [4]. For this purpose the target function value of
each individual is computed and the individuals are ranked in the descending
order of these values. These ranks are then inserted into the following fitness
function
F
{i}
rank = 2− µ+ 2(µ− 1)
r{i} − 1
Nind − 1 (C.3)
where µ ∈ [1, 2] and r{i} is the rank of the i-th individual in the population.
The parameter µ is called selective pressure and represents the probability
of the best individual being selected compared to the average probability of
selection of all individuals.
The mating probability of the i-th individual is then given by
p{i} =
F
{i}
rank∑Nind
j=1 F
{j}
rank
. (C.4)
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Figure C.2: Stochastic universal sampling considering as example a popula-
tion of seven individuals. Six equally spaced pointers are used to select six
individuals for mating. The location of the first pointer (bordeaux arrow) is
chosen at random in the interval [0, 1/Noff ] (indicated by a bordeaux double
flash). The number of offsprings the i-th individual may produce corresponds
to the number of arrows found in its corresponding interval p{i}.
C.3 Selection
During selection Noff individuals are chosen from the current population
which will be used to produce the desired Noff offsprings by mating. In this
process individuals with a higher selection probability p{i} have to be chosen
more often than those with lower values.
An often used scheme to select the Noff parent individuals is stochastic
universial sampling (SUS) [4]. In this procedure the mating probabilities p{i}
of the individuals are arranged along a line segment of length one. Further-
more, Noff equally spaced pointers with distances of 1/Noff are placed over
this line whereas the position of the first pointer is given by a random number
in the range [0, 1/Noff ] (see Fig. C.2). The number of times an individual is
selected for mating then corresponds to the number of pointers lying in its
corresponding line segment.
In SUS the maximal number nmax of times an individual may be selected
for reproduction is limited by
nmax = pmaxNoff (C.5)
with pmax = max{p{i}, i = 1, 2, . . . , Nind}, such that no individual can domi-
nate the entire population in the early stages of the GA.
C.4 Mating
During the selection step of the GA it is determined how many offsprings
an individual may produce. Based on this information a mating population
is generated in which each individual is represented as many times as it
may produce offsprings [19]. From this population always two individuals,
called parents, are chosen randomly and are then used to produce offsprings.
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Afterwards, the parents are removed from the mating population and the
process is repeated until the mating population is empty.
In the context of Autoassign the mating between two individuals d{i} =
[d
{i}
1 , d
{i}
2 , . . . , d
{i}
U ] and d
{j} = [d
{j}
1 , d
{j}
2 , . . . , d
{j}
U ] is performed as follows:
first, a binary vector v = [v1, v2, . . . , vU ] of size 1×U is generated at random.
Based on this vector two offsprings are created whereas the u-th entry of
the first offspring consists of d
{i}
u and the corresponding entry of the second
offspring consists of d
{j}
u for vu = 1. The same procedure is carried out if
vu = 0, however, then d
{i}
u constitutes the u-th element of the second offspring
and d
{j}
u becomes the u-the element of the first offspring.
C.5 Mutation
During the mutation step [19] of a GA a small fraction of the offsprings
obtained by mating are altered slightly. These alterations occur at random
but only with a low probability such that the major information stored in
the affected offsprings is preserved. The motivation for including mutations
in GAs is to ensure a minimum level of diversity in the population even if
the algorithm has already converged.
Binary individuals are mutated by flipping a tiny fraction of their ele-
ments. In this process the probability that a particular gene will be affected
by mutation is given by a user provided parameter pmut which usually ranges
between 0.001 and 0.01.
C.6 Reinsertion
Finally, the Noff offsprings obtained by mating and mutation have to be
inserted into the population [19]. As the size of the population should not
increase from generation to generation individuals of the current population
have to be replaced by newly created offsprings.
In Autoassign the Noff least fit individuals of the current population
are replaced by the offsprings. In this context the fractional difference g
between the population size Nind and the number of offsprings to be inserted
is called generation gap. Furthermore, the nelit fittest individuals of the
current population are protected from replacement in Autoassign, i.e. these
individuals are guaranteed to propagate to the next generation.
After the offsprings have been inserted into the population their target
function values are computed before a new generation of the GA begins.
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C.7 Subpopulations
Apart from the ranking based fitness assignment also dividing the overall
population into smaller subpopulations may help to keep the GA from con-
verging prematurely [25]. These subpopulations evolve independently of each
other for Tmig generations whereupon they exchange a certain fraction µmig of
their individuals. In Autoassign, the so-called complete net struture migra-
tion scheme is used in which each subpopulation exchanges a certain number
Nmigrate of individuals with each other subpopulation. In this process the
fittest individuals of each subpopluation are used as emigrants and replace
the least fit individuals in their new host population.
The purpose of migration is the following: after Tmig generations the in-
dividual subpopulations are assumed to have partly converged such that the
diversity in their individuals is already low. This diversity is increased if
individuals of other populations, which may have converged to another point
in search space, immigrate. Hence, after migration the individual subpop-
ulations will explore larger areas of search space and may hence be able to
leave local minima.
C.8 Termination
Eventually a suitable stopping criterion is needed which determines when
a GA should terminate. In Autoassing the GA algorithm is stopped if the
fittest individual of the population does not change within Tmig generations.
For the large Tmig value used in Autoassign this also means that the entire
population has converged to a single minimum.
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