Abstract. In this paper, we discuss stability and linear independence of the integer translates of a scaling vector = ( 1 ; ; r ) T , which satis es a matrix re nement equation
(x) = ( 1 (x); 2 (x); ; r (x)) T ; x 2 R; is said to be a scaling vector if it is compactly supported and satis es a matrix re nement equation where the matrix sequence (P k ) k2Z is called a mask of : Taking the Fourier transform of both sides of equation (1.1), we obtain (!) = P(z)^ (!=2); z = e ?i!=2 ; (1.2) where P(z) := 1 2 P P k z k is a symbol of : We call^ (0) the moment (of order 0) of since^ (0) = R R (x)dx: When^ (0) = 0; we call a zero-moment scaling vector. We will characterize stability and linear independence of the integer translates of a scaling vector via a special factorization of its symbol. Our study of scaling vectors is based on shift-invariant spaces. Hence, we rst introduce some notions and results in the theory of shift-invariant spaces.
Let S be a linear space of distributions on R. We say that S is shift-invariant if f 2 S =) f( ? j) 2 S 8j 2 Z:
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It is known that (1. For a distribution vector, we also introduce the notion of nitely linear independence.
A distribution vector is said to have nitely linearly independent integer translates if, for any a 2 (l 0 ) r , a = 0 =) a = 0:
It is clear that if the integer translates of are stable (or linearly independent), then they are also nitely linearly independent. But the converse is not true.
For convenience, in the rest of the paper, we will simply say that is stable (linearly independent, nitely linearly independent) instead of that has stable (linearly independent, nitely linearly independent) integer translates.
Stability and linear independence are important properties of distribution vectors. Bases of shift-invariant spaces are often required to be stable so that the duality principle can be applied e ciently (see 2]). In wavelet theory, generators of multiresolution analyses (MRA) are stable. Moreover, most useful generators of MRA are also linearly independent. Hence it is desirable to give a criterion for stability and linear independence of scaling vectors in terms of their symbols.
Scaling vectors are discussed in several papers for di erent purposes. Goodman and Lee 6] and Goodman, Lee, and Tang 7] discussed scaling vectors in generality and constructed multiwavelets using MRA generated by scaling vectors. Plonka 16] . In 16], Plonka introduced two-scale similarity for the symbol of a scaling vector to characterize its approximation order. This method was also successfully applied in the construction of the scaling vectors with required regularity (see 3]) and with symmetry (see 17] ).
In this paper, we use two-scale similarity to characterize stability, linear independence, and nitely linear independence of scaling vectors. In section 2, we discuss stability and linear independence of a distribution vector. A result of 11] shows that any generator of a shift-invariant space can be obtained as a nitely transformed linearly independent generator in the same space. Using this result, we obtain necessary and su cient conditions for stability (linear independence) of a scaling vector in terms of properties of the corresponding transform. In Section 3, we discuss twoscale similarity of the symbol of a scaling vector. Based on the results in Section 2, we derive necessary and su cient conditions for stability (linear independence) of a scaling vector in terms of two-scale similarity. Some examples are given in Section 4.
2. Transform of Generators of A Shift-Invariant Space. In this section, we discuss stability and linear independence of a distribution vector. We denote by dim the dimension (i.e. the number of the components) of a distribution vector : We start with the following result in 11]. then the transform T(z) is a Laurent polynomial matrix. We now introduce some notations for transform matrices. In the rest of this paper, a polynomial always means a Laurent polynomial. We denote the polynomial ring over C by P and denote the eld of rational functions over C by R. We shall simply call a polynomial matrix a Pmatrix and call a matrix with rational function entries an R-matrix. The set of all r s P-matrices is denoted by P r s ; and the set of all r s R-matrices is denoted by R r s : When r = s; we use P r (R r ) instead of P r r (R r r ). A matrix P(z) 2 P r is said to be invertible if there is an R-matrix R(z)(:= P ?1 (z)) 2 R r such that R(z)P(z) = I;
where I is the identity matrix, and P(z) is said to be invertible everywhere if P(z)
is invertible for any z 2 C n f0g : Hence an invertible polynomial matrix may be not invertible everywhere. If P(z) is invertible everywhere, then det P(z) = cz k with c 6 = 0; which implies that its inverse P ?1 (z) is also a polynomial matrix. For a nonsquare P-matrix, its rank and its everywhere rank can be de ned in the same way. For an arbitrary P-matrix, the following three types of operations are called elementary row (column) operations.
1. Multiplying the i-th row (column) by cz k ; where c is a nonzero constant and k is an integer. 2. Interchanging the i-th and the j-th row (column).
3. Adding the product of p(z) 2 P and the j-th row(column) to the i-th row (column), where i 6 = j:
A matrix that performs an elementary operation is said to be an elementary P-matrix and a nite product of elementary matrices is said to be a fundamental P-matrix. It is clear that a P-matrix is fundamental if and only if it is invertible everywhere. Recall that a (non-square) everywhere full rank P-matrix can always be extended to a (square) fundamental P-matrix. Hence, for convenience, we also call a (non-square) everywhere full rank matrix a fundamental P-matrix.
Fundamental P-matrices play an important role in the study of transforms between the generators of a shift-invariant space. The rst observation is that if dim = dim and the transform from to is a fundamental matrix, then S( ) = S( ) and is linearly independent ( nitely linearly independent, stable) if and only if is linearly independent ( nitely linearly independent, stable).
Generally, let and be two generators of a shift-invariant space S. The transform T from to is not necessarily fundamental. However, since both and are compactly supported, T is at least an R-matrix, and T reduces to a P-matrix if 2 S 0 ( ):
Now we begin to discuss nitely linear dependence with the following lemma. We have similar results for stability of a distribution vector. 3. Stability and Linear Independence of A Scaling Vector. We now characterize the linear independence ( nitely linear independence, stability) of a scaling vector in terms of its symbol. We are interested in the scaling vector with a Pmatrix symbol. It is clear that if a scaling vector has symbol P(z); then its moment (0) satis es^ (0) = P(1)^ (0); which implies that^ (0) is either a zero vector or a 1-eigenvector of P(1): If P(1) has more than one 1-eigenvectors, then di erent scaling vectors may share one symbol.
We now assume that is a solution of equation ( In contrast with the fact that several scaling vectors may share a symbol, a scaling vector may have more than one symbols. However, the following lemma con rms the uniqueness of the symbol of a nitely linearly independent scaling vector. Since the relation between a scaling function and its symbol(s) has been cleared, we are ready to characterize scaling vectors via their symbols. The notion of two-scale similarity plays an important role in characterizing scaling vectors ( 17] ). A matrix P 2 P r is said to be two-scale similar to Q 2 P r if there exists an invertible matrix T 2 P r such that
The matrix T(z) in (3.2) is called two-scale similar transform. Since the matrix T ?1 (z) need not necessarily to be a polynomial matrix, T(z) may be singular at some points in C n f0g. Hence, P being two-scale similar to Q does not imply Q being two-scale similar to P: However, if P is two-scale similar to Q with a fundamental transform, then Q is also two-scale similar to P. In this case, we say that P and Q are fundamentally two-scale similar. As shown in Section 2, and with S( ) = S( ) have same linear independence ( nitely linear independence, stability) if and only if their symbols P and Q are fundamentally two-scale similar.
The following fact is often used in the rest. If P is fundamentally two-scale similar to Q with the two-scale transform T; and satis es the two-scaling equation The following theorem characterizes a nitely linearly dependent scaling vector. Remark 2. If, in Theorem 3.2, P(z) is merely assumed to be in P r ; then the solution of equation (1.1) with a certain mean value is not necessarily unique. In this case, if a solution of (1.1) with^ (0) 6 = 0 is nitely linearly dependent, then its symbol P is still fundamentally two-scale similar to a matrix Q in the form (3.5), but Q s is no longer necessarily in SP r and X is no longer necessarily in OP r?s : On the other hand, if one of 's symbols is fundamentally two-scale similar to Q in the form (3.5) with a matrix X such that the re nement equationF(!) = X(e ?i!=2 )F(!=2) has only the trivial solution F = 0 withF(0) = 0; and^ (0) satis es the condition (2) in 3.2, then is nitely linearly dependent. The proof of this remark is similar to that for Theorem 3.2.
According to Theorem 3.2, from the set of symbols of a nitely linearly dependent scaling vector, we can select a relatively simple symbol for it. We now characterize linear independence of a scaling vector. First, we prove the following lemma. Lemma 3.4 . The symbol of a linearly independent scaling vector is a P-matrix.
Proof. Assume the scaling vector is linearly independent, so is (2 ). By 22], a compactly supported function in S( (2 )) is also in S 0 ( (2 )). Hence 2 S 0 ( (2 )) and therefore its symbol is a P-matrix.
The following theorem characterizes linear independence of a scaling vector. Finally, we prove P 2 SP r =) Q 2 SP r : When c(z) 6 = z ? 1; Q(1) is similar to P(1) and therefore P 2 SP r () Q 2 SP r . When c(z) = z ? 1; equation (3.12) implies P(1) = p 11 (1) 0 P r?1 (1) ; Q(1) = p 11 (1)=2 0 P r?1 (1) : Therefore Q(1) preserves all eigenvalues of P(1) except p 11 (1) ; which changes to p 11 (1)=2: Note that P 2 SP r : Hence, there is no positive integer such that p 11 (1) = 2 2 ; 0 and therefore Q 2 OP r We now prove 1 2 E(Q(1)) so that Q 2 SP r : Let 1 = ( 2; ; r ) T . Then P(1)^ (0) =^ (0) and 1 (0) = 0 imply^ 1 (0) 6 = 0 and P r?1 (1)^ 1 (0) =^ 1 (0): It follows that 1 2 E(P r?1 (1)) and 1 2 E(Q(1)):
The following is the proof of Theorem 3.5. Proof. \=)". If is linearly dependent, then, by Theorem 2.1, there exists a linearly independent scaling vector 2 S( ) such that S 0 ( ) and S( ) = S( ): Since is nitely linearly independent, dim = dim : By Lemma 3.4, 's symbol Q is a P-matrix. Let T be the polynomial matrix determined by^ (!) = T(e ?i! )^ (!): Then P(z) is two-scale similar to Q(z) with the transform T(z): By Corollary 2.5, T is non-fundamental. Besides, we have T(1)^ (0) =^ (0): Thus (3.10) is true. \(= ": We assume P(z) is the symbol of ; and P 2 P r (SP r ) is two-scale similar to Q 2 P r (SP r ) with a non-fundamental two-scale transform matrix T 2 P r :
We now factor T into the form T ( The proof of P 2 PS r =) Q 2 SP r is similar to that one in Lemma 3.6.
From Theorem 3.5, we derive a su cient condition for linear independence of a scaling vector. Corollary 3.7. Assume the scaling vector is nitely linearly independent and its symbol is a P-matrix P 2 P r : Then is linearly independent if (i) the matrix (P(?1);^ (0)) has the full rank, and (ii) det P(z) has neither symmetric zeros nor cycle zeros.
Proof. Assume the conditions (i) and (ii) hold and is linearly dependent. By Theorem 3.5, there is a P-matrix Q and a non-fundamental P-matrix T such that P(z) = T(z 2 )Q(z)T ?1 (z) and rank T(1) = rank T(1);^ (0) :
Note that det P(z) = det Q(z) det T(z 2 )= det T(z): (3.17) Write t(z) = det T(z), p(z) = det P(z); and q(z) = det Q(z). Then (3.17) becomes p(z) = q(z)t(z 2 )=t(z); where t; p; and q are polynomials with deg(t) 1: We factor the polynomial t(z) into t 
