A stepwise approach is proposed to predict the performance of component compositions. The approach considers the major factors influencing the performance of component compositions in sequence: component operations, activities, and composition of activities. During each step, various models -analytical, statistical, simulation − can be constructed to specify the contribution of each relevant factor to the performance of the composition. The architects can flexibly choose which model they use at each step in order to trade prediction accuracy against prediction effort. The approach is illustrated with an example about the performance prediction for an Automobile Navigation System.
Introduction
Component-based software architecting is becoming a popular approach nowadays. Component-based solutions help to manage the complexity and diversity of products and to reduce lead-time and development costs. However, main advantages of this approachreuse and multi-site development -often cause problems at component composition time, as the non-functional requirements are not satisfied even if the functional specifications are met. Therefore, architects want to estimate the quality attributes of the product at the early architecting phase. This estimation is difficult as these properties often emerge from interactions between components.
In our research, we concentrate on one of the most critical quality attributes, performance, which characterizes how well the system performs with respect to the timing requirements [19] .
We aim at delivering software architects an appropriate method for predicting the performance of a component assembly. This method should allow the quick estimation of the performance of a component-based system during the architecting phase. It should support flexible selection of the abstraction level for behavior modeling to let the architects concentrate on performance relevant details only, and to trade the estimation effort against the estimation accuracy. Additionally, the method should employ well-known software engineering notations and should not require any additional skills from software architects.
Prediction of the performance of an assembly of components has become a challenging research topic for different research groups. Paper [17] shows the importance of this problem, associated complications, and overview of current work in the field.
Most of the existing approaches to compositional performance reasoning are analytical ( [1] , [9] , [16] , [19] , [20] , and [21] ). They are formal, and often based upon too strict assumptions about the systems under consideration. Modern complex software systems with hundreds of components do not satisfy these assumptions. Therefore, the analytical approaches often suffer from combinatorial explosion. Moreover, these approaches are usually considered as too complicated for industrial practice.
Performance prediction models based on statistical regression techniques ( [2] , [3] , [3a] , [8] , and [14] ) reflect the software behavior only in terms of formulas obtained by curvefitting and hide architectural insight.
Some approaches (e.g., [3] ) require the entire code of software system to be present and are not applicable at the early architecting phase. Simulation-based approaches ( [10] , [18] ) usually imply the simulation of the entire software stack, with all details, which is quite time consuming. Moreover, the complex simulation models are as error-prone as the original software.
Another drawback of many contemporary approaches is the insufficient use of the knowledge about existing versions of the software, which is especially beneficial for software product families with huge amount of legacy.
Aspects of Composition
Let us introduce important notions that we will use to describe our approach for predicting performance of a component composition.
An activity 1 is a unit of functionality. An activity is described by a directed graph whose nodes are component operations. The activity instantiates a number of activity instances, the units of concurrency. Activity instances are triggered by events with a certain arrival pattern. This pattern defines the instants at which activity instances are released. We consider the arrival patterns (e.g., periodic, a-periodic, burst arrivals) that are usual in the realtime literature [13] .
Often, several activity instances need to be executed at the same time. These activities have to be allocated processors to execute upon; they can also contend for non-sharable resources (see [13] ).
The number of processors and resources is usually limited. This means that several activity instances will contend for the resources and processors. To resolve these conflicts, a dedicated manager, the scheduler, is introduced. The scheduler implements a certain scheduling policy that determines the rules of access to shared resources. A detailed taxonomy of existing scheduling policies (e.g., priority-based, time-triggered, preemptive, etc.) is presented in [13] .
Foundations of composition models
This section presents a hierarchical view on the modeling of component compositions. The construction of the performance model of a component composition starts with the performance models for the component operations (see Fig. 1 ). These operations are described by black box models for predicting the processor and resource demand.
Activities call component operations to implement their functionality. Each activity is modeled by a control flow graph 2 . The activity models are used to estimate the processor demand of an activity instance. At this level of the hierarchy, the resource demand is considered to be independent from interactions with other activity instances.
Finally, on the top of the pyramid, it is necessary to build a model of activity composition that describes the concurrency and synchronization between different activity instances. This top-level model not only combines the resource and processor demands of all activities running concurrently, but also accounts for effects of scheduling such as blocking and preemption times.
Please notice that this hierarchical approach will only work, if there are no backward dependencies between layers. For instance, the processor or resource demand of component operations must not depend on the control flow graphs of activities and composition of activities.
The complexity of the resulting performance model increases towards the top of the pyramid from Fig. 1 . The subsequent sections describe each layer in more detail.
We specify the performance of component operations and activities in isolation in terms of processor and resource demand. For the composition of activities, performance is esti-mated in terms of usual performance measures like response time, processor utilization and throughput.
Modeling of Component Operations
The processor demand (e.g., execution time) of a component operation may depend on many factors: input parameters of the operation, diversity parameters of the component, observable state (history) of the component, etc.
Considering all implementation details of component operations usually leads to combinatorial explosion. It is however often the case that about 80% of the processor demand of a component operation is determined by only 20% of its code.
We therefore propose to predict the processor demand of a component operation by applying techniques similar to the APPEAR method [5] , [6] , [7] developed by us.
As shown in Fig. 2 , the APPEAR method divides the software stack into two parts: (a) components and (b) a Virtual Service Platform (VSP). The first part consists of evolving components that are specific for a product. Evolving components are components of which an implementation exists and that are supposed to undergo changes in future versions because of maintenance. If the new components are not sufficiently similar to the existing ones, the prediction can fail because the observation data are not relevant anymore. As explained below, the existing components are used to build a statistical prediction model for the not yet existing evolutions.
The second encompasses stable components that do not significantly evolve during the software lifecycle of a product. Usually, this is a significant part of the product software. Both parts can interact with the execution environment. As a result of an input stimulus, a component can invoke several service calls of the VSP to perform the necessary functionality. After completing these calls and the internal operations, the component produces a response to the environment. The timing dependency between the stimulus and response can be characterized by some performance measure (e.g. response time, latency, average CPU utilization, execution time).
The APPEAR method describes the resource demand of software components by means of a statistical prediction model. This model reflects the correlation between the resource demand and the performance-relevant parameters of the components: the use of services calls, input parameters, diversity parameters, etc.
This vector of performance-relevant parameters is called signature type. It abstracts from internal details of a component that are not relevant for the performance. The values of this vector are called signature instances.
The initial version of the signature type is obtained by observing the documentation of a component and its execution traces. As shown below, the signature type might need refinement during the application of the APPEAR method.
The APPEAR method consists of two main parts (see Fig. 3 ): (a) training the prediction model on the existing component by means of a set of performance-relevant use-cases; and (b) applying the prediction model to obtain an estimate of the performance for the evolving component for the same use-cases. The arrows in Fig. 3 denote the information flow. The first part of the APPEAR method concerns both dashed and solid arrows, whereas the second part proceeds only along the solid arrows. During the first part of the APPEAR method, a simulation model is built for its performance relevant parts, based on the design of the component. This simulation model is used to extract the signature instances that characterize the processor demand of a component operation for the various use-cases.
The prediction model relates the signature instances to the processor demand of a component operation. It is obtained by executing the existing component for the various usecases. The prediction model is fitted such that the prediction error is minimized, which is indicated by the feedback loop.
During this training part, the signature type might require adjusting to fit the prediction model with sufficient quality. The quality of the fit is usually determined by the regression technique and the magnitude of the prediction error.
The prediction model o P for a component operation o is described by a function over the signature type of the component operation:
In this formula,
S denotes a signature type, and D is the processor demand of the component operation. Such a prediction model can be constructed by any regression technique. For instance, one can apply (multiple) linear regression [10] , [15] , which assumes that the processor demand depends on the signature parameters linearly:
In formula (2), D denotes the processor demand; i β are linear regression coefficients; j s are signature parameters; k is the number of signature parameters; ε represents the prediction error term. The prediction model is calibrated on the existing components. Both already existing and not-yet implemented components are described in terms of signature parameters. The stability of the VSP allows one to use the same prediction model for both existing and adapted components.
Linear regression allows one not only to estimate the regression coefficients, but also provides means for judging the significance of each signature parameters. For instance, this can be done by hypothesis testing such as t-tests (see [10] , [15] ).
The following assumptions must be fulfilled to apply the APPEAR method: 1. The performance of a component depends only on its internals and the use of VSP services, but not on other components. 2. The services of the VSP are independent. Since the service calls are used as input for the prediction model, there should be no interactions that significantly influence the performance, e.g. via blocking of exclusive accesses to shared resources. 3. The order of service calls does not matter. 4 . A large set of use-cases for training the prediction model is available.Tools for performance measurements and regression analysis of the components are available, e.g. tracing tools.
Modeling of Activities
Activities are described by a control flow graph (CFG). A node of CFG can denote the invocation of a component operation invocation, a branching element, or a loop element. An edge of CFG describes the possible control flow from one node to another. The shape of a control flow graph (CFG) has usually a significant influence on the performance of an activity instance. We decided to describe relevant branches and loops outside component operations, as this significantly simplifies modeling. Examples of primitive CFG's that demonstrate nodes of each type are enumerated in Table 1 . To estimate the resource demand of an activity instance, it is necessary to model the control flow through the activity. Depending on the data dependencies between different nodes and edges of the CFG, the control flow can be modeled by different methods (see In simple cases, this model can be an analytical 3 expression. For instance, the resource demand estimation D of a CFG with a branching node and two component operations (see Table 1 ) can be expressed by the following formula:
( ) 12 1.
In this formula, 1 D and 2 D are processor demands of component operations. These processor demands can be either budgeted or calculated using the APPEAR method described in section 4.1. The branching probability π is a fixed number that is assumed to be known a-priori.
In other cases, the branching probabilities and numbers of loop iterations are cumbersome to estimate due to complex dependencies on the parameters. These branching probabilities and numbers of loop iterations are then described by a signature type (relevant parameters) and the corresponding prediction model (statistical regression). For the simple case described above, this results in the following formula:
In this formula, ( ) ps is the probability of branching to operation 1, and s denotes the signature on which this probability depends. The prediction model for calculating the value of ( ) ps is fitted on measurements by applying statistical techniques such as generalized linear regression [15] . However, obtaining a reliable estimate of the resource demand may require simulation, if the either CFG has a sophisticated shape or estimates of resource demands and branching probabilities are not statistically independent.
Modeling of Activity Composition
Concurrent activity instances are scheduled on processors and non-sharable resources. Depending on aspects such as scheduling policy, resource access control protocols, activity arrival patterns, and the way the activity instances synchronize, accounting for the concurrency may require the use of different techniques (see Fig. 5 ).
Accounting for concurrency
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Fig. 5. Accounting for concurrency
Analytical models can only be applied when the choices regarding the aspects mentioned above satisfy the assumptions and the resulting model can be constructed with reasonable effort. For instance, when activity instances arrive according to a Poisson stream and only restricted resource contention occurs, it is possible to construct a stochastic queuing model for predicting the average response time of an activity. In very simple cases, it is even possible to build a deterministic model, which is described by a formula.
However, for many systems the assumptions of analytical models are severely violated, and simulation models have to be used.
An Example
We illustrate our approach with a simple example of a hypothetical Automobile Navigation System (ANS). In this example, we aim at the estimation of response time of a particular activity of the system.
The Basic ANS Functions
An ANS has to assist the driver both in constructing and maintaining a route. The basic functions of this system are the following: 1. Acquisition of route information. The ANS obtains the coordinates of a geographical position from a GPS receiver and traffic jam information from a radio receiver. 2. Constructing and controlling the route. After the user specifies the departure and destination points, the system constructs the route. The ANS checks if the user maintains the planned route. 3. Interfacing with the user. The ANS allows the user to choose the route in an interactive fashion. The system is responsible for displaying the map, route and current position of the car during the trip. Additionally, the system notifies the user with a dedicated message (picture and/or voice) about approaching the turns he or she should follow. Messages are displayed only before turns and crossings, where the driver should execute a maneuver.
The ANS consist of the components depicted in Fig. 6 .
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Fig. 6. The ANS component diagram
Each component implements an activity and the interfaces for its control. The activities are independent and have the same names as the components. Since the input/output devices are assigned to only one component, the only shared resource is the processor.
Activities and Component Operations of the ANS
There are four concurrent independent activities in the ANS:
− The "GPS" activity, responsible for acquiring the current coordinates from GPS, − The "Control" activity, responsible for regular checking and updating the route information, − The "Display" activity, responsible for displaying the map, route, messages, etc, − The "User command" activity, responsible for handling user commands.
For the sake of simplicity, we restrict ourselves to the "Display" activity shown in Fig.  7 . The rectangles in Fig. 7 denote the invocation of component operations, and the circles indicate branching. The arrows denote the precedence relationship. Notice that all component operations belong to different subcomponents of the "Display" component (see Fig.  6 ).
Whether the route needs displaying or not is determined by a parameter B1. The moment of displaying a message depends on the current speed and the distance to the next turn.
First, we need to construct a prediction model for the processor demand of the "Map" operation. This component operation draws the map on the screen. The map can include various objects: roads, houses, trees, lakes, special signs, etc. The signature type of this operation is the following:
In formula (5), N is the number of objects such as buildings, roads, etc to be displayed; L is the level of details (determines the size of roads to be displayed); Z is the scale of the map.
The corresponding prediction model, constructed by linear regression, has the following form:
The parameters j β are fitted on the measurements collected by benchmarking the component performance for different use-cases, when the component executes in isolation. For other component operations, similar formulas hold. Second, we construct prediction models for the branches of the "Display" activity. The user can turn on or off the displaying of the route by a switch that controls a binary variable B1, indicating whether the route needs displaying or not. For the sake of simplicity, we assume that the probability 1 B P of the displaying the route is fixed. To account for the processor demand of the "Msg" operation, a prediction model must be built for calculating the probability of taking the branch with or without calling the "Msg" operation. The model is fitted using a two-parameter signature type
In this formula, V denotes the current speed of the car, A is the type of area where user is driving. The second parameter is categorical, and it can have two values: City or Highway. On one hand, the higher the speed, the faster the user can reach the turn that he needs to take. On the other hand, it is more likely to encounter the turn in the city then on the highway.
For the regression of data models with binary responses that have a distribution from the exponential family (Poisson, binominal, etc), the so-called logit link function
is often used. The prediction model for the branching probability can be described now by the following formulas: ;log.
Finally, summarizing all the models above, it is possible to build a formula that estimates the processor demand of the entire "Display" activity (see Fig 7) :
In this formula, 
The processor demand of other activities can be modeled in similar way.
Activity Composition
All activities from section 5.2 are independent and periodic. They execute on a single processor scheduled by a round robin scheduler, which assigns the processor to each activity instance for a short quantum of time. The chosen quantum duration is 10 ms. We assume that context switch times are negligible in comparison with the processing demand of the activities. Since the deadlines are quite large, we also assume that all devices are polled and no interrupts occur. We need to estimate the response time display T of the "Display" activity in composition with the other activities. Table 2 enumerates all important parameters of the ANS activities. The average execution times of these activities are obtained by applying the APPEAR method as described in section 5.2. These times are multiplied by a factor 1.2 to obtain the corresponding worstcase execution times (WCET). This factor 4 is needed to ensure that the obtained WCET estimates are safe and can be used to analyze schedulability. Notice the value of this factor should be chosen carefully, taking into the account the accuracy guaranteed by the APPEAR method and the variation of processor demand estimates. Arrival periods are subdivided into 50 ms intervals. Since the Cmd and the Disp activity have a deadline of 100 ms, they are only released in every second interval. Consequently, the GPS, User command and Display activities are released at each even interval, whereas the GPS, Control and Display activities are released at each odd interval.
It is easy to show, that at least 8 ms slack remains, which proves the schedulability of the entire ANS, given that interrupts and various overheads do not exceed 8 ms in each interval.
Notice that the WCET of the Display activity is the largest of all other ANS activities. This means that a Display activity instance terminates in the worst-case later then all other activities in both odd and even 50 ms intervals.
Summarizing, the worst-case response time display T can be calculated by the following formula:
In this formula, A W denotes the worst-case processor demand of an activity A . By substituting the values of worst-case processor demands from Table 2 , we calculate 42 display Tms = .
Although this example is quite simple, it should be sufficient to explain the essentials of our method. For activities that synchronize/communicate and for other scheduling disciplines, the composition becomes much more complex.
Conclusions
In this paper, we have presented an approach to performance prediction of component compositions.
A component composition is considered in terms of concurrent activities that invoke a number of component operations. The approach is stepwise: first, performance models are constructed for component operations; then the models of activities are built; finally, the concurrent activities are treated.
The approach employs the basic principles and techniques from the APPEAR method to abstract from the implementation details of component operations to a signature and to construct prediction models for branches and loops of an activity.
An important aspect of the approach is the possibility to choose between analytical and simulation modeling techniques at each step. The architect can select the appropriate technique based on (a) satisfaction of the assumptions of the techniques by the software under consideration, (b) the goals of the analysis, (c) the required accuracy, and (d) the timing budget available for the estimation.
The approach is illustrated by an example of an Automobile Navigation System. This example demonstrated the important steps of our stepwise approach.
Future work will be done in the following directions: 1. Validation of the approach with a number of industrial case studies. 2. Elaboration on rules and guidelines for selection between analytical, statistical and simulation approaches. 3. Elaboration on the constructing of prediction models for activities containing branches and loops. 4. Formalizing the notion of similarity between existing and evolving components.
