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RE´SUME´ : Nous abordons dans cet article un proble`me conjoint d’ordonnancement et de routing de ve´hicule,
pour minimiser le plus grand retard alge´brique. Une incertitude porte les donne´es (incertitude prise en compte
par des sce´narios) et une solution robuste est recherche´e. L’approche propose´e consiste a` utiliser le concept de
groupes d’ope´rations permutables pour converger selon le sce´nario vers la solution la plus inte´ressante (ici la
re`gle FIFO est utilise´e pour donner priorite´ a` l’ope´ration disponible le plus toˆt). Deux algorithmes Tabou sont
propose´s, l’un sans groupe et l’autre avec des groupes. Les expe´rimentations nume´riques montrent l’inte´reˆt de
l’approche par les groupes, qui s’ave`re la plus robuste.
MOTS-CLE´S : Ordonnancement, routing, robustesse, me´thode tabou
1 INTRODUCTION
Dans cet article, on aborde de fac¸on conjointe un
proble`me d’ordonnancement de production et un
proble`me de routing. Les taˆches a` ordonnancer
doivent eˆtre livre´es pour une certaine date, et on sup-
pose qu’on ne dispose que d’un unique ve´hicule. On
cherche une solution au proble`me global qui minimise
le plus grand retard. D’autre part, on se place dans
un environnement incertain, ou` les donne´es sont con-
nues selon des sce´narios possibles. On cherche donc
a` mettre au point une approche robuste, c’est-a`-dire
garantissant la meilleure performance possible pour
tous les sce´narios envisage´s.
Le proble`me est extrait d’une proble´matique re´elle
dans le contexte de la production et la distribution
de pre´parations de chimiothe´rapies injectables. Au
CHRU de Tours, une fois les poches ou seringues
pre´pare´es, celles-ci sont emmene´es dans les services
(voire dans des services sur un autre site hospital-
ier de la ville) par une personne, charge´e d’effectuer
ces livraisons. Produire ces poches uniquement en
fonction de leur destination permettrait sans doute
d’optimiser la livraison, mais cela ne correspond pas
ne´cessairement aux rendez-vous convenus avec les pa-
tients. Inversement, produire les poches en fonction
des dates d’administration souhaite´es afin de re´duire
l’attente des patients, sans tenir compte du lieu de la
livraison n’est pas non plus totalement satisfaisant.
Cette proble´matique se retrouve dans tout syste`me ou`
la production et la livraison doivent eˆtre de´cide´es de
fac¸on coordonne´e. La litte´rature sur les approches in-
te´gre´es contient assez peu d’articles lorsque les prob-
le`mes conside´re´s sont a` un niveau ope´rationnel. Dans
la plupart des cas, les articles traitent cette proble´-
matique a` un niveau strate´gique, dans le cadre d’une
chaˆıne logistique. Le survey de (Chen, 2010) permet
d’avoir une tre`s bonne vision de la litte´rature sur cette
cate´gorie de proble`mes.
Parfois, le proble`me est ramene´ a` un proble`me
d’ordonnancement par batchs avec dates de fin com-
munes (Cheng, 1996). Le batch est suppose´ con-
stituer une tourne´e. (Averbakh, 2010) conside`re un
syste`me de production-distribution temps re´el, ou` des
clients commandent en temps re´el des travaux, qui
doivent eˆtre produits et livre´s par le fabricant. Les
travaux sont regroupe´s en batchs de taille limite´e pour
constituer une livraison a` un client. L’objectif est de
minimiser le couˆt total, compose´ du temps de se´jour
ponde´re´ et du couˆt de livraison. Notre proble`me est
proche de celui aborde´ dans (Ullrich, 2013), mais cet
auteur n’inte`gre pas les aspects de robustesse que
nous prenons en compte ici. Dans (Viergutz, 2014),
les auteurs conside`rent un syste`me de production a` la
commande compose´ d’une machine unique, qui re´alise
un produit unique ayant une courte dure´e de vie apre`s
fabrication. Les commandes doivent eˆtre livre´es a` des
clients re´partis ge´ographiquement, dans une feneˆtre
de temps impe´rative donne´e. Un seul ve´hicule ef-
fectue les livraisons. Le proble`me consiste a` se´lec-
tionner les commandes a` re´aliser de sorte a` maximiser
la satisfaction de la demande. Le proble`me est donc
MOSIM’14 - 5 au 7 novembre 2014 - Nancy - France
davantage aborde´ comme un proble`me de se´lection.
Les approches robustes sont largement aborde´es dans
la litte´rature. (Kouvelis, 1997) pre´sente de fac¸on
de´taille´e les diffe´rentes approches possibles pour la
robustesse. Dans le domaine de l’ordonnancement,
nous renvoyons aux surveys de Herroelen et Leus sur
la ge´ne´ration d’ordonnancements robustes proactifs
pour le proble`me de RCPSP : (Herroelen, 2004) sur
l’ordonnancement sous incertitude, l’ordonnancement
re´actif, l’ordonnancement de projet stochastique,
l’ordonnancement de projet flou et l’analyse de sen-
sibilite´ et (Herroelen, 2005) sur l’ordonnancement
avec prise en compte des ale´as et re´-ordonnancement.
Nous proposons dans (Artigues, 2013) une approche
flexible base´e sur les groupes d’ope´rations permuta-
bles, et montrons comment ce genre d’approche
permet d’obtenir des solutions d’une plus grande
robustesse, mais uniquement pour le proble`me
d’ordonnancement a` une machine.
Dans la Section 2, le proble`me est de´crit de fac¸on
formelle et les notations sont introduites. Dans la
Section 3, l’algorithe Tabou propose´ est de´crit. La
Section 4 reporte les re´sultats des expe´rimentations
nume´riques et montre l’inte´reˆt des groupes de taˆches
permutables pour ce proble`me difficile.
2 FORMALISATION DU PROBLEME ET
ILLUSTRATION
On conside`re un ensemble {J1, J2, ..., Jn} de n
travaux a` ordonnancer sur une machine unique. A
chaque travail Jj , on associe une date de de´but au
plus toˆt rsj , une dure´e d’exe´cution p
s
j , une destination
j (la destination 0 correspond au site de production)
et une date de livraison souhaite´e dsj , selon un sce-
nario s, appartenant a` un ensemble de scenarios S.
On connaˆıt tsi,j (0 ≤ i, j ≤ n) le temps ne´cessaire
pour aller de la destination i a` la destination j dans
le scenario s ∈ S.
De´finition : Un groupe de taˆches permutables (voir
par exemple (Billaut, 1996)) est un ensemble de
taˆches pour lequel la se´quence d’exe´cution des taˆches
au sein du groupe n’est pas de´finie a priori.
Un groupe permet donc, lors de l’exe´cution re´elle de
l’ordonnancement, d’avoir une flexibilite´ dans l’ordre
d’exe´cution des taˆches. L’inte´reˆt de la me´thode
est que quelque soit l’ordre d’exe´cution choisi dans
le groupe, la performance de l’ordonnancement de
groupes est toujours garantie. Dans le contexte que
nous conside´rons, avec incertitude sur les donne´es, on
prend comme hypothe`se qu’au sein d’un groupe, lors
de l’exe´cution de l’ordonnancement sous le scenario
s, les taˆches sont exe´cute´es dans l’ordre FIFO, donc
dans l’ordre des rsj croissants. L’aspect “flexibilite´”
des groupes de taˆches permutables est ici utilise´ pour
modifier la se´quence au sein d’un groupe en fonction
du sce´nario, ce qui correspond a` une attitude qui peut
eˆtre mise en oeuvre en temps re´el. Les sce´narios re´-
duisent donc un peu l’inte´reˆt des groupes, qui per-
mettent aussi de la flexibilite´ pour mode´liser d’autres
formes d’incertitude.
Exemple : Conside´rons l’instance de cinq taˆches
avec deux scenarios de´crite Tableau 1.
j 1 2 3 4 5
r1j 0 1 2 0 10
p1j 3 2 9 7 12
d1j 28 32 29 30 33
j 1 2 3 4 5
r2j 1 0 1 1 10
p2j 3 3 8 6 13
d2j 28 31 30 30 33
Tableau 1: Instance a` cinq taˆches et deux scenarios
On conside`re la se´quence de groupes
({J1, J2, J3}, {J4, J5}). Les taˆches J1, J2 et J3
pre´ce`dent les taˆches J4 et J5. L’ordre des taˆches
{J1, J2, J3} n’est pas fixe´, celui des taˆches {J4, J5}
non plus. Il n’est pas facile de repre´senter cet
ordonnancement sous forme d’un diagramme de
Gantt, puisque selon l’ordre d’exe´cution des taˆches,
les dates de de´but et de fin des taˆches changent. Cet
ordonnancement de groupes permet de caracte´riser
a` lui seul 12 ordonnancements. Seuls deux de ces
ordonnancements seront utilise´s par la suite, chacun
correspondant a` un sce´nario.
En supposant que la re`gle FIFO est applique´e, la so-
lution qui sera mise en oeuvre pour le scenario 1 est la
se´quence S = (J1, J2, J3, J4, J5), et pour le sce´nario
2, c’est la se´quence S = (J2, J1, J3, J4, J5). 
Inde´pendamment des groupes, il est possible ensuite
de constituer des batchs (ou lots) pour les tourne´es,
et des tourne´es pour chaque batch.
Une solution S au proble`me est de´finie par :
• un ordonnancement de groupes note´ g(S),
• une affectation a` des batchs pour les tourne´es
note´e b(S),
• une tourne´e pour chaque batch, note´e t(S).
Notons que les batchs ici sont des batchs de livraison,
ou encore des “lots” et non des batchs de production
comme on trouve dans la litte´rature en batch schedul-
ing (le terme “lot” peut aussi renvoyer aux proble`mes
de lot-sizing...). Notons e´galement que de`s lors que
t(S) est connu, on en de´duit imme´diatement b(S),
donc l’affectation aux tourne´es est implicite de`s lors
MOSIM’14 - 5 au 7 novembre 2014 - Nancy - France
que la tourne´e est connue. Enfin, pour e´viter les con-
fusions, le terme “groupe” est re´serve´ aux groupes de
taˆches permutables, et le terme “batch” est re´serve´
aux tourne´es de livraison.
Exemple : Reprenons l’instance de cinq taˆches
avec deux sce´narios de´crite Tableau 1 avec g(S) =
({J1, J2, J3}, {J4, J5}). On conside`re les matrices des
temps de transport indique´es dans le Tableau 2.
(t1i,j) =

0 6, 1 5, 4 9, 2 10, 6 8, 1
6, 1 0 1, 4 5, 1 6, 3 8, 6
5, 4 1, 4 0 4, 5 5, 8 7, 2
9, 2 5, 1 4, 5 0 1, 4 6, 3
10, 6 6, 3 5, 8 1, 4 0 7, 1




0 6, 1 8, 9 9, 2 8, 1 8, 1
6, 1 0 3, 6 5, 1 6, 3 8, 6
8, 9 3, 6 0 2, 2 5 8, 1
9, 2 5, 1 2, 2 0 3, 2 6, 3
8, 1 6, 3 5 3, 2 0 3, 2
8, 1 8, 6 8, 1 6, 3 3, 2 0

Tableau 2: Matrice des temps de transport selon les
deux scenarios
Conside´rons la solution S de´finie par :
• g(S) = ({J1, J2, J3}, {J4, J5}),
• b(S) = ({J1, J2}, {J3, J4}, {J5}) pour indiquer
qu’une tourne´e emportera les travaux J1 et J2,
une autre tourne´e J3 et J4, et enfin une dernie`re
tourne´e J5 seul.
• t(S) = ((J2, J1), (J4, J3), (J5)) pre´cise l’ordre
dans lequel les sites sont visite´s par chaque
tourne´e.
Cette solution est repre´sente´e figure 1. 
Figure 1: Solution pour le sce´nario 1
On note Csj la date de fin de production de la taˆche
Jj et D
s
j sa date de fin de livraison, selon le scenario
s ∈ S. On de´finit le retard alge´brique de la taˆche Jj
selon le scenario s par Lsj = D
s
j − dsj . On de´finit le









Exemple : On obtient donc pour l’exemple les
valeurs indique´es dans le Tableau 3. 
On cherche l’ordonnancement de groupes, les compo-
sitions des batchs et les tourne´es de chaque batch, de
sorte a` minimiser la somme des retards.
j 1 2 3 4 5
C1j 3 5 14 21 33
D1j 11,8 10,4 33 31,6 50,3
T 1j 0 0 4 1,6 17,3
Tableau 3: Dates de fin des taˆches pour l’exemple
(premier sce´nario)
3 METHODES DE RESOLUTION
3.1 Solution initiale
Pour construire la solution initiale, les travaux sont
d’abord trie´s selon EDD. Ensuite, sur les bases de
cette se´quence, trois solutions sont construites :
• une solution ou` chaque taˆche constitue un groupe
(donc il n’y a aucune flexibilite´),
• une solution avec deux groupes : les n/2 pre-
mie`res taˆches sont regroupe´es en un groupe et
les taˆches restantes en un second groupe,
• enfin une solution avec trois groupes.
Ensuite, pour la livraison, un batch est compose´ d’une
seule taˆche. Il n’y a donc pas de proble`me de routing
a` re´soudre, puisque le ve´hicule va livrer la taˆche et
revient.
3.2 Algorithme Tabou
L’algorithme Tabou imple´mente´ correspond a` la
me´thode standard (Glover, 1989). Nous de´crivons
ci-dessous le codage d’une solution et les voisinages
qui sont imple´mente´s. Le crite`re d’arreˆt est un temps
limite d’exe´cution.
3.2.1 Codage
Le proble`me de routing des taˆches d’un batch est sys-
te´matiquement re´solu par l’algorithme du plus proche
voisin. Il suffit donc de connaˆıtre l’ordonnancement
de groupes et la composition des batchs pour recon-
struire une solution comple`te.
Une solution du proble`me S est code´e de fac¸on di-
recte par un vecteur v de taille 2n. La premie`re par-
tie de taille n contient l’affectation dans les groupes,
autrement dit vj pour 1 ≤ j ≤ n est le nume´ro
du groupe dans lequel la taˆche Jj est affecte´e. Les
groupes sont suppose´s eˆtre se´quence´s dans l’ordre de
leur nume´rotation. Dans la seconde partie du vecteur
on trouve l’affectation aux batchs, autrement dit vj
pour n+1 ≤ j ≤ 2n est le batch dans lequel se trouve
la taˆche Jj−n.
Exemple: La figure 2 illustre la solution de l’exemple
pre´ce´dent et son codage.
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Figure 2: Codage d’une solution
3.3 Voisinages
Sur la base de ce codage, plusieurs voisins ont e´te´
de´finis. Quelques algorithmes sont donne´s pour plus
de pre´cision.
Le premier voisinage est “SWAP Gpe”. Ce voisi-
nage effectue l’e´change de deux valeurs dans la pre-
mie`re partie du codage, autrement dit l’e´change de
l’affectation de deux taˆches a` des groupes.
SWAP Gpe
Pour i = 1 a` n− 1 Faire
Pour j = i+ 1 a` n Faire
Tester swap(vi, vj) :
v′ = (v1, ..., vi−1, vj , vi+1, ..., vj−1, vi, vj+1, ...)
Fin Pour
Fin pour
Le second voisinage est “BF GpeIns” (pour “Back-
ward / Forward Group Insertion”), il change une
valeur vj dans la premie`re partie du codage (1 ≤ j ≤
n) pour vj±δ. De ce fait, une taˆche se trouve affecte´e
a` un groupe pre´ce´dent ou suivant.
BF GpeIns
Pour j = 1 a` n Faire
Pour d = −δ a` +δ Faire
Tester bfgi(vj + d) :
v′ = (v1, ..., vj−1, vj + d, vj+1, ...)
Fin Pour
Fin pour
En pratique, tous les groupes possibles sont teste´s.
Le voisinage “CUT Gpe” ge´ne`re plusieurs voisins en
scindant un groupe en deux a` partir de chaque posi-
tion possible. Le voisinage“GPE Gpe”regroupe deux
groupes conse´cutifs en un seul.
Concernant les tourne´es, le voisinage “SWAP Batch”
effectue l’e´change entre les valeurs vj et vk (n +
1 ≤ j ≤ 2n). De ce fait, l’affectation de deux
taˆches aux tourne´es se voient permute´es. Le voisi-
nage “CUT Batch” ge´ne`re plusieurs voisins en scin-
dant un batch en deux a` partir de chaque position
possible. Le voisinage “GPE Batch” regroupe deux
batchs conse´cutifs en un seul.
3.4 Algorithme Tabou sans groupe
Afin de pouvoir mesurer l’inte´reˆt de faire des groupes
de taˆches permutables, un autre algorithme Tabou a
e´te´ de´veloppe´. Le codage est e´galement en 2n e´le´-
ments, mais la premie`re partie correspond a` la po-
sition de la taˆche dans la se´quence. La deuxie`me
partie est identique au cas “avec groupes”. Les voisi-
nages sont similaires : “SWAP Tache” fait l’e´change
des positions de deux taˆches et “Insert” inse`re une
taˆche a` une certaine position. Les voisinages de type
“CUT Gpe” ou “GPE Gpe” n’ont pas lieu d’eˆtre.
4 EXPERIMENTATIONS
4.1 Ge´ne´ration des donne´es
On conside`re des instances avec un nombre de travaux
n ∈ {10, 20, 50, 100, 200}. Un sce´nario de re´fe´rence
(s = 1) est ge´ne´re´ ale´atoirement avec des dure´es p1j ∈
[1, 100]. Ensuite, les dates de de´but au plus toˆt r1j sont





γ = 1, 5, les dates de fin souhaite´es d1j sont ge´ne´re´es
dans l’intervalle [(α − β2 )P, (α + β2 )P ] avec α = 1 et
β = 0.2. Pour ge´ne´rer des distances, les coordonne´es
(x1j , y
1
j ) des n destinations ont e´te´ ge´ne´re´es ale´atoire-
ment dans l’intervalle [1, 70] et la distance choisie en-
tre deux destinations est la distance euclidienne (de
sorte que la distance maximale entre deux destina-
tions est infe´rieure ou e´gale a` 100).
Pour ge´ne´rer les autres sce´narios, une de´viation par
rapport au sce´nario de re´fe´rence est applique´e :
• psj ∈ [(1− ω)p1j , (1 + ω)p1j ],
• rsj ∈ [(1− ω)r1j , (1 + ω)r1j ],
• dsj ∈ [(1− ω)d1j , (1 + ω)d1j ],
• xsj ∈ [(1− ω)x1j , (1 + ω)x1j ],
• et ysj ∈ [(1− ω)y1j , (1 + ω)y1j ], avec ω = 20%
Dix instances ont e´te´ ge´ne´re´es par valeur de n. Deux
cate´gories d’instances ont e´te´ ge´ne´re´es, soit avec deux
sce´narios, soit avec six sce´narios. Le temps de calcul
a e´te´ limite´ a` 300 secondes.
4.2 Re´sultats
Les re´sultats sont pre´sente´s Tableau 4 et 5. Les
colonnes n et “scenarios” indiquent la taille des in-
stances conside´re´es. La colonne ∆ est la de´viation
relative moyenne entre la valeur de la solution ini-




V alInit− V alTabou
V alInit
)
La colonne “#best” indique le nombre de fois ou` la
me´thode renvoit la meilleure solution. La colonne
“ttb” indique le temps (en secondes) que met la me´th-
ode pour atteindre la meilleure solution (“time to
best”).
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Les re´sultats montrent que les deux me´thodes
ame´liorent beaucoup la qualite´ de leur solution ini-
tiale, et dans les meˆmes ordres de grandeur : en
moyenne 67% pour la me´thode sans les groupes pour
n ≤ 100 et 14% pour n = 200, et en moyenne 61%
pour la me´thode avec les groupes pour n ≤ 100 et
15% pour n = 200.
n scenarios ∆ #best ttb
10 2 72% 8 43,6
6 61% 3 12,86
20 2 74% 5 57,38
6 66% 1 24,65
50 2 72% 2 77,04
6 67% 3 87,14
100 2 65% 1 300,4
6 59% 2 301,54
200 2 16% 0 304,59
6 13% 0 307,13
Tableau 4: Re´sultats des expe´rimentations sans les
groupes
n scenarios ∆ #best ttb
10 2 59% 7 18,59
6 56% 7 10,54
20 2 66% 7 2,39
6 63% 10 6,04
50 2 70% 10 66,17
6 67% 9 103,61
100 2 59% 9 289,93
6 48% 8 284,62
200 2 20% 10 306,73
6 11% 10 314,96
Tableau 5: Re´sultats des expe´rimentations avec les
groupes
La colonne “#Best” indique clairement qu’il est plus
inte´ressant de faire des groupes de taˆches permuta-
bles. Le tableau 6 indique l’e´cart relatif ∆′ entre les
deux me´thodes : Tabou Sans Groupe (V alTabouSG)
et Tabou Avec Groupes (V alTabouAG).
∆′min = Min
(










V alTabouSG− V alTabouAG
V alTabouSG
)
L’e´cart relatif moyen (toutes instances confondues)
est de 15%, avec des e´carts maximum parfois tre`s
importants (58%, 61%). Les e´carts minimum ne´gat-
ifs indiquent un avantage pour la me´thode sans les
groupes, avec un avantage allant une fois jusqu’a` 35%
pour cette me´thode.
n scenarios ∆′min ∆′moy ∆′max
10 2 -10% -1% 8%
6 -35% 5% 44%
20 2 -18% 2% 22%
6 0% 16% 58%
50 2 0% 26% 56%
6 -3% 24% 49%
100 2 -4% 15% 39%
6 -24% 7% 41%
200 2 22% 34% 61%
6 15% 25% 44%
Tableau 6: Comparaison des solutions avec et sans
groupes
5 CONCLUSION
Nous avons aborde´ dans cet article un proble`me
qui inte`gre a` un niveau ope´rationnel un proble`me
d’ordonnancement a` une machine et un proble`me de
routing avec un ve´hicule. Le proble`me consiste a` trou-
ver une solution au proble`me d’ordonnancement et
au proble`me de routing, de sorte a` minimiser le plus
grand retard alge´brique. De plus, on se place dans un
environnement incertain. Les incertitudes portent sur
les donne´es du proble`me qui sont suppose´es connues
selon plusieurs sce´narios. On cherche donc une so-
lution robuste, donc la solution la meilleure possible
pour tous les sce´narios.
L’approche propose´e est celle des groupes
d’ope´rations permutables, qui offre de la flexi-
bilite´ se´quentielle et qui permet – en temps re´el – de
choisir une se´quence particulie`re. La se´quence choisie
au sein d’un groupe pour chaque se´nario est ERD
(Earliest Release Date first) et l’algorithme propose´
pour fournir une solution est un algorithme Tabou.
Sur la base des meˆmes ide´es, un algorithme Tabou
a e´te´ code´, n’offrant pas de flexibilite´ se´quentielle
(donc fournissant un ordonnancement classique). Les
deux algorithmes sont compare´s et les comparaisons
mettent en e´vidence l’inte´reˆt de faire des groupes de
taˆches permutables.
Les perspectives de recherche sont nombreuses, d’une
part parce que le proble`me aborde´ est relativement
original, et d’autre part parce que l’approche par les
groupes de taˆches permutables pour un gain de ro-
bustesse est aussi une approche originale. La pre-
mie`re piste de recherche consiste a` ame´liorer la qual-
ite´ de la solution initiale. Plusieurs pistes sont pos-
sibles. Les deux algorithmes Tabou propose´s ont
e´te´ code´s de sorte a` donner les “meˆmes chances”
aux deux approches, mais il existe quand meˆme
des nuances. En pratique, il est difficile de dire si
chaque algorithme donne a` l’approche qu’il “de´fend”
ses meilleures chances. Une premie`re extension va
viser a` pousser chaque algorithme Tabou vers ses
meilleures performances possibles, afin d’offrir une
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comparaison plus “robuste”. Des mode`les de pro-
grammation line´aire ont e´te´ re´alise´s et quelques com-
paraisons pourront eˆtre faites pour des instances de
petite taille. Il s’agira aussi d’intensifier davantage
les expe´rimentations (plusieurs valeurs sont possibles
pour les parame`tres γ, ω, α et β). Enfin, d’autres sce´-
narios pourront eˆtre ge´ne´re´s, ou` peu de valeurs seront
change´es, mais avec des e´carts plus importants, afin
de se placer dans un contexte d’ale´as (et non plus
d’incertitudes), et de voir comment se comportent les
me´thodes.
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