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Abstract
Phase change materials combine a pronounced contrast in resistivity and reflectivity between
their disordered amorphous and ordered crystalline state with very fast crystallization kinetics.
Typical phase-change alloys are composed out of the elements germanium, antimony and
tellurium. Due to the exceptional combination of properties phase-change materials find
already broad application in non-volatile optical memories such as CD, DVD or Bluray Disc.
Furthermore, this class of materials demonstrates remarkable electrical transport phenomena
in their disordered state, which have shown to be crucial for their application in electronic stor-
age devices. The threshold switching phenomenon denotes the sudden decrease in resistivity
beyond a critical electrical threshold field. The threshold switching phenomenon facilitates
the phase transitions at practical small voltages. Below this threshold the amorphous state
resistivity is thermally activated and is observed to increase with time. This effect known as
resistance drift seriously hampers the development of multi-level storage applications desired
to increase the storage capacity of phase-change memory devices. Hence, understanding the
physical origins of threshold switching and resistance drift phenomena is crucial to improve
non-volatile phase-change memories. Even though both phenomena are often attributed to
localized defect states in the band gap, the defect state density in amorphous phase-change
materials has remained little studied.
Starting from a brief introduction of the physics of phase-change materials this thesis
summarizes the most important models behind electrical switching and resistance drift with
the aim to discuss the role of localized defect states. The centerpiece of this thesis is the investi-
gation of defects state densities in different amorphous phase-change materials and electrical
switching chalcogenides. On the basis of Modulated Photo Current (MPC) Experiments and
Photothermal Deflection Spectroscopy, a sophisticated band model for the disordered phase of
the binary phase-change alloy GeTe has been developed. By this direct experimental approach
the band-model for a-GeTe is shown to consist of a shallow and deep defect band in addition
to the band tail states.
Furthermore, this study on a-GeTe has shown that the data analysis withinMPC experiments
can be drastically improved. This thesis illustrates on the example of a-GeTe and a-Ge2Sb2Te5,
that the problem of unphysical low values for the attempt-to-escape frequency of the order
108s−1 can be resolved by taking the temperature dependence of the band gap into account.
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In this work the defect state density of three different electrical switching alloys a-GeTe,
a-Ge2Sb2Te5 and a-Ge15Te85 has been investigated. In a generation-recombination model the
threshold field is expected to increase with increasing optical band gap and increasing mid
gap-state density. However, a-GeTe, a-Ge2Sb2Te5 and a-Ge15Te85 show a large variation in
their corresponding electrical threshold fields, which can be not understood by their change in
optical band gap value alone. This observation raises the question of the role of localized defect
states. MPC experiments reveal that the measured density of mid gap states is observed to
decrease with decreasing threshold field known from literature. This result favors a generation-
recombination model behind electrical switching in amorphous chalcogenides as originally
proposed by Adler.
To get a better understanding of resistance drift phenomena this study focuses on the evolu-
tion of resistivity on heating and ageing, activation energy of electronic conduction, optical
band gap, defect state density, mechanical stress and nearest neighbor ordering in a-GeTe thin
films. After heating the samples one hour at 140°C the activation energy for electric conduction
increases by 30 meV, while the optical band gap increases by 60 meV. In addition to band gap
opening MPC experiments on the same a-GeTe thin film at different sample ages have revealed
complex trap kinetics. Ageing results in an increasing concentration of shallow defect states,
whereas the detected density of deep mid gap states decreases. In contrast to both defect levels
the conduction and valence band tail remained unaffected during resistance drift of a-GeTe
thin films. These findings of the thesis clearly demonstrate the impact of band gap opening
and trap kinetics on resistance drift in a-GeTe. Furthermore, drift phenomena observed in
a-GeTe are compared to drift phenomena of covalent glasses known from literature. This com-
parison reveals wide differences between drift phenomena in chalcogenide and covalent glasses.
Furthermore this thesis discusses the stoichiometric dependence of resistance drift phe-
nomena in a-GeSnTe phase-change alloys. A systematic decrease in the amorphous state
resistivity, activation energy for electric conduction, optical band gap and defect density is
observed with increasing tin content resulting in a low resistance drift for tin rich compositions
such as a-Ge2Sn2Te4. This study on GeSnTe systems demonstrates, that phase change alloys
showing a more stable amorphous state resistivity are characterized by a low activation energy
of electronic conduction. This finding found in GeSnTe alloys holds also true for GeSbTe and
AgInSbTe systems. On the example of a-Ge2Sn2Te4 and a-GeTe - the latter exhibiting a strong
resistance drift - the evolution of the amorphous state resistivity is shown to be closely linked
to the relaxation of internal mechanical stresses resulting in an improving structural ordering
of the amorphous phase.
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Kurzfassung
Übersetzung des englischen Orginaltitels: Elektronischer Transport in amorphen Phasen-
wechselmaterialien
Phasenwechselmaterialien zeigen außergewöhnliche physikalische Eigenschaften auf. Insbeson-
dere die Kombination schneller Kristallisationskinetik mit einem ausgeprägten optischen sowie
elektronischen Kontrast zwischen einer kristallinen und amorphen Phase ermöglicht deren Ein-
satz in nichtflüchtigen Speicherbausteinen. Legierungen bestehend aus Germanium, Antimon
und Tellur sind typische Phasenwechselmaterialien mit hoher Anwendung in optischen Daten-
trägern wie CD, DVD oder Blu-ray Disc. Darüber hinaus zeigen Phasenwechselmaterialien
bemerkenswerte Transportphänomene in der ungeordneten amorphen Phase, welche sich als
entscheidend für deren Anwendung in elektronischen Datenspeichern erwiesen haben. Das
elektronische Schwellenschalten bezeichnet den Einbruch des spezifischen Widerstands des
amorphen Zustands oberhalb eines kritischen elektrischen Schwellenfeldes und erlaubt den
Phasenwechsel bei praxisrelevanten kleinen Spannungen. Unterhalb dieser kritischen Schwelle
ist der spezifische Widerstand amorpher Phasenwechselmaterialien thermisch aktiviert und
metastabil, d.h. mit der Zeit nimmt der amorphe spezifische Widerstand zu. Dieses Phänomen
ist weitläufig als Widerstanddrift bekannt. Die Metastabilität der amorphen Leitfähigkeit er-
schwert maßgeblich die Entwicklung von MLC-Speicherzellen, in welchen durch Variation des
amorphen Volumenanteils der Zellwiderstand systematisch über mehrere Größenordnungen
verändert werden kann, um somit mehr als zwei logische Zustände zu realisieren. Mit diesem
Ansatz kann die Speicherkapazität drastisch erhöht werden. Infolgedessen ist ein besseres
Verständnis beider elektronischer Transportphänomene unverzichtbar, um verbesserte nicht-
flüchtige elektronische Phasenwechselspeicher zu entwickeln. Obwohl beide Phänomene oft
in Zusammenhang zu lokalisierten Defektzuständen innerhalb der verbotenen Zone zwischen
Valenz- und Leitungsband diskutiert sind, ist die Defektdichte amorpher Phasenwechselmate-
rialien zurzeit nur wenig erforscht.
Beginnend mit einer kurzen Zusammenstellung wichtiger physikalischer Eigenschaften
kristalliner und amorpher Phasenwechselmaterialien, gibt diese Dissertation einen Überblick
über verschiedene Transportmodelle, welche in der Literatur zur Erklärung der Effekte Wider-
standdrift und Schwellenschalten diskutiert werden. Eine zentrale Fragestellung dieser Arbeit
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ist eine systematische Charakterisierung der Defektdichte in verschiedenen elektrisch schal-
tenden chalkogeniden Gläsern. Mittels einer Kombination komplementärer Methoden, wie
modulierten Photoleitfähigkeitsmessungen (MPC) und photothermischer Deflexionspek-
troskopie (PDS), ist ein komplexes Bandmodell für die amorphe Phasenwechsellegierung
GeTe entwickelt worden. Dieser direkte experimentelle Ansatz zeigt, dass die Defektdichte
in amorphen GeTe (a-GeTe) zusätzlich zu den für die amorphe Phase charakteristischen
exponentiellen Bandausläufern zumindest zwei weitere Defektzustände aufweist.
Die systematische Charakterisierung von Defekten in amorphen Phasenwechselmaterialien
ermöglicht eine drastische Verbesserung der Analyse von MPC Daten. Am Beispiel von
a-GeTe und a-Ge2Sb2Te5 zeigt diese Arbeit, dass das Problem von unphysikalisch niedrigen
Werten für die Freisetzungsfrequenz durch die Berücksichtung einer temperaturabhängigen
Bandlücke gelöst werden kann.
Mit dem Ziel, die Rolle von lokalisierten Defekten auf das elektrische Schaltverhalten zu
untersuchen, vergleicht diese Arbeit Defektdichten verschiedener amorpher Chalkogenid-
verbindungen. ImGültigkeitsrahmen eines Generations- undRekombinationsmodells erwartet
man hohe elektrische Schwellenfelder im Falle großer Bandlücken oder hoher Zustanddichten
um die Fermikante. Die ausgewählten Legierungen a-GeTe, a-Ge2Sb2Te5 und a-Ge15Te85
zeigen stark unterschiedlich elektrische Schwellenfelder, welche jedoch nicht allein durch
die Variation der optischen Bandlücke erklärt werden können. Die in dieser Arbeit präsen-
tierten MPCMessungen zeigen, dass die gemessene Zustandsdichte nahe des Ferminiveaus
mit den aus der Literatur bekannten elektrischen Schwellenfeldern gemäß des Generations-
und Rekombinationsmodells korrelieren und unterstützen somit diesen Mechanismus des
elektrischen Schwellenschaltens.
Weiterhin konzentriert sich diese Arbeit auf Widerstanddriftphänomene in a-GeTe Dünnfil-
men. In einer systematischen Studie wurde die Zunahme des spezifischen Widerstands mit
einer Zunahme der Aktivierungsenergie der elektronischen Leitfähigkeit sowie der optischen
Bandlücke, einer Evolution der Defektdichte, Relaxation mechanischen Spannungen und
verbesserter strukturellen Ordnung der amorphen Phase verknüpft.
Das letzte Kapitel dieser Arbeit widmet sich einer stöchiometrischen Untersuchung von
Widerstanddriftphänomenen in a-GeSnTe Phasenwechsellegierungen. Mit zunehmendem
Zinngehalt wurde eine systematische Abnahme der Aktivierungsenergie der elektronischen
Leitfähigkeit, der optischen Bandlücke und der Defektdichte beobachtet. Insbesondere zeigen
zinnreiche a-GeSnTe Verbindungen, wie a-Ge2Sn2Te4, einen deutlich reduzierten Widerstand-
drift. Die starke Korrelation zwischen Widerstanddrift und Aktivierungsenergie der elektron-
ischen Leitfähigkeit konnte auch in AgInSbTe und GeSbTe Systemen nachgewiesen werden.
Somit zeichnen sich alle bekannten Phasenwechselmaterialien mit schwacher Widerstanddrift
durch kleine Aktivierungsenergien der elektronischen Leitfähigkeit aus. Abschließend wird
am Beispiel von a-Ge2Sn2Te4 und a-GeTe ein enger Zusammenhang zwischenWiderstanddrift
und Spannungsrelaxation im amorphen Dünnfilm diskutiert.
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Résumé
Traduction du titre anglais: Transport électronique dans les matériaux à changement de
phase amorphe
Les matériaux à changement de phase présentent d’une part l’avantage d’avoir un contraste
prononcé dans leurs propriétés physiques entre la phase amorphe et la phase cristalline, et
d’autre part, une cinétique particulièrement rapide. La plupart des alliages présentant ces
propriétés sont composés de germanium, d’antimoine et de tellurure. De part l’association
exceptionnelle de leurs différentes propriétés physiques, les matériaux à changement de phase
sont déjà très largement utilisés dans le stockage de mémoire par disques optiques numériques,
tels que les Cds, les DVDs ou encore plus récemment les disques Blu-ray. De plus, cette classe
de matériaux présente à l’état amorphe des phénomènes de transport électrique particulière-
ment intéressants, ce qui s’avère être crucial dans leur application en tant qu’outil de stockage
électronique. En général, le seuil de commutation est indiqué par la chute de résistivité liée au
dépassement d’un champ électrique critique. La présence de ce seuil facilite ici le changement
de phase pour des tensions raisonnablement faibles. En dessous de ce seuil, la résistance de
l’état amorphe est activée thermiquement et augmente avec le temps. Ce phénomène de dérive
de la résistance empêche sérieusement le développement de stockage à multi niveau, ce qui
permettrait cependant l’augmentation de la capacité de stockage pour les systèmes de mémoire
à changement de phase. Dès lors, il apparaît crucial de comprendre les origines physiques de
ce seuil de commutation ainsi que de ce phénomène de dérive de la résistance afin d’améliorer
la capacité de stockage des mémoires optiques conçues avec des matériaux à changement de
phase. Bien que ces deux phénomènes soient généralement attribués à des défauts localisés,
les informations et les études relatives à la distribution et à la densité de ces défauts dans les
matériaux à changement de phase sont assez limitées.
Après une succincte introduction sur la physique des matériaux à changement de phase, cette
thèse apporte un bref aperçu des principaux modèles relatifs aux phénomènes de commutation
électrique et de dérive de résistance afin d’appréhender le rôle des défauts localisés. L’objectif
principal de ces travaux consiste en l’investigation des densités de défauts présents dans
différents matériaux à changement de phase dans leur état amorphe. Grâce à des mesures
de Photo Courant Modulé (MPC) et de spectroscopie par déviation photothermique, un
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modèle sophistiqué des défauts a été développé pour des alliages de GeTe en phase amorphe
(a-GeTe), mettant en évidence les états de la bande de valence ainsi que plusieurs défauts. De
plus, cette étude sur a-GeTe a permis de montrer que l’analyse des données de MPC pouvait
être améliorée. Partant des exemples du a-GeTe et de son alliage le a-Ge2Sb2Te5, ce rapport
présente qu’il est possible de résoudre les problèmes liés à des valeurs de fréquence de saut
particulièrement basses –de l’ordre de grandeur de 108s-1 et par la même physiquement non
recevables- en prenant en compte la dépendance en température du band gap.
Cette thèse rapporte également la comparaison entre les densités de défauts dans trois al-
liages différents : le a-GeTe, le a-Ge2Sb2te5 et le a-Ge15Te85. Dans un modèle classique de
génération dans le band gap et de recombinaisons via les défauts, le champ de seuil devrait
croître lorsque le band gap optique ou la densité de défauts aux abords du niveau de Fermi
augmentent. Cependant les matériaux étudiés présentent de grandes différences dans leurs
champs électriques critiques, ce qui ne peut pas s’expliquer uniquement par la variation de
leur band gap. Cette observation conduit à considérer le rôle des défauts localisés. De part
la littérature, des mesures de MPC rapportent que les densités des défauts en milieu de gap
diminuent pour un courant critique décroissant. Ce résultat va dans le sens d’un mécanisme
classique type ‘génération-recombinaison’ à l’origine du phénomène de seuil de commutation
pour ces matériaux, comme proposé par Adler.
Afin de mieux comprendre le phénomène de dérive de la résistivité amorphe, l’évolution de
cette dernière en fonction de nombreux paramètres a été analysée : les effets de la température
et du vieillissement, de l’énergie d’activation de la conduction électrique , de la densité des
défauts, du stress mécanique, de l’environnement atomique et de l’énergie du band gap, le tout
mesuré par des méthodes optiques sur les couches minces de a-GeTe ont tous été investigués.
Après échauffement de l’échantillon pendant une heure à 180°C, l’énergie d’activation de la
conduction électrique augmente de 30 meV tout comme le band gap qui lui progresse de
60 meV. De plus, la technique de MPC a montré que des couches minces de a-GeTe après
vieillissement présentent une augmentation des défauts situés à une énergie de 0.2 eV par
rapport à la bande de valence mais une diminution de densité pour ceux situés en profondeur.
Toutefois, cette étude prouve que les densités de la bande de conduction et de la bande de
valence ne sont pas affectées par le phénomène de dérive de la résistance. Ces résultats illustrent
dès lors très bien l’importance et l’impact du changement de la densité des défauts et de
l’élargissement du band gap sur l’évolution de la résistivité pour ce type de matériaux. Dans
une dernière partie, cette thèse présente l’étude des alliages de GeSnTe, qui sont également des
matériaux à changement de phase. En augmentant la concentration d’étain, on observe une
diminution systématique de la résistivité amorphe, de l’activation d’énergie de la conduction
électrique, ainsi que de la valeur du band gap et de la densité de défaut. Ceci conduit à une
résistivité plus stable dans ces conditions, comme par exemple pour l’alliage a-Ge2Sn2Te4 riche
en étain. De plus, il apparaît clairement par cette étude que ces alliages avec une résistivité
amorphe plus stable présentent également une activation d’énergie de conduction électrique
bien plus faible. Pour finir, à l’exemple du Ge2Sn2Te4 et du GeTe, la présente étude montre un
lien étroit entre l’évolution de la résistivité et la relaxation du stress mécanique.
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Chapter 1
Introduction
The challenge of developing data storage and data sharing dates back until the early time of the
Neolithic period from 8000 to 6000 BC - a time that was triggered by the Neolithic revolution,
when the human man kind successfully cultivated crops and domesticated animals. This
transition period from hunting and gathering to agriculture and settlement arose independently
in several separate places worldwide.
However, most archaeological discoveries dating from this ancient time, were found in the
Fertile Crescent in Mesopotamia: a landscape marked by the rivers Euphrates and Tigris, see
Fig. 1.1. The region owes its historical relevance to regular rainfall and to the presence of
nourish grass, wild goats and sheep making first farming possible, [Hro97].
Figure 1.1: Already in ancient times 8000 BC to 6000 BC, long before scripts have been invented the
human man kind faced the challenge of data storage. Triggered by the Neolithic revolution followed
a transition period from hunting and gathering to settlement and agriculture. Even though this
fundamental change took place independently worldwide our image is mainly shaped by civilizations
living in the Fertile Crescent, where regular rainfall and the presence of wild goats and sheep made
farming possible [Hro97].
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These earliest farmers of Mesopotamia lived in a traditional redistribution economy system
and became concerned with keeping track of their produced goods [Sel05]. A data storage
system was needed to pool community surpluses for religious festivals that constituted the
lynch pin of the redistribution economy. To count community surpluses the Mesopotamian
farmers invented counters made of clay in many different shapes including triangles, disks,
cones, spheres, cylinders, tetrahedrons, biconoids or ovoids. Each shaped token is assigned a
certain meaning. A small measure of grain is symbolized by a cone, a large measure of grain is
symbolized by a sphere and the symbol of a disk stands for sheep or garment depending on its
surface carving [SB02] .
Even though the invention was simple it is of largest importance. Citing Denise Schmandt-
Besserat, who played a pioneering role in archeology by recognizing the importance of clay
tokens, this accounting system "‘was the first visual code, the first abstract symbol system ever
created for the sole purpose of communication"’. Certainly the practice of tokens was common
throughout in the Near East, since about 8000 tokens could be found from Palestine, Anatolia,
Syria, Mesopotamia and Iran [SB02, Rob07].
Around 3500 BC city administrators started to enclose tokens in ball shaped clay envelopes
to keep accounters record orderly and tamper-proof. Archaeologists have unearthed some
80 of these clay balls with tokens intact [Rob07]. Picked up and shaken, they rattle. Under
X-ray illumination they reveal a outline of tokens within, see Fig. 1.2. The purpose of such a
filled envelope was most probable to guarantee the accuracy and authenticity of stored tokens
symbolizing commodities and thus might have acted as a bill of lading. Tokens stored in a bag
or tied together with a string could be easily tampered with. In contrast envelopes ensured a
tamper-proof closure. In the event of a dispute concerning the traded goods, the clay ball
could be broken and its content could be checked against the merchandise.
The outer surface of some envelopes bears impressions of tokens they contained. These
impressions were made by stamping tokens onto the wet clay. Consequently the content
could be checked without breaking the clay ball. After the creation of three dimensional
abstract tokens to count surpluses these markings represent the first two dimensional abstrac-
tion of real objects. Many scholars led by Denise Schmandt-Besserat, support the theory
that these impressions of tokens on the surface of sealing envelopes were a step forward of
marking clay tablets withmore complex signs, and the subsequent emergence of writing [SB09].
The introduction given to this thesis depicts the eagerness of the human man kind to pursue
and distribute knowledge. The challenge of data storage dates back to prehistoric times and
was already then strongly linked to economy. The first data storage technology, counters made
of clay, was invented to keep track of traded goods. Impressions of these simple clay tokens on
the wet surface of clay envelopes yielded finally to cuneiform and the invention of first scripts
changed our world fundamentally. Like the invention of token sealed in envelopes, future data
technologies will meet economic demands and have to satisfy the human thirst of knowledge;
certainly future data storage technologies will change our life again.
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Figure 1.2: Clay tokens, later enclosed in a clay envelope shaped as a ball, are the first known invention
of the human mankind to store and share information. In the Neolithic period (8000-6000 BC)
tokens were used by the Mesopotamian farmers, who lived in a redistribution economy system, to
count their surpluses they had to deliver to the community leaders. Each shaped token represented
a certain good. A cone for example symbolizes a small measure of grain, a sphere a large measure of
grain and a disk could mean sheep or garment depending on its surface carving. Around 3500 BC
tokens were enclosed in clay envelopes. The outer surface of the envelope bears impressions of tokens
enclosed within. The purpose of these enclosed tokens was most probably to guarantee the accuracy
and authenticity of locally traded commodity. Many scholars are of the opinion that these two
dimensional exterior marks of three dimensional objects represent the essential abstraction yielding
to the emergence of writing [SB09]. Images published with permission from D. Schmandt-Besserat.
Image source: [SBb, SBa]
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Phase-Change Materials
Different branches of industry collaborate to produce Microchips, the fundamental basis of
our computer-dominated century. Important milestones on the way of developing smaller and
smaller structures have to be achieved in various techniques to operate economically. The
semiconductor industry uses the empiric Moore’s law describing a long term trend in the
history of computer hardware to guide their long term planning.
Shortly after the invention of integrated circuits Intel’s co-founder Gordon E. Moore noted
that the number of components in integrated circuits had doubled every year from 1958 to
1965. Based on this fact Moore predicted that this trend will continue "for at least ten years"
[Moo65]. In 1975 he altered the formulation of his law over time to a doubling every two years.
David House, an Intel colleague predicted integrated circuits would double in performance
every 18 months [Moo05]. Consequently Moore’s law exists in three different formulations
giving a time span of doubling the density of components or transistors at minimum cost of
either 12, 18 or 24 months.
Although Moore’s law described initially a pure observation, the more widely it became
accepted, the more it served as a goal for an entire industry. In consequence this forecast
pushed bothmarketing and engineering departments of semiconductormanufacturers forward
to ensure their competitiveness. In this respect, Moore’s law can be viewed as a self-fulfilling
prophecy. Even though Moore’s law remains valid until today, the computer hardware technol-
ogy based on transistors will certainly reach its physical limits [Lai08, KC06].
Futurists, such as Ray Kurzweil proclaim that the end of integrated circuits does not mean the
end of Moore’s law. According to Kurzweil Moore’s law of integrated circuits "... was not the
first, but the fifth paradigm to provide accelerating price-performance. Computing devices have
been consistently multiplying in power (per unit of time) from the mechanical calculating devices
used in the 1890 U.S. Census, to Turing’s relay-based "Robinson" machine that cracked the Nazi
enigma code, to the CBS vacuum tube computer that predicted the election of Eisenhower, to
the transistor-based machines used in the first space launches, to the integrated-circuit-based
personal computer..."[Kur01].
Kurzweil speculates that most probably some new type of technology will replace the integrated-
circuit technology in future. Consequently Moore’s Law will hold true long after reaching the
end of the scalability of the transistor based technology in integrated circuits [Kur05].
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Figure 2.1: According to Moore’s law the density of components or transistors in integrated circuits at
minimum costs doubles within a certain time span, that varies in literature from 18 to 24 months.
The Futurist Ray Kurzweil applied Moore’s law to preceding data storage technologies: "Moore’s law
of Integrated Circuits was not the first, but the fifth paradigm to forecast accelerating price-performance
ratios. Computing devices have been consistently multiplying in power (per unit of time) from the
mechanical calculating devices used in the 1890 U.S. Census, to relay-based "Robinson" machine that
cracked the Lorenz cipher, to the CBS vacuum tube computer that predicted the election of Eisenhower,
to the transistor-based machines used in the first space launches, to the integrated-circuit-based personal
computer."
Certainly the transistor based technology will reach their physical limit in a near future. A technology
based on phase-change materials, that can be scaled to structural sizes of only a few nanometres
offers the possibility to become their successors in respect to the maintenance of Moore’s law. Image
source: [Kur05]
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Phase-change materials show a portfolio of extraordinary properties and offer the possibility
to become this new type of future technology, especially in terms of scalability [Che06, RBB+08].
Starting with the working principle of Phase-Change media, this chapter describes briefly
design rules for phase-change materials and the remarkable physics present in this exceptional
class of materials.
2.1 Working Principle
The innovative technology of phase-change materials is conceptually easy. The whole success
of this special class of materials is based on a remarkable combination of physical properties
[WY07]. First of all the reflectivity or resistivity differs drastically between an amorphous and
a crystalline phase enabling to store information in a binary code. In Fig. 3.9 the varying
optical constants (refractive index n and absorption coefficient κ) and sizes of the resistors
marked with Ω indicate the extremely different optical or electrical properties between a
ordered crystalline and a disordered amorphous phase.
A small portion of a phase-change material can be switched reversibly between its ordered and
disordered state. This phase transformation is very fast and can proceed on a nanosecond time
scale [BMS+09]. Both crystallization and amorphization are thermally induced. Currently,
either laser pulses or electrical pulses are employed to precisely control the necessary amount
of heat. To operate the phase transformations the shape of the applied power pulse is very
important [Bru07]. To crystallize an amorphous region a rather long power pulse is needed
heating the material during a time sufficiently long above its crystallization temperature, so
that all atoms rearrange in their crystal structure. The speed of crystallization, given by a short
crystallization time t1, is minimized in a certain temperature range, which is indicated in Fig.
3.9 by the intensity of the red shading. A crystalline region is re-amorphized using the melt
quenching effect. Thereby a very short and high power pulse is employed to heat the sample
above its melting temperature. Since only a spatially confined region is heated up, the induced
heat is absorbed rapidly by the local environment. Consequently, the melt is cooled extremely
fast within a very short time t2. Once the temperature falls below a critical value, the glass
transition temperature TG, the atomic mobility is very small [Nem94]. Thus, crystallization is
kinetically hampered even though energetically favourable. In this way the solid amorphous
phase is obtained by "freezing" the liquid, also known as "‘melt-quenching"’ effect.
Information can be written in binary code by employing crystallization or amorphization
pulses to spatially confined regions of switchable phase-change media. The read out of the
stored information is possible using power pulses of sufficient low intensity leaving the physical
properties of the active material unchanged [LSW11].
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Figure 2.2: Phase-change materials exhibit a stable crystalline and metastable amorphous phase.
The optical and electronic properties of both phases differ significantly, which is essential for the
application in optical or electronic data storage. The phase transition is heat induced and occurs
on a nanosecond time scale. To crystallize an amorphous bit a SET pulse is used, which heats the
sample above its crystallization temperature. The system is then held at that temperature until all
atoms have diffused to their lattice site. To amorphize a data bit, a rather short RESET pulse of high
intensity is used, which melts the material. Since the liquid volume is small, it is cooled rapidly
down so that the atoms have no time to find their lattice sites, i.e. the melt is ’frozen’, to obtain the
disordered amorphous phase. This effect is also known as melt-quenching.
Image source: [Sal08]
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2.2 The Quest for Phase-Change Materials
Phase-change alloys combine exceptional properties: a drastic contrast in optical or electrical
properties between an amorphous and a crystalline phase, very fast crystallization kinetics and
a high scalability down to structural sizes of only a few nanometres. Identifying materials
combining high contrast and very fast crystallization kinetics has been a challenging quest
until design rules for phase-change materials could be developed.
2.2.1 Empiric Identiﬁcation of Phase-Change Materials
First compositions that are identified to be phase-change materials are chalcogenide alloys. In
1968 S.R. Ovshinsky first observed reversible electrical switching between a highly resistive and
a highly conductive state in Ge10Si12Te48As30 [Ovs68]. Only three years after this important
discovery, rapid, reversible laser induced phase transformations were observed in the multinary
alloy Ge15Sb2Te81S2 [FdMO71]. Both pioneering works triggered an application-oriented
research into non-volatile data storage technologies based on chalcogenides. The main task
for materials researchers to the present day has been to classify materials which are suitable
for application. Researchers at IBM classified the binary alloy GeTe to be a phase-change
material in 1986: GeTe combines a high contrast in reflectivity and resistivity with very fast
crystallization kinetics enabling phase transitions on a nanosecond time scale [CRB86].
A first important family of phase-change materials was identified in 1988 by the research
group of N.Yamada. Alloys lying on the pseudo-binary line connecting GeTe and Sb2Te3 in
the ternary Ge:Sb:Te-phase diagram show the targeted combination of fast switching speeds
and property contrast [YONA91, YOA+87]. To design rewritable optical discs three new
technologies were needed in combination: the discovery of the GST family acting as encoding
material, polycarbonate to hold the active layer and optical laser light sources delivering
sufficiently small spot sizes. After a development time of 20 years the first product of rewritable
optical disc based on phase-change materials entered the market in 1990. Since then this
technology improved steadily in respect to data storage density, see Fig. (2.3).
Besides Sb2Te3 being an end point of the tie line, silver and indium doped Sb70Te30 composi-
tions offer suitable properties [LPS+03]. Doping in the field of phase-change materials refers to
doping concentrations in the percentage range, beingmuch larger than in usual semiconductors
such as silicon or germanium. Hence, doped phase-change materials located near Sb70Te30 in
the Ge:Sb:Te-phase diagram constitute the second known family of phase-change materials. A
prominent candidate of this family is the widely employed alloy AgInSbTe, also known as
AIST [MAK+11].
A third family of phase-change materials attracted considerably interest in the last years,
because this family does not contain any chalcogenide. Modification of antimony such as
Ge15Sb85 show the extraordinary combination of fast crystallization speed and property
contrast [SATM94, PSRK03]. In contrast to phase-change materials belonging to the first or
second family, Ge15Sb85 is close to the eutectic composition [Che89]. Consequently, phase
separation upon cycles of crystallization and vitrification is very likely in Ge15Sb85 [ZBE+10],
whereas all materials mentioned before are single-phase materials.
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Figure 2.3:Most known phase-change materials can be found in the ternary Ge:Sb:Te diagram and
are classified into three families. The first family of phase-change materials is described by the
pseudo-binary tie line between GeTe and Sb2Te3 including GeTe, Ge2Sb2Te5 or Ge1Sb2Te4. Doped
antimony tellurium compounds near the composition Sb70Te30 constitute the second family of
phase-change materials. Modifications of antimony such as Ge15Sb85 form the third family and
attract considerable interest because these compounds do not contain any chalcogenide. Next to
each composition, indicated by the position within the GST-triangle, the respective application in
optical data storage are stated. Image source: modified from [WY07].
2.2.2 Design Rules for Phase-Change Materials
The trial-and-error method identified many phase-change materials. Anyway the question,
which has to be answered is why the identified compositions classified into three families
work as phase-change materials and whether materials that are composed of other elements
would work as well. Design rules predicting the combination of high contrast and fast crystal-
lization kinetics from the stoichiometric composition facilitate application oriented material
optimization. Recently it has been shown that design rules can be derived from the bonding
configuration of neighbouring atoms in the crystalline state [LSG+08].
To identify design rule the authors concentrate on the crystalline structure of the first family of
phase-change materials. These phase-change alloys lie on the pseudo-binary line between
GeTe and Sb2Te3. So the first phase-change family includes Ge1Sb4Te7, Ge1Sb2Te4, Ge2Sb2Te5,
Ge3Sb2Te6 and Ge8Sb2Te11. All these alloys crystallize in a metastable rock-salt structure.
Hereby the Te atoms occupy the anion lattice site and Ge, Sb and vacancies as well occupy the
cation lattice site [MY02, YM00, NOT+00]. According to the 8-N rule describing covalent
bonding we expect on average four bonds for germanium, three bonds for antimony and
two bonds for tellurium. However, the coordination numbers derived from experiment of
crystalline phase-change materials are significantly larger than expected from the 8-N rule
valid for covalent bonding [RJ87, RXP07]. On the contrary, crystalline semiconductors such
as Ge, Si and GaAs follow the 8-N rule. However, these materials show no drastic optical
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difference between a ordered and a disordered state [HR10]. Consequently, the strong optical
contrast seems tocal be closely linked to the extraordinary crystalline state of phase-change
materials.
A simple structure map allowing to predict the bonding mechanism and crystal structure for
group V elements and binary IV-VI compounds was introduced by Littlewood [Lit80b, Lit80a].
In his work, which is an extension of the work carried out by St. John, Simons and Bloch
[SB73, SJB74], he introduces two coordinates spanning up a diagram:
r′σ = rAp − rBp (2.1)
r−1π = [(rAp − rAs ) + (rBp − rBs )]−1 (2.2)
Hereby, rXs and rXp denote the valence radii of the s− and p− orbital of atomX , respectively.
For different atoms the radii are published in reference [CP78].
Both coordinates defined in Eqs.(2.1)-(2.2) can be interpreted from a physical point of
view. The coordinate r′σ compares the size of atoms A and B. The more similar both atoms
are the smaller is the charge transfer in a A-B bond. Consequently, r′σ represents the ionic
contribution of the bonding and gives a measure of ionicity. The covalency of a bond is
measured by the coordinate r−1π in terms of hybridization. A hybrid state is a superposition of
atomic s - and p -orbitals lowering the ground state energy. The first step to form a hybrid state
is the excitation of one s -electron into a p -orbital, which costs energy. The tendency towards
hybridization is large for low excitation energies, i.e. low energetic splitting between s - and
p -levels. Thus the coordinate rπ serves as a measure of this splitting, since it measures the
average difference between s - and p -radii. In order to have large values in the case of high
tendency towards hybridization the reciprocal r−1π is employed. Even though this structure
map proposed by Littlewood is based on the properties of free atoms, it works very well to
gain insight into crystal structures in binary systems such as GeTe , GeSe or PbTe having on
average five valence electrons per atom tantamount to three p - electrons [Lit80a].
However, phase-change materials are typically multinary alloys having an average num-
ber of p -electrons slightly larger than three. For instance Ge2Sb2Te5 possesses on average
2⋅2+2⋅3+5⋅4
2+2+5 = 3.3 p -electrons per atom . Indeed, crystalline phase-change materials form large
concentrations of vacancies resulting in a consistent number of three p - electrons per lattice site.
To apply the framework of Littlewood to multinary compounds, the coordinates valid for AB
systems given in Eqs.(2.1)-(2.2) have to be modified. Recently it has been shown that different
cationic and anionic species can be averaged to treat a multinary compound as an effective
AB-material [Len10]. A meaningful averaging procedure excludes extreme combinations such
as carbon (rs = 0.38, rp = 0.47) with bismuth (rs = 0.72, rp = 1.02). Slight deviations from
equal numbers of anions and cations are typically compensated by the formation of intrinsic
vacancies [WLW+07].
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So the generalized coordinates given byEqs. 2.3-2.4 can be applied toAV ,AIV BV I ,AIV2 BV2 CV I5 ,
AIV1 B
V
2 C
V I
4 and AIV1 BV4 CV I7 systems. The sum runs over all specific anions and cations of the
alloy considered , weighted by their concentration ni or nj , respectively [LSG+08].
r′σ = (∑i ni ⋅ rp,i∑i ni )udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod	udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod

Anions
−(∑j nj ⋅ rp,j∑j nj )udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod	udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod

Cations
(2.3)
r−1π =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
(∑i ni ⋅ (rp,i − rs,i)∑i ni )udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod	udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod

Anions
+(∑j nj ⋅ (rp,j − rs,j)∑j nj )udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod	udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod

Cations
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
−1
(2.4)
Fig. 2.4 shows a two-dimensional map illustrating the coordinates defined by Eqs. 2.3-2.4 of
empirically identified phase-change alloys together with a large number of materials composed
from group IV, V and VI elements. Occasionally the number of cations is very different from
the number of anions, e.g. Sb2Te3 or Sb2Te. Since these materials deviate considerably from
the AB-scheme these materials should not be plotted in the same two-dimensional map as
GeTe.
On this structure map tellurides, selenides, sulfides and oxides form well distinguishable
bands. Phase-change materials, indicated by green circles are located in a small region on the
map. Consequently, phase-change materials are characterized by a fixed ratio of ionicity and
hybridization offering a simple design scheme to identify future phase-change materials.
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Figure 2.4: For materials having on average three p-electrons per atomic site and even number of
anions and cations a two dimensional structure map can be constructed. This map is spanned by
two coordinates; r′σ a measure of ionicity and r−1π a measure of covalency of a bond. According to
Eqs. 2.3-2.4 the coordinates for multinary compounds of group IV, V and VI elements are calculated
employing the atomic radii of s - and p - orbitals known from [CP78].
Tellurides, selenides, sulfides and oxides form well distinguishable bands on the map. Phase change
materials (green dots) are located in a small distinct region. Obviously phase change materials are
characterized by a certain ratio of hybridization and ionicity. The proposed structure map reveals
design rules for the classification of future phase change materials based on their stoichiometry,
[Len10]. Image source: [LSG+08]
13
Chapter 2 Phase-Change Materials
2.3 Physical Eﬀects in Phase-Change Materials
The application-oriented research on phase-change materials opened the possibility to design
new non-volatile data storage technologies [WY07, PPM+11b].
Furthermore, the research on phase-change materials is driven by the desire to understand the
scientific basis for their unique properties. Both, the crystalline and the amorphous state of
phase-change materials show puzzling physical effects. A selection of the most prominent
phenomena is presented in the following section.
2.3.1 The Optical Contrast - Eﬀect of Resonant Bonding
In phase-change materials an extraordinary strong optical contrast between an amorphous
and a crystalline state is observed. Fig. 2.5 compares optical spectra of the phase-change
material GeTe to the non-phase change material SiO2. The optical transmission measured in
the amorphous and crystalline phase of SiO2 does not differ within the visible range, i.e. from
380 nm to 780 nm. In contrast the phase-change material GeTe shows a significantly enhanced
reflectivity in the crystalline state over the whole investigated wavelength range.
The optical properties of a solid can be completely described by the complex dielectric function
ε = ε1 + iε2. The complex dielectric function depends on the photon energy E of the incident
electro-magnetic wave and describes its interaction with the solid. Hereby, the alternating
electric field induces electric dipoles within the solid giving rise to polarization. Within the
harmonic oscillator model the induced dipoles experience a restoring force proportional to
their displacement. The real and imaginary part of the dielectric function for a dipole oscillor
are shown schematically in Fig. 2.6. In a solid one distinguishes different kinds of possible
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Figure 2.5: In contrast to non phase-change materials phase-change materials such as GeTe show a
pronounced contrast in optical properties between an amorphous and a crystalline phase in the
visible range. Image source: [Mer11]
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Figure 2.6: Polarization effects in a solid can be described within a harmonic oscillator model, where
dielectric dipoles interacting with an alternating electric field are assumed to have a restoring force.
Typical energy dependencies of the dielectric functions ε1 and ε2 within the harmonic oscillator
model for different kinds of electronic contributions to the polarization are shown. The resonance
energy for lattice vibration or phonon excitation lies within the meV range. Electronic polarizations
of valence or core electrons have much higher resonance energies within the eV or keV, respectively.
Image source: [Kre09]
contributions to the polarization, each characterized by a certain resonance energy. Vibrations
of ionic sublattices are characterized by typical phonon resonance energies in the meV range.
However, electronic polarization of valence or core electrons have much higher resonance
energies in the eV or keV range, respectively.
Typical phonon energies in phase-change materials are reported to be lower than 30 meV,
[SKW+08]. Consequently the optical dielectric constant ε∞ illustrated in Fig. 2.6 can be
defined as ε∞ = ε1(E = 0.05eV). The values of ε∞ in crystalline phase-change materials are
typically two to three times larger than these measured for amorphous phase-change materials,
see Tab.(2.1). However, non-phase change materials show no significant difference in the
optical constant ε∞ between their ordered and disordered state. Furthermore, the optical
constants measured for amorphous phase-change materials of approximately 10 are quite
similar to those obtained for non phase-change materials. This indicates that the origin of the
pronounced optical contrast is linked to an extraordinary behavior of the crystalline state in
phase-change materials.
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Table 2.1:Optical dielectric constants ε∞ and energy gaps Eg of phase-change materials (top) and
non phase-change materials (bottom). In contrast to non phase-change materials phase-change
materials show a strongly enhanced optical dielectric constant ε∞ in their crystalline phase, whereas
the ε∞ values for phase-change and non-phase change materials are quite similar in the amorphous
phase. This suggests that the pronounced optical contrast observed in phase-change materials
originates from special properties of their crystalline state.
Material ε∞ Eg (eV)Amorphous Crystalline Amorphous Crystalline
GeTe 13.2 [1] 33.2 [1] 0.78 [1] 0.55 [1]
Ge2Sb2Te5 16.0 [1] 33.3 [1] 0.77 [1] 0.48 [1]
Ge1Sb2Te4 16.6 [1] 36.2 [1] 0.76 [1] 0.39 [1]
Ge2Sb1Te4 14.5 [1] 29.8 [1] 0.80 [1] 0.61 [1]
AgInSbTe 19.6 [1] 52.8 [1] 0.63 [1] 0.18 [1]
Si 11.6 [2] 11.6 [2] 1.12 [3]
Ge 16.0 [2] 16.0 [2] 0.67 [4]
GaAs 12.0 [2] 12.0 [2] 1.43 [4]
[1] taken from Reference [SKW+08]
[2] taken from Reference [HR10]
[3] taken from Reference [SK07a]
[4] taken from Reference [IL02]
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In solid state physics the dielectric function can be determined in the frame-work of quantum
mechanics. In periodic crystals the electronic states are described by Bloch wave functions
and the interband transitions are strongly linked to the the dipole matrixM element and the
joint density of states Zij(ω), [IL02]:
ε2(ω) = π
ε0
e2
m2ω2
∑
i,f
∣M ∣2 ⋅Zif(ω) (2.5)
Zif(ω) = 1(2π)3 ∫h̵ω=Ef−Ei dfω∣∇k[Ef(k) −Ei(k)]∣ (2.6)
Consequently a significant change in optical properties can be explained either by a changing
density of states or varying transition matrix elements. However, photoemission spectroscopy
measurements and ab-initio molecular-dynamics calculations performed on crystalline and
amorphous phase-change materials reveal quite similar density of states for both phases
[KKI+07], [HE08]. Furthermore the decrease in bandgap by about50% observed for crystalline
phase-change alloys is not sufficient to explain the strong incease in ε∞ by a factor two to
three. However, works recently carried out by Welnic et al. as well as Huang and Robertson
[WPD+06, HR10] focus on the matrix transition elements defined by:
M =< i∣pˆ∣f > (2.7)
where pˆ is the dipole operator and i and f the initial and final states of the optical transition,
respectively. Both studies show that the strong optical contrast originates from extremely
high matrix transition elements observed for the crystalline state. These enhanced transition
probabilities can be understood from the view point of resonant bonding [SKW+08].
We remember that many phase-change materials have on average three p -electrons and crys-
tallize in a metastable rock-salt structure. Resonant bonding leads to ordering and alignment
of these p -orbitals on adjacent molecular units. In this symmetric atomic arrangement, the
valence electrons resonate between six bonds of the original cubic lattice. A schematic view
of resonant bonding on the group V element Sb, being a phase change material as well, is
presented in Fig. 2.7. For normal two-center bonds, the matrix elementM is about one bond
length. In consequence of resonance bonding the aligned chains yield toM values of typical
two bond lengths giving rise to high transition matrix elements and coordination numbers
higher than expected from the 8-N rule.
In the disordered amorphous phase the alignment of p -orbitals gets lost. Consequently the
amorphous state is characterized by typical low dielectric constants ε∞ ≈ 15, which are quite
comparable to those values observed for covalent bonded semiconductors such as Si, Ge or
GaAs.
A highly symmetric atomic arrangement thus favors resonant bonding. Nevertheless, the
structure map depicted in Fig. 2.4 shows that materials having a rather perfect cubic symmetry
such as Bi, i.e. r′σ = r−1π ≈ 0, do not work as a phase-change material. The answer for this is
given by the potential for atomic displacement: in undistorted and strongly distorted systems
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as well, the potential can be regarded as predominantly harmonic. In the case of rather weak
distortions the potential resembles a very broad, flat box enabling large atomic movements
on small thermal fluctuations, i.e. large Debye-Waller factors. The position of phase change
materials on the map is strongly linked to a certain ratio of r′σ to r−1π . This ratio indicates a
balance between resonance bonding necessary to obtain strong optical contrast and large
Debye-Waller factors possibly facilitating fast crystallization [LSG+08].
Figure 2.7: Schematic view of the resonant bonding effect exemplified on the group V element antimony
in a undistorted cubic structure. The crystal structure of antimony can be represented by several
contributing Lewis formulas, shown in the left and right-hand side. The actual structure is an
intermediate between both canonical forms being illustrated in the middle. The high electron
delocalization present in the resonance hybrid state results in an increasing electronic polarizability,
i.e. high dielectric constants [SKW+08].
A synonym for the effect of resonant bonding or resonance is mesomerism.
2.3.2 The Threshold Switching Eﬀect
Small confined volumes of a phase-change material can be electrically switched between an
amorphous and a crystalline state. For electrical switching experiments different phase-change
cell geometries have been developed in recent years [LKW05]. In Ovonic Unified Memory
cells, abbrev. OUM, shown in the inset of Fig. 2.8, a thin phase-change film is contacted by a
top and bottom contact [GLP02]. In OUM cells an additional resistor contacted to the bottom
electrode acts as heating source. The active switchable region forms a mushroom cap near
this heating resistor [RYC+06, PPL+07]. The heat induced phase transitions are controlled by
short electrical pulses applied to the electrodes. The I-V characteristics measured on a phase
change memory device during a crystallization pulse are shown in Fig. 2.8. Phase-change
materials exhibit a pronounced contrast in resistivity between a highly conductive crystalline
and a lowly conductive amorphous state. The I-V curves of the crystalline phase presented
in Fig. 2.8 shows a linear increase with increasing voltage. In contrast, the amorphous state
resistivity is remarkably non-linear. Below a certain voltage denoted as threshold voltage, the
system is in the lowly conductive amorphous OFF-state. Here, the conductivity increases first
linearly than exponentially and finally super-exponentially with increasing voltage applied
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to the cell [IZ07]. Exceeding the applied voltage above the critical threshold voltage leads
to a sudden breakdown in resistivity by orders of magnitude. This is the threshold switching
effect [Ovs68]. The highly conductive but still amorphous phase is known as the amorphous
ON-state [PH71]. In the ON-state the conductivity increases linearly with increasing voltage.
The high current densities present in the amorphous ON-state facilitate crystallization of
an amorphous bit via Joule heating. This memory switch has to be well distinguished from
the threshold switch, which is a phenomenon specific to the amorphous phase and does not
involve a phase transition [WY07].
From a technical point of view, the threshold switching effect has important practical impli-
cations. Without this phenomenon taking place, large voltages would be needed to induce
crystallization. The threshold switching effect enables to realize a voltage down-conversion
and phase-change devices can be operated employing power pulses of a few Volts in amplitude.
Indeed, the threshold voltage at which the threshold switching occurs depends on the amor-
phous volume of the cell, which has to be crystallized. The higher the volume the higher is the
observed threshold voltage Vt. This implies that a critical electric threshold field Et ≈ 106V/m
rather than a threshold voltage yields to the sudden breakdown in resistivity [KRR+09].
Even though the threshold switching effect is crucial for the application of phase-change
materials in electronic data storage devices, the underlying mechanisms remain an attractive
puzzle to be solved in future research. The most prominent models describing this switching
phenomenon will be explained in section 3.2.
2.3.3 The Resistance Drift Eﬀect
Multi-level storage technologies aim to increase the storage density by differentiating more
than two logical states per cell. In this way, the binary code could be replaced by a multinary
code. In phase-change memory cells, the cell resistance can be systematically altered by varying
the volume of the amorphous part of the cell. Consequently, electronic non-volatile data
storage technologies based on phase change materials offer the possibility to design high
density multi-level storage systems [PPS+10]. However, the amorphous state resistivity is
observed to increase with time following a power law [BRP+09].
Fig. 2.9 shows the evolution of the cell resistance of a crystalline and a (partly) amorphous
phase-change cell measured directly after the induced phase transition. Whereas the crystalline
state resistivity is rather stable, the amorphous state resistivity increases significantly with
time. The increase of the amorphous state resistivity over time is denoted as the resistance
drift effect. This effect hampers the multi-level storage potential of phase-change materials in
respect to information loss. Current research faces the challenge to overcome the resistance
drift effect [PPM+11a]. Even though many theories are suggested, the underlying physics
yielding to the resistance drift effect are still a point of controversial scientific discussion
[KMK+07, PLP+04, IZ07, ISLL09]. A short overview of recently proposedmechanisms driving
the resistance drift effect is presented in section 3.3 of this thesis.
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Figure 2.8: Typical current-voltage characteristics measured in a phase-change memory cell. An OUM
cell is shown in the inset. At low voltages a significant difference exists between the conductivity in
both phases that enables to read information at low electrical fields. Whereas the crystalline phase
shows an ohmic behavior over the whole voltage range, the amorphous phase shows a remarkably
non-linear behavior. At a critical electrical field, the conductivity increases suddenly by three orders
of magnitude. Being in the highly conductive amorphous ON-state, the current density is high
enough to induce the phase transition by Joule heating. Due to the sudden breakdown in resistivity,
the memory switching is possible at technically applicable electrical fields. Thus, the ”threshold
switching” phenomenon is crucial for the application in the electronic data storage. However, the
underlying physical mechanism is not yet completely understood. Image source: [WY07]; Inset
taken from: [PLP+04].
gjhhg
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(a) Change in cell resistance over time
(b) Data corruption in amorphous phase-change cells
Figure 2.9: A phase-change memory cell can be reversibly switched between its highly conductive
crystalline and lowly conductive amorphous state. The cell resistance in the amorphous state can be
systematically varied by the volume of the amorphous part of the cell. This fact enables to program
the cell to more than two logical states. To realize such a multi-level storage system, stable cell
resistances are indispensable. The evolution of the cell resistance with time is measured directly
after the induced phase transition. Whereas the crystalline state conductivity is rather stable, the
amorphous state conductivity decreases significantly with time following a power law (a). The
increasing amorphous state resistivity with time is known as the ”resistance drift” effect and hampers
the multi-level potential of phase-change materials, since it results in data corruption visualized
in (b). Two phase-change cells are programmed to two different cell states. In both cells the cell
resistance is observed to increase with time. However, due to different thermal histories, both cells
show a different evolution in resitivity over time, i.e. a different drift exponent νa-GST. Both cell
states can no longer be distinguished after a time span of 105s. Image sources: [BRP+09, PPM+11a]
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2.4 Aim and Structure of this work
The aim of this work is to gain a better insight into transport phenomena in amorphous
phase-change materials. In literature different transport models describing the electronic
transport properties in disordered structures have been reported. Based on a specific transport
model, numerous theoretical models explaining the threshold switching and the resistance
drift effect have been proposed for amorphous phase-change materials. The most prominent,
even though controversial discussed theories are summarized in Chapter 3.
To improve the experimental basis of the proposed transport models, deposition, structural,
optical, electrical and time resolved techniques are combined. Chapter 4 gives a short presen-
tation of the sample preparation and different characterization techniques employed in the
framework of this thesis.
Indeed, many transportmodels describing the electronic transport in amorphous phase-change
alloys are based on localized defect states within the forbidden energy band gap. Due to the lack
of long range order localized trap states are a characteristic feature of amorphous structures
and play an important role for the electronic transport properties. This thesis provides a
systematic and detailed study of defect state densities measured in various phase-change
compounds. Chapter 5 concentrates on the defect state density measured in amorphous GeTe
and other switchable chalcogenide alloys. The binary alloy GeTe is one of the first compounds
identified as a phase-change material and thus offers a good set of references to the relevant
literature. Furthermore, this material is of large industrial interest, because this alloy shows an
exceptional combination of high crystallization temperature and fast crystallization speed.
Furthermore, this chapter addresses the influence of defect states on threshold switching
phenomena. A detailed study of resistance drift effects measured in a-GeTe compared to other
phase-change and chalcogenide alloys is presented in Chapter 6. Moreover a possible link
between resistance drift effect and relaxation of mechanical stresses within the amorphous
deposited thin film is discussed at the end of this thesis.
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Electronic Transport in a-PCM:
Short Review
This chapter gives a short review over the previous work carried out on transport properties in
amorphous phase-change materials. In disordered structures localized trap states play an
important role for the electronic transport properties. Their physical origin and their influence
on the electronic transport are discussed in the first section of this chapter, followed by an
overview of models describing the phenomena threshold switching and resistance drift.
3.1 Electronic Transport Models in Disordered
Structures
Localized trap states are an intrinsic property of disordered materials. This section summarizes
shortly the nature of defect states. Furthermore, defect state models proposed for amorphous
phase-change materials and their influence on the electronic transport path are discussed.
3.1.1 Trap States
Extended states have non-localized wave functions. Consequently, carriers occupying an
extended state contribute to the electronic conductivity. For example in a perfect crystal, the
corresponding extended wave functions are plane waves with a lattice periodic modulated
amplitude, known as Bloch functions, see Fig. 3.1a. Carriers occupying extended states are
commonly denoted as free carriers. In contrast to extended states, a trap state exhibits an
exponential decaying wave function, see Fig. 3.1b. Carriers occupying a trap state are localized
in space and consequently do not contribute to the electronic transport as long as carrier
transitions between localized states can be neglected.
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Carrier localization: potential wins over kinetic Energy
The origin of carrier localization can be explained qualitatively in the frame work of quantum
mechanics. In solid state physics, the lowest energetic state is favored. In consequence of
the uncertainty relation, a large uncertainty in space, i.e. delocalized carriers, induces a low
uncertainty in momentum,
Δx ⋅Δp ≥ h̵/2. (3.1)
Thus, delocalization leads to a low average kinetic energy. In a perfect periodic potential,
minimizing the kinetic energy is the only driving force resulting in extended Bloch functions.
If the perfect periodicity is broken, for example by the presence of a positively charged
imperfection, an additional driving force has to be considered. The potential energy of an
electron will be significantly lower, if it stays near the positively charged imperfection and thus
the corresponding electron state is localized. This example can be generalized to non-periodic
potentials, i.e. localization is induced by minimizing the average potential energy.
Shortly summarized: Minimizing the kinetic energy is the driving force to create extended
states, whereas minimizing the potential energy is the driving force to create localized states,
illustrated in Fig. 3.2. The origin of carrier localization is thus given by the gain of potential
over kinetic energy in that regime, [Zal83].
(a) perfect crystal: extended Bloch function (b) trap state: localized wave function
Figure 3.1: An extended state contributes to the electronic conduction, for example in a perfect crystal
the probability to find a Bloch electron is the same for each unit cell. In opposite a trap state possesses
exponentially decaying wave function and thus is localized in space. Consequently, trapped carriers
do not contribute to the electronic conduction as long as carrier transitions between localized states
can be neglected. See for further information [Zal83]
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Figure 3.2: Driving forces in non-periodic systems. To lower the kinetic energy ‘Delocalization’ is
favored, but ’Localization’ may lead to a lower potential energy.
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Classiﬁcation in defect band and band tail states
Trap states, which are described by a localized wave function, can be classified into defect band
and band tail states depending on their physical origin. This classification is briefly explained
in the following.
Defect band states result from over- or under coordinated atoms and thus can be also
present in a crystal. It is well known, that the density of states describing a perfect three
dimensional crystal follows a square root behavior. In crystalline systems the band gap is well
defined and in the case of saturated bonds no energetic states exist within the band gap region
Ev < E < Ec. However, over- or under coordinated atoms may create localized energetic states
within the band gap, where the overlap in wavefunction results in a defect band for high defect
concentrations, see Fig. 3.3a.
The lack of long range order in disordered systems gives rise to additional localized defect
states which do not originate from over- or under coordinated atoms. In comparison with
ordered crystalline materials the band gap in amorphous systems is not sharply defined:
varying bond lengths and bond angles cause exponentially decaying band tail states reaching
from the band edges into the gap, see Fig. 3.3b. A small value of the density of statesD(E)
indicates that the corresponding configuration of bond lengths and bond angles is rarely
realized, resulting in a small overlap of wave functions and thus in localization [IL02]. The
mobility band gap is defined as the energetic region between the valence and conduction band
edge and divides localized from delocalized states. In disordered systems the mobility band
gap is in general not equal to the optical band gap in contrast to crystalline systems.
(a) Imperfection band (b) Band tails
Figure 3.3: Trap states are classified in imperfection bands (a) and band tail states (b), both presented in
green colour. Imperfection bands are caused by structural defects, for example dopants or dangling
bonds. In disordered structures, where bond lengths and bond angles vary, the band gap is not as
sharply defined as in a ordered crystalline system: Exponentially decaying band tail states reach
from the mobility band edges Ev and Ec into the gap. The typical density of states of a perfect
crystal is shown in black for comparison.
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Classiﬁcation in acceptor and donor like trap states
Trap states capture free carriers from the bands. The charge state of the trap is changed due to
such a capture process [Adl71]. Donor like tap states are defined to be neutral if occupied
by an electron and positively charged if empty. Hence, empty donor states create a positive
donor concentrationN+D. Acceptor like states are neutral if empty and negatively charged
if occupied by an electron. Consequently, occupied acceptor states give rise to a negative
acceptor concentrationN−A.
This classification of trap states as donor or acceptor like is an analog to the case of doped
semiconductors [IL02]. Doping silicon of valency four with a groupV element forms the so
called donor level. At 0 K temperature the donor level is completely filled. With increasing
temperature electrons at these donor states are excited into the conduction band and the Fermi
level shifts with increasing temperature below the donor level, see Fig. 3.4. The emptied donor
states build up a positively space charge. Likewise, doping silicon with a group III element, the
missing electron creates an energy level near the valence band edge. This acceptor level is empty
at 0 K temperature and is getting filled with increasing temperature due to thermal excitation.
Consequently, the Fermi level shifts above the acceptor level with increasing temperature, see
Fig. 3.4.
The position of the Fermi level is determined by charge neutrality, i.e. the positive charge given
by the donor concentrationN+D and free hole concentration pmust compensate the negative
charge given by the acceptor concentrationN−A and free electron concentration n, [IL02]:
N+D + p = N−A + n (3.2)
In disordered systems the band tail reaching from the valence band edge Ev into the band
gap has donor character. The band tail coming from the conduction band Ec has acceptor
character. In some materials trap states can capture more than one hole or electron from
the bands [BDM+11]. These trap states are defined as amphoteric [Wal89]. In the presence
of amphoteric trap states the charge neutrality relation given by Eq. 3.2 is given by a more
complicated expression [YA75, BK87].
3.1.2 Defect State Models for a-PCM
Different bandmodels have been proposed for chalcogenide glasses, where the most prominent
ones are the Cohen-Fritzsche-Ovshinsky (CFO) and the Valence-Alternation-Pair model
(VAP), both illustrated in Fig. 3.5. In both models the Fermi level EF is pinned at mid gap
[CFO69, KAF76a].
The CFO-model [CFO69] is based on the assumption that most atoms satisfy their valence
requirements. The valence band edge Ev and the conduction band edge Ec sharply divide
localized from delocalized states. Energetic states within the mobility gap Ev < E < Ec are
localized and energetic states beyond the band edges are delocalized, see Fig. 3.2. Consequently,
the defect density within the band gap consists of the valence and conduction band tail, which
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Figure 3.4:Donor and acceptor like trap states are defined in analogy to doped semiconductors. Donor
/ donor like states are neutral if occupied and singly positively charged if unoccupied by an electron.
Likewise, acceptor or acceptor like states are singly negatively charged if occupied and neutral if
empty [IL02].
are supposed to overlap in a certain range. Empty valence band tail states give rise to a random
distribution of localized positive space charge. Likewise, conduction band tail states have
acceptor character building up a randomly distributed negative space charge, if occupied by an
electron. The Fermi level is fixed under the condition of charge neutrality near the center of
the gap, where the total density of states is near its minimum.
In contrast to the CFO-model the VAPmodel proposes the presence of defects resulting from
over- or undercoordination, respectively [KAF76a]. Due to covalent bonding, chalcogenides
exhibit divalent bonding denoted as C02 center , where C stands for chalcogen, the subscript
gives the covalent coordination and the superscript the charge state. The expected existence of
one dimensional Te-Te chains give rise to a high concentration of electrons, which do not
ordinarily participate in covalent bonding, so called lone pairs. In the amorphous phase lone
pairs have a wide spectrum of orientations resulting in diverse lone pair interactions, which
induces a pronounced width of the valence band. Broken bonds along the Te-Te chain create
valence-alternation pairs (VAPs): a three-fold overcoordinated, positively charged defect C+3
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(a) CFOModel (b) VAPModel
Figure 3.5:Themost prominent models proposed for a-PCM or chalcogenide glasses are the CFO
and VAP model. In the CFO model overlapping valence and conduction band tails give rise to
compensated local space charges. In the VAP model structural defects along the Te-Te chain result
in simply charged defects known as C+3 and C−1 , respectively.
and a negatively charged, one fold undercoordinated defect C−1 . The donor like defects C+3
create a defect band energetically located above the Fermi energy EF . The C−1 defect creates a
band of acceptor states located below the Fermi energy EF . Valence-Alternation Pairs are
expected to be at the origin of a large defect concentration in the range of 1017 to 1020cm−3 in
chalcogenide glasses [BS80]. Obviously, the adddition or removal of an electron to a localized
C+3 or C−1 defect results in a change of local bonding. This lattice relaxation at the defect may
lower the coulomb energy Ecoul by an amountW giving the energy correlation energy Ecor,
Ecor = e2
4πε0εr
−W (3.3)
Defects with negative correlation energy, such as Valence-Alternation Pairs, are referred
to as negative U-centers. Negative U defects pin the Fermi energy, i.e. the position of the
Fermi level changes only very little with varied defect occupancy. In contrast, if defects are
characterized by a positive U, the Fermi level strongly depends on the trap occupancy and thus
is expected to shift significantly with varied temperature or doping concentration [Str91a].
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3.1.3 Multiple-Trapping Transport Model
The presence of localized trap states has a strong influence on the electronic properties in a
disordered solid. For example, the position of the Fermi level is defined by the presence of
states within the band gap. Furthermore, localized defect states have a strong influence on the
main electronic transport path in disordered systems. To describe the electronic transport in
amorphous systems, the mobility band gap is generally of paramount importance. Energetic
states E lying within the mobility band gap, i.e. Ev < E < Ec are localized. States lying
beyond the valence band edge Ev or conduction band edge Ec are delocalized and form the
valence band or conduction band, respectively. In the multiple-trapping transport model
the electronic transport is dominated by free carriers. In n-type materials the transport is
dominated by free electrons having an energy E > Ec. Vice versa, holes of energy E < Ev
control the electronic transport in p-type materials. By applying an electric field, free carriers
drift through the specimen. Thereby free carriers interact with localized trap states. Empty
trapping centers capture free carriers from the band. In Fig. 3.6, these multiple trapping
processes are exemplified for a free electron being trapped from the conduction band. While
occupying a trap state the electron is localized and thus does not contribute to the electronic
conduction, until it is thermally released back to the conduction band. While drifting in
direction of the applied electric field a free electron is captured and released several times.
These multiple trapping and release processes hamper the electronic transport, since the
electron does not contribute to the electronic conductivity while occupying a localized defect
state.
In systems, where the electronic transport can be described within the multiple-trapping
transport model, the conductivity decreases in general with increasing trap state density.
3.1.4 Hopping Transport Model
In disordered materials, a further transport mechanism is possible. Instead of being thermally
released back to the band, a trapped carrier can tunnel from trap to trap. This transport channel
is known as the hopping conduction path. Especially at low temperatures this transport
channel is expected to be dominating, since the activation energy for hoppingW is much
lower than the activation energy for multiple trapping Ea.
In the case that the electronic transport is governed by hopping processes a higher number
of trap states leads to an increasing conductivity, because (i) the overlap of wave functions
between neighboring trap states is increased and (ii) the probability that two neighbour trap
states having a similar energy increases too.
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Figure 3.6:Multiple-Trapping Transport model - Band transport interrupted by multiple capture and
release processes. If Multiple trapping is the main transport channel, the conductivity decreases
generally with increasing number of trap states due to a higher number of capture processes.
Figure 3.7:Hopping Transport model - Jumping from trap to trap. Especially at low temperatures
hopping conduction is expected to be the main transport channel. If hopping is dominating the
conductivity increases with increasing number of trap states, since more hopping sites are available.
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3.2 Models describing the Threshold Switching
Eﬀect
This section is devoted to models explaining the threshold switching effect, which describes
the sudden increase in conductivity above a critical electrical field of about Et ≈ 106V/m.
Many models have been discussed to explain this phenomenon illustrated in Fig. 2.8. Whereas
some models relate the sudden increase in conductivity to trap kinetics, other models propose
a increasing carrier mobility or field induced crystalline nucleus formation to be the physical
origin of this puzzling effect.
3.2.1 Field Induced Nucleation Model
In this model, the system remains in the high resistive amorphous OFF state until a crystalline
filament nucleates within a strong electric field forming a conductive path between both
electrodes identified as the amorphous ON state of the phase-change memory cell, see Fig. 2.8
and Fig 3.8. A short discussion of this threshold switching model is given below.
The phase-change cell consisting of a thin phase change film sandwiched between two electrodes
can be considered as a simple capacitor. Before switching the thin phase change film of thickness
l is considered to be uniform and completely amorphous. In this capacitor model, a bias
V results in an electric field E0 = V /l. With increasing bias highly conductive crystalline
particles start to appear. These crystalline particles have dipole moment p ∝ E0, which
interact with the electric field. The dipole interaction reduces the system energy and thus
facilitates nucleation. The actual switching phenomenon starts with the nucleation of a long
crystalline cylinder of radius R and height h, where (h >> R). The highly conductive cylinder
concentrates the electric field resulting in a drastic electrical field enhancement near the
cylinder end E ≈ (h/R)2E0. The strong electric field facilitates nucleation of further spherical
particles triggering a process of cylinder growth via subsequent nucleation of spheres forming
a conductive path within an amorphous environment, see Fig. 3.8. In the case of electrical
field removal, conductive particles disappear if they have not reached a sufficient size. In
particular, the growth of the crystalline filament is interrupted if the time given to grow within
a strong electric field (E0 ≈ 106V/m) is not long enough. The nucleation time of the crystalline
filament can be interpreted to be the physical origin behind the experimentally observed
switching delay time td, i.e. the time span between the threshold field application and the
switching event [KCJ+05, LIL10]. The holding voltage is the minimum voltage to maintain the
high conductive ON-state, which is smaller than the threshold voltage [ASSO80]. According
to the Karpov group the holding voltage can be related to the minimum electric field required
to maintain a non positive difference between the free energies of the system with and without
conductive filament [NKJI09]. Furthermore, this model can explain the dependence of the
threshold voltage on layer thickness l and temperature T [KBZ+11, SJJ+10].
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(a) Nucleation of a cylinder embryo (b) Nucleation of spherical particles
Figure 3.8:The Karpov group proposes a threshold switching mechanism based on a field nucleation
hypothesis. The switching phenomenon starts with the nucleation of a crystalline cylinder embryo.
The highly conductive cylinder in a highly resistive amorphous environment concentrates the
electric field drastically at the cylinder end. The high electric field facilitates nucleation of further
spherical particles. A crystalline filament starts to grow from the cylinder end forming a conductive
path between both electrodes. Image source:[KKSK07]
3.2.2 Small-Polaron Model
In contrast to field induced nucleation, where the high conductive amorphous ON state
is formed by a crystalline filament, the Small Polaron model links the sudden increase in
conductivity to an increasing carrier mobility. A polaron is a quasi particle describing the
interaction of a charged carrier moving through a environment. Around the charged carrier,
polarization is induced for example by long range Coulomb forces, causing local deformation
of the local lattice. Moving through the dielectric, a carrier is thus accompanied by a cloud of
phonons. The induced lattice polarization acts as a potential well hindering the movement of
the conducting carrier. Consequently, the formation of polarons decrease the free carrier
mobility. A conducting electron in an ionic crystal is a classic example for polaron formation.
Polarons are classified into large and small polarons depending on their spatial extension
compared to the lattice parameter of the solid. If the spatial extension of a polaron is large, its
dielectric surrounding can be treated as a polarizable continuum. In this case, the polaron is
classified as large synonymous with a Fröhlich polaron. If the self-induced polarization caused
by the carrier charge is of the order of the lattice parameter the polaron, which may arise is
denoted as small or Holstein polaron. Whereas large polarons are governed by long-range
interactions, small polarons are dominated by short-range interactions, [Dev96].
Indeed Hall mobilities measured in chalcogenide glasses such as AsTe or Sb2Te3 are re-
ported in literature to be very low having room-temperature values of μHall ≈ 0.1cm2/Vs
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[ESQ72, BE06]. Additionally the measured Hall mobility in chalcogenide alloys is anomalously
signed and shows thermal activation. Hall-effectmeasurements on the low conductive standard
phase-change material Ge2Sb2Te5 are difficult. However, even though Emin and co-authors
report very small Hall signals they claim to observe a very low Hall-mobility near 0.07 cm2/Vs
in a-Ge2Sb2Te5 [BEL06]. Based on the small Hall mobilities observed in chalcogenide glasses
D. Emin proposes a mechanism for threshold switching based on small polarons [Emi06].
He claims that the electronic transport in the low conductive amorphous OFF phase, see
Fig. 2.8, is driven by small polarons as predominant charge carriers. Thereby, thermally
assisted hopping between lone-pair orbitals on chalcogen atoms such as Te represent the main
transport path. The small-polaron hopping mobility is orders of magnitudes smaller than the
free carrier mobility in ordinary conductors. In the amorphous OFF state, the electric current
in chalcogenide glasses is carried by a high density of low mobility carriers. In contrast, the
carriers in the metallic electrodes have typically a very high mobility. According to Emin,
the steady-state flow through the electric contacts lead to an accumulation of small polarons
within the amorphous phase-change material. The higher the applied electric fields through
the electrodes the higher is the small-polaron density within the amorphous phase-change
alloy. In the case of very high small-polaron densities, destructive interferences between
atomic displacements of different small-polarons can break up the phonon-carrier interaction.
The quasi-particle composed of a charge and its accompanying phonons describing the local
lattice distortion destabilizes and is converted into a conventional free carrier characterized by
a high mobility forming the amorphous ON state in Fig. 2.8. In this model, the delay time, the
time span between the application of the threshold voltage and the switching event, can be
attributed to the time needed to reach the steady on-state condition.
However, recently the validity of the Small Polaron model has been largely questioned.
In his master thesis Matthias Käs succeeded to perform high quality Hall measurements
on a-Ge2Sb2Te5. Due to their comparable high amorphous state resistivity, accurate Hall
measurements in usually available set-ups are challenging and exhibit a bad signal to noise
ratio [BEL06]. Therefore a sophisticated home-built set-up meeting the desired requirements
has been developed at the I. Institute of Physics (IA) at the RWTH Aachen University.
According to Emin the Small Polaron model predicts a certain relation between the activation
energies describing the temperature dependence of theHallmobilityEμHALL, SeebeckESeebeck
coefficient and dark conductivity Ea [BE06, ESQ72],
Ea = EμHALL +ESeebeck (3.4)
In his master thesis Matthias Käs could show that this relation is not valid in a-Ge2Sb2Te5.
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Figure 3.9: A polaron is a quasi particle describing the interaction of charged carriers drifting through
a dielectric environment. A conducting electron in an ionic crystal is a classic example for polaron
formation. An electron in an ionic crystal attracts the positive and repels the negative ions. The
interaction between lattice and charge carriers causes a self-induced polarization, which acts back
on the electron reducing its carrier mobility drastically (a). A small polaron is formed if its spatial
extension is of the order of the lattice parameter (b).
According to D. Emin the electronic transport in a-PCM at low electric fields is driven by small
polarons acting as charge carriers, whose density increases with increasing electric field. Above a
critical value destructive interferences between atomic displacements of different small-polarons
convert the quasi particle into free carriers. The threshold switching phenomenon is thus attributed
to a drastic change in mobility of charge carriers.
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3.2.3 Carrier Injection Model
The carrier injection Model is based on recombination of free carriers in localized singly
charged defects states in amorphous chalcogenides [VWD75, OR73].
According to the CFO or VAP model, the Fermi level is pinned at or near the middle of the
mobility band gap and a complete set of compensated positively and negatively charged defects
lie below and above the Fermi level. By applying an electric field, free electrons and holes are
injected from the cathode and anode, respectively see Fig. 3.10a.
Near the electrodes, these free carriers recombine with charged defect centers of the amorphous
phase-change material and neutralize them. In consequence a space charge builds up, which
redistributes the electric field: enhancement in the center and reduction near the electrodes
Fig. 3.10b. This situation describes the amorphous OFF state of a disordered phase-change
material, see Fig. 2.8.
With increasing voltage being applied to the electrodes more carriers are injected into the
active material and the space charge regions grow until eventually they meet and overlap
giving the switching condition, shown in Fig. 3.10c. This switching situation rapidly becomes
unstable. In the region of the overlap there is no space charge, because all traps have been
neutralized. Consequently, the carrier conductivity in the neutralized region is very high
since the electron and hole drift is no longer hampered by trap states. Furthermore, the space
charge at both electrodes decreases with increasing overlap increasing the electric field at
the electrodes, Fig. 3.10d. In summary, while the conductivity in the center increases the
electrical field enhancement near the electrodes results in a injection of more and more free
carriers. Both effects create an unstable situation increasing the neutralized region very rapidly
to its maximum limit Fig. 3.10e. Here, the bands are very flat and Schottky-type barriers
are established at the electrodes. However, the high defect density expected in amorphous
chalcogenides [CFO69], [BS80] yields to very thin barriers estimated to be as thin as 1nm
[OR73]. Consequently, free carriers can easily tunnel from the Fermi level of the metal into the
conducting band of the phase-change alloy. This situation constitutes the amorphous ON state
of the switching chalcogenide and is illustrated in Fig. 3.10e . The minimum voltage required
to keep the ON state, known as holding voltage Vh, corresponds to the mobility band gap Eμ
of the amorphous phase-change alloy, i.e. qVh = Eμ. In the carrier injection model, the delay
time td represents the time needed to fill the traps to the switching condition of overlapping
space charge regions, depicted in Fig. 3.10c.
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Figure 3.10: In the Carrier InjectionModel, free carriers are injected via both electrodes. Due to capture
of injected electrons (holes) by positively (negatively) charged defects the space charge neutrality
is modified in the material (a) and uncompensated space charge builds up near the electrodes
(b). The situation illustrated in (a) and (b) represents the amorphous OFF state in Fig. 2.8. With
increasing applied voltage, the space charge regions increase. In the switching condition both space
charge regions overlap (c). The situation in (c) is very unstable. Within the neutralized region, the
conductivity is very high, because no trap states hamper the electronic transport. Additionally, the
reduction of the space charge near the electrodes increases the electric field facilitating further
carrier injection. Both effects increase the rate with which space charge overlap occurs (d) yielding
to the amorphous ON state illustrated in (e). Image source: [OR73]
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3.2.4 Poole-Frenkel Model
The Poole Frenkel model is based on thermal emission between donor like trap states, where
a trap state is considered to create a Coulomb potential [IZ07, IZ06, Iel08]. The potential
profiles for two neighboring donor traps under the influence of an increasing electrical field
are shown in Fig. 3.11. Nowadays, the Poole-Frenkel model is the most accepted transport
model for amorphous phase-change materials.
In the case where no electrical field is applied an electron trapped at energyET has to overcome
a barrier height of EC −ET to be excited back to the conduction band (a). The presence of
an electric field changes the shape of the potential profile inducing a lowering of the barrier
between traps I and II (b-c). The higher the electric field the lower is the energy barrier
between both traps. Traps can be treated as isolated if they do not influence each other, i.e. the
nearest neighbor trap is sufficiently far away that it does not lead to an additional change of
the energy barrier. In the case of isolated traps the electrical current is given by the standard
Poole-Frenkel model. Here the current depends on the square root of the applied voltage Va:
Poole-Frenkel I = IPF ⋅ exp(βPFVA1/2) (3.5)
where IPF and βPF are constants [IZ07]. However, in amorphous chalcogenides the trap state
density is expected to be very high. Consequently nearest neighbor traps may influence each
other and Eq. 3.5 does not describe the current dependency properly. In the case that traps are
interacting the energy barrier is lowered in addition to the lowering induced by the electric
field. This results in a current, which increases exponentially with applied voltage:
Poole I = IPF ′ ⋅ exp(βPF ′VA) (3.6)
where IPF ′ and βPF ′ are constants [IZ07]. The exponential current dependency given in Eq.
3.5 is often denoted as Poole transport mechanism. The Poole and Poole-Frenkel transport
model describe both multiple trapping processes illustrated in Fig. 3.6, with a lowered energy
barrierΔφ < EC −ET . The calculated barrier lowering for thermal emission back into the
conduction band for different inter-trap distancesΔz are shown in Fig. 3.11b. The barrier
lowering shows a square root behavior on the electric field for inter-trap distances larger
or equal to Δz = 5nm. Consequently forΔz ≥ 5nm, the Coulomb potentials of different
trap states do not influence each other. The traps can be treated as isolated. In contrast for
small inter-trap distancesΔz ≤ 2nm neighboring traps are no longer isolated. The Coulomb
potential of neighboring traps induce an additional lowering of the energy barrier. Thus the
energy barrier lowering increases linearly with increasing applied voltage for small inter trap
distances.
Subthreshold Conduction model
The Poole or Poole-Frenkel mechanisms describe a band limited transport model illustrated
in Fig3.6. In a band limited transport model a trapped electron is thermally released out of
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(a) An electric fields lowers the potentials barrier between
two traps
(b) Energy barrier lowering for different inter-trap dis-
tances
Figure 3.11: Potential profile between two donor-like trap states (charge 0/+) having a distanceΔz from
each other. The energy barrier between trap I and trap II is lowered with increasing electric field
(top). The energy barrier loweringΔφ depends on the inter-trap distancesΔz (bottom). For large
inter-trap distancesΔz ≥ 5nm the Coulomb potentials of both trap states do not influence each
other. For isolated traps the barrier lowering increases by a square root with increasing electric field
resulting in Poole-Frenkel conduction given by Eq. 3.5. For small inter-trap distancesΔz ≤ 2nm
the energy barrier is lowered by interaction between Coulomb potentials of trap states and the
electric field. In this case the energy barrier increases linearly with increasing electric field yielding
to Poole conduction given by Eq. 3.6. Image source:[IZ07]
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the trap into the conduction band after a certain time. Here this release time out of the trap
depends on the direction of the electrostatic force. Carrier transitions in the same direction as
the electrostatic force take advantage of the energy barrier lowering between trap I and II
shown in Fig. 3.12. Thus, a forward thermal emission is linked to the release time τ→ described
by:
τ→ = τ0 ⋅ exp(Ec −ET -Δφ
kbT
) (3.7)
where τ0 is the characteristic attempt-to-escape time for a carrier captured by a trap located at
energy ET . The exponent in Eq. 3.7 contains the energy barrier at zero field corrected by the
barrier lowering denoted asΔφ. Whereas carrier transitions in direction of the electrostatic
force face a energy barrier lowered byΔφ, carrier transitions in the opposite direction of the
electrostatic force have to overcome the energy barrier at zero field plusΔφ. Consequently a
reverse thermal emission is attributed to higher release times τ←:
τ← = τ0 ⋅ exp((Ec −ET+Δφ
kbT
) (3.8)
Figure 3.12: An electron captured by a donor trap can be thermally excited back to the conduction
band. Thereby the release time τ depends strongly on the direction of the applied electric field.
For thermal emission in the direction of the electrostatic force, the electric field lowers the energy
barrier between traps byΔφ (top). For reverse thermal emission versus direction of the electrostatic
force, the presence of an electric field increases the energy barrier byΔφ (bottom). This scenario
shown here for electrons can be applied analogously for holes. Image source:[IZ07]
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Forward and reverse thermal emissions illustrated in Fig. 3.12 lead to a forward and reverse
current. At zero electric field, the reverse current equals the forward current. Consequently,
no net electric current is observed if no voltage is applied. However, the reverse current is
expected to influence the net current significantly for small electric fields, i.e for a soft energy
barrier lowering. Considering forward and thermal emission, the net current I was shown to
follow the relation [IZ07]:
I = 2qANT,totΔz
τ0
⋅ exp(−(Ec −EF )/kbT ) ⋅ sinh(Δφ/kbT ), (3.9)
where q denotes the elementary charge, A indicates the conduction cross section andNT,tot is
the integral of the trap distribution in the gap above the Fermi level. The authors approximate
the energy barrier lowering between two identical, positively charged traps with inter-trap
distanceΔz to:
Δφ ≈ qVAΔz
2ua
, (3.10)
where ua is the thickness of the amorphous chalcogenide layer. For low applied voltages the
sinh in Eq. 3.9 can be replaced by its linear approximation resulting in an ohmic behavior
I ∝ VA. For high applied voltages the energy barrier lowering according to Eq. 3.10 results in
a Poole conduction mechanism, i.e. the electric current I depends exponentially on the applied
voltage VA. These predictions of the Poole conduction model are experimentally verified by the
authors [IZ07, IZ06, Iel08]. Indeed the subthreshold I − V curves describing the amorphous
OFF state defined in Fig. 2.8 show first a linear dependence. For large applied voltages the
authors report an exponential increase of the current [IZ07]. The correct description of the
sub-threshold regime is a great success of the Poole conduction model.
Threshold Switching model
Within the Poole and the Poole-Frenkel model the same mechanism for threshold switching
can be proposed [Iel08]. This model proposed for electrons can be analogously applied to
holes.
In both models, the high electric field is expected to create a non-equilibrium distribution of
electrons. The distribution function f(E) is changed significantly by the electric field, so
that electrons occupy states well above the dark Fermi level EF but well below Ec. In this
regime EF < E < Ec the conduction is either driven by Poole or Poole-Frenkel mechanism,
i.e. multiple trapping processes are dominant. Since the electric field is very high, forward
thermal emission exceeds reverse thermal emission and the release time is given by τ→ ( see
Eq. 3.7) . The release time τ→ depends exponentially on the trap depth ET . As a consequence
of the electric field, electrons occupy electronic states nearer to the conduction band edge.
This results in significant lower release times. Hence, the carrier mobility is strongly increased,
because the electronic transport is less hampered by multiple-trapping processes.
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The threshold switching mechanism in the Poole or Poole-Frenkel model is illustrated in Fig.
3.13. In the amorphous OFF state, electrons occupy trap states up to the Fermi level (a). In the
high-current regime, the occupation of trap states is not uniform within the film thickness ua.
Near the injection electrode, electrons feature an equilibrium distribution, i.e. within a layer of
thickness ua,OFF electrons fill trap states below the Fermi level like in situation (a). However,
within a certain drifting distance the electrons have collected enough energy from the applied
electric field. Within a layer of thickness ua,ON = ua − ua,OFF electrons occupy thus shallow
traps well above the dark Fermi levelEF resulting in much lower release times and thus higher
effective carrier mobilities.
Figure 3.13:The Poole and Poole-Frenkel model attribute the sudden increase in conductivity at a
critical applied voltage known as the threshold switching effect to a filling of shallow trap states
near the conduction band edge. In the amorphous OFF state, electrons fulfill equilibrium statistics
and fill trap states up to the dark Fermi level (a). A high electric field results in a non-equilibrium
distribution function. Consequently, electrons occupy trap states well above the dark Fermi level (b).
Since the release time depends exponentially on the trap depth ET , the effective carrier mobility is
largely increased in situation (b). Image source:[IZ07]
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3.3 Models describing the Resistance Drift eﬀect
In the last section we have seen that many models relate the threshold switching effect to the
presence of localized trap states within the band gap. Likewise, trap states are expected to play
a key role in the resistance drift effect as well. The resistance drift effect described shortly
in subsection 2.3.3 denotes the steady increase of the amorphous state resistivity with time.
Hereby, the increase in resistivity is reported to follow a potential law [BRP+09]:
ρ(t) = ρ0 ⋅ (t/t0)αRD (3.11)
Many models have been proposed to explain the resistance effect, which accelerates at
elevated temperatures. The three most prominent models link the resistance drift effect either
to trap kinetics or to structural relaxation of the glassy state and are presented in this subsection.
3.3.1 Structural relaxation described by a double-well potential
Karpov et al. relate the observed drift to aging phenomena, where a metastable glass structure
relaxes to its more stable state [KMK+07]. This approach is reasonable, because in disordered
structures some elements are expected to be excessively flexible [PT85]. Thus some atoms
are able to change their atomic configuration. Even though this concept assumes different
electronic properties of the meta-stable and the stable state, the proposed structural relaxation
model does not necessarily invoke any trap kinetics.
The double-well potential concept offers a universal framework to describe atomic dynamics
in glasses [AHV72]. Hereby, the atomic potential is assumed to form a double-well, where
each well is related to a certain, not necessarily known, atomic arrangement , see Fig. 3.14.
The metastable state I forms a local minimum and thus lies higher in energy than the global
minimum symbolizing the stable atomic structure II of the glass. Therefore, a structural
relaxation process from the metastable to the stable atomic state has to overcome a potential
barrier of heightΔWB . The structural disorder in a glass translates into fluctuations of this
barrier heightΔWB , since the energetic positions of the stable and meta-stable state fluctuate
too. However, it is a commonly accepted hypothesis, that the barrier heightWB is described
by a uniform probabilistic function within certain limits [KG93, AHV72]:
p(WB) = 1/ΔWB (3.12)
ΔWB =WB,max −WB,min (3.13)
The double-well potential model introduces the exponential varying relaxation time [AHV72].
The distribution of barrier heightsΔWB results in strongly varying relaxation times τ(WB) :
τ(WB) = τ0 exp(WB/kT ) (3.14)
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An atomic configuration characterized by a low energy barrierΔWB relaxes rapidly into its
stable state, whereas atomic configurations described by high energy barriersΔWB relax much
slower. Consequently, the number of relaxed double-wells increases with time. The structural
relaxation from the meta-stable to the stable atomic configuration is expected to induce a
volume change, which is consistent with the stress release observed in amorphous phase-change
materials [KSLPW03]. Hereby, the relative volume change increases with increasing number of
relaxed double-wells. Karpov et al. claim that the observed change in resistivity can be linked
to the change in volume. Typically chalcogenides show a thermally activated amorphous state
resistivity.
ρ = ρ0 exp(Ea/kT ). (3.15)
In the standard approximation, a relative volume dilation results in a higher activation energy
of conduction Ea = EF −Ev leading to an increase in resistivity over time. The double-well
concept is able to predict the drift parameter ν defined in Eq. 3.11 to:
ν = u0D/ΔWB. (3.16)
The parameter u0 denotes the ultimate relative volume change induced by structural relax-
ation at the saturation point. The deformation potential D describes the influence of the
volume change on the activation energyEa given by the standard approximation, dEa/du =D
[KMK+07].
According to references given in [KMK+07] the deformation energy is typically positive and
varies in the range ofD ≈ 1−3 eV. Furthermore the authors claim numerical values ∣u0∣ = 0.01
andΔWB ≈ 1 eV. Consequently the double-well potential model predicts a drift parameter
ν = 0.03, which is of the order of experimentally observed drift parameters reported to be
ν = 0.06 − 0.1, [PLP+04, BRP+09].
The double-well potential model can explain why the resistance drift accelerates at elevated
temperatures. Within the double-well concept the structural relaxation is attributed to a ther-
mally excitation facing an energy barrierΔWB . Elevated temperatures facilitate overcoming
the energy barrierΔWB . Furthermore this universal framework predicts a saturation of the
resistance drift, when all atomic sites have relaxed into their stable state. This saturation is not
predicted by the drift dependency given in Eq. 3.11. However, reported drift experiments are
in general not performed over several months. According to the double-well potential model
the saturation time is predicted to be ≈ 107s = 116 days at room temperature. At T = 75○C
the saturation time is estimated to be significantly lower to be only ≈ 104s = 2.8 hours.
Recently, Huang and Robertson have calculated the lowest energy defect in amorphous GeTe
and Ge2Sb2Te5 [HR12]. The authors have identified that the defect of lowest energy in a-GeTe
is the divalent Te. In contrast, the authors claim the the lowest cost defect in a-Ge2Sb2Te5 is
formed by the Te interstitial.
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Figure 3.14: Structural relaxation of a glass can be described by the universal double-well potential
concept. In disordered structures some elements are expected to be flexible. Hence, some atoms can
move to an energeticallymore favorable atomic configuration. Thereby, this structural relaxation does
not necessarily invoke any trap dynamics, i.e. breaking of bonds. The different atomic configurations
are reflected by an atomic potential forming a double-well, where the meta-stable state I is separated
by a potential barrier of height ΔWB from the stable atomic state II. As a result of structural
disorder the barrier heightΔWB is randomly distributed. Strongly varying potential wellsΔWB
lead to strongly varying relaxation times. With increasing time the structural relaxation from state I
into state II proceeds inducing a relative volume change. Within the double-well potential model
proposed by Karpov et al., the relative volume change increases the activation energy of conduction.
Consequently, the amorphous state resistivity increases with increasing sample age. Image source:
[KMK+07]
Experiments on phase-change nanowires, show that the drift parameter ν decreases signifi-
cantly within stress free conditions [MJGA10]. Hence the resistance drift effect is significantly
reduced under stress free conditions, this result strongly supports a driving mechanism based
on structural relaxation going along with stress relaxation.
3.3.2 Valence Alternation Pair (VAP)-model
The VAP defect model described in subsection 3.1.2 was developed for amorphous chalco-
genide glasses. The defect model concentrates on the covalent nature of bonding [KAF76a,
Adl71, BS80]. Consequently, chalcogenides are expected to form chains. Broken bonds along
the chalcogen chain result in overcoordinated C+3 and undercoordinated C−1 defects, known as
VAPs. However, recent structural studies have shown that Te-Te bonds are very seldom realized
or even non-existent in GeSbTe- systems [CBK+07, AJ07, JKS+08]. Based on the VAP defect
model, Pirovano et al. proposed a mechanism explaining the resistance drift phenomenon in
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2004. Even though the validity of the VAP model is now questioned the model proposed
byPirovano et al. remains relevant, because thismodel involves defects but not necessarilyVAPs.
VAP defects, see Fig. 3.15a, create a donor-like (C+3 ) and an acceptor-like (C−1 ) defect band
pinning the Fermi energy EF near mid gap, but still close to the valence band see Fig.3.15b.
According to Pirovano et al. the resistance drift effect is attributed to an increasing number of
C+3 and C−1 defects, i.e. with time more and more bonds along the Te chain get broken. With
increasing number of C+3 and C−1 defects, the authors claim a Fermi level moving steadily
towards mid gap position. This shift of the Fermi level results in an increase of the activation
energy Ea = EF −Ev, where the activation energy describes the thermally activated behavior
of the amorphous state resistivity given by the Arrhenius law, see Eq. 3.15.
From Eq. 3.15 it is clear that an enhanced activation energy caused by an enlarging defect
density over time yields to an increase in resistivity with time, too.
(a) Valence Alternation Pair defects in a Te chain (b) Density of states in the VAP model
Figure 3.15: The Valence Alternation Pair Model relies on covalent bonding of tellurium forming
chains (a). Breaking bonds along the Te-chains induces structural defects. The C+3 defect induces a
donor-like defect distribution near the conduction band edge Ec. The C−1 defect creates an acceptor
like imperfection band near the valence band edge Ev (b). Typically, phase-change materials are
p-type conductors. Hence, the VAP model explains the resistance drift effect assuming a increasing
number of C+3 and C−1 defects with time, which shifts the Fermi level nearer to mid gap. The shift
of the Fermi energy increases the activation energy of electrical conduction resulting in a higher
resistivity. Image source: [PLP+04]
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3.3.3 The Poole/Poole-Frenkel model
The VAP model discussed in the last subsection attributes the resistance drift effect solely to
trap kinetics and argues that aging of the glassy state should have no significant influence on
the increase in resistivity with time. The Poole/Poole-Frenkel model tries to combine trap
kinetics with structural relaxation [ILSL08, IZ07, ISLL09], even though a mechanism based
on structural relaxation does not necessarily invoke any electronic process. However, studies
performed on pure amorphous silicon have shown, that the structural relaxation process of
the disordered state is closely linked to defect annihilation in this material [RSP+91].
Within the Poole/Poole-Frenkelmodel discussed in subsection 3.2.4, the defect density strongly
influences the I-V curves observed in the subthreshold regime, see Fig. 3.11. For a high
number of defect states, the intertrap distance is small. Hence, the energy barrier between
neighbouring traps is lowered by the interaction of their Coulomb potentials and the electric
field. Consequently, the cell current I depends exponentially on the applied voltage V . This
behavior expressed by Eq. 3.6 is classified as Poole conduction.
For a low defect density, each trap state can be treated as isolated. In this case, the energy
barrier between neighbouring trap states is lowered by the electric field alone and the current
depends exponentially on the square root of the applied voltage. This conduction model
described by Eq. 3.5 is known as Poole-Frenkel conduction.
If the resistance drift effect can be described within the Poole/Poole-Frenkel model, I-V
curves may reveal defect annhilation. Thus I-V curves measured on a melt-quenched and post
annealed amorphous phase-change memory cells could give further insight on the driving
mechanism behind the resistance drift effect. Such a experiment was carried out by the group of
Lacaita. They measured I-V subthreshold characteristics at room temperature of an amorphous
Ge2Sb2Te5 memory cell before and after annealing the cell at 100°C for 15 hours. Their results
are shown in Fig. 3.16a. Whereas the initial cell resistance can be well described within the
Poole conduction model the same cell shows a Poole-Frenkel behavior after the annealing
process. These results indicate that annealing leads to a Poole to Poole-Frenkel transition
caused by defect annihilation. The Poole to Poole-Frenkel transition yields to an increase of
the mobility band gap caused by the increasing energy barrier between two neighbouring
traps. The increase of the mobility band gap results in an increasing amorphous state resistivity.
A schematic picture of the resistance drift effect within the Poole/Poole-Frenkel model is
depicted in Fig. 3.16 b, in the case that no electric field is applied.
Nowadays the Poole/Poole-Frenkel model is the most accepted transport model for amorphous
phase-change materials. This model is able to give a quantitative description of the I-V curves
in the subthreshold regime. Furthermore, the Poole/Poole-Frenkel model gives a conclusive
explanation of the threshold switching and the resistance drift effect. Defects play an important
role in this transport model.
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(a)Measured I-V characteristics (b) Schematic picture of the resistance drift
Figure 3.16: In the Poole/Poole-Frenkel model the defect density strongly affects the subthreshold I-V
characteristics shown in (a). The model is based on the barrier lowering between two donor traps,
where each donor trap forms a Coulomb potential (b). For a high defect density, described by a low
intertrap distanceΔz (left), the energy barrier between two traps is lowered by the interaction of
their Coulomb potentials and the electric field. This situation results in Poole conduction. For low
defect densities described by a high intertrap distanceΔz the Coulomb potentials of neighboring
traps do not influence each other. Consequently the energy barrier is only lowered by an electric
field, known as Poole-Frenkel or PF conduction (right).
Annealing of a Ge2Sb2Te5 memory cell yields to an transition from Poole, (current increases
exponentially with applied voltage) to Poole-Frenkel conduction (current increases exponentially
with the square root of the voltage). Based on these results, the Poole/Poole-Frenkel model explains
the resistance drift effect by a significant defect annihilation during the structural relaxation process
of the glassy state. The transition from Poole to Poole-Frenkel conduction results in an increases of
the energy barrier between two neighbouring traps. Consequently, the mobility band gap and thus
the amorphous state resistivity increase with decreasing number of defects. A schematic picture of
the driving mechanism of the resistance drift within the Poole/Poole-Frenkel model is shown in (b),
where for simplicity no applied electric field is considered. Image source: [ILSL08, ISLL09]
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Experimental methods
This chapter gives a short and concise overview of the methods used within this study to get
more insight into the mechanisms driving threshold switching and resistance drift phenomena.
The reader is referred to the literature for a more detailed discussion.
To provide a clearer overview, the purpose for which a given method is employed within this
work is presented at the beginning of each section of this chapter.
4.1 Thin Film Preparation by Sputter Deposition
The sputter deposition technique is a very precise method to deposit thin films of specific
compositions. The film thickness can be systematically adjusted within a wide range varying
from a few nm to several μm. Hence, many different compositions having optimal film thick-
ness for each characterizationmethod can be realized easily by the sputter deposition technique.
This work concentrates on the physical properties of dc magnetron sputter deposited phase-
change materials. The principles of this sputter deposition technique are shortly explained in
the following.
Fig. 4.1 shows a schematic view of a sputtering system consisting of vacuum chamber, power
supply, sputter target and substrate holder. In magnetron sputter systems a permanent magnet
is installed behind the sputter target. The vacuum chamber is pumped to very low background
pressures before the chamber is filled with sputter gas. In general the sputter gas is inert, but
sputter depositions with reactive sputter gasses are also possible. In this work all samples
are produced in Ar atmosphere of 5 ⋅ 10−3mbar. A small fraction of these argon ions in the
sputter chamber are ionized by atomic collisions or by interaction with cosmic radiation. An
electric field applied between the sputter target and the substrate holder accelerates the ionized
argon atoms towards the target surface. The argon ions bombard the target surface with an
energy of several hundred electron volts and induce collision cascades at the target surface.
Recoiled collision cascades reaching the target surface with an energy higher than the binding
energy cause particles to be ejected from the sputtering target. The sputtered target atoms have
no preferred direction. Consequently, all the surrounding walls including the substrates for
thin film growth positioned in opposite of the sputtering target are covered.
An efficient sputter process needs a sufficient concentration of argon ions, which is delivered by
a plasma created by a steady state electric glow discharge inside the sputter chamber. Sputter
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gas ions hitting the target surface do not only eject target particles, but also electrons. These
electrons are accelerated in the electric field away from the target surface and thereby ionize
more argon atoms. In many sputtering systems a permanent magnetic field is used to held
electrons near the target surface to increase the number of argon ions additionally. The ion
bombarding events at the target surface significantly heat the target material. More than 75%
of the energy entered into the glow discharge is converted into thermal energy. To prevent
melting the sputtering target is generally watercooled.
The sputter deposition technique can be used to deposit conductive and insulating materials.
For the deposition of conductive materials a constant current (DC) voltage is applied to build
up a static electric field between target and substrate holder. In insulating materials impinging
argon ions build up a positive space charge at the target surface, which reduces the electric
field near the target. The use of a radio frequency (RF) voltage enables the sputter deposition
of insulating materials, because a rf-voltage allows a periodic charge compensation on the
target surface by collecting electrons from the plasma.
The substrates for thin film deposition can either be statically fixed or rotate with constant
angular frequency above the target. Whereas the first static option results in significant higher
deposition rates, the latter dynamic process is favoured to realize a homogenous film thickness
over the whole sample area.
Figure 4.1: A schematic view of a magnetron sputtering system. Ionized Argon atoms bombard the
target surface. Electrons are held close to the target by a magnetic field to increase the number of
ion bombarding events on the target surface. Due to the momentum transfer atoms are ejected
or sputtered from the solid target of given stoichiometry. This results in a deposition of the target
material on all surfaces inside the chamber. The substrates for thin film growth are in general
positioned opposite of the target. Image source modified from [Kal06]
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All samples studied in this work are sputter deposited dynamically from stoichiometric targets
of 99.99% purity employing an LS 320 von Ardenne sputter system. The sputter power is
adjusted to 20 W. The samples are deposited in Ar atmosphere of 5 ⋅ 10−3mbar without
additional substrate cooling or heating. During the sputter process the deposition temperature
was measured to be lower than 60°C at the substrate surface.
4.2 Electron Probe Micro-Analysis (EPMA)
An electron probe micro-analyzer is used to check the chemical composition after thin film
deposition and thermal heating. Fundamentally it works similar to a Scanning Electron micro-
scope (SEM). The micro-electron beam instrument enables a very precise and non-destructive
in situ analysis of the elemental composition. Thin films of a few nanometres as well as layers
of film with thicknesses up to several micrometres can be studied by this method.
An Electron Probe Micro-Analyzer consists of an electron gun, electromagnetic lenses, scan-
ning coils, a movable sample stage and a detection system. A schematic picture of the set-up
used is shown in Fig. 4.2.
The electron probe technique is based on the interaction of an accelerated, focused electron
beam with atoms at the sample surface. The incident electron beam mainly liberates heat, but
also secondary electrons and X-Rays. Whereas the Scanning Electron microscope technique
uses back scattered and secondary electrons to image the sample surface, an Electron Probe
Micro-Analyzer provides information about the elemental composition from the X-Ray
generation. The emission of X-ray photons is caused by inelastic collision processes of the
incident electron beam with the electrons of the inner shell of atoms from the sample. The
X-Ray spectrum of each element consists of a small number of specific wavelengths and thus
is a characteristic fingerprint of a specific element. Two different kinds of Electron Probe
Micro-Analyzer can be employed to quantify the spectrum of secondary X-Rays emitted
from the material under test. The emitted X-Ray spectrum can be analyzed by energy dis-
persive (EDS) or wavelength dispersive spectroscopy (WDS). In the EDS operation mode a
solid state detector is used to distinguish between the energy of incoming photons. An EDS
probe collects simultaneously the whole X-Ray spectrum and thus is a very rapid method
at comparably low cost. However, higher spectral resolutions and higher precisions are
possible with WDS electron probes based on Bragg’s diffraction law. WDS probes use var-
ious movable and shapedmonocrystals, whichmonochromatize the incoming X-Rays photons.
The composition of amorphous deposited and post-anneled phase-change films was measured
employing a CAMECA SX-100 with an acceleration voltage of 20−25keV and a probe current
of 1nA. A surface of 1μm3 was analyzed on five different positions to verify the sample
homogenity. This WDS probe is one of the most precise electron probe micro-analyzers.
Detection limits for this spectrometer to analyze elements from boron to uranium can be
as low as 0.02 weight%, i.e. 200 ppm. The EPMAmeasurements have been performed in
collaboration with A. Piarristeguy at the Institute Charles Gerhardt University Montpellier 2.
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Figure 4.2: A schematic picture of an Electron Probe Micro-Analyzer. An electron gun delivers an
electron beam, which is focused by electromagnetic-lenses. A movable sample stage is positioned in
the focus. The incident electron beam interacts with electrons of the inner shell of atoms in the
sample causing X-Ray generation. Each element emits a characteristic X-Ray spectrum, which is
analyzed by wavelength dispersive spectroscopy. Based on Bragg’s diffraction law various movable,
shaped monocrystals can be employed to monochromatize the incoming X-Ray radiation. Image
source: [EPM]
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4.3 X-Ray techniques
X-Ray techniques are based on the interaction between X-Rays and the material under inves-
tigation. Reflection and diffraction of an incident X-Ray beam can be analyzed to resolve
structural properties of deposited thin films.
In this work X-Ray techniques have been employed to analyze the mass density, film thickness
and roughness of amorphous deposited thin films. X-Ray reflection and diffraction spectra in
θ/2θ geometry have beenmeasured using a Philips X’Pert ProMRD system at room temperature
with monochromatized Cu(Kα) irradiation (λCu = 1.54A˚). The schematic principle of the
X-Ray technique in θ/2θ geometry is illustrated in Fig. 4.3.
4.3.1 X-Ray Reﬂectometry (XRR)
X-Ray Reflectometry is a non-contact and non-destructive method to determine the film
thickness and roughness. The XRR-technique can be employed to study thin phase-change
films having a film thickness in a range from 20 to 200 nmwith a precision of 3nm. In addition
to a very precise determination of the film thicknesses, this method can be used to measure
the material density with a precision of 0.05g/cm−3.
Figure 4.3:The X-Ray beam irridates the sample at an angle of incidence ω = θ. The intensity of the
reflected X-Ray beam is measured by an detector (D) positioned at 2θ to the incident beam. X-Ray
Reflection patterns are measured operating at grazing incidence. In contrast, X-Ray diffraction
pattern are measured at steep angles of incidence. Image source [Wei02]
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In XRR measurements the angle of incidence ω illustrated in Fig. 4.3 has to be kept sufficient
small. Typically the angle of incidence is varied in a range from 0° to 3°. At these small angles
the incident X-Ray beam is not diffracted by lattice planes. Instead the incident X-Ray beam
is partly reflected at the sample surface or at the interface formed by the thin film and the
substrate. The incident and reflected X-Ray beam are symmetric with respect to the surface
normal. Consequently, the intensity of the reflected X-Ray beam is measured by a detector (D)
positioned at an angle of 2θ to the incident beam.
The measured intensity shows three characteristic regimes illustrated in Fig. 4.5: total reflexion
(I), absorption edge (II) and Interference pattern (III). Total reflexion occurs for angles of
incidence smaller than a critical angle θc shown enlarged in the inset. In the case of negligible
small absorption the critical angle θc is sharply defined, whereas X-Ray absorption within
the sample results in a broadened absorption edge [Fri00]. The regime of total reflexion is
determined by Snell’s law at the transition from air to the sample. According to our definition
of θ illustrated in Fig. 4.3 Snell’s law has the form,
n1 cos θ = n2 cos θ′ (4.1)⇒ cos(θ) = (1 − δ) cos θ′ (4.2)
The refractive index describing the propagation of X-Rays in condensed matter is slightly
smaller than one, where the parameter δ alters typically from 10−7 to 10−5. Consequently, the
critical angle θc = arccos 1 − δ is expected to vary between 0.03° and 0.3°. In the literature it
has been demonstrated that the parameter δ describing the X-Ray dispersion in compositions
with molar fractions xi is closely linked to the weighted total mass density ρtot [Wei02],
δ = λ2NAr0
2π
∑
i
xi(Zi + f ′i) ⋅ ρtotAtot (4.3)
where λ denotes the wavelength of the incident X-Ray beam, r0 is the Bohr radius,NA is
the Avogadro constant and the term (Z + f ′) describes the charge of an atom in units of the
elementary charge e with a correction factor f ′. From Snell’s law it follows in a first order
aproximation ( cos(θc) ≈ 1 − 1/2 ⋅ θ2c ),
θc ≈ √2δ (4.4)
= λ2NAr0
2π
∑
i
xi(Zi + f ′i) ⋅ ρtotAtot (4.5)
The density of a deposited thin film can thus be determined from an exact measurement of the
limiting angle for total reflexion θc.
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The film thickness d can be determined by the position of interference fringes (Region III), i.e.
from the position of the m-th and m+1 th maximum or minimum of the measured intensity
[Koe11],
d = λ
2
1√
θ2m+1 − θ2c −√θ2m − θ2c (4.6)
Additionally, the measured reflection pattern is significantly influenced by the roughness of
the film surface. TheWinGixa software developped by Philips has been utilized to derive mass
density, film roughness and thickness by modeling X-Ray Reflection spectra.
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Figure 4.4: A X-Ray Reflection pattern shows three characteristic regions. At angles of incidence
smaller than a critical value θc the incident X-Ray beam is totally reflected at the sample surface (I).
For angles larger than θc the X-Ray irradiation can penetrate into the material under investigation
(II). The total reflexion edge is shown enlarged in the inset in the case of negligible or strong X-Ray
absorption within the sample. For large angles of incidence the incident beam is partly reflected at
the sample surface and partly at the interface formed by film and substrate causing interference
fringes in the XRR pattern (III). From the position of these interference maxima or minima the film
thickness can be derived. The critical angle θc determines the mass density ρtot. Furthermore, the
film roughness influences the form of the XRR pattern. To obtain mass density, film thickness and
roughness the XRR spectra are modeled employing theWinGixa software developped by Philipps.
Image source modified [Fri00]
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4.3.2 X-Ray Diﬀraction (XRD)
X-Ray diffraction is a classical method to investigate the structural properties of a solid and
are employed within this work to verify the amorphous structure of sputter deposited and
post-annealed samples. In this type of measurement the angle of incidence θ is varied in a
wide range. e.g. from 0° to 40°.
The intensity of the diffracted X-Ray beam is measured by a detector positioned at 2θ to the
incident beam. The measured intensity shows sharp diffraction peaks for partly crystalline
samples. Their position θ is determined by Bragg’s law describing coherent scattering of X-Rays
diffracted at different parallel lattice planes of distance dhkl,
mλ = 2dhkl sin(θ). (4.7)
Broad peaks in the measured XRD pattern indicate that the material under investigation
has a disordered structure. This study concentrates of physical properties of amorphous
deposited and amorphous post-annealed phase-change materials, whose amorphous structure
has been verified by X-Ray diffraction Spectroscopy. Fig. 4.5 shows a XRD scan on a thin
film Ge2Sb2Te5 after heating the sample for one hour at 100°C. The XRD scan shows that the
sample is still amorphous after the annealing process.
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Figure 4.5: XRD-Scan in θ/2θ or Bragg-Brentano geometry of an amorphous Ge2Sb2Te5 thin film
after heating the sample one hour at 100°C. The broad XRD peaks indicate that the sample is still
amorphous after the post-annealing process.
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4.4 Optical methods
The optical properties of amorphous deposited phase-change films has been analyzed. Ellip-
sometry measurements have been performed to characterize the optical properties at room
temperature. Fourier-Transform Infrared Spectroscopy has been used to investigate optical
properties such as the the optical band gap in a temperature range from 5 K to 300 K.
4.4.1 Ellipsometry
The optical properties of a solid are defined by the interaction between material and an
incident electro-magnetic wave propagating with wavenumber k0 and angular frequency
ω. This interaction is completely described by two frequency dependent parameters. In a
phenomenological treatment these are the refractive index n and the absorption index κ. An
equivalent pair is the absorption coefficient α and the wave number in medium kmed [Fox02],
α = 2κω
c
, (4.8)
kmed = nk0. (4.9)
In the Maxwell theory the optical properties are determined by the dielectric constant  and
the conductivity σ, that can be linked to the real and imaginary part of the complex dielectric
function ˜ [IL02],
˜(ω) = 1 + i2 =  + i σ
0ω
. (4.10)
Both description are equivalent to describe the optical properties of a solid. Hence, both
phenomenological parameter pairs are linked to those derived fromMaxwell theory, [IL02]:
1 = n2 − κ2, (4.11)
2 = 2nκ. (4.12)
Another parameter pair is given in Ellipsometry experiments, known as ψ andΔ. Ellipsometry
is a characterization method which enables a contactless investigation of optical properties.
The principle of the method is shown in Fig. 4.6. Ellipsometers are working with natural
light sources like glow-discharge lamps, emitting a continuous spectrum, which enables a
frequency dependent analysis of the optical constants. Thermal radiation has no defined
polarization, though a polarizer assures that the beam of incidence E⃗i reaches the material
under investigation with a well defined polarization. In the interests of simplification the
special case of linear polarization is exemplified in the following,
E⃗i = ( EsiEpi ) = ( ∣Esi ∣ sin(ωt−k⃗ir⃗)∣Epi ∣ sin(ωt−k⃗ir⃗)) . (4.13)
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The oscillating electric field E⃗i induces vibrations of electric charges within the material, these
periodic accelerated carriers emit electro magnetic waves with typical dipole characteristics.
As a consequence, the s and p component of the incident light are reflected with different
amplitudes and phases and the reflected light beam E⃗r is elliptical polarized.
E⃗r = ( EsrEpr ) = ( ∣Esr ∣sin(ωt−k⃗r r⃗+Δ)∣Epr ∣ sin(ωt−k⃗r r⃗) ) . (4.14)
The ellipse is completely described by the ratio of amplitudes of the p and s polarized component
of the reflected light beam, defined as ψ and their phase differenceΔ.
Obviously the phase difference can also be described by another relation. In the case that
(ωt − k⃗rr⃗) equals (−Δ) the s component of the electric field Esr vanishes and the p component
Epr is equal to ∣Epr ∣ sin(−Δ) = a. So the measurement quantities of the Ellipsometry method
are given by,
tan(ψ) = ∣Epr ∣∣Esr∣ ; ∣sin(Δ)∣ = a∣Epr ∣ . (4.15)
The way how the quantities ψ andΔ are derived in experiment is not given by these relations
above. However they are very helpful for a better visualization, see Fig. 4.6.
In practice a detector measures the intensity of the reflected light beam. There are at least
two polarizers: one before the sample (polarizer) and one before the detector (analyzer).
Different types of ellipsometer are commercially available. In Rotating Analyzer Ellipsometer
instruments the polarizer is fixed, whereas the analyzer rotates. Likewise Rotating Polarizer
Ellipsometer instruments are working with a fixed analyzer and a rotating polarizer. Other,
so called Rotating Compensator Ellipsometer instruments, have both polarizers fixed and
an additional rotating compensator in the optical path. According to its azimuthal angle a
compensator adds an additional phase shift γ from -180° up to 180° to the sample induced
phase differenceΔ. Since the detected light intensity alternates periodically in time a Fourier
analysis of this time dependent signal is possible, where R(t) is the azimuth angle of the
rotating component, i.e, R(t) = ωt ,
ID = const. + β sin(2R(t)) + ι cos(2R(t)). (4.16)
In the Jones-Matrix-Formalism [Kre05, JWC, Die02] each electro-magnetic wave is given by
a vector consisting of a p and s polarized component, as indicated in equation (4.13). Any
further propagation, like passing a polarizer or reflection on a surface, is described by a matrix
M . Thus the detected light intensity can be derived mathematically by introducing all existing
optical components by a matrix.
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In the case that an air filled Rotating Compensator Ellipsometer (RCE) instrument is used and
assuming a homogeneous, isotropic material under investigation of infinite thickness, the
measured intensity signal ID using the Jones-Matrix-Formalism is given by:
ID = ∣E⃗D∣2 = ∣Manalyzer ⋅M compensator ⋅M sample ⋅ E⃗i∣2
= ∣ ( cos2(A) cos(A)sin(A)
cos(A)sin(A) sin2(A)
)( e[iR) 0
0 0
)( r˜s 00 r˜p ) E⃗iudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod	udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod

E⃗r
∣2
= const + b(r˜p, r˜s,A,P ) sin(2R) + j(r˜p, r˜s,A,P ) cos(2R) (4.17)
where A and P are the azimuthal angles of analyzer and polarizer. The coefficients b and j are
functions depending on the known angles A, P and the complex Fresnel coefficients r˜s and r˜p.
The complex Fresnel coefficients are defined by the ratio of the p and s polarized components
of the incident E⃗i and reflected E⃗r electric field.
r˜s = Esr
Esi
; r˜p = Epr
Epi
; (4.18)
Assuming the same amplitudes for the s and p polarized component of the incident light beam,
i.e. Esi = Epi it follows in complex notation:
r˜p
r˜s
= tan(ψ) exp(iΔ) (4.19)
Otherwise an additional constant, the ratio of of amplitudes of the s and p polarized incident
light has to be considered in Eq. 4.19. This relation enables the determination of the quantities
ψ andΔ, by comparing coefficients of Eqs. 4.16 and 4.17.
In classical electro-dynamics for reflection of a homogeneous, isotropic layer of infinite
thickness the complex Fresnel coefficients are given by [Jac75]:
r˜s = n˜1cos(Θi) − μ1μ2√n˜22 − n˜12sin2(Θi)
n˜1cos(Θi) + μ1μ2√n˜22 − n˜12sin2(Θi) (4.20)
r˜p = μ1μ2 n˜22cos(Θi) − n˜1√n˜22 − n˜12sin2(Θi)μ1
μ2
n˜2
2cos(Θi) + n˜1√n˜22 − n˜12sin2(Θi) (4.21)
where Θi is the angle of incidence, n˜1/2 = n1/2 + iκ1/2 and μ1/2 are the complex refractive
indexes and magnetic permeabilities for medium 1 and 2, see Fig. 4.6. These relations link the
measurement categories of Ellipsometry measurements ψ andΔ to the phenomenological
optical constants n and κ.
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Eq. (4.17) handles the simplified case that the incident light is only reflected at an infinite
bulk system, that can not be realized in practice. In reality we have to consider a layer stack
system, consisting of a substrate, material under investigation and oxide layer for instance.
Thus the detected intensity ID is given by the reflections at each interface and all possible
multiple reflections. Thus the detected signal ID, b and j are rather complicated expressions
depending on the optical constants of each layer and their layer thickness. To relate the
measured Fourier coefficients β and ι to the optical properties of the investigated material
electrodynamic calculations, using for instance the Tauc-Lorentz [JM96] or the OJL model
(O’Leary-Johnson-Lim model) [OJL97], have to be performed. The calculations can only be
done indirectly: assuming the unknown optical constants and layer thicknesses the ψ andΔ
spectra as a function of photon energy are calculated and compared to the measured ones. The
values that show best agreement of measurement and simulation are identified with the optical
constants of the solid under investigation, [Jel98b]. In this work Ellipsometry measurements
have been performed using a Rotating Compensator Ellipsometer M-2000UI TM [Det03],
[JWC] manufactured by J.A. Woolam Co.,Inc.
Figure 4.6: Principle of the Ellipsometry measurements. The incident beam is linearly polarized.
Through dipole interactions the direction of polarization changes and the reflected light is elliptically
polarized. The ellipse is completely described byΨ, the ratio of amplitudes of the p and s polarized
component of the reflected light andΔ their phase difference.
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4.4.2 Fourier Transform-Infrared Spectroscopy
Within this work Fourier Transform-Infrared Spectroscopy has been used to investigate the
optical properties of amorphous phase-change films at different measurement temperatures.
By implementing a cryostat in the FT-IR system optical properties in a temperature range
from 5 K to 800 K can be studied.
Fourier Transform-Infrared Spectroscopy measure intensities I at different photon energies
corresponding to wavenumber k. The measurement principle is illustrated in Fig. 4.7. A
spectral source covering the energy range of interest delivers the incident electro-magnetic
wave. In the Michelson interferometer the beam splitter divides the incident beam into two
components. The splitted beams are either reflected at a movable or at a fixed mirror. Both
beam fractions are reunited by passing the beam splitter again. Hence, the reunited beams
interfere constructively or destructively depending on the position of the movable mirror x. A
detector measures the interference I(x). The intensity as a function of the wavenumber I(k)
can be derived by Fourier Transformation of I(x).
Sample
Beam Splitter
Moveable Mirror
Source
Pin Hole
Figure 4.7: Schematic principle of the FT-IR set-up used. The detector measures the intensity as a
function of the position of the moveable mirror I(x). The intensity as a function of the wavenumber
is derived by Fourier transformation, i.e. I(x) → I(k). FT-IR measurements in reflectance mode
require a reflection unit. The beam path within the reflection unit is illustrated by arrows. The beam
path in transmission mode is exemplified in lighter colors. Image source: [Jos09]
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Fourier Transform-Infrared Spectroscopy can be performed in reflectance or transmission
geometry. In transmission mode the intensity transmitted through the sample is compared
to the intensity measured in an empty measurement. However, FT-IR measurements in
reflectance mode require an additional reflection unit. Furthermore, a reference sample is
needed to normalize the incident light intensity. In the mid-infrared range used gold is known
to act as an almost perfect mirror (Rgold ≈ 0.992). Therefore a gold film was chosen as the
reference sample. To measure an optimal reflectance spectrum the material under investigation
is deposited on a mirror. However, gold is observed to diffuse into phase-change materials.
To avoid gold diffusion the material under investigation can be deposited on other metal
reflectors such as aluminum. The intensity measured on the reference sample is compared
to the intensity measured on the sample stack. Reflection spectra R(E) are derived from
the measured intensities. Reflection spectra measured in the amorphous and crystalline
phase of the phase-change alloy Ge1Sb2Te4 are presented in Fig. 4.8. The optical properties
of the phase change layer can be obtained by analyzing the reflectance spectra R(E). The
incoming wave is partly reflected and transmitted at each interface of the layer stack system.
The superposition of the reflected waves at different boundaries results in an interference
pattern, i.e., constructive and deconstructive interference lead to minima and maxima in the
measured Fabry Perot interference fringesR(E). By calculating the reflectance spectrum from
the dielectric functions of the layer stack these features can be fitted to obtain the dielectric
function that gives the best fit. The spectra presented were analyzed using the simulation
tool SCOUT from W. Theiss Hard- and Software, which enables a sophisticated analysis
of reflectance, transmission, or ellipsometry spectra [The]. The dielectric functions have
been simulated using a Tauc Lorentz Oscillator or Drude model [Jel98a, Fox02]. Further
information on this method applied to phase-change materials can be found in [Kre09, Jos09].
The FT-IR measurements presented in this work have been performed using an IFS 66v/S
from BRUKER OPTIK GmbH. The data presented have been obtained with the support of
Stephan Kremers, Peter Jost and Stephanie Grothe, who performed the experiments.
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(a) Sample geometry for FT-IR measurements in Reflectance mode
(b) Reflectance spectra measured in amorphous and crystalline Ge1Sb2Te4
Figure 4.8: FT-IR measurements in reflectance mode compare the intensity Iref(k) measured on
a reference sample to the intensity I(k) measured on the sample stack consisting of substrate,
reflecting mirror and material under test . Since gold acts as an almost perfect mirror in the mid
infrared rangeRgold ≈ 0.992, a gold film was chosen as the reference (a).
The Reflectance spectra measured in amorphous and crystalline Ge1Sb2Te4 (full lines). The spacing
of interference minima holds information about the refraction index n, whereas the decrease in
amplitude contains information about the optical absorption. Furthermore, interference fringes
start to vanish if the energy of the incoming irradiation is in the vicinity of the optical band gap.
To resolve the optical properties reflectance spectra are simulated by an analyzing software. The
corresponding simulated fits are shown as dashed lines. Image source: [SKW+08]
63
Chapter 4 Experimental methods
4.5 Electrical methods
Different thin film techniques have been combined to measure the electrical resistivity in
amorphous chalcogenide and phase-change alloys. The resistivity at and above room temper-
ature has been measured in four point Van-der-Pauw technique under argon atmosphere.
Resistivities below room temperature have been measured in two point geometry in a cryostat
under vacuum conditions (≈ 10−5Torr).
4.5.1 Heated four point Van-der-Pauw measurements
The four point Van-der-Pauw technique has been developed by Leo J. van der Pauw in 1958
[Pau58]. Nowadays, the Van-der-Pauw Method is a commonly used technique to measure the
sheet resistance of homogeneous thin films. Themain advantage of the van-der-Pauw technique
lies in its ability to accurately measure the properties of a sample of any arbitrary shape as long
as its thickness is much lower than its lateral dimensions. Furthermore, this method elimi-
nates the influence of contact resistances. However, thismethod is only valid for ohmic contacts.
The Van-der-Pauw technique requires four contacts to measure the sheet resistance Rs of
a two-dimensional film of any geometry. The four contacts are numbered from 1 to 4 in a
counter-clockwise order, beginning at the top-left contact, see Fig. 4.9. A DC current I12
flowing through contacts 1 and 2 is injected and the voltage drop U34 along the contact 3 and 4
is measured. Ohm’s law defines the resistance R12,34,
R12,34 = U34
I12
. (4.22)
According to the Reciprocity theorem, i.e. R12,34 = R34,12, the measurement accuracy can be
significantly improved by averaging the results of measurements with cyclic permutation of
the contacts. Consequently, one has:
Rvertical = R12,34 +R34,12
2
(4.23)
Rhorizontal = R41,23 +R23,41
2
(4.24)
Van der Pauw showed that the sheet resistance Rs of a homogeneous thin films of arbritary
shape can be determined from the resistancesRvertical andRhorizontal. The actual sheet resistance
Rs is related to these resistances by the so-called van der Pauw formula,
exp(−πRvertical
Rs
) + exp(−πRhorizontal
Rs
) = 1 (4.25)
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In general the sheet resistance Rs can not be resolved analytically from the expression above.
However, in a quadratic sample geometry, whereRvertical = Rhorizontal = R′ it follows simply,
Rs = π ⋅R′
ln(2) (4.26)
In samples where Rvertical ≠ Rhorizontal Eq. 4.26 is multiplied with a correction factor f , which
depends on the chosen sample geometry. With known sheet thickness d the resistivity can be
calculated from the sheet resistance according to,
ρ = Rs ⋅ d. (4.27)
In this work the required four contact geometry is realized by sputter depositing of four
chromium contacts symmetrically on solvent cleaned glass substrates using shadow masks. A
phase-change layer (1cm x 1cm) centered with respect to the contacts is deposited on top of the
pre-structured substrate. The sheet thickness d of the samples studied has been determined
either by X-Ray Reflection or Ellipsometry measurements.
Figure 4.9:The sheet resistance of a thin film having an arbitrary sample geometry can be determined
by using a four point contact method. The van der Pauw formula relates the sheet resistanceRs to
resistances measured along vertical or horizontal contacts. For example the resistanceR12,34 is
measured by appling an electric field to the horizontal contacts 1 and 2 while measuring the voltage
drop across contacts 3 and 4. Image taken from [Kre10]
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4.5.2 Dark and photoconductivity in the low temperature limit
The conductivity measurements are performed in the same cryostat as the Modulated photo
current experiments. Therefore, the sample placed in the cryostat can be connected to two
different measuring systems as illustrated in Fig. 4.10.
The combined system used in the Laboratoire Génie d‘Électrique Paris consists of a two-stage
cryogenerator of the Leybold company cat. no. 89111. The helium cooled system enables
conductivity measurements down to 10K under vacuum conditions (∼ 10−5Torr). To ensure
thermal equilibrium, the sample is mounted on a cold finger made of copper. Furthermore, a
copper lead having a glass window to pass the light to the sample surface, is put above the
sample to maintain thermal contact to the cold finger. The temperature is measured on the
surface of the copper cold finger. To improve the thermal contact between the cold finger and
the sample, a thin foil of aluminum is used in between. A computer-controlled temperature
controller of the Leybold company (Temperature controller LTC 60), ensures a stable tem-
perature T during the measurement. A voltage supply from Keithley Instruments applies an
electric field  to the sample. Using light emitting diodes driven by a Lock-In-Amplifier of the
Stanford Research systems (model SR830) the sample can be illuminated with homogeneous
continuous or modulated light intensity. Due to band-to-band excitation, free carriers are
generated within the sample. For dark and photo conductivity measurements, the current
signal is detected by a Keithley 485 Autoranging pico-amperemeter. The sensitivity of the used
amperemeter, Keithley 485 Autoranging, is 0.2pA.
To measure the dark and photoconductivity, the system is cooled down from room temperature
to 50K in 10K or 5K steps. To ensure that the measurements are performed under thermal
equilibrium the system stays 5 minutes at the set temperature value T , before ten measurements
of the dark current are started. The results of these ten measurements are averaged to determine
the dark current at temperature T . To measure the photocurrent the sample is illuminated
with constant light flux of a given wavelength. To ensure steady state conditions the sample
is illuminated one minute with a constant light flux Fdc, before the current, i.e. consisting
of photo and dark current, is measured ten times in a row. These ten results are once more
averaged to determine the photoconductivity of the material under investigation at a given
temperature. With known sample geometry, the conductivity of the measured sample can be
derived fom the maesured current I ,
σ = I
h ⋅ d ⋅ . (4.28)
, where d is the sheet thickness, h the length of the electrodes (here 8mm) and  the electric
field.
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Figure 4.10: Schematic set up of the combined set-up used to perform Modulated Photo Current
Experiments andmeasurements of the dark and photoconductivity. The dark- and photoconductivity
are measured at different temperatures employing a pico amperemeter. The photoconductivity is
measured using a constant light flux.
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4.6 Methods to investigate DoS
The defect state density in amorphous phase change and chalcogenide alloys has been studied
using Photo-thermal Spectroscopy and Modulated Photo Current Experiments. Both methods
are briefly discussed in the following.
4.6.1 Modulated Photo Current Experiments (MPC)
Modulated Photo Current experiments enable us to probe defect levels within the band gap
[OHE81, BMBR90, LK92]. A schematic picture of the Modulated Photo Current experiment
combined with a system to measure the temperature dependence of the dark and photocon-
ductivity is shown in Fig. 4.10.
In MPC experiments the sample under investigation is illuminated by a monochromatic light
source, whose intensity or light flux F is sinusoidally modulated with an angular frequency ω,
F = Fdc + Fac ⋅ sin(ω ⋅ t). (4.29)
The wavelength of the monochromatic light source has to correspond to a photon energy
hν significantly higher than the optical band gap of the material under test. To measure the
induced photocurrent as a result of band to band excitation, two parallel ohmic electrodes of
length h are deposited onto the studied thin film of thickness d. Photo carriers are created
within the conduction cross section A = h ⋅ d. The photo current is measured by applying an
electric field  between both electrodes. The periodically changing generation rate induces a
periodically change of the free carrier concentration and thus a with angular-frequency ω
modulated photocurrent I which is measured by a Lock-In Amplifier after being amplified by
a current voltage converter.
In general, the modulated photocurrent I is not in phase with the modulated excitation light,
because the generated photo carriers interact with localized trapping levels. While propagating
through the sample with free carriermobilityμ, free holes (subscript p) and electrons (subscript
n) get captured by localized trap states located at energy E from the mobility band edge Em
in the forbidden energy gap of the studied material. Each trapping level is characterized by
a capture coefficient c, which describes their interaction with free carriers. The higher the
c-value, the more free carriers are captured from the band into the localized trap. In general,
different types of trap states have different capture coefficients c. The captured carriers occupy
these localized trap states within the band gap until they are released thermal back to the
extended states. Due to this time delay the photocurrent I and the excitation show a phase
shift φ,
I = Idc + ∣Iac∣ ⋅ sin(ω ⋅ t + φ), (4.30)
If carriers experience mostly multiple trapping and release events during their drift through
the sample, the electronic transport is denoted as multiple trapping transport.
Another possible dominating process is the recombination of captured holes or electrons
in the localized trap. Carrier recombination occurs if the probability for thermal emission
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back into the band is very small. Recombination reduces the photo current I but does not
contribute to a non-zero phase shift φ.
Whether a trapping level located at energy E acts as multiple trapping or recombination
center strongly depends on the chosen measurement conditions. Whereas temperature has
a strong influence on the thermal emission rate e(E) = ν ⋅ exp(E/kbT ), the trapping rate
cnndc + cppdc is commonly assumed to be independent of temperature, but increases with
increasing dc flux, see Fig. 4.11. Trapping centers having a larger trapping than emission rate
act as recombination centers. Likewise trapping levels having a lower trapping than emission
are multiple-trapping centers.
The distinction between multiple trapping and recombination centers is of great importance.
Brüggemann et al. showed that only those trapping levelsN contribute significantly to the phase
shift φ, whose emission rate equals the excitation frequency, i.e. e(Eω) = ω > cnndc + cppdc.
Hence, the concentration of interacting trapping levelsN at the energy Eω can be determined
analytically from the phase shift φ and the alternating photocurrent ∣Iac∣, both measurable by
experiment [BMBR90, LK92],
Basic formula of the Modulated Photo Current method
cN(Eω)
μ
= 2
πkbT
Aq Gac
sin(φ)∣Iac∣ (4.31)
energy scaling given by:
Ec −Eω = kbT ln(νn
ω
) (electron controlled behavior) (4.32)
Eω −Ev = kbT ln(νp
ω
) (hole controlled behavior) (4.33)
, where q is the elementary charge andGac the ac generation rate of free carriers excited beyond
the mobility band edge. A spectroscopic scan of the defect state concentration within the band
gap can be realized by measuring the phase shift φ and the amplitude of the modulated current∣Iac∣ at different temperatures T and modulation frequencies ω at a fixed dc and ac flux. From
both measured quantitities and the other parameters adjusted within the MPC experiment,
the relative density of statesNc/μ can be derived by the relations above. The spectroscopic
scan through the MPC energy window is illustrated for two different temperatures T1 < T2 in
Fig. 4.11.
The classical energy scaling given in Eqs. 4.32 - 4.33 assumes a band gap being constant at
varied temperature T . The influence of a temperature dependent band gap on the MPC energy
scale is a main issue of the presented thesis and is discussed in detail in section 5.1.4.
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MPC measurements in this work have been performed unless stated otherwise employing a
LED lightsource of wave length λ = 850nm, i.e. hν = 1.45 eV. The constant light flux has been
adjusted to Fdc = 1016 cm−2s−1 The amplitude of the alternating photon flux was chosen to be
40% of the continuous flux Fac = Fdc/2.5. Indeed, amorphous phase-change materials show a
rather high optical absorption at a photon energy hν = 1.45 eV expressed by an absorption
coefficient α(1.45 eV) ≈ 105 cm−1 [Kre09]. Hence, amorphous phase change materials absorb
the incoming light completely within some hundreth of nanometres. However, Eq. 4.31 has
been derived under the assumption of a constant light intensity through the whole sample
thickness d. The exponential decrease of the light intensity with increasing layer thickness can
be easily considered in Eq. 4.31 by using of an averaged product of conduction cross sectionA
and amplitude of the alternating part of the generation rateGac in the MPC basic formula
expressed by Eq. 4.31,
GacA = hF ⋅ (1 − exp(α ⋅ d)). (4.34)
At a given temperature T , the data points were obtained varying the excitation frequencies
f = ω/(2π) in a frequency range from 12Hz to 40kHz in a way such that fi+1 = fi ⋅ 1.5.
The energy states closer to the band edge were probed with 40kHz and the energy states
located further from the band edge with 12Hz, see Fig. 4.11. Thus each data set corresponds
to a certain temperature and the temperature steps have to be chosen sufficiently small, in
order to create an envelope of superimposing MPC curves giving the relative density of states
cN(Eω)/μ. The temperature steps were chosen equal to 20 K for most measurements and
even as low as 5 K to obtain a good resolution of the density of states.
The current is amplified with a current voltage converter with a gain of 107V/A before its
analysis with the lock-in amplifier. The converter saturates when the current is higher than
500nA. This may cause problems with samples presenting high dark current for it limits the
field that can be applied in between the electrodes. In this case the MPC data is usually noisy
and the density of states determination hampered by this noise.
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Figure 4.11:Modulated Photo Current Experiments probe the defect state concentrationN of those
trapping levels above the mobility band edge Em acting as multiple trapping centers, whose
emission rate e(E) equals the excitation frequency ω of the excititing light source, i.e. e(Eω) = ω >
cnndc + cppdc. At a given temperature T states within a certain energy range can be probed using an
applicable ω range (blue shaded range at T1 and red shaded range at T2 > T1). Hence, a systematic
variation of excitation frequency ω and temperature T enables a spectroscopic scan of the defect
state distribution. The MPCmeasurement window is limited due to the non-zero trapping rate
cnndc + cppdc, which defines the temperature dependent quasi-Fermi levels for trapped holes Etp
and trapped electrons Etn.
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4.6.2 Photothermal Deﬂection Spectroscopy (PDS)
Photothermal Deflection Spectroscopy is a highly sensitive technique to measure optical
absorption. The sensitivity of Photothermal Deflection spectroscopy compared to ellipsometry
and transmission/reflection techniques is shown in Fig. 4.12.
Ellipsometry as well as optical transmission and reflection techniques are very well suited
to study high absorption transitions. However, the weak absorption regime near the band
edges can hardly be tested by purely films limited to a thickness of several micrometers optical
methods.
This challenge can be easily visualized by concentrating on the transmitted light intensity T ,
which can be approximated to [Str91b],
T = (1 −R)2 ⋅ exp(−α ⋅ d). (4.35)
Very accurate measurements of the reflected (R) and transmitted (T ) intensity are required,
if the absorptance - the product of absorption coefficient α and film thickness d - is small.
Especially in the case of weak absorption, transmission and reflection techniques deal with
small differences and large signals rising the problem of insufficient measurement accuracy.
PhotothermalDeflection Spectroscopy overcomes this problem bymeasuring the heat absorbed
Figure 4.12: Various techniques can be used to measure the absorption coefficient α in thin films of
thickness d. The figure above compares sensitivities of ellipsometry, transmission and reflection
experiments to the sensitivity of Photothermal Deflection Spectroscopy. Transmission and reflection
measurements are very well suited to investigate high absorption transitions having an absorptance
α ⋅d ≥ 10−2. The highly sensitivity of Photothermal Deflection Spectroscopy enables to probe weaker
optical transitions showing absorptances as low as α ⋅ d ≥ 10−5. Consequently, each presented
technique has a detection limit for the absorption coefficient α, which depends on the chosen film
thickness d. Applicable film thicknesses for sputter deposited phase-change films lie in a range from
1nm to 1μm (grey). Image source [Car09]
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within the investigated thin film. Hence, the PDS signal exhibits a high sensitivity, which
enables the detection of low absorption transitions. Whereas transmission and reflectance
techniques can be employed to detect absorptances higher than 10−2 the Photothermal Spec-
troscopy enables to detect absorbtances as low as 10−5. Hence, in films of thickness d = 1μm
PDS enables to measure absorption coefficients as low as α = 0.1 cm−1.
A schematic picture of a Photothermal Deflection Spectrometer is illustrated in Fig. 4.13. The
thin film under test is immersed in a liquid, which acts as a deflection medium. A light source
illuminates the surface of the immersed sample. Thereby the wavelength of the impinging light
can be systematically varied by a monochromator installed in between. The light absorbed
within the thin film under investigation leads to a change in refractive index of the surrounding
liquid. The change in refractive index acts as a thermal lens. Consequently, a test laser beam
passing just above the sample surface is deflected, where the deflection angle is proportional
to the light absorbed within the sample when the absorptance is much smaller than one, i.e.
α ⋅ d << 1. The absorption coefficient α is calculated from the measured deflection angle.
Photothermal Spectroscopy on post-annealed and amorphous deposited phase-change films
have been performed in cooperation with Reinhard Carius and Josef Klomfaß at the research
center Jülich using a solid state laserwith a wavelength ofλ = 632nm andCCl4 as the deflection
medium. A detailed discussion of this method can be found in [JABF81, RW86, BFJA80]
Figure 4.13: Schematic set-up of a Photothermal Spectrometer. The thin film under investigation is
immersed in a liquid acting as the deflection medium. The sample surface is illuminated, where the
photon energy of the impinging light can be systematically varied by a monochromator. The light
absorbed within the sample leads to a thermal heating of the surrounding liquid. The corresponding
change of the refractive index acts as a thermal lens for the probe laser passing just above the
sample surface. For small absorptances α ⋅ d the deflection angle is directly proportional to the light
absorbed within the sample. Image taken from [Kre10]
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4.7 Measurement of internal stresses employing the
Wafer Curvature method
Themechanical stress during heating amorphous phase-change films has been studied for
various chalcogenide alloys. The Wafer Curvature method enables us to determine mechanical
stresses. Mechanical stresses in thin films attached to a substrate may arise during deposition.
In addition to deposition stresses, thermal stresses can be induced at elevated temperatures
due to different thermal expansion coefficients of film and substrate. Mechanical stresses
induce bending moments at the interface between film and substrate. The bending moments
induce a bending of the entire system including the substrate. Hence, the thin film attains a
given curvature along its x- and y-axis. The relation between the mechanical stress and the
radii of the thin film curvature Rf depend on the nature of the chosen substrate. For isotropic,
rectangular substrates the mechanical stress σ can be calculated from the curvatures of the
uncoated substrateRs and the subsequently deposited thin film Rf ,
σ = Ys
1 − νs d2s6df ( 1Rf − 1Rs) . (4.36)
Eq. 4.36 is known as the Stoney equation. The Stoney equation, first proposed in 1909 [Sto09],
holds as long as the smaller side of the rectangular substrate b is large in comparison to the
substrate thickness ds [SR06]. The Stoney equation is very practicable, because it relies only on
the Young modulus Ys and the Poisson’s ratio νs of the substrate, which are generally known
from literature or manufacturers’ specifications. Hence, the Stoney equation allows to calculate
the mechanical stress within the deposited thin film of known thickness df by measuring the
radii Rs and Rf .
A scanning lasersystem which allows to measure the radii of curved samples is illustrated in
Fig. 4.14. The core element of a laser scanning system is the galvanoscanner. A galvanoscanner
enables a controlled tilting of a mirror by the application of a current. Hence, the incident
laserbeam can be reflected by the galvanoscanner at different angles. In Fig. 4.14 the possible
angular range is illustrated by the angle α visualizing the maximum and minimum reflection
angles. After being reflected at the galvanoscanner, the laser beam passes a beam splitter. The
use of a beamsplitter allows to position the galvanoscanner and the photo sensitive detector
(PSD) at the focal distance of the plano-convex lens, however at different locations. Hence, even
though the laser beam is moved through an angle α by the galvanometer the beam is parallel
to the optical axis after passing the plano-convex lens. The paralleized light is directed by
additional mirrors to the sample surface. Generally, the sample is placed in a vacuum chamber
to minimize data noise or to avoid oxidation effects during heating at elevated temperatures.
The reflection at the sample surface depends strongly on its curvature. In the case of ideally
flat samples the laser beam is reflected back along the path of the incident beam and the
plano-convex lens images the reflected laser beam at the focus point, i.e. at the same point on
the PDS sensor for all possible angles α adjusted by the galvanoscanner. In contrast, laser
beams reflected at curved sample surfaces follow a path slightly different to the path of the
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Figure 4.14: Schematic picture of a laser scanning systems to measure radii of curved samples. The
position of the incident laser beam on the sample surface can be systematically altered by a
galvanoscanner moving the incident laser beam through an angle α. At curved sample surfaces the
reflected and the incoming laser beam follow slightly different optical paths. Hence, the plano-convex
lens images the reflected laser beam at different points at the PDS sensor for different angles α. The
curvature of the sampleR can be determined from the distance the beam moves on the PSD x and
the scanning distance on the sample surface s. Image adapted from [Koe11]
incoming beam. Consequently, the plano-convex lense images the reflected laser beam not
within a single point, but over a vertical distance x over the PDS sensor. The movement of
the beam on the PDS can be determined very precisely. From geometric considerations the
following relation between the distance x and the radius of the reflecting sample surface R can
be derived,
x
s
= 2f
R
, (4.37)
,where f is the focal length of the plano-convex lens and s denotes the scanning distance on
the sample surface. Stress measurements on phase-change films have been performed on
a custom built set-up at the I. Physical Institute at the RWTH University. The set-up used
works with a HeNe laser of a wavelength λ = 633nm and a plano-convex lense having a focal
distance f = 1.0165m. Further information on the set-up used can be found in [Ped03].
75
Chapter 4 Experimental methods
4.8 Extended X-ray absorption ﬁne structure
(EXAFS)
The method is based on the absorption of monochromatized X-Rays of variable energy.
Therefore synchrotron sources are necessary to employ this method. To resolve the X-ray
absorption fine structure, the intensities of the incident and transmitted X-ray radiation are
measured. After passing matter of thickness x the incident intensity I0 is reduced. The decrease
in intensity due to X-Ray absorption within matter is desribed by the Lambert-Beer law,
I = I0 exp(−μ(E)x). (4.38)
The absorption coefficient μ depends on the investigated material and on the energy of the
incident X-Ray radiation. In case the incident X-ray energy E matches the binding energy of
an electron of an atom within the sample, the absorption coefficient μ increases drastically
resulting in an absorption edge. Each element is characterized by a set of unique absorption
edges, which correspond to different binding energies of core electrons. Fig. 4.15 shows the
absorption spectrum of the Ge K-edge measured in a-Ge1Sb2Te4. Above the absorption edge,
the X-ray absorption spectra show oscillations. These oscillations result from the absorption
of X-ray quanta, knocking electrons out of the inner shell. The excited photoelectrons have a
wave-like nature and interact with nearby atoms acting as scattering centers. The wavelength λ
Figure 4.15:The X-ray absorption fine structure is devided into different energy regimes. The X-Ray
absorption near edge structure (XANES) contains information about the oxidation state and binding
energy of the absorbing atom and lies energetically ± 50 eV around the absorption edge. The
extended X-ray absorption fine structure (EXAFS) lies 50 eV to 1000 eV above the absorption edge
and resolves information about the next neighbour distances, their type and number. Image taken
from [VE10]
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of the excited photoelectron depends on the energy of the incident monochromatic X-Ray
irradiation. Forward propagating and backscattered electron waves result in an intereference
pattern, which leads to a modulation in the measured absorption coefficient μ(E). In the case
of constructive intereference the absorption coefficient μ shows a maximum and in the case of
destructive interference a minmum. Consequently, the absorption coefficient μ(E) oscillates
around the absorption coefficient of an isolated atom μ0,
μ(E) = μ0(E)(1 + χ(E)). (4.39)
The oscillations χ(E), known as X-Ray absorption fine structure, contain information
about the atomic environment. The X-ray absorption fine structure can be observed and
analyzed in all kind of matters including gases, solids and liquids. In the analysis of X-ray
absorption fine structures one distinguishes two regimes: the X-Ray absorption near edge
structure (XANES) and the extended X-ray absorption fine structure (EXAFS), see Fig. 4.15.
The XANES regime ranges approximately ± 50 eV around the absorption edge and provides
information on the oxidation state of the atom, i.e. the binding energy of the electron. The
EXAFS region lying 50 eV to 1000 eV above the absorption edge contains information about
the next neighbour distances, type and number.
In the EXAFS analysis the X-Ray fine structure is analyzed as a function of the wavenumber k
of the excited photoelectron, which is directly related to energy of the incident monochromatic
X-ray beam E,
k =√2me
h̵2
(E −Eb), (4.40)
where me is the electron mass and Eb the binding energy of the electron in the inner
shell. The amplitude of the backscattered electron wave can be described by a spherical wave,
whose amplitude depends on the backscattering atom and on the amplitude of the incident
wave. Each backscattering atom j is characterized by an element specific backscattering
function Fj(k). Atoms acting as scattering centers at the same distance Rj to the absorbing
atom of the same element contribute equally to the EXAFS signal. This group of atoms is
denoted as a coordination shell and is characterized by the number of backscattering atoms
Nj . Disorder and thermal vibration influence the distance distribution between the absorbing
and backscattering atom. Hence, the contribution of atoms in the first coordination shell show
an additional phase difference. This phase difference caused by thermal vibration and disorder
reduces the EXAFS signal χ(K) by the factor exp(−2k2σ2EXAFS), where the factor σ2EXAFS is
the EXAFS Deby Waller factor. The EXAFS Deby-Wallerfactor indicates the displacement
u⃗ − u⃗0 of the absorbing and backscattering atom along the equilbrium bond direction r⃗,
σEXAFS = √< [r⃗ ⋅ (u⃗ − u⃗0)]2 >. (4.41)
At this point one should note that the EXAFS-Debye Waller factor is not equivalent to the
Debye-Waller factor known from X-Ray diffraction. The Debye-Waller factor known from
X-Ray diffraction σXRD describes the mean square displacement.
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σXRD = √< [r⃗ ⋅ u⃗]2 >. (4.42)
Hence, the value of the EXAFS Debye-Waller factor is in general smaller than the Deby-
Waller factor σXRD determined from X-ray diffraction. Furthermore, the X-Ray absorption
fine structure in the EXAFS energy range is also influenced by the lifetime of the excited
photoelectron, which is of the order of 10−15s−1. The limited lifetime induces a damping of the
observed oscillations. In general, coordination shells in a distance of more than 10 Å from the
absorbing atom show no longer a significant contribution to the measured EXAFS spectrum.
The damping can be described by the term exp(−2r/λ(k)), where λ is the so called mean free
path length. Additionally, a factor S20 describes the amplitude reduction resulting from the
creation of a core hole. Even though S20 is known to be weakly temperature dependent, its
value is usually approximated by a constant. In summary, the X-Ray absorption fine structure
χ(k) within the EXAFS energy range can be analysed employing the following formula,
χ(k) = ∑
j
NjS
2
0Fj(K) exp(−2Rj/λ(k)) exp(−2k2σ2EXAFS) sin(2kRj + δj)kR2j . (4.43)
However, in literature often the Fourier transform of χ(k) is reported, weighted by a window
function w(k) and a factor kn,
χ(R)n = 1√
2π
∫ kmax
kmin
χ(k)ei2kRw(k)kndk. (4.44)
Different types of window functions can be used. The EXAFS spectra presented in this work
are analysed using the Hanning function. The weighting factor kn is added in Eq. 4.44 to
compensate effects which diminish the amplitude with increasing k, such as the decrease of the
backscattering amplitude F (k) following a 1/k dependence. The weighting factor kn should
be chosen in a way that kn ⋅ χ(k) has a constant amplitude over the k-range [kmin, kmax]
used in the Fourier transformation given in Eq. 4.43. An example of EXAFS spectra taken
on amorphous and crystalline GeTe powder samples are presented in Fig. 4.16. Disorder
strongly affects the measured EXAFS signal. The Fourier transfomed EXAFS signal χ(R)
is much higher in the crystalline than in the amorphous phase. Such a behavior is usually
expected, because the EXAFS Debye-Waller factor σEXAFS is in general higher in the disordered
amorphous than in the ordered crystalline phases. The observed change in peak position
reflecting the nearest neighbour distance indicates a different local order in the amorphous
and crystalline phase of GeTe. Further information about the EXAFS technique applied to
phase-change materials can be found in [VE10]. The EXAFS results on a-GeTe thin films
presented in this work have been achieved together with Peter Zalden, who performed the
experiment at the beamline CEMO at HASYLAB, Hamburg.
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Figure 4.16: EXAFS spectra of amorphous and crystalline GeTe measured at 10 K. Disorder has a
strong influence on the shown Fourier transformed EXAFS signal χ(R)n=2. The EXAFS signal
is much higher in the ordered crystalline than in the disordered amorphous phase. The EXAFS
Debye-Waller factor σD indicates the displacement of the absorbing and backscattering atom along
the equilbrium bond direction. Hence, in general the amorphous phase has a higher value σEXAFS
than the crystalline phase resulting in a lower EXAFS signal, see Eq. 4.43. Furthermore, the peak
positions reflecting the nearest neighbour distances are diffrent in the amorphous and crystalline
phases in GeTe. Image taken from [VE10]
.
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Chapter 5
Investigation of defect states in
amorphous phase-change materials
Many transport models proposed for amorphous phase-change materials involve localized
defect states. Therefore, it is important to develop a sophisticated defect state model for
amorphous phase-change materials. This issue gains importance especially since the validity
of the VAP defect model based on chalcogen chains was shown to be questionable for a-GeTe
and a-Ge2Sb2Te5, [CBK+07, AJ07, JKS+08].
This chapter concentrates on the defect state density measured in amorphous phase-change
and chalcogenide alloys. In the first section; a defect state model based on experimental
findings is proposed for a-GeTe. In the second section; the defect state density in switchable
chalcogenides in their amorphous phase is studied to investigate the relation between defect
states within the band gap and the electrical threshold field.
5.1 Defect states in a-GeTe
Different characterization methods are combined to provide knowledge about the defect state
density in amorphous GeTe. Indirect conclusions can be drawn from dark and photoconduc-
tivity measurements. A direct measurement of localized traps within the band gap is enabled
by Photothermal Deflection Spectroscopy (PDS) and Modulated Photo Current experiments
(MPC).
5.1.1 Dark- and Photoconductivity in a-GeTe
Many studies published in the literature analyze the temperature dependent dark and photo-
conductivity to resolve information about the transport path and defect state distribution
in disordered structures, [ME71, OT89, SA84, Bar06]. In the following, the most commonly
employed concepts are presented. Finally, these concepts are applied to amorphous GeTe.
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Dark conductivity dominated by carriers in extended states
Within the standard transport model introduced byThomas and Overhof [OT89], the elec-
tronic transport is controlled by carriers in extended states beyond the mobility band edges.
Henceforth, carriers occupying energetic states beyond the mobility band edges are referred
to as free carriers. The standard transport model is known as multiple trapping transport
and is illustrated for free electrons in Fig. 3.6. However, it is reported in literature, that hole
conduction predominates in amorphous GeTe, [Adl71]. The density of free holes excited below
the valence band edge Ev, is given by the integral over the density of statesN(E) weighted
with the probability that a hole occupies the energy level E,
p = 2∫ Ev
−∞
N(E) (1 − f(E))dE. (5.1)
The factor of 2 considers the two possible spin orientations. In dark equilibrium, the occupation
function f(E) is given by the Fermi-Dirac distribution function,
fDirac(E) = 1
1 + exp E−EFkbT . (5.2)
For energies E high compared to kbT , the Fermi-Dirac distribution function converges to
Maxwell-Boltzmann statistics. In non-degenerated amorphous semiconductors, the Fermi
level EF lies per definition several kbT away from both mobility band edges. Therefore, the
term 1 − f(E) can be replaced by the corresponding Boltzmann approximation within the
integral boundaries given in Eq. 5.1,
1 − fDirac ≈ exp(E −EF
kbT
) . (5.3)
Under the assumption that the density of states does not change significantly above the mobility
edge on a kbT scale, the density of free holes can be analytically derived from Eq. 5.3 and Eq.
5.1. Hence, the free hole density in nondegenerated semiconductors is described by,
p = 2N(Ev)kbT exp(−EF −Ev
kbT
) . (5.4)
The dc conductivity is determined by the product of carrier charge q, free carrier density n
and free carrier mobility for holes μp and electrons μn, respectively. Thus, the temperature
dependence of the dark conductivity σ(T ) in nondegenerated p-type semiconductors is given
by,
σ(T ) = qμpp = qμp2N(Ev)kbT exp(−EF −Ev
kbT
) . (5.5)
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In summary, we expect a temperature activated dark conductivity, if the transport is entirely
due to one type of carriers in extended states. In p-type conductors the activation energy
Ea equals the energetic distance between the Fermi level and the valence band edge. The
thermally activated temperature dependence of the dark conductivity is also referred to as
Arrhenius behavior.
Arrhenius σ(T ) = σ0 exp(− Ea
kbT
) (5.6)
As a final remark it should be mentioned here, that in materials having a Fermi level close to
mid gap and comparable mobilities of holes and electrons, the electronic conduction will
take part in both bands as a sum of independent contributions from both carriers, where the
electron contribution is calculated in an equivalent manner as for holes.
Dark conductivity dominated by carrier hopping between localized states
The presence of localized defect states within the band gap opens an additional possible
transport path. Especially at low temperatures, carrier transitions between localized trap states
may contribute significantly to the electronic conductivity. This carrier hopping transport is
depicted in Fig. 3.7. The probability of a carrier transition from one trap state at energy E
to a neighbouring trap energetically located at E′ in distance REE′ depends strongly on the
hopping direction. A downward hop denotes a carrier transition to a localized state at lower
energy. The probability of a downward hop is determined by the overlap of both trap wave
functions. In general a trap state is assumed to have an exponential decaying wave function,
where the localization length α defines its spatial width,
ψtrap(r) ∝ exp(− r
α
) . (5.7)
Hence, the transition probability of an downward hop is defined by the ratio of the distance
between both traps REE′ and the localization length α,
W↓ = ν0 exp(−2REE′
α
) . (5.8)
Likewise, an upward hop denotes a carrier transition to an energetic state at higher energy.
Hopping transitions to higher energy levels require the absorption of a phonon to bridge the
energy difference. Consequently, the hopping upward probability includes the probability of
phonon absorption and the tunneling probability,
W↑ = ν0 exp(−2REE′
α
) exp(−E′ −E
kbT
) where E′ > E. (5.9)
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Hopping to lower energy levels occurs even at zero K. In contrast carrier transitions to higher
energies are only possible at non-zero temperatures. However, carrier transitions at zero K
temperature do not contribute to a steady state conductivity. In the hopping down case excited
carriers tunnel to lower energy states until they return either to the Fermi level or the distance
to neighbour trap states is so large that the hopping probability becomes negligibly small. The
described process is known as thermalization. Thermalization gives rise to a transient current
after carrier excitation, but is a non-equilibrium process. As a consequence, a steady hopping
conductivity occurs only at non-zero temperature.
Several detailed calculations based on Eq. 5.8 and Eq. 5.9 have been carried out to determine
the temperature dependent hopping conductivity. However, the physical mechanism are best
illustrated using the variable range hopping model proposed by Mott [Mot68]. According
to Mott, the hopping conductivity is dominated by carrier transitions between states at an
average distance < REE′ >. This includes thermal assisted carrier transitions to higher energy
levels within a rangeΔE from the Fermi level EF . Assuming a density of states, that changes
insignificantly around the Fermi level over several kbT , the average distance between trap
states in the range EF ±ΔE is given by,
REE′ = [N(EF )ΔE]−1/3 (5.10)
The total hopping conductivity is limited by carriers, which have to overcome the highest
possible energy barrier, i.e. E −E′ =ΔE. Consequently, the total conductivity maximizes
when the hopping rate exponent in Eq. 5.9 is minimized, i.e. ddREE′ (2REE′α + ΔE(REE′)kbT ) = 0.
It can be easily shown that this occurs when the average hopping distance is,
< REE′ >= [ 3α
2kbTN(EF )]
1/4
. (5.11)
Since the average hopping distance is not constant, but decreases with increasing temperature,
this transport is denoted as variable range hopping. The variable range hopping conductivity
shows typically a T −1/4 dependence known as Mott’s law,
Mott’s law σ(T ) = σM exp(−(T0
T
)1/4) . (5.12)
where the characteristic temperature T0 is described by,
T0 = β/(kbTN(EF )α3). (5.13)
Various studies in three-dimensional systems suggest β values in the range from 10 to 38.8
[SP74]. Based on the assumption of a constant density of states in the vicinity of the Fermi
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level, Mott’s law can be generalized for other density of states distributions. For example Efros
and Shlovskii have shown that the exponent in Eq. 5.12 is equal to 1/2 in the presence of a
Coulomb gap [SA84]. Typically, disordered systems show a dark conductivity of the form:
σ(T ) = σ∗ exp(−(M
T
)l∗) . (5.14)
The preexponential factor σ∗ depends on the underlying system and the power exponent
l∗ is strongly linked to the density of states of the material under investigation. Sometimes
the power exponent l∗ is reported to depend also on the temperature range in which the dc
conductivity is studied [Bar06].
Even though the assumption of an constant density of states around the dark Fermi level
is not guaranteed in general, it should also be mentioned that even in systems meeting this
requirement an data analysis according to Eqs. 5.12 − 5.13 leads to erroneous values for
N(EF ). In the Mott model a discrepancy arises from identifying the dominant hopping
distance as the radius of a sphere in which hopping takes place. Indeed, Marshall andMain have
shown that the dominant hopping distance may fall to less than 1% of the sphere radius. Due
to these inconsistencies underlying Mott’s T −1/4 model an analysation of the dark conductivity
according to Eq. 5.12 often yields to unreasonable values for the density of states at the Fermi
levelN(EF ) [MM08].
Photoconductivity described by Shockley-Read Statistics
Light excitation generates additional photo carriers due to band to band excitation. Ad-
ditionally, the interaction of photo carriers with existing trapping centers influences the
value of the occupation function f(E). Consequently, Fermi-Dirac statistics can not be
applied to describe the probability distribution in illuminated disordered materials. The
challenge to derive statistics under constant illumination in the presence of traps was first
addressed by Shockley and Read considering one trapping center within the band gap [SR52].
Simmons andTaylor generalized this theory for an arbitrary distribution of defect levels, [ST71].
The authors show, that the interaction of photo carriers with localized trap states leads to a
splitting of the dark Fermi level EF into two quasi Fermi levels for trapped holes Etp and
trapped electrons Etn, respectively. Hence, the occupation function f(E) associated to illumi-
nated materials possessing an arbitrary distribution of traps is given by a two step function, see
Fig. 5.1. Trap states lying in the energetic regionW in-between both quasi Fermi levels have a
larger capture than emission probability. Consequently, these states are occupied by carriers
with a certain probability in-between one and zero. In comparison with the dark equilibrium
Fermi distribution describing a one step function, the occupancy described by Shockley-Read
statistics is increased above the dark Fermi level EF due to electrons trapped at these sites.
Likewise, the occupancy is reduced within the energy range [Etp;EF ] as a result of trapped
holes. Since carriers captured by traps in the energetic regionW are rather recombined than
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re-emitted to the corresponding band edge, this region is denoted as recombination zone. The
widthW of the recombination zone, given by the energy interval [Etp;Etn], depends on the
density of states around the dark equilibrium Fermi level, on temperature and on the intensity
of the exciting light.
The width of the recombination zone for different generation conditions is qualitatively il-
lustrated in Fig. 5.1 for a fixed density of states. At constant temperature, the width W
increases with increasing light intensity. On the other hand, at constant excitation rate the
widthW increases with decreasing temperature. This can be easily explained phenomenolog-
ically. Illumination, i.e. generation of additional free carriers, represents a perturbance of
the thermal equilibrium. To return to thermal equilibrium a physical mechanism is needed,
which eliminates these additionally generated free carriers. Within the recombination zone
trapped carriers are unlikely to be re-emitted but rather recombine. Consequently, the more
free carriers are generated by increasing intensity of the excitation light the more carriers
have to be eliminated and the larger must be the number of recombination centers, i.e. the
width of the recombination zone W . On the other hand the perturbance of the thermal
equilibrium due to photo-generated carriers is less significant at high temperatures, where a
high concentration of thermally excited carriers dominates. Hence, the widthW decreases
with increasing temperature.
Obviously, the splitting of the Fermi level depends also on the density of states around the
equilibrium Fermi level EF , since the total number of recombination centers is of importance.
Under identical generation conditions a low defect density leads to a larger recombination
zone than a high trap density does.
The quasi Fermi levels for trapped holes Etp and electrons Etn describe the occupation of
localized trap states in the energy gap. Likewise, the free carrier concentrations under constant
illumination are described by quasi Fermi levels for free holes Efp and free electrons Efn.
Thereby the quasi Fermi level for free holes is always positioned above the quasi Fermi level
for trapped holes, i.e. Efp ≥ Etp. In the case that holes contribute the majority carriers
under constant illumination, both quasi Fermi levels coincide, i.e. Efp = Etp , when thermal
equilibrium is attained. In non-equilibrium, The quasi Fermi level for free electrons Efn lies
always below the quasi Fermi level for trapped electrons, i.e. Efn ≤ Etn. This relation is also
valid in thermal equilibrium if the photoconductivity is dominated by holes. In the case that
the photo current is dominated by electrons, Efn and Eft coincide at thermal equilibrium,
where Efp ≥ Etp. Hence, the observed photoconductivity is controlled by the width of the
recombination zone. The stronger the splitting of the dark Fermi level into two quasi Fermi
levels due to light exposure the higher is the observed photoconductivity at a given temperature.
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Figure 5.1: Shockley-Read statistics describe illuminated materials possessing an arbitrary distribution
of traps within the band gap. Interaction of generated photo carriers with localized trap states
leads to a splitting of the dark Fermi level EF into two quasi Fermi levels for trapped holes Etp
and trapped electrons Etn. Consequently, the occupation function f(E) describes a two step
function. Carriers captured at traps lying energetically within the energetic regionW in-between
both quasi Fermi levels, rather recombine than being re-emitted to the bands. The widthW of the
recombination zone depends on light intensity, temperature and defect state density in the vicinity
of the dark Fermi level EF . For a given DoS the recombination zone increases with increasing light
intensity and decreases with increasing temperature at constant light flux. This dependence on
the generation conditions is qualitatively illustrated in the figure above, where the smoothing of
the Fermi edge with temperature is not considered. Under identical generation conditions a high
density of states around the Fermi level results in a smaller recombination zone than a small defect
density does. The stronger the splitting of the Fermi on light exposure at given temperature the
higher is the observed photoconductivity.
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Concepts applied to a-GeTe
To gain a better insight into the electronic transport mechanisms in amorphous phase change
materials, the before mentioned concepts are applied to amorphous GeTe. The conductivity
of a 100 nm thick amorphous GeTe thin film was measured at different temperatures in the
dark and under constant illumination of the sample surface. For this purpose a LED light
source of wavelength λ = 850nm delivering a continuous flux Fdc = 1016 cm−2s−1 was used.
The corresponding photon energy of 1.45 eV lies well above the optical band gap of 0.78 eV
listed in Tab. 2.1. Fig. 5.2 presents the same data using different scales.
Fig. 5.2a shows the dark conductivity compared to the conductivity measured under constant
illumination. The conductivity does not change significantly on light exposure for T > 175K.
This implies a large defect state density within the band gap, because the splitting of the dark
Fermi level illustrated in Fig. 5.1 is very low. At constant flux the width of the recombination
region increases with decreasing temperature. Consequently, the conductivity under illumi-
nation is expected to be significantly larger than the dark conductivity at low temperatures.
In a-GeTe the conductivity under constant illumination differs significantly from the dark
conductivity for temperatures below 175K. The difference increases steadily with decreasing
temperature. At 90K the conductivity change on light exposure is slightly more than two
orders of magnitude.
The photoconductivity is determined by subtracting the dark conductivity from the conductiv-
ity under constant illumination. The photoconductivity derived in this manner is shown in Fig.
5.2b. The photoconductivity is observed to increase exponentially with increasing temperature.
At 175K the photoconductivity passes a maximum, hence at that temperatures the conductivity
under light exposure does no longer differ significantly from the dark conductivity. The same
qualitative behavior of the photoconductivity has been reported by Howard and Tsu, [HT70].
The fact that in a-GeTe no significant photoconductivity can be observed at room temperature
suggests a high density of gap states at the vicinity of the Fermi level leading to a low splitting
of the dark Fermi level under constant illumination.
Focusing in the following on the dark conductivity, its temperature dependence is analyzed
according to Eq. 5.6 and Eq. 5.12. To obtain the activation energy Ea, the dark conductivity is
plotted versus the reciprocal temperature 1000/T , see Fig. 5.2 c. The presented Arrhenius plot
clearly shows, that no single activation energy exists in a-GeTe over the whole investigated
temperature range varied from 90 K to 300 K. Consequently, the transport in a-GeTe can not
be described within the standard transport model proposed byThomas and Overhof. The
curvature observed in theArrhenius plot implies a complex transportmechanism in amorphous
phase-change materials. The observed curvature may be caused by a temperature dependent
Fermi level or temperature dependent mobility band edges. Furthermore, superposition
of two transport channels leads to a non singly activated dark conductivity. However, the
dark conductivity measured on a-GeTe shows a good thermally activated behavior in the
high temperature range (T> 230K). The corresponding activation energy is determined to be
Ea = 0.36 eV. Thomas and Overhof showed that within the standard linear approximation the
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Figure 5.2: Conductivities measured in the dark and under constant illumination of the sample surface.
A LED light source of wavelength λ = 850nm delivering a constant light flux of Fdc = 1016 cm−2s−1
was employed. Light exposure with given source shows to have a significant effect on the measured
conductivity for temperatures below 175K (a). This implies a large density of states at the Fermi
level, i.e. a low splitting of the dark Fermi level as illustrated in Fig. 5.1. The photoconductivity
is determined by the difference of the conductivity under illumination and dark conductivity
(b). The photoconductivity first increases exponentially with increasing temperature and passes a
maximum at Tmax175K. For temperatures higher than temperature Tmax the the conductivity
under constant illumination is no longer significantly larger than the dark conductivity. The same
data of the measured dark conductivity are plotted in (a),(c) and (d). The Arrhenius plot shows
clearly that no single activation energy exists in a-GeTe (c). This indicates a complex transport
mechanism in amorphous phase-change materials. However, a-GeTe shows a good thermally
activated behavior in the high temperature limit revealing an activation energy of Ea = 0.36 eV,
which is approximately half of the optical band gap. Furthermore, Mott’s variable range hopping
models does not properly describe the dark conductivity data within the whole studied temperature
range (d). Applying Mott’s law to the data points obtained at lowest temperatures ranging from 90 K
to 120 K, the characteristic temperature is determined to be T 1/40 = 141K
1/4. This characteristic
temperature corresponds according to Eq. 5.13 to a defect density at the Fermi level of approximately
N(EF ) ≈ 1 ⋅ 10
16 cm−3eV−1 assuming a typical localization length of α = 2 ⋅ 10−7 cm.
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activation energy obtained in the high temperature range can be identified with the energetic
distance of the valence band edge to the Fermi level at zero K temperature.
To analyze the dark conductivity under the view point of Mott’s variable range hopping model,
the same data are plotted versus T −1/4, see Fig. 5.2 d. No good accordance to Mott’s law can
be observed within the whole probed temperature range. However, assuming that the data
obtained at lowest temperatures ranging from 90 K to 120 K can be properly described byMott’s
law, the density of states at the Fermi levelN(EF ) can be estimated from Eq. 5.13. Assuming
a typical localization length of α = 2 ⋅ 10−7 cm the characteristic temperature T 1/40 = 141K1/4
corresponds to a density of states at the Fermi level of the orderN(EF ) ≈ 1016 cm−3eV−1.
5.1.2 Photothermal Deﬂection Spectroscopy on a-GeTe
In general defect transitions induce only very weak optical absorptions. Consequently, optical
transmission experiments can not be applied to investigate defect state densities within the
band gap. Photothermal Deflection Spectroscopy proved to be a very sensitive method to
investigate defect states. The PDS method exploits information from a thermally induced
change in refractive index of a deflection medium surrounding the illuminated sample surface.
Hence, Photothermal Deflection Spectroscopy is sensitive to all the possible optical transitions,
which cause a heating of the sample surface.
In the vicinity of the band gap, disordered solids typically show an exponential dependent
optical absorption with varying photon energy E. This behavior was first observed in alkali
halide crystals and is known as the Urbach edge, [Urb53].
α(E) = α0 ⋅ exp( E
Eu
) (5.15)
The Urbach energy Eu describes the exponential increasing absorption coefficient α and is
typically 50 − 100meV. Since the Urbach edge seems to be a universal property in disorder
materials, the underlying physics are expected to be both simple and general. However, in past
decades the origin of the Urbach edge was heavily discussed in science. Some authors favor an
explanation in terms of energy dependent matrix elements [DR72], whereas other scientist link
the Urbach absorption edge to the exponentially decaying band tails in the density of states,
[JSCE86]. Nowadays, a model favoring an explanation by changing matrix elements has been
largely discarded. Currently, it is commonly accepted that the Urbach edge reflects the joint
density of states and thus is closely linked to the shape of the valence and conduction band tail.
The absorption edge studied in a-GeTe via Photothermal Deflection spectroscopy at room
temperature are shown in Fig. 5.3 for energies varied from 0.5 eV to 1.8 eV. PDS spectra show
typically saturation once all incoming light is absorbed within the thin film. This saturation
depends on the film thickness and occurs for energies higher than E = 1.2 eV in the 1μm
thick sample studied. For energies lower than E = 1.2 eV the absorption coefficient describes
a square root behavior reflecting the parabolic bands. Between 60 cm−1 and 1000 cm−1 the
absorption coefficient shows an exponential dependence revealing an Urbach edge of Eu =
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68meV. However, even though expected from photoconductiviy measurements Photothermal
Deflection Spectroscopy could not prove the existence of any deep gap states within the probed
energy range. However, Photothermal Deflection spectroscopy performed in a lower energy
range from 0.1 eV to 0.5 eV should be successful to detect defect levels.
0.4 0.6 0.8 1.0 1.2 1.4 1.6 1.8
101
102
103
104
105
Urbach Parabol
ab
so
rp
tio
n 
co
ef
fic
ie
nt
 
 (c
m
-1
)
energy (eV)
Urbach edge: 
Eu=63meV
Saturation
Figure 5.3: Absorption coefficient measured at room temperature on a 1μm thick a-GeTe thin film
employing Photothermal Deflection Spectroscopy. The measured absorption coefficient shows
three characteristic regimes. For energies higher than E = 1.2 eV the absorption coefficient
saturates, since all the light illuminating the sample surface is absorbed within the sample. For
lower energies the absorption coefficient shows a square root behavior reflecting the parabolic
bands. Typically exponential dependence is observed for absorption coefficients ranging from
60 cm−1 and 1000 cm−1. The corresponding Urbach edge is Eu = 68meV. Within the studied
limits Photothermal Spectroscopy does not prove the existence of any deep gap states within the gap,
which could be detectable at lower energies.
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5.1.3 Modulated Photo Current Experiments performed on
a-GeTe
Modulated Photo Current Experiments enable a spectroscopy of the defect state distribution
within the band gap. These experiments link the trap state density to the photocurrent induced
by a periodically modulated monochromatic light source illuminating the sample surface
[OHE81]. Due to the interaction of generated charge carriers with localized trap states, the
modulated photo current is not in phase with the excitation light. The defect densityN(E)
can be experimentally derived from this phase shift φ and the photo current amplitude ∣Iac∣ ,
[BMBR90, LK92]:
Basic formula of the Modulated Photo Current method
cpN(Eω)
μp
= 2
πkbT
Aq Gac
sin(φ)∣Iac∣ (5.16)
Classic energy scaling given by:
Eω −Ev = kbT ln(νp
ω
) (hole controlled behavior) (5.17)
The constants on the left hand side in Eq. 5.16 are well known from optical measurements
and the MPC experiment itself. The parameter  denotes the electric field applied to the
parallel electrodes and q describes the elementary charge. The conduction cross section A,
the product of the film thickness d and the electrode length l, can be adjusted by the chosen
sample geometry. The amplitude of the light intensity modulated with an angular frequency ω
and the optical absorption of the material under investigation determine the ac generation rate
of free carriersGac.
Eq. 5.16 is only valid as long as multiple trapping and release processes dominate the electronic
transport. Consequently, the MPC method gives only reliable results for trap states acting as
multiple trapping centers. Trap states, in which captured carriers recombine instead of being
re-emitted to the bands can not be analyzed via Eq. 5.16. Thus, the energy range probed by
MPC experiments is limited. For a very low splitting of the dark Fermi level illustrated in Fig.
5.1, the probed energy ranges from one band edge to the dark Fermi level at the most.
In p-type materials, such as a-GeTe, the energetic position Eω given in Eq. 5.17 is defined by
the classic energy scaling, i.e. ep(Eω) = νp ⋅ [Eω −Ev/kbT ] = ω , [OHE81, BMBR90].
Whereas the capture coefficient cp describes the ability of a trap state to capture a free hole
from the valence band, the attempt-to-escape frequency νp describes the release process of a
hole trapped in a state beyond the valence band edge. The attempt-to-escape frequency νp
can not be determined by experiment, but an order of magnitude can be derived within the
analysis of MPC data, [LKK+99].
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The combination of Eq. 5.16 and Eq. 5.17 enables a spectroscopy of the relative densityNc/μ
by measuring couples of (φ, ∣Iac∣) at different excitation frequencies ω and temperatures T .
Additionally, the absolute density of statesN(E) can be derived from the measured MPC
spectra as long as the free hole mobility μp and the capture coefficient cp are known.
Modulated Photo Current experiments have been widely employed to study the evolution of
mid gap states in photovoltaic materials, such as hydrogenated amorphous silicon (a-Si:H),
[ZC93, SB89, Kou01, HWS94, HAA+94, KSA02, BKL+00, PCYG00, LKC00].
Even though the photoconductivity is much lower in amorphous phase-change materials,
Modulated Photo Current experiments proved to be a very successful method to investigate
the defect state distribution within the band gap in a-GeTe [Luc08, LKS+10].
Modulated Photo Current measurements were performed on a-GeTe thin films deposited by
dynamic sputtering. The results are shown in Fig. 5.4. To check reproducibility, samples were
deposited on different substrates in different sputter processes under the same deposition
conditions. The X-ray patterns of all thin films, measured in grazing incidence geometry,
showed broad peaks indicating that the obtained materials were amorphous after deposition.
Modulated Photo Current experiments were performed on each sample employing the same
generation conditions. Amonochromatic light source of wavelength λ = 850nmwas employed.
The chosen wavelength corresponds to a photon energy of 1.45 eV being significant larger than
the optical band gap of a-GeTe, which is approximately 0.8 eV at 300 K. To ensure a good
signal to noise ratio the dc part of the modulated light flux was adjusted to Fdc = 1016 cm−2s−1.
The amplitude of the alternating photon flux is chosen to be 40% of the continous flux Fdc. At
fixed temperatures, couples of (φ, ∣Iac∣) were measured by varying the excitation frequency
f = ω/2π from 12Hz to 40kHz. With Eq. 5.16 and Eq. 5.17 the corresponding density of
statesNc/μ and their energetic position Eω within the band gap are determined. In Fig. 5.4
each MPC curve taken at a fixed temperature with varying excitation frequency is indicated
by a certain symbol. At a fixed temperature energy states closer to the valence band edge
were probed with 40kHz while states the furthest away from the band edge are probed with
12Hz. The temperature steps have to be chosen sufficiently small, since only the envelope of
superimposing MPC curves reveals the density of states. The temperature steps were chosen
to be at the most 20 K and if necessary to obtain a good data resolution even as low as 2 K.
According to Eq. 5.17MPC curves taken at different temperatures do not superimpose if a
wrong attempt-to-escape frequency νp is assumed to calculate the energy scale. In the case that
the attempt-to-escape frequency νp is chosen too large MPC curves show no overlap and if
the ν-value is taken too low, they cross each other. Consequently, an order of magnitude of
the attempt-to-escape frequency νp can be determined by maximizing the overlap of MPC
curves taken at different temperatures. Thereby, it is possible that the MPC curves describing
different kind of defects within the band gap scale with different attempt-to-escape frequencies
νp, which is the product of the equivalent density at the valence band edgeNv and the capture
coefficient cp, i.e. :
νp = Nv ⋅ cp (5.18)
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Consequently, the larger the capture coefficient cp the higher is the attempt-to-escape frequency
νp. Hence, a large value of the attempt-to-escape frequency νp reflects a strong interaction
between defect states and free holes.
In Fig. 5.4MPC spectra taken on three a-GeTe samples, each deposited on a different substrate
demonstrate all the same characteristic features. In all three samples the observed defect state
density shows a valence band tail, a shallow defect and deep defect levels near mid gap.
The valence band tail
The valence band tail is probed at low temperatures between 60 K and 220 K. The overlap of
MPC curves describing the valence band tail is maximized for an attempt-to-escape frequency
νp = 1012 s−1. Different MPC curves overlap only in the high frequency range. The lower the
frequency ω of the modulated light source the larger is the deviation from the envelope. In the
next section of this chapter it is shown, that this deviation at low excitation frequency mostly
vanishes if the temperature dependence of the band gap is taken into account.
The shallow defect
In the temperature ranging from 230 K to 250 K a shallow defect is probed. The MPC curves
describing this shallow defect do not superimpose with an attempt-to-escape frequency
νp = 1012 s−1. A much lower value of νp = 2.5 ⋅108 s−1 has to be assumed in the classical energy
scaling procedure to maximize the overlap. In general we expect attempt-to-escape frequencies
in the range of phonon frequencies. Consequently, such low values of the attempt-to-escape
frequency seem to be unphysical, but are commonly reported in literature for other materials,
too [OTY+82]. In the next section of this chapter it will be shown, that such low values of the
attempt-to-escape frequency derived by the classical energy scaling procedure using Eq. 5.17
can be a consequence of neglecting the temperature dependence of the band gap. Considering
the influence of a temperature dependent band gap on the MPC energy scale, the shallow
defect scales with a much higher attempt-to-escape frequency of νp = 1010 s−1. However, a
temperature dependent band gap has no influence on the value of the observed relative density
Nc/μ. In the three investigated samples, the maximal observed defect density of the shallow
defect varies by one order of magnitude fromNc/μ = 1010 cm−2VeV−1 to 1011 cm−2VeV−1 .
Deep defect levels
MPC curves taken at temperatures from 260 K to 300 K describe a deep defect level, which
shows a rather high concentration of approximately Nc/μ ≈ 1011 cm−2VeV−1 in all three
samples. The spectra derived in the high temperature limit are rather noisy. The shown mid
gap states are scaled with an attempt-to-escape frequency of νp = 1012 s−1. Later on we will
see that this attempt-to-escape frequency describes the deep defect levels still properly, if the
influence of a temperature dependent band gap is taken into account.
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Figure 5.4:MPC spectra measured on amorphous deposited GeTe samples. Each sample was deposited
on a different substrate in different processes under same sputtering conditions. All the samples show
the same characteristic features: the valence band tail probed from 90 K to 220 K, a shallow defect
probed from 230 K to 250 K and deep defect levels probed from 260 K to 300 K. The valence band
tail states and the deep defect levels are described by an attempt-to-escape frequency νp = 1012 s−1,
whereas in the presented classical energy scale defined by Eq. 5.17, the shallow defect scales with a
much lower value νp = 2.5 ⋅ 108 s−1.
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Conclusion
The shallow defect and the deep defect have very different attempt-to-escape frequencies. The
low νp value describing the shallow defect reflects the very low interaction of free carriers with
these defect levels. In contrast, the interaction between free carriers and valence band tail
states or deep defect levels is rather strong. At the first glance it seems surprisingly that the
shallow defect can be probed at all, since its defect densityNc/μ is much lower than the defect
density of the valence band tail. The detection of the shallow defect by the MPC technique is
only possible, because the corresponding attempt-to-escape frequency is significantly lower
than those describing the valence band tail states. Consequently, valence band tail and shallow
defect states respond in a different temperature range. This enables to reveal the existence
of the shallow defect via MPC. However, PDS detects all possible optical transitions. The
contribution to the PDS signal arising from the shallow defect, whose interaction with photo
carriers is very low, is negligible in comparison to the strong absorption of photo carriers by
the tail states. However, the deep defect levels showing a strong interaction with photo carriers
are expected to contribute to the PDS signal. Since these states lie close to mid gap these states
should be probably detected around 0.4 eV. This energy lies beyond the studied energy range
of PDS data presented in Fig. 5.3.
5.1.4 Inﬂuence of a temperature dependent band gap on the
energy scale of Modulated Photo Current experiments
In the classical MPC energy scaling expressed by Eq. 5.17 the band edge energies are assumed
to be independent of temperature. Nevertheless, it is quite a common feature in crystalline
and amorphous materials as well, that the band gap displays a clear temperature dependence
[VAR67, SK07b].
In MPC experiments the density of states is constructed out of MPC curves taken at different
temperatures. Hence, the classical MPC energy scaling procedure according to Eq. 5.17 will
be prone to inaccuracy in materials showing a strongly temperature dependent band gap.
The goal of this section is to discuss the influence of a temperature dependent band gap on
the MPC energy scale in amorphous phase-change materials and amorphous hydrogenated
silicon.
Temperature dependent band gaps
Variation of band gaps as a function of temperature are commonly observed in crystalline and
disordered materials. The optical band gap of most semiconductors decreases with increasing
temperature. Empirically the temperature dependence of the optical band gap Eg was found
to follow the relation,
Eg(T ) = Eg(0) − ηT 2
T + β. (5.19)
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Figure 5.5:Optical band gap of a-GeTe and a-Ge2Sb2Te5 measured by FT-IR at different temperatures
T varied from 5K to 350K. To define a band gap in an amorphous system the E04 method is applied.
In this method the optical band gap is identified as the energy at which the absorption coefficient
α(E) equals 104 cm−1. Both phase-change alloys show a strong decrease of the optical band gap
with increasing temperature. The measured temperature dependence is reversible and is properly
described by the simplified Varshni formula describing the low temperature limit (T << β). Image
taken from [LKK+11]
where η and β are material dependent constants. Eq. 5.19 is known as the empiric Varshni
law and describes an optical band gap decreasing parabolically at low and linearly at high
temperatures. Values for η and β reported in literature for different amorphous and crystalline
materials are listed in Tab. 5.1.
The temperature dependence of the optical band gap in amorphous phase-change materials
are measured by FT-IR technique in reflectance mode. The wavenumber of the incident beam
illuminating the sample surface has been varied from 350 cm−1 to 8000 cm−1. These wave
numbers in the mid-infrared range correspond to photon energies E from 0.04 eV to 1 eV.
The optical band gap has been derived from the modulated absorption spectra α(E) according
to the E04 method, i.e. the energy at which the absorption coefficient α equals 104 cm−1 is
identified with the optical band gap, i.e. Eg = E04. The optical band gaps measured for a-GeTe
and a-Ge2Sb2Te5 varying the temperature from 5K to 300K are shown in Fig. 5.5.
In both alloys the optical band gap decreases by more than 150 meV upon increasing the
temperature from 5 K to 350 K. The temperature dependence in both alloys can be properly
described by the simplified form of the Varshni formula,
Eg(T ) = Eg(0) − ξT 2, (5.20)
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This simplified Varshni formula is valid in the low temperature limit, i.e. T << β where ξ is
equal to η/β.
The values Eg(0) and ξ derived for amorphous and crystalline phase-change materials in
comparison to other materials known from literature are listed in Tab. 5.1. According to
Tab. 5.1 the band gap in amorphous chalcogenides shows a strong decrease with increasing
temperature. In contrast, amorphous and crystalline silicon belong to the materials showing
low temperature dependencies of the optical band gap. For example the band gap in a-GeTe
shrinks by more than 10%, whereras the band gap of amorphous silicon decreases only by 3%.
In the following the influence of temperature dependent band gaps on the MPC energy scale is
discussed and exemplified in a-GeTe and a-Si:H.
Table 5.1: List of the coefficients involved in the empirical Varshni law describing the temperature
dependent band gap in diamond and common semiconductors (top), amorphous chalcogenides
(middle) and phase-change materials (bottom). The approximate ξ coefficient describing the low
temperature limiting case are also given.
Material Eg(0) η β ξ = η/ β Reference
(eV) (meV/K) (K) 10−6 eV/K2
Diamond 5.4125 -0.1979 -1437 0.14 [VAR67]
c-Si 1.169 0.49 655 0.75 [SK07b]
a-Si 1.1495 0.494 646.6 0.76 [DNKL+92]
a-Si:H 1.81 16.8 16500 1.02 [FP79]
a-As2S3 2.56 0.94 202.8 4.64 [TTN+00]
a-As2Se3 1.99 0.77 142 5.42 [TTN+00]
a-GeSe2 2.24 0.92 180 5.11 [TTN+00]
a-Se 2.13 0.95 135 7.04 [TTN+00]
c-Ge50Te50 0.78 - - 0.445 [Kre09]
a-Ge50Te50 0.96 - - 1.325 [LKK+11]
c-Ge2Sb2Te5 0.59 - - 0.605 [Kre09]
a-Ge2Sb2Te5 0.93 - - 1.43 [LKK+11]
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Introducing correction terms to the classic MPC energy scaling procedure to
take the temperature dependent band gaps into account
Brüggemann et al. showed that the modulated photocurrent is dominated by traps at the
energy Eω whose emission rate e(Eω) is equal to the angular frequency ω of the modulated
light flux [BMBR90, LK92].
The trapping and emission rates of carriers captured from the bands into trap states at energy
E determine the alternating photocurrent I . The amplitude ∣Iac∣ is fixed by the trapping rate,
while the phase shift φ between photocurrent and excitation light is fixed by the tempera-
ture dependent emission rate e(E,T ). It was shown by Brüggemann et al. that only those
traps releasing carriers at the same frequency as the excitation ω can induce a phase shift φ.
Consequently, the influence of energy levels E ≠ Eω on the alternating photocurrent is small.
Resulting from the relation e(Eω) = ω the classic MPC energy scaling is derived from the
emission rate for trapped holes: ep(E) = νp exp[−(Eω −Ev)/kbT ]. Likewise, the emission
rate en(E) = νn exp[−(Ec −Eω)/kbT ] describes the release of trapped electrons. Obviously,
the classical MPC energy scale neglects temperature dependent band edges. In the following
it is demonstrated that the temperature dependence of the band gap can be considered by
adding correction terms to the classic energy scale. Correction terms for p-type amorphous
phase-change materials and n-type hydrogenated amorphous silicon and their influence on
the MPC energy scale are discussed.
Correction terms to the classic MPC energy scale for a-GeTe
Typically hole conduction dominates in amorphous phase-change materials, such as a-GeTe
and a-Ge2Sb2Te5. Hence, the classical energy scaling in these p-type materials is defined as,
classical energy scale
Eω = Ev + kbT ln(νp/ω). (5.21)
Both phase-change alloys show a strong decrease in the optical band gap E04 with increasing
temperature. To measure the temperature dependence of the energetic distance from the
Fermi level EF to the edge of majority carriers Ev thermoelectric Seebeck measurements have
been performed [Jos]. These measurements can be interpreted in a way that the observed
decrease in band gap results from a shift of states related to the valence band edge towards a
fixed conduction band. Consequently, the energy position of states related to the valence band
changes with temperature according to,
Ev(T ) = Ev(T = 0K) + ξT 2, (5.22)
In consequence of Eq. 5.22MPC curves taken at a different temperatures T do not refer to the
same zero point in energy. In order to consider the shift of the zero point with temperature
MPC curves need to be rescaled in the MPC energy scaling procedure. Two different methods
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are proposed to define the same origin Ev(T = 0K) = 0. The proposed rescaling methods
differ in the assumptions made on the energetic position of trap states within the decreasing
energy band gap. Indeed, no references on this issue are reported in literature.
However, on one hand one may consider that the decrease in band gap resulting from extended
states moving closer to the fixed conduction band leaves the energy positions of the defects
within the gap unchanged. In this situation MPC curves can be simply rescaled to the same
energy zero point by subtracting the term ξT 2 from the classical energy scaling formula 5.21 .
This ξ-corrected energy scale results in Eq. 5.23.
On the other hand, one may consider that the shrinking of the gap results in a modification of
the trap position proportional to their initial positions at 0 K, i.e., states near the valence band
edge shift by the full correction term −ξT 2 and mid gap states only by 0.5 ⋅ ξT 2. In this second
case, the correction is made prorata to the energy position of the traps resulting in Eq. 5.24.
ξ corrected energy scale
E −Ev ∣rescaled = kbT ln(νp/ω) − ξT 2, (5.23)
prorata corrected energy scale
E = Ev + kbT ln(νp/ω) − ξT 2
1 − ξT 2/E04(0) . (5.24)
Both formulas 5.23 and 5.24 are valid for trapping states located at Eω exchanging carriers
with the valence band extended states.
Correction terms to the classic MPC energy scale for a-Si:H
Amorphous hydrogenated silicon belongs to the class of n-type conductors. The classical MPC
energy scale in n-type materials is given by,
classical energy scale
Eω = Ec − kbT ln(νn/ω). (5.25)
In a-Si:H the temperature dependence of the band gap is properly described by the empirical
Varshni law. Consequently, we derive similar correction terms like already discussed above for
amorphous phase-change materials. Under the assumption that the decrease of the observed
optical band gap in a-Si:H results from a conduction band shifting towards a fixed valence
band leaving the trap state position within the band gap unchanged to their original position,
one has:
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Varshni corrected energy scale
Ec −E = kbT ln(νn/ω) − ηT 2(T + β). (5.26)
In the case that trap states change their energetic position within the band gap prorata one
obtains,
prorata corrected energy scale
Ec −E = kbT ln(νn/ω) − ηT 2/(T + β)
1 − ηT 2/(E04) ⋅ (T + β) . (5.27)
The efficacy of the proposed correction terms within the analysis of Modulated Photo Current
Experiments is illustrated on the example of a-GeTe and a-Si:H.
Eﬃcacy of the proposed correction terms on a-GeTe
The effect of the temperature dependent band gap in a-GeTe is illustrated in Fig. 5.6 on the
MPC spectrum already shown in Fig. 5.4a. In Fig. 5.6 the same density of states Nc/μ is
displayed in the classical (a), the prorata corrected (b) and the fully ξ corrected energy scale
(c). The proposed correction terms have been calculated using the parameters listed in Tab.
5.1. The defect state density observed in a-GeTe shows three kind of defects: valence band tail
states, shallow defect states and mid gap states. The influence of a temperature dependent
band gap by adding correction terms to the classical energy scale is discussed for valence band
tail states and deep defect levels.
First the effect of the proposed correction terms on the MPC spectra is discussed for valence
band tail states. MPC curves describing the valence band tail are derived from temperatures
varied between 100 K and 200 K in 20 K steps. In the classical energy scaling procedure,
MPC curves taken at different temperature superimpose only in a few data points obtained at
high modulation frequencies. Data points obtained with low excitation frequencies depart
significantly from the envelope. It is shown that this deviation at low frequencies is probably
caused by neglecting the temperature dependence of the energy band gap.
Because of the small overlap in the classical energy scale, it is difficult to extract the exact value
of the attempt-to-escape frequency vp. Within the MPC analysis the νp value is adjusted by
maximizing the overlap of MPC curves taken at different temperatures. The parts of MPC
curves obtained at high frequencies superimpose rather well for attempt-to-escape frequencies
vp ranging within one order of magnitude, namely from νp = 5 ⋅ 1011 s−1 to 5 ⋅ 1012 s−1. MPC
curves would cross each other for lower νp values, whereas a scaling with higher νp values
would not lead to any common points. For this reason the valence band tail in the classical
energy scale is plotted using a mean value of 1 ⋅ 1012 s−1.
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In both corrected energy scales the overlap of MPC curves taken at different temperatures
significantly improves, especially at low frequencies. Due to the maximized overlap the
attempt-to-escape frequency νp is adjustable and is found to be 1 ⋅ 1012 s−1. Furthermore, in
both corrected energy scales the valence band tail approximates a straight line in the chosen
semi logarithmic plot. This suggests that the valence band decays exponentially in a-GeTe
according to,
NVBT = N(E = Ev) ⋅ exp(−E/Ew) (5.28)
Exponentially decaying band tails are commonly reported in literature for disordered
materials [IL02]. The band width Ewv describing the exponential decay of the valence band is
determined from the ξ corrected MPC spectrum to be Ewv=33meV and Ewv=41meV in the
classical energy scale. Hence, the Urbach energy derived to Eu=63meV is mainly governed by
the conduction band tail giving a width of Ewd ≈ 60meV.
The shallow defect is probed in a temperature range varied from 220K to 250 K. In this
temperature range the MPC spectrum exhibits a bell-shaped peak with a clear maximum.
In each energy scale defined by Eqs. 5.21,5.23, 5.24 these MPC curves taken at different
measurement temperatures superimpose, if a correct value for the attempt-to-escape frequency
νp is chosen. The νp-value reflects the interaction between free carriers and defect states, i.e, the
higher its value the stronger is the interaction through trapping and release processes. In the
classical treatment, the superposition of different MPC spectra describing the shallow defect is
obtained for an attempt-to-escape frequency of νp = 2.5 ⋅ 10−8 s−1, a rather low value since,
values for νp are expected to be in the range of phonon frequencies, i.e. 1012 s−1 − 1013 s−1.
However, such low values for the attempt-to-escape frequency of the order 10−8 s−1 have
been reported in literature for amorphous silicon, too. The origin of such unphysical low
ν values have been heavily discussed. However, the observation of such low values for the
attempt-to-escape frequency could be a consequence of a temperature dependent energy band
gap. If the temperature dependence of the band gap is neglected, i.e. no correction term is
subtracted to define the same energy zero point, MPC curves are shifted towards mid gap with
increasing temperature. Within the MPC analysis, this shift resulting from a temperature
dependent band gap, can be counteracted by assuming a lower value for the attempt-to-escape
frequency, see 5.21. Consequently, in materials showing a strongly temperature dependent
energy band gap the observation of very low attempt-to-escape frequencies is very likely,
if the classical energy scale is employed. In fact, the shallow defect is described by a much
higher value of the attempt-to-escape frequencyνp = 1⋅10−10 s−1 in both corrected energy scales.
Mid gap states are observed from 260 K to 290 K. In all three proposed energy scales these
MPC curves superimpose adjusting νp to 1 ⋅ 1012 s−1. However, mid gap states reach 0.55 eV
from the valence band edge into the gap in the classical energy scale. As mentioned before, the
measurement window of MPC measurements is limited. In p-type semiconductors mostly
trap states lying within the energy range between the valence band edgeEv and the dark Fermi
level EF can be probed. In p-type materials, the energy region from the Fermi level to the
conduction band edge can not be probed with the MPC technique. Consequently, the classical
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energy scale suggests a dark Fermi level EF (300K) positioned at least 0.55 eV away from
the valence band edge. The optical band gap measured at room temperature is ≈ 0.8 eV. As
long as mobility band gap and optical band do not differ drastically, MPC measurements
analyzed in the classical energy scaling procedure suggest a dark Fermi level EF (300K)
positioned nearer to the conduction than to the valence band edge. However, thermoelectric
Seebeck measurements performed at the I. Physical Institute RWTH Aachen clearly prove
that hole conduction dominates in a-GeTe at 300 K [Jos]. The p-type character in a-GeTe is
also commonly reported by various groups in literature. Initially this possible contradiction
observed in amorphous phase-change materials pushed forward a revision of the classical
energy scaling of MPC data. Indeed, both proposed correction terms taking the temperature
dependence of the band gap into account contract the energy scale. Consequently, mid gap
states shift closer to the valence band edge. In the fully ξ-corrected energy scale mid gap states
reach only 0.45 eV into the energy gap. This seems to be a more realistic energy position of
mid gap states. Hence, the influence of a temperature dependent energy gap on the MPC
energy scale solves the possible contradiction regarding MPC data and p-type conductivity in
amorphous phase-change materials.
Eﬃcacy of the proposed correction terms on a-Si:H
Hydrogenated amorphous silicon has been widely studied by the MPC technique. Its band gap
varies only slightly with temperature. According to Tab. 5.1 the band gap decreases by 5%,
while increasing the temperature from 0 to 300 K.
In the last section the efficacy of corrected energy scales has been discussed for a-GeTe, where
the band gap changes by more than 10%. This section discusses the influence of a temperature
dependent gap in intrinsic a-Si:H. Details on the deposition conditions can be found in Ref.
[LSK06] ( sample 310031). Taking the data from Ref. [LSK06] the MPC-DoSNc/μ has been
calculated. The classical energy scale has been derived from Eq. 5.25. The corrected energy
scales have been calculated according to Eq. 5.26 and Eq. 5.27.
The purpose of this section is not to study a-Si:H very closely, but to investigate the influence
of the proposed correction methods on MPC spectra reported in literature. The results are
presented in Fig. 5.7. The two correction methods lead to very close MPC DoS because the
correction is very small.
In the present example, two different dc fluxes (with Fac/Fdc = 2/5 ) in two different tem-
perature ranges were used. Indeed, even though a high flux ensures a good signal to noise
ratio, it also generates a large recombination zone in the middle of the gap. The width of
this recombination zone is also influenced by the defect density: the lower the trap state
density the wider the recombination zone. The MPC technique in a-Si:H is only sensitive to
empty trapping states. Especially for high fluxes, states answering the modulation at high
temperatures or low excitation frequencies may be located in the recombination zone, where
the analysis of MPC data by formula 5.16 is no longer valid. Consequently, trap states lying in
the recombination zone can not be properly detected by the MPC technique. With increasing
frequency, the MPC technique probes states closer to the extended states, i.e. farther away
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Figure 5.6:DoS spectroscopy achieved by theMPC technique applied to a-GeTe. The energy scaling was
calculated following the classical (a), the the pro rata corrected (b) and the fully ξ-corrected method
(c). Both correction terms contract the MPC energy scale. Consequently, mid gap states shift closer
to the valence band edge. Shallow defect states scale with a much higher attempt-to-escape frequency
νp = 1 ⋅ 10
−10 s−1 in both corrected energy scales. Furthermore, band tail states approximate a
straight line in the semi logarithmic plot. This suggests that the valence band decays exponentially
in a-GeTe.
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from the recombination zone. Hence, the response of the system corresponds to the real defect
state density. That is why the flux has to be kept as low as possible, while keeping a good signal
to noise ratio. A criterion for the measurement quality is the presence of a maximized overlap
of MPC curves obtained at different temperatures, especially at high frequencies. These parts
of the spectra are expected to correspond to the probed true defect density and, therefore, are
supposed to fit together for slightly different temperatures. In a-Si:H temperature steps of 30 K
have proven to be sufficiently small.
The MPC data presented in Fig. 5.7 are recorded over a large temperature range varied from
120 K to 450 K. The MPC spectrum measured in a-Si:H shows conduction band tail and deep
defect states scaling with νn = 1 ⋅ 1012 s−1. The low density of deep states could be resolved
using a low flux Fdc = 2 ⋅ 1012 cm−2s−1. This low flux is needed to minimize the influence of
the recombination zone. To detect conduction band tail states it was necessary to improve the
signal to noise ratio of MPC measurements by increasing the flux to Fdc = 1 ⋅ 1014 cm−2s−1.
The influence of the flux on the MPC spectrum is clearly demonstrated by those MPC curves
obtained at the same temperature using these two different fluxes. The deviation of data points
from the envelope is clearly enhanced with increasing flux. However, for the conduction
band tail it seems completely unrealistic that the deviation from the envelope results from the
widening of the recombination zone, since its broadening is limited by the exponential increase
of tail states. Another explanation of the observed deviation at low excitation frequency would
be the influence of hopping conduction. Indeed, literature reports that hopping conduction
induces a deviation from the MPC envelope at low excitation frequency. However, in the case
of a-Si:H, hopping transport starts to be important for temperatures below 100 K and the MPC
curves displayed in Fig. 5.7 has been recorded for temperatures above 120 K [LT].
For these reasons an explanation attributing the observed mismatch to the neglected temper-
ature dependence of the band gap is favourable. The optical band gap in a-Si:H decreases
with temperature according to the empiric Varshni law, see Eq. 5.19. The MPC spectra
shown in Fig. 5.7 have been plotted in the classical , the pro rata corrected and the fully ξ
corrected energy scale. In both corrected energy scales the overlap of MPC curves taken at
different temperatures is significantly increased in the whole investigated temperature range.
The best superimposition ofMPC curves is obtained employing a prorata corrected energy scale.
The results presented in Figs. 5.10 and5.7 clearly demonstrate that disregarding the temperature
dependence of the band gap may lead to wrong interpretations of MPC data. In summary,
corrected MPC energy scaling procedures significantly improve the data interpretation and
enables a more sophisticated study of defect state densities measured by Modulated Photo
Current experiments.
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Figure 5.7: Influence of a temperature dependent band gap in a-Si:H. MPC measurements have been
performed using different fluxes; Fdc = 1 ⋅ 1014 cm−2s−1 to resolve conduction band tail states (full
symbols) and Fdc = 2 ⋅ 1012 cm−2s−1 to study deep defect levels (open symbols).
The MPC DoS derived for a-Si:H is shown in the classical (a), the pro rata corrected (b) and the fully
Varshni-corrected (c) energy scale . In all three energy scaling procedures an attempt-to-escape
of νn = 1 ⋅ 1012 s−1 has been taken. In the classical energy scale data points obtained with low
excitation frequency largely deviate from the envelope of superimposing MPC curves. This deviation
significantly reduces in both corrected energy scales, in which the temperature dependence of the
band gap has been taken into account. Image taken from [LKK+11]106
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5.2 Study of photoconductivities and defect state
densities in switchable chalcogenide glasses
Electrically switchable materials show a strongly enhanced amorphous state conductivity for
electric fields above a critical value. In fact, electrical threshold switching behavior is observed
in many chalcogenide glasses.
Previous studies have shown that the critical threshold field is influenced by the optical band
gap. In Fig. 5.8 the electrical threshold fields of amorphous deposited materials are compared
to their optical band gap measured at 300 K. Materials having a very low band gap value such
as Ge15Sb85 and AgInSbTe show also low electric threshold fields. However, a correlation solely
on the band gap value is not possible for Ge2Sb2Te5 and Ge15Te85. Furthermore, a threshold
field of 143 V/μm has been reported recently for amorphous deposited GeTe [RCD+11]. The
optical band gap of amorphous deposited GeTe is ≈ 0.8 eV at room temperature. Hence, even
Figure 5.8:Threshold fields compared to optical band gaps measured at 300 K for various amorphous
deposited chalcogenide glasses. The thresholdfield seems to be strongly influencedby the optical band
gap value. However, the statement the higher the band gap the higher the electrical threshold field
does not hold forGe2Sb2Te5 andGe15Te85. Recently, a threshold field of 143 V/μmhas been reported
in a-GeTe, having an optical band gap of 0.8 eV. Even though amorphous deposited Ge2Sb2Te5,
Ge15Te85 and GeTe have similar band gap values these materials show a large variation in the
observed threshold fields. If the threshold switching effect is driven by a generation/recombination
process, the strong variation threshold fields could arise from a significant change in defect state
density. In the generation/recombination model proposed originally by Adler et al. the electric field
generates additional carriers, which can recombine in localized trapping levels within the band gap.
The threshold switching event occurs if generation exceeds recombination. Image source: [Kre10]
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though band gap values in amorphous deposited GeTe, Ge15Te85 and Ge2Sb2Te5 are rather
similar their corresponding threshold fields vary largely.
A correlation between band gap and electrical threshold field suggests that the threshold
switching effect is driven by a generation and recombination mechanism. This model was first
proposed byAdler et al. in 1980 [ASSO80]. Amodified version is the Poole-Poole Frenkelmodel
explained in section 3.2.4. In a generation/recombination model the electric field generates
free carriers, which recombine in localized trap states within the band gap. Threshold switching
to a highly conductive state occurs if the generation exceeds recombination. Consequently,
if the generation/recombination model does apply, the large variation in threshold fields
observed in a-GeTe, a-Ge15Te85 and a-Ge2Sb2Te5 could arise from a significant difference in
defect state density.
5.2.1 Photoconductivity
Photoconductivitymeasurements have been performed in a-GeTe, a-Ge15Te85 anda-Ge2Sb2Te5
to gain indirect information about the defect state distribution. Therefore, the dark current
and the current measured under constant illumination have been measured at different temper-
atures T . The photoconductivity is calculated with known film thickness by the subtraction of
both measured currents. Conductivity measurements under constant illumination have been
performed using a LED light source having a wavelength λ = 850nm equal to Eph = 1.45 eV.
The presented measurements have been performed adjusting the continuous light flux to
Fdc = 1016 cm−2s−1. The results are shown in Fig. 5.9.
In all three investigated chalcogen alloys the photoconductivity increases first exponentially
with increasing temperature, where the exponential growth factor g is largest for a-Ge15Te85,
see Tab. 5.2,
σph = σph(0K) ⋅ exp(g ⋅ T ) (5.29)
Table 5.2: In the low temperature limit the photoconductovity is observed to increase exponentially
with increasing temperature. The corresponding exponential growth factor g is material dependent.
The g-values describing the exponential increase in various amorphous deposited chalcogenides are
listed below.
Material exponential growth factor g Tmax
(1/K) (K)
a-Ge50Te50 0.038 170
a-Ge2Sb2Te5 0.035 190
a-Ge15Te85 0.052 250
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The measured photoconductivity passes a maximum at that temperature Tmax at which
the conductivity under constant illumination is no longer significantly larger than the dark
conductivity. Consequently, for temperatures larger than Tmax the concentration of free
carriers induced by temperature is larger than those induced by additional light excitation.
The dark conductivity is defined by the position of the dark Fermi level. Under constant
illumination the dark Fermi level EF in disordered materials splits into two quasi Fermi levels
EnF and E
p
F . The splitting of the dark Fermi level is described by Shockley-Read statistics and
depends on light flux, temperature and the defect state density near the dark Fermi level, see
Fig. 5.1. The splitting of the dark Fermi level increases with increasing flux and decreases with
increasing temperature. At given generation conditions, i.e. same temperature and flux, the
splitting of the dark Fermi level is large in materials having a low defect state density around
the dark Fermi level. Likewise the splitting of the dark Fermi level is low in materials having a
high defect state density in the vicinity of the dark Fermi level. A significant photoconductivity
is observed if a sufficient splitting of the dark Fermi level is induced. Since the continuous flux
has been kept constant in the measurement of photoconductivity the splitting of the Fermi
level at given flux is governed by the temperature. The splitting of the dark Fermi level into
two quasi Fermi levels increases with decreasing temperature. Hence, a higher density of
mid gap states is expected in materials showing a lower temperature Tmax, at which the dark
conductivity equals the conductivity derived under constant illumination. The lowest value
for Tmax=170 K is observed in a-GeTe. A slightly higher value of Tmax=190 K is observed in
a-Ge2Sb2Te5, whereas a-Ge15Te85 is characterized by a rather high value of Tmax= 250 K. This
finding suggests that a-GeTe possesses the highest and a-Ge15Te85 the lowest density of mid
gap states. This indirect result is verified in the following by MPC experiments.
5.2.2 Defect state densities
Modulated Photo Current proved to be very successful to resolve defect state densities in
amorphous chalcogenides. Fig. 5.10 shows the relative defect density Nc/μ derived for
amorphous deposited a-GeTe, a-Ge2Sb2Te5 and a-Ge15Te85. The MPC spectra are presented
in the classical energy scale, since we are interested in the observed defect densityNc/μ in
the vicinity of the Fermi level and the defect state density valueNc/μ is not influenced by a
temperature dependent band gap. Furthermore, it should be mentioned at this point that as
long as the electrical transport is governed by multiple trapping processes, the relative density
Nc/μ and not the absolute densityN describe transport phenomena properly. The electrical
conduction is dominated by the relative densityNc/μ, since the number of trapping events is
determined by both the free carrier mobility μ and the total trap state densityN weighted
with their corresponding capture coefficient c.
The MPC spectra derived for the amorphous phase change alloys a-GeTe and a-Ge2Sb2Te5
are rather similar. Bothmaterials show shallow defect states scaling with νp = 2.5⋅108 s−1 as well
as mid gap and valence band tail states described by νp = 1 ⋅1012 s−1. Amorphous phase change
alloys are bad glass formers, because their amorphous phase can only by melt-quenching, i.e.
very rapid cooling of the melt. In contrast good glass formers such as a-Ge15Te85 showing low
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Figure 5.9: Photoconductivity measured in amorphous deposited chalcogenides (λ = 850nm, Fdc =
1016 cm−2s−1). The photoconductivity increases first exponentially before passing a maximum
at Tmax. The temperature Tmax is the temperature at which the conductivity under constant
illumination does no longer differ significantly from the dark conductivity. According to Shockley-
Read statistics a low value of Tmax is expected for materials having a large number of defect states in
the vicinity of the dark Fermi level EF .
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crystallization kinetics can be easily obtained from the melt using comparable low cooling
rates. The MPC spectrum measured on a-Ge15Te85 shows no peaked defect state distributions.
In a-Ge15Te85 valence band tail states scaling with νp = 1 ⋅ 1012 s−1 are probed within the
whole investigated temperature range. Like expected from photoconductivity measurements,
the highest density of mid gap statesNc/μ = 1 ⋅ 1011 cm−2VeV−1 is observed in amorphous
deposited a-GeTe. The density of mid gap states decreases by one order of magnitude in amor-
phous deposited Ge2Sb2Te5. A very low defect state density of onlyNc/μ = 1 ⋅108 cm−2VeV−1
is observed in a-Ge15Te85.
5.2.3 Conclusion
In a generation/recombination model the application of a strong electric field is expected to fill
states above the dark Fermi level. The change in occupation function changes the free carrier
density. The excited carriers recombine in localized trapping levels within the band gap. The
threshold switching event takes place if generation exceeds recombination. Consequently, in
the generation/recombination model high threshold fields should arise from either large optical
band gaps or high trap state densities. This study on switchable chalcogenide alloys having
similar band gap values shows that the defect density of mid gap states is observed to increase
with increasing threshold field. This results suggests that a generation/recombination model
could explain threshold switching phenomena in amorphous chalcogenides. Furthermore,
this study has shown that temperature dependent photoconductivity measurements could be
useful to predict qualitatively threshold fields in different materials. As long as the change
in state occupancy induced by constant light intensity or by application of an electric field
are comparable, those materials showing a low Tmax should also be characterized by a high
threshold field.
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Figure 5.10:MPC DoS measured in different switchable chalcogenides having similar optical band
gaps. Those chalcogenides exhibiting a high electrical threshold field show also a high density of gap
states in their amorphous deposited phase. This suggests that the threshold switching effect is driven
by a recombination/generation mechanism originally proposed by Adler et al. [ASSO80].
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Resistance drift phenomena
This chapter concentrates on resistance drift phenomena in amorphous phase-change materials
and covalent glasses. The first section presents an experimental study of drift phenomena
measured in amorphous GeTe thin films. In the second section, these experimental results on
a-GeTe are compared to drift phenomena reported in literature for covalent glasses such as
a-Si and a-Si:H.
The development of non-volatile electronic phase-change memory devices requires an active
material showing a high crystallization temperature and fast crystallization speed. Indeed,
the phase-change alloy GeTe meets both of these requirements. However, this alloy shows a
strong resistance drift effect. A phase-change alloy having a stable amorphous state resistivity
is favoured regarding multilevel storage systems based on phase-change technology. With
the aim to identify phase-change materials showing a stable amorphous state resistivity, the
stoichiometric dependence of drift phenomena in a-GeSnTe systems and other phase-change
alloys is studied in section 6.3. Finally, the link between stress relaxation and resistance drift
phenomena is adressed in section 6.4.
6.1 Drift phenomena in a-GeTe
To get a better insight into resistance drift phenomena, the dark and photoconductivity have
been measured in aged and post-annealed samples. Furthermore, a study of the evolution
of trap state density may provide a direct experimental proof for the proposed mechanisms
explaining the resistance drift effect by a change in defect density, see chapter 3. Therefore,
the defect state density has been measured in aged and post-annealed a-GeTe thin films
employing Photothermal Deflection Spectroscopy and Modulated Photo Current Experiments.
Furthermore, the relaxation of mechanical stress within the phase-change film has been
measured during heating using the Curvature method. The relaxation of mechanical stress is
often referred to an irreversible structural relaxation. To get a better understanding of the
structural relaxation process taking place in a-GeTe thin film, X-ray Absorption Fine Structure
(EXAFS) has been performed on amorphous deposited and post-annealed amorphous GeTe
thin films.
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6.1.1 Dark and photoconductivity in aged and post-annealed
a-GeTe thin ﬁlms
The dark and photoconductivity has been studied in aged and post-annealed a-GeTe thin films.
Resistivity in the temperature range above room temperature has been measured with a four
point Van-Der-Pauw technique, whereas the resistivity at lower temperatures has been studied
by a cryostat working in two point geometry.
Fig. 6.1 compares the resistivity measured in a-GeTe films while heating each sample to a
different holding temperature THOLD. To enable a measurement of the activation energy of
electric conduction at the beginning of the drift, a small heating rate of 5 K/min has been
chosen. Shortly after deposition, the four samples produced in the same sputter process have
exhibited very similar resistivities varying from 1103Ωcm to 1145Ωcm at room temperature. In
the high temperature limit, the resistivity decreases with increasing temperature following an
Arrhenius law. The corresponding activation energy of electrical conduction Estarta measured
at the beginning of the drift, varies only slightly from sample to sample lying in a range from
0.364 eV to 0.366 eV.
During the heating process, the resistivity increases and the strongest change in resistivity
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Figure 6.1: Resistivity measured upon heating 190 nm thick a-GeTe films with a heating rate of 5 K/min
to different holding temperatures THOLD. The higher the holding temperature the stronger is the
increase in resistivity. The change in resistivity is linked to an increase in activation energy, that
increases by 25 meV after heating the sample for one hour at 140°C and 5 meV at 50°C.
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is observed for the highest holding temperature THOLD = 140 °C. The observed increase in
resistivity is closely linked to an increasing activation energy of electrical conduction. After
heating the samples for one hour at the indicated holding temperature, the activation energy
of electric conduction is remarkably increased in all four a-GeTe thin films. Indeed, the largest
change in activation energy is observed in the a-GeTe thin film heated to the highest holding
temperature THOLD = 140 °C, where the activation energy of electric conduction changes by
25 meV. In comparison the sample heated for one hour to THOLD = 50 °C shows only a low, but
still measurable increase in the activation energy of 5 meV. This finding clearly demonstrates,
that the resistance drift effect accelerates at higher holding temperatures and is strongly related
to an increase of the activation energy of electrical conduction.
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Figure 6.2:Dark conductivity measured in post-annealed and longer aged a-GeTe thin films. Two
out of three a-GeTe thin films deposited in the same sputter run have been heated for one hour at
different holding temperatures THOLD. The dark conductivity of the amorphous deposited and post
annealed samples has been measured shortly after the deposition and once more three months
later. The presented results show, that ageing and post annealing have the same influence on the
measured dark conductivity: the conductivity decreases within the whole temperature range and
approximates a straight line in the chosen semi logarithmic scale. Furthermore, these results
illustrate that storing the samples three months at room temperature has almost the same effect on
the measured conductivity as annealing an a-GeTe thin film for one hour at 80°C.
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Furthermore, dark conductivity has been studied in aged and post-annealed samples in the
low temperature limit. The temperature has been varied from 120 K to 300 K. To compare the
influence of post-annealing and altering at room temperature, the dark conductivity has been
measured in 200 nm thin a-GeTe films. The studied samples have been deposited in the same
sputtering process on sapphire substrates. Directly after deposition, two out of these three
a-GeTe samples have been heated for one hour at a holding temperature of either THOLD = 80 °C
or THOLD = 140 °C. The dark conductivity has been measured in the amorphous deposited and
in both post-annealed a-GeTe thin films 6 and 78 days after deposition. Fig. 6.2 presents the
dark conductivity measured in the post-annealed and altered samples. In the Arrhenius plot
presented, the amorphous sample measured 6 days after deposition shows a strong curvature.
With annealing the measured conductivity decreases over the whole investigated temperature
range. Additionally, the bending of the curve reduces and the measured dark conductivity
approximates a straight line in the chosen semi-logarithmic scale.
The same samples have been measured almost three months later. Ageing shows the largest
effect on the amorphous sample, where the dark conductivity drastically decreases with increas-
ing sample age. Furthermore, the bending of the measured σ(T ) curve reduces significantly.
These results demonstrate clearly that annealing and ageing induce the same effects on the dark
conductivity in the low temperature limit. Thus, storing an a-GeTe thin film three months at
room temperature seems to be equivalent to heating the sample for one hour at 80°C. The
influence of ageing on the measured dark conductivity is stronger on the amorphous than on
the post-annealed samples. However, for all the samples the dark conductivity is observed to
decrease with increasing sample age. In agreement with resistivity measurements in the high
temperature range, the observed decrease in conductivity is linked to an increase in activation
energy of electrical conduction Ea, see Tab 6.1.
For the samples studied 78 days after deposition, the photoconductivity has been measured
at different temperatures additionally to the dark conductivity. The results are presented
in Fig. 6.3. The photoconductivity first increases exponentially with increasing measure-
ment temperature before passing a maximum at Tmax. The temperature Tmax indicates the
temperature at which the photoconductivity is no longer significantly larger than the dark
conductivity. The position of the maximum Tmax is different in the amorphous deposited and
post-annealed a-GeTe thin films. With increasing holding temperature THOLD the temperature
Tmax shifts to a higher temperature. Furthermore, the photoconductivity is observed to
decrease with increasing holding temperature. In the temperature range from 120 to 180 K the
photoconductivity decreases by a factor of three.
The following discussion relies on the concepts presented in section 5.1. The decrease in
photoconductivity with increasing annealing temperature THOLD indicates that the distance
between the quasi Fermi level for free holes Efn and the valence band edge Ev increases.
Furthermore, the shift in Tmax to higher temperatures with increasing holding temperature
THOLD demonstrates that a significant splitting of the dark Fermi Ef level into quasi Fermi
levels Etp and Etn occurs at a higher temperature in post-annealed samples. Under the same
generation conditions, i.e. temperature and light intensity, the splitting of the dark Fermi level
into quasi Fermi levels increases the lower the density of states in the vicinity of the dark Fermi
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level. Additionally, the splitting of the Fermi level increases with decreasing temperature at
constant light intensity and defect density. Consequently, samples showing a low density of
states near the dark Fermi level reveal a photoconductivity, which is significantly larger than
the dark conductivity at a higher measurement temperature Tmax. However, the absolute value
of the photoconductivity is governed by the energetic distance of the quasi Fermi level for free
holes Etf ≥ Etp and the valence band edge Ev, which is expected to increase upon annealing
due to the observed increase of the activation energy of electric conduction presented in Fig. 6.1.
Table 6.1: Activation energies Ea describing the dark conductivity near room temperature and growth
factors g as well as maximal temperatutre Tmax describing the photoconductivity in post-annealed
and aged a-GeTe thin films. For the definition of g and Tmax see text above and Eq. 5.29.
days measured after deposition Sample Ea exponential growth factor g Tmax
(eV) (1/K) (K)
as depo. 0.294 - -
6 80 °C 0.365 - -
140°C 0.381 - -
amo. depo. 0.385 0.046 180
78 80 °C 0.386 0.053 185
140°C 0.402 0.052 190
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Figure 6.3: Photoconductivity measured in post-annealed a-GeTe thin films. The photoconductivity
increases first exponentially with increasing temperature before passing a maximum at the tem-
perature Tmax, see chapter 5. The photoconductivity in the low temperature range decreases with
increasing holding temperature THOLD. Furthermore, the maximum temperature Tmax increases
with increasing annealing temperature THOLD. The later finding indicates a decreasing number of
defect states at the vicinity of the dark Fermi level, whereas the decrease in the photoconductivity
indicates an increasing energetic distance between the quasi Fermi level for trapped holes Etp and
the valence band edge Ev .
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6.1.2 Defect state density in post-annealed and aged a-GeTe
thin ﬁlms
Photoconductivity measurements on altered a-GeTe thin films indicate that annealing induces
an annihilation of defect states in the vicinity of the Fermi level and an increasing energetic
distance between the quasi Fermi level for free holes Efp and the valence band edge Ev. To
give a direct experimental proof for defect annihilation, the defect state concentration has been
studied in post-annealed and aged amorphous GeTe thin films employing PhotoThermal
Deflection Spectroscopy and Modulated Photo Current experiments.
Photothermal Deﬂection Spectroscopy
PDS spectra have been measured in two amorphous 500 nm thick GeTe films. Both studied
samples have been produced in the same deposition process and one sample has been heated
one hour at a holding temperature of 140 °C. Fig. 6.4 compares the absorption spectrameasured
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Figure 6.4: PDS spectra measured in post-annealed a-GeTe thin films. Both presented samples have
been produced in the same deposition process and one sample has been heated for one hour at a
holding temperature of 140 °C. Annealing shows, within error, no effect on the Urbach slope Eu.
However, the absorption curve measured in the pre-annealed sample is shifted to higher energies
after annealing. The observed shift of the absorption curve probably results from an increased
optical band gap.
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on both samples. The amorphous deposited sample shows an Urbach energy of 81 ± 8meV.
The Urbach edge describing the post-annealed sample is determined to 88 ± 8meV. Hence,
within error no change in the Urbach energy can be observed. Even though no significant
change in the Urbach energy can be stated, the results presented show a clear shift of the
measured absorption curve to higher energies. This shift of the absorption curve indicates that
the observed increase in activation energy of electrical conduction during heating results from
an opening of the optical band gap.
Modulated Photo Current Experiments
The evolution of the defect state density within the band gap has been studied upon ageing
employing Modulated Photo Current Experiments. For this purpose, the same sample has
been measured at different sample ages. Fig. 6.5 presents the evolution in the measured dark
conductivity. The activation energy of electrical conduction is observed to increase by 19 meV
with increasing sample age. Furthermore, the a-GeTe thin film shows a better thermally acti-
vated behavior of the dark conductivity at a sample age of 108 days than 29 days after deposition.
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Figure 6.5:Dark conductivity measured in the same a-GeTe thin film at different sample ages. With
increasing sample age the activation energy of electrical conduction Ea is significantly increased.
Furthermore, the longer aged sample shows a better thermally activated behavior.
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Figure 6.6:MPC spectra measured in a-GeTe thin film at different sample ages. At a sample age of
29 days the measured MPC spectrum reveals valence band tail states probed from 90 K to 210 K,
shallow defect levels measured in a rather small temperature window from 230 K to 240 K and
midgap states measured from 260 K to 290 K.
Ageing shows to have a significant influence on the measured MPC spectra, in particular on the
defect levels. With increasing sample age the MPC DoS describing the shallow defect increases
fromNc/μ = 1 ⋅ 1010 cm−2VeV−1 toNc/μ = 4 ⋅ 1010 cm−2VeV−1. Furthermore, shallow defect
levels can be detected in a larger temperature window, i.e. from 220 K to 260 K. In contrast, deep
defect levels can be detected in a smaller temperature window. Nevertheless, the MPC curve taken
at 270 K differs drastically with increasing sample age. In the MPC spectrum measured 29 days
after deposition the MPC curve taken at 270 K describes a proper flank of mid gap states having a
maximum densityNc/μ = 5 ⋅ 1010 cm−2VeV−1 (a). On the other hand the MPC curve taken at 270
K describes a broad flat plateau of defect states withNc/μ = 2 ⋅ 1010 cm−2VeV−1 (b).
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The corresponding MPC spectra measured 29 and 108 days after deposition are shown in Fig.
6.6. Both spectra are presented in a fully ξ-corrected energy scale taking the value fromTab. 5.1.
Sample age 29 days
At a sample age of 29 days the a-GeTe thin film studied shows those three characteristic features
(which have been already discussed in section 5.1.3): valence band tail states, shallow defect
states and deep mid gap states.
Valence band tail states are probed in a temperature range from 90 K to 210 K. Shallow trap
states are revealed within a rather narrow temperature window ranging from 230 K to 240
K. Mid gap states of a maximum densityNc/μ = 5 ⋅ 1010 cm−2VeV−1 are observed at higher
temperatures from 260 K to 290 K.
Sample age 108 days
Ageing shows to have a significant influence on the measured MPC spectrum, especially
on the shallow and deep defect level. However, the evolution in trap state density shows
no simple picture. The MPC DoS describing shallow defect states increases with increasing
sample age fromNc/μ = 1 ⋅1010 cm−2VeV−1 toNc/μ = 4 ⋅1010 cm−2VeV−1. Furthermore, the
measurement window enlarges. At a sample age of 108 days shallow defects can be observed in
a rather large temperature range from 220 K to 260 K. In contrast, the measurement window in
which mid gap states could be detected narrows. The signal to noise ratio hampered recording
proper data above 270 K. However, the MPC curve measured at 270 K differs drastically with
increasing sample age. At a sample age of 29 days the MPC curve taken at 270 K describes a
proper flank of a distribution of states with a maximum value 5 ⋅ 1010 cm−2VeV−1. In contrast
at a sample age of 108 days the MPC curve taken at 270 K describes a broad flat plateau of
defect states of a heightNc/μ = 2 ⋅ 1010 cm−2VeV−1. Hence, the presented MPC data denote a
decrease in mid gap states with increasing sample age, which is consistent with the presented
photoconductivity data. Furthermore, the observed defect annihilation in the vicinity of the
Fermi level support the nowadays commonly accepted Ielmini model explaining resistance
drift phenomena. The width of the mobility band gap is determined by the tail state densities.
Thereby the mobility band gap increases with decreasing tail concentration. In this framework,
the Ielmini model has proposed an opening of the mobility band gap due to defect annihilation.
However, in accordance with the presented Photothermal Deflection data, no significant
change in the defect densities describing the band tails could be observed. Hence, annealing
has no influence on the tail states the origin of the observed band gap opening stays an open
question.
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6.1.3 Band gap in post-annealed a-GeTe thin ﬁlms
PDS measurements suggest that the band gap in a-GeTe opens upon heating. To clarify this
issue the optical band gap in post-annealed a-GeTe thin films has been studied by Fourier-
Transform Infrared Spectroscopy. Optical band gaps derived from FT-IR measurements
performed on amorphous and post annealed a-GeTe thin films at ambient temperature are
presented in Fig. 6.7a. To come to a better conclusion the optical band gap has been mea-
sured additionally before heating each sample. Indeed, the optical band gap describing the
amorphous phase is very similar in all three samples presented , which have been produced
in the same sputter deposition. After heating the sample for one hour at a given holding
temperature the optical band gap has been measured again. The band gap increases by 28 meV
after heating the sample for one hour at 80°C. Heating one hour at a holding temperature of
140°C induces a stronger band gap opening of 72 meV.
Tab. 6.2 compares the measured increase of the optical band gap to the increase in activation
energy of electric conduction shown in Fig. 6.1. The comparison in Tab. 6.2 demonstrates that
the band gap opening has a strong impact on the observed increase in activation energy of
electrical conduction yielding to an increase of the amorphous state resistivity.
The temperature dependence of the optical band gap in a-PCM is described by the simplified
Varshni formula given by Eq. 5.20. With the aim to investigate the influence of the Varshni
parameters E0 and ξ on the band gap opening observed at room temperature, the optical band
gap has been measured in both post-annealed a-GeTe thin films at different measurement
temperatures. Fig. 6.7b presents the optical band gap derived from FT-IR reflectance spectra
taken from 5 K to 300 K in 50 K steps on both post-annealed a-GeTe samples. Both spectra
are well described by the simplified Varshni formula describing a parabolic decrease of the
optical band gap with increasing measurement temperature. The corresponding Varshni
parameters Eg(0K) and ξ are given in Tab. 6.2. According to Tab. 6.2 the increase of the
room temperature optical band gap upon heating is strongly linked to an increasing 0 K band
gap Eg(0K). However, since MPC and PDS measurements have shown that this band gap
opening does not originate from decreasing tail state densities. Consequently, the physical
mechanism behind the optical band gap opening stays unclear.
Table 6.2: Activation energies Ea compared to band gap opening induced by heating the a-GeTe thin
film for one hour at a given holding temperature. The change in activation energyΔEa derived
from Fig. 6.1 and the band gap opening illustrated in Fig. 6.7 are listed for comparison.
THOLD Ea Eg(300K) Eg(300K)/Ea Eg(0K) ξ
(°C) (eV) (eV) (eV) (10−6 eV/K2)
amo. depo. 0.364 0.806 2.21 - -
80°C 0.374 0.834 2.23 0.962 1.49
140°C 0.388 0.878 2.26 0.994 1.31
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Figure 6.7: Optical band gaps studied in post-annealed a-GeTe thin films at varied measurement
and holding temperatures. The post-annealed samples have been annealed for one hour at the
indicated holding temperature THOLD. FT-IR measurements have been performed at the indicated
measurement temperature before and after annealing the sample. The optical band gaps measured at
room temperature are displayed in (a). All the investigated samples have very similar optical band
gaps after deposition. In a-GeTe, annealing induces a significant increase of the optical band gap
value. Annealing one hour at a holding temperature of 80°C induces a band gap opening of 28 meV.
Annealing one hour at 140°C results in a band gap change of 72 meV. In both post-annealed samples
the optical band-gap has been studied at different measurement temperatures (b). The band gap is
observed to decrease parabolically with increasing measurement temperature, like predicted by the
empirical Varshni law given in Eq. 5.20. The corresponding Varshni parameters derived by a Fit
routine (line) are listed in Tab. 6.2. Obviously, the increasing band gap at 0 K has a strong influence
on the band gap opening observed at ambient temperature, too.
124
6.1 Drift phenomena in a-GeTe
6.1.4 Stress relaxation in a-GeTe thin ﬁlms
Former works carried out on GeSbTe and AgSbInTe systems have shown that stress relaxation
takes place in amorphous deposited thin films during heating [Kal06, KSLPW03].
The change in stress during heating can be measured by the curvature method. The evolution
in film stress has been recorded by a curvature set-up during heating a 500 nm thick GeTe film
48 hours at 50 °C. The result is illustrated in Fig. 6.8.
Shortly after deposition the a-GeTe thin film shows a small compressive stress of -49 MPa.
Heating the sample to 50°C induces a thermal stress, because the dilatation of the glass substrate
is lower than that of the amorphous phase-change film. Having reached a sample temperature
of 50 °C a maximal compressive stress of -55 MPa is recorded by the curvature method. During
heating the sample at 50 °C the measured compressive stress within the thin film decreases
very fast within the first 25 hours. After 25 hours the observed stress relaxation occurs more
slowly, but is still measurable. Whereas in the first 25 hours the stress decreases by 15 MPa
further heating at 50 °C induces a stress relaxation of only 0.5 MPa. After 48 hours the sample
is cooled back again to room temperature. During cooling the measured stress decreases
additionally due to the difference in dilatation coefficients of substrate and phase-change alloy
under test. After heating the a-GeTe thin film for 48 hours at 50 °C the phase-change film
shows a compressive stress of -32 MPa at room temperature.
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Figure 6.8:Mechanical stress measured in a 500 nm thick a-GeTe film by a curvature set-up. Shortly
after deposition a compressive stress of -49MPa is measured. Heating the sample up to 50 °C induces
an additional thermal stress, because the phase-change alloy expands more than the substrate
underneath. During heating the measured stress decreases. The mechanical stress decreases by 15
MPa within the first 25 hours, whereas further heating induces a comparable small stress relaxation
of only 0.5 MPa. After heating the a-GeTe thin film for 48 hours at 50 °C, the sample is cooled
down to room temperature. Cooling induces a stress relaxation resulting from the difference in
dilatation coefficients of substrate and material under test. Finally, the curvature set-up records at
room temperature a compressive stress of -32 MPa.
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6.1.5 Extended X-Ray Absorption Fine Structure measured in
post-annealed a-GeTe thin ﬁlms
The observed decrease in stress measured by the curvature method is commonly referred to a
structural relaxation process deforming the material under test. Extended X-ray absorption
fine structure (EXAFS) is an excellent method to investigate structural rearrangements. To
investigate a possible structural origin of drift phenomena, EXAFS spectra have been taken
on a-GeTe thin films. Fig. 6.9 compares the Fourier Transformed EXAFS spectra measured
at room temperature on amorphous deposited and post-annealed a-GeTe thin films. The
post-annealed samples have been heated for 24 hours at 50°C or 80°C, respectively. Obviously,
heat treatment affects the measured EXAFS spectra significantly. With increasing annealing
temperature the EXAFS signal increases, too. This finding indicates that annealing improves
the structural ordering of the amorphous deposited phase.
A careful analysis of EXAFS data enables to determine the total coordination number of Ge
bonds and partial bond length of Ge-Ge and Ge-Te bonds. Furthermore, the Debye Waller
factor of homopolar Ge-Ge and heteropolar Ge-Te bonds can be calculated from the EXAFS
spectra. However, unambiguous results can be only obtained from EXAFS spectra of good data
quality. The presented data measured at room temperature lack the required data quality to
draw clear conclusions. Hence, it can not be verified if the significant increase in the measured
EXAFS signal results from a decrease in bond lengths or from a decrease in the EXAFS Debye
Waller factor. The EXAFS data quality can be significantly improved by performing these
measurements at lower measurement temperature. Future works on post-annealed a-GeTe
thin films could clarify this issue. Nevertheless, the presented results show clearly that the
resistance drift effect is closely linked to a structural rearrangement in the a-GeTe thin films.
Consequently, this finding points toward a structural origin behind the resistance drift effect.
Furthermore one should note at this point that the EXAFS spectra taken on amorphous
GeTe thin films attached to a glass substrate is different to the EXAFS spectra measured in
amorphous GeTe powder, where a single peak without significant shoulder has been observed
see Fig. 4.16.
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Figure 6.9: Extended X-ray Absorption Fine Structure measured at the Ge edge in post-annealed and
amorphous deposited a-GeTe thin films at room temperature. Both post-annealed amorphous
samples have been heated for 24 hours at the indicated holding temperature THOLD. The EXAFS
signalsmeasured in the amorphous deposited andpost-annealed samples differ and show a systematic
trend. TheEXAFS signal increases with increasing holding temperatureTHOLD. This finding indicates
that the structural ordering of the amorphous deposited phase is improving by annealing an a-GeTe
thin film. Hence, this result suggests a structural origin behind the resistance drift effect.
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6.2 Drift phenomena in covalent glasses
Drift phenomena in optical and electrical properties have been studied extensively in covalent
glasses. This section discusses drift phenomena reported in literature for amorphous silicon a-Si
and hydrogenated amorphous silicon a-Si:H. The aim of this section is to identify differences
and similarities to drift phenomena observed in amorphous phase-change materials.
6.2.1 Defect state density in a-Si/a-Si:H
Many studies report a change in defect state density in a-Si or a-Si:H, respectively. The defect
state density in both materials can be studied by various methods including PhotoThermal
Spectroscopy, Modulated Photo Current experiments and Electron Spin Resonance. In these
covalent systems the concentration of hydrogen plays an important role on the optical and
electrical properties.
Eﬀect of substrate temperature on the defect state density studied by
Electron Spin resonance
The effect of the substrate temperature on the defect state density of glow-discharged a-Si:H
has been studied by Shirafuji et al. employing Electron Spin resonance [JSI84]. A strong link
between substrate temperature and ESR spin density measured at room temperature has been
found, see Fig. 6.10a. The ESR signal is commonly attributed to the concentration of unsatisfied
valence electrons on a Si atom. This defect is commonly attributed to a silicon dangling bond.
The concentration of dangling bonds depends strongly on the hydrogen content, which can
be controlled by the substrate temperature in a deposition via glow discharge. The lowest
concentration of dangling bond defects is obtained for substrate temperatures near 200°C.
For substrate temperatures lower than 200°C no good forming of Si-H bonds is possible, see
Fig. 6.10b. However, heating the substrate well above 200°C removes hydrogen out of the Si
thin film and thus the concentration of dangling bonds increases. Additionally the substrate
temperature has a significant influence on the optical band gap. Their exists no clear link
between the defect state density observed by ESR and the optical band gap value, but the
optical band gap is observed to decreases with decreasing total hydrogen content, see Fig. 6.10b
and Fig. 6.10c. In contrast to hydrogenated amorphous silicon no ESR signal can be detected
in amorphous phase-change materials. Electron Spin Resonance is only sensitive to detect trap
states occupied by a single electrons. Without a strong electron-phonon interaction the single
occupied state lies lower in energy than the doubly occupied state, like in a-Si. However, in
the case of a strong electron-phonon coupling the addition of an electron to a localized state
changes the local bonding. In consequence, the total electron correlation energy U being the
sum of Coulomb and relaxation energies can be negative, i.e. U = e24πε0εr −W < 0.
Hence, no ESR signal can be detected in amorphous phase-change alloys these materials are
characterized by a negative electron correlation energy. Negative U-centers have been also
observed in other amorphous chalcogenides such as As2Se3 [And75, SM75, KAF76b, KKO+98]
and are responsible for a strong pinning of the dark Fermi level.
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(a) ESR spin density (b) Concentration of Si-H bonds
(c) Optical band gap
Figure 6.10: ESR spin density and optical band gaps measured at room tempeature on a-Si:H deposited
via glow discharge at different substrate temperatures Ts. Image source: [JSI84]
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Photothermal Deﬂection Spectroscopy on post-annealed a-Si:H thin ﬁlms
The optical absorption edge of hydrogenated silicon has been studied by Cody et al., see Fig.
6.11. PhotoThermal Deflection Spectra have been measured in amorphous deposited and
post-annealed samples at different temperatures TM . The post-annealed samples have been
heated for 30 minutes at the indicated holding temperature TH . PhotoThermal Deflection
Spectroscopy reveals a significant broadening of the absorption edge with increasing holding
temperature. The broadening of the absorption edge results from the thermal evolution
of hydrogen. At temperatures higher than 200°C hydrogen is removed and the increased
concentration of dangling bonds induces a higher structural disorder, which is reflected by an
increasing Urbach edge energy. Furthermore, the Urbach energy increases with increasing
measurement temperature TM , which reflects the increasing thermal disorder.
In contrast to a-Si:H, no broadening of the absorption edge upon heating could be stated in
amorphous GeTe thin films shown in Fig. 6.4.
Figure 6.11:Optical absorption edge of a-Si:H measured by PhotoThermal Deflection Spectroscopy.
PDS spectra have been recorded in amorphous deposited and post-annealed samples. The post-
annealed samples have been heated in vacuum conditions for 30 minutes at the indicated holding
temperature TH . The absorption edge broadens with increasing holding temperature TH . Further-
more, the absorption edge increases with increasing measurement temperature TM . In contrast,
PDS measurements performed on a-GeTe have shown no change in the Urbach slope. Image source:
[CTA+81]
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6.2.2 Stress relaxation and viscous ﬂow in a-Si
The relaxation of thermal stress in ion-beam-sputtered amorphous silicon thin films has been
studied by A. Witvrouw and F. Spaepen [WS93]. Fig. 6.12 shows the change in mechanical
stress measured by the curvature method during heating an amorphous silicon thin film at
201°C. The presented curvature 1/R is directly proportional to the stress σ. The proportionality
factor depends on the film thickness and the chosen substrate and is 2977MPa for the presented
example.
Themeasured stress relaxation reported for a-Si is very similar to the stress relaxation measured
in a-GeTe. In both materials the mechanical stress decreases irreversibly, which is commonly
attributed to a structural relaxation.
In amorphous silicon the structural relaxation is proposed to be governed by dangling bonds.
A model of viscous flow based on dangling bonds acting as flow defects is illustrated in Fig.
6.12a. The initial state demonstrates a single dangling bond defect (left). Nearby a Si-bond is
broken thermally with an activation enthalpyQ′ (middle). The initial dangling bond forms a
covalent Si bond with a neighboring atom (right). Thereby the jumping flow defect creates a
new dangling bond and a local shear. The illustrated jumping of flow defects repeats until two
dangling bond recombine. The defect annihilation of dangling bond defects during heating
a-Si thin films has been verified by Electro Spin Resonance [RSP+91].
Annihilation by the interaction of two flow defects are commonly described by bimolecular
stress relaxation kinetics. Former works have reported bimolecular stress relaxation kinetics in
GeSbTe and AgInSbTe systems, too [Kal06, KSLPW03]. However, the nature of flow defects
in amorphous phase-change materials is still unclear.
131
Chapter 6 Resistance drift phenomena
nnnn
(a) Model of viscous flow in a-Si
(b) Stress relaxation in a-Si
Figure 6.12:The mechanical stress, which is directly proportional to the presented curvature 1/R,
decreases irreversibly during heating ion-sputtered-amorphous silicon at 201°C (b). The irreversible
change in mechanical stress is commonly referred to an irreversible structural relaxation. In
amorphous silicon a structural relaxation based on recombination of two dangling bonds flowing
through the specimen is proposed (a). Annihilation by the interaction of two defects are commonly
described by bimolecular stress relaxation kinetics. Former works have reported bimolecular
relaxation kinetics in GeSbTe and AgInSbTe systems,too. However, the nature of flow defects in
amorphous phase-change materials is still unclear. Image source:[WS93]
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6.2.3 X-Ray Absorption Fine Structure in a-Si
X-Ray Absorption Fine Structure in the EXAFS and XANES energy range has been studied in
ion-beam-sputtered a-Si films by Di Cicco et al. [DCBCR90].
Fig. 6.13 compares the measured X-Ray absorption fine structure of a-Si thin films deposited
on beryllium substrates at three different substrate temperatures. Even though a-Si thin films
deposited at ambient temperature, 200°C or 400°C should demonstrate a significant different
concentration of dangling bond defects (see Fig. 6.10a), no change of the X-Ray Absorption
Fine Structure within the EXAFS energy range could be stated. However, the authors claimed
that the analysis of the XANES absorption edge shown in the inset of Fig. 6.13 reveals a
structural change with increasing substrate temperature.
No significant change in the EXAFS energy range can be observed in a-Si films deposited at
varied substrate temperatures, which have been shown to possess different concentrations of
dangling bond defects as measured by ESR, see Fig. 6.10a. In contrast EXAFS data taken
on post-annealed amorphous GeTe thin films show a systematic increase of the measured
EXAFS signal with increasing holding temperature. This remarkable difference suggests a
very different nature or at least concentration of flow defects driving the structural relaxation
process in a-Si and a-GeTe.
Figure 6.13: EXAFS and XANES spectra measured in a-Si:H samples deposited by ion-beam sputtering
at three different substrate temperatures. The substrate temperature has no influence on the X-Ray
Absorption Fine Structure in the EXAFS regime. However, the authors claim a significant structural
change in the XANES energy range shown in the inset.
In contrast, X-Ray Absorption Fine Structure performed on post-annealed amorphous GeTe films
show a systematic change within the EXAFS energy range with increasing annealing temperature.
This finding suggests different natures of flow defects driving the structural relaxation process
observed in both amorphous materials by the curvature method. Image source:[DCBCR90]
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6.2.4 Dark and photoconductivity in a-Si/a-Si:H - The
Staebler Wronski Eﬀect
The covalent glasses a-Si and a-Si:H find broad application in the photovoltaic industry.
Hence, these materials show, in contrast to amorphous phase-change materials, a significant
photoconductivity at room temperature. Fig. 6.14a shows the change in conductivity mea-
sured in discharge produced amorphous Si during and after light exposure (200mW/cm2,
600 − 900nm).
Under light exposure the conductivity measured at room temperature increases by more
than one order of magnitude. However, during light exposure the conductivity decreases
significantly. Within four hours the conductivity measured under constant illumination
decreases by nearly a factor eight. Light exposure is observed to have even a stronger impact
on the dark conductivity. The dark conductivity is lowered by nearly four orders of magnitude
from its initial stateA. The decrease in the dark and photoconductivity is commonly attributed
to the creation of dangling bond defects caused by illumination that breaks some SiH bonds..
However, the sample can be returned to its initial high conductive stateA by heating it to about
150°C. The heat treatment at approximately 150°C is known to improve the forming of Si-H
bonds and thus decreases the concentration of dangling bonds. This reversible photoelectronic
effect has been first observed in 1977 by Staebler and Wronski [SW77], but even more than 30
years after its discovery the physical origins behind the Staebler-Wronski effect offer a broad
field of research and many different models have been proposed for its explanation.
In contrast to a-Si no reversible photo-electronic effect is known in a-PCM. Furthermore,
heating treatment shows to have opposite effects in covalent glasses and amorphous phase
change materials. The amorphous state resistivity in a-PCM increases upon heating, whereas
in a-Si and a-Si:H the resistivity is observed to decrease at elevated temperature around 150°C.
Furthermore, the increase of the amorphous state resistivity is strongly linked to an increase of
the activation energy of electric conduction in amorphous phase-change materials . Fig. 6.14b
shows the dark conductivity measured in glow discharged amorphous Si. The sample can be
reversibly switched between the high conductive state A and low conductive state B both
illustrated Fig. 6.14 a. Heating the sample at 150°C for four hours induces a change in the
activation energy of electric conduction, which decreases from 0.87 eV (state B) to 0.57 eV
(state A) [SW77].
Conclusion
This section shows that, as for most semiconductors, the defect density has a large influence on
the optical and electrical properties of a-Si and a-Si:H. However, these properties are also
intimately linked to the concentration of hydrogen present in the material and to the way
it links to silicon atoms. Such a situation for which the quality of the film is linked to an
additional compound and its incorporation is not observed in a-GeTe. Besides, even though
the stress relaxation in a-GeTe and a-Si is very similar the nature of the defect controlling the
structural relaxation is expected to be very different in both materials.
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(a) Conductivity change in a-Si upon light exposure
(b) Reversible photoelectronic effect in a-Si
Figure 6.14: Glow-discharge amorphous silicon shows a reversible photoelectronic effect between a
high conductive state A and a low conductive stateB (a). Light exposure decreases the dark and
photoconductivity (A→ B), whereas heating above 150°C increases the dark and photoconductivity
again (B → A). This reversible phenomenon is known as the Staebler-Wronski Effect. In contrast,
the resistance drift effect in amorphous phase-change materials is not known to be reversible.
Furthermore, during heating the amorphous state resistivity and activation energy of electrical
conduction increase in a-PCM and decrease in both covalent glasses a-Si and a-Si:H. Image source:
[SW77]
.
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6.3 Stoichiometry dependence of resistance drift
phenomena in a-PCM
In the previous sections the origin of resistance drift phenomena in amorphous phase-change
materials and covalent glasses has been discussed. It was shown that the increase in resistivity
with time and temperature has most probably a structural origin in a-GeTe. In covalent glasses,
such as a-Si and a-Si:H, the dangling bonds and hydrogen concentration strongly influence the
optical and electrical properties. In contrast the nature of the defects driving the structural
relaxation leading to an increasing amorphous state resistivity in a-GeTe is still unclear, but
seems to differ from those observed in a-Si and a-Si:H.
With the objective to identify a phase-change material showing a low resistance drift effect
the stoichiometry dependence of resistance drift phenomena in amorphous GeSnTe phase-
change alloys has been studied. This section presents a systematic analysis of the electrical
and optical properties including the defect state density studied in GeTe, Ge3Sn1Te4 and
Ge2Sn2Te4. Furthermore, the drift behavior in a-GeSnTe systems is compared to the drift
behavior observed in GeSbTe and AgSbInTe systems. Finally, the link between resistance drift
phenomena and stress relaxation is discussed.
6.3.1 Resistivity change upon crystallization in GeSnTe
phase-change alloys
The resistivity measured upon crystallization has been measured in amorphous GeSnTe thin
films. The results are shown in Fig. 6.15. At the crystallization temperature Tc the resistivity of
the phase-change layer drops significantly. The crystallization temperature is observed to
decrease with increasing Sn content from 180°C for GeTe to 120°C for Ge2Sn2Te4, see Tab. 6.3.
GeSnTe films show a drastic difference in resistivity between the amorphous and the crystalline
phase of more than three orders of magnitude. Whereas the crystalline state resistivity varies
only slightly with increasing Sn content the amorphous state resistivity decreases very strongly.
For instance at room temperature, a-Ge3Sn1Te4 is ten times more conductive and a-Ge2Sn2Te4
is even hundred times more conductive than a-GeTe. In comparison the conductivity in
amorphous GeSbTe systems is rather stable with varying Sb content (GeTe = 4.5 ⋅ 10−4 S/cm,
Ge2Sb2Te5 = 6.8 ⋅ 10−4 S/cm [LKS+10]). Hence, the conductivity of the crystalline state stays
rather unaffected in a-GeSnTe systems the remarkable property contrast upon substitution of
Ge by Sn observed in the amorphous state resistivity reveals an additional degree of freedom
for the design of multi-level storage systems. Furthermore, the measured amorphous state
resistivity is thermally activated in a large temperature range from 200 K to 350 K. The
activation energy Ea is determined by the Arrhenius law given in Eq. 5.6. The substitution of
Ge by Sn yields to a significant decrease of the activation energy of electrical conduction from
Ea = 0.38 eV in a-GeTe down to Ea = 0.27 eV for a-Ge2Sn2Te4, see Fig. 6.15 and Tab. 6.3.
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Figure 6.15: Resistivity measured in thin GeSnTe films (symbols). The highly resistive amorphous
state shows a thermally activated behavior (line fits). The corresponding activation energy Ea
decreases strongly with increasing Sn content. The measured resistivity drops at the crystallization
temperature Tc . The crystallization temperature decreases with increasing tin concentration from
Tc=180°C for GeTe to Tc=120°C for Ge2Sn2Te4.
6.3.2 Optical band gaps in a-GeSnTe phase-change alloys
In many phase change materials it is observed that the optical band gap measured at room
temperature is twice as large the activation energy of electric conduction, see Tab. 6.2. A
common interpretation of this experimental observation is that the Fermi level is pinned
at mid gap. To relate the optical band gap of a-GeSnTe films to the measured activation
energies shown in Fig. 6.15 FT-IR experiments have been performed. Reflectance spectra
versus photon energy were measured from room temperature down to 5 K in 50 K steps. The
Reflectance spectra are analyzed using the simulation tool SCOUT fromW. Theiss Hard- and
Software [The].
The optical band gap Eg is defined according to the E04 method, where E04 is the energy
at which the absorption coefficient α equals 1 ⋅ 104 cm−1 [Stu70]. The optical band gaps
Eg(T ) = E04(T ) of a-GeTe, a- Ge3Sn1Te4 and a-Ge2Sn2Te4 films measured at different
temperatures T are shown in Fig. 6.16. Obviously, the band gap significantly decreases with
increasing Sn content. In amorphous phase-change materials the temperature dependence
of the optical band gap can be described by the simplified Varshni formula described by Eq.
5.20, where the coefficients Eg(0) and ξ are material specific constants. The parameter Eg(0)
denotes the band gap at zero K temperature. The ξ parameter describes the parabolic decrease
of the optical band gap with increasing measurement temperature. The change of the optical
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band gap with measurement temperature originates partly from the thermal expansion and
partly from the renormalization of band energies by phonon electron interactions [AC83].
The optical band gaps measured by FT-IR experiments are fitted according to the simplified
Varshni formula given by Eq. 5.20. The derived fit parametersEg(0) and ξ are listed in Tab. 6.3.
The ξ-value does not change drastically with changing composition. In contrast, the optical
band gap at zero K Eg(0) changes by 120 meV with increasing Sn content. Consequently, the
decrease in optical band gap observed at room temperature with increasing Sn concentration
results mostly from a change in Eg(0).
Tab. 6.3 compares the optical band gap to the activation energy of electrical conduction for
each studied GeSnTe compound. This comparison strongly suggests that the decrease of the
activation energy with increasing Sn concentration is attributed to the decrease in band gap.
However, there is a systematic deviation from the relation Eg(300K) = 2 ⋅Ea indicating that
the Fermi level may shift away from mid gap with increasing Sn content.
Table 6.3: Activation energies Ea, optical band gaps at T = 300 K Eg(300), and T = 0 K Eg(0)
compared to ξ values measured for different a GeSnTe phase-change alloys.
Material Ea Eg(300K) Eg(0K) ξ Eg(300K)/Ea
(eV) (eV) (eV) (10−6 eV/K2)
a-GeTe 0.38 0.847 0.96 1.33 2.2
a-Ge3Sn1Te4 0.31 0.741 0.87 1.56 2.4
a-Ge2Sn2Te4 0.27 0.711 0.84 1.57 2.6
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Figure 6.16: Optical band gap in a-GeSnTe systems measured by FT-IR at different temperatures
(symbols). Over the whole investigated temperature range the optical band gap decreases with
increasing Sn content. In all investigated GeSnTe alloys the optical band gap decreases parabolically
with increasing temperature (line = fitting parabola). The systematic deviation of the relation
Eg(300K) = 2 ⋅Ea, which is commonly observed in amorphous chalcogenides, indicates that the
Fermi level may shift away from mid gap with increasing tin concentration.
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6.3.3 Defect state densities in a-GeSnTe phase-change alloys
In amorphous materials localized defect states within the band gap have a strong influence on
the position of the Fermi level. Their presence is a direct consequence of variable bond lengths
and bond angles in disordered structures. The lack of long range order results in exponentially
decaying band tails from the band edges. Additional structural defects, like dopants, form
distributed defect peaks. To gain a better insight on the origin of the position of the Fermi level
shifting systematically away from mid gap with increasing Sn content, the trap state density
within the band gap is investigated for different GeSnTe alloys. These defect densities were
probed employing the Modulated Photo Current technique.
MPC spectra measured on a-GeTe, a-Ge3Sn1Te4 and a-Ge2Sn2Te4 films are presented in
Fig. 6.17. These measurements were performed with a LED (light emitting diode) light
source of wavelength λ = 850nm using a continuous photon flux of Fdc = 1016 cm−2s−1. The
amplitude of the alternating photon flux was chosen to be 40% of the continuous flux. At a
given temperature a MPC curve has been taken varying the excitation frequency f = ω/2π
from 12 Hz to 40 kHz in a way such that fi+1 = fi ⋅ 1.5. According to the equations describing
the energy scale , see Eqs. 5.21, 5.23 and 5.24 at a given temperature, states closer to the
valence band edge were probed at 40 kHz, whereas energy states located further away from the
band edges were sampled at 12 Hz. Since the envelope of the MPC curves taken at different
temperatures reveals the relative density of states Nc/μ the temperature steps have to be
chosen sufficient small. In this study MPC curves were taken at least each 20 K. To obtain a
good resolution of the density of states the temperature step was reduced to a value as low as 5
K if necessary.
MPC measurements performed on a-GeTe reveal the existence of a valence band tail probed
from 100K to 220K. A distributed shallow defect is sampled from 220K to 240K. Mid gap
states are observed from 260 K to 290K. The MPC spectra presented in Fig. 6.17 are shown
in the fully ξ-corrected energy scale assuming an attempt-to-escape frequency of either
νp = 1 ⋅ 1012 s−1 (band tails and mid gap states) or νp = 1 ⋅ 1010 s−1 (shallow defect), because
this choice of the attempt to escape frequency maximized the overlap of MPC curves taken
at different temperatures. In contrast to a-GeTe, both Sn-rich compositions show only the
existence of the valence band tail over the whole investigated temperature range varied from
60K to 230K. Furthermore, a systematic trend in the defect state densityNc/μ is found in
GeSnTe systems: with increasing Sn content the defect densityNc/μ describing the valence
band tail decreases. Thus, a-GeTe shows the highest and a-Ge2Sn2Te4 the lowest trap state
densityNc/μ. The shift of the Fermi level away frommid gap may be attributed to the lowering
in defect density, which makes probably a pinning of the Fermi level in mid gap more difficult.
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Figure 6.17: Defect state density measured by MPC on different GeSnTe systems. The electronic
transport is governed by the absolute defect stateN weighted by the ratio of capture coefficient c and
free carrier mobility μ. This relative defect state densityNc/μ can be measured by Modulated Photo
Current Experiments (MPC). The higher the capture coefficient c, which is directly proportional to
the attempt-to-escape frequency , the stronger is the interaction between trap states and free carriers.
Thus the attempt-to-escape frequency νp can be different for different kinds of traps. This is the
case for a-GeTe: Mid gap and band tail states are described by νp = 1012s−1 (large symbols) and
shallow defects by νp = 1010s−1 (small grey symbols). In a-Ge3Sn1Te4 and a-Ge2Sn2Te4 only band
tail states described by νp = 1012s−1 are measured within the whole investigated temperature range.
Amorphous GeSnTe alloys show a systematic trend in the relative defect state densityNc/μ: the
defect density describing band tail states decreases with increasing Sn concentration. Consequently,
a-GeTe shows the highest and a-Ge2Sn2Te4 the lowest trap state densityNc/μ. The lowering in
defect density makes probably a pinning of the Fermi level at mid gap more difficult.
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6.3.4 Resistance drift measured in amorphous phase-change
and chalcogenide alloys
In a-GeSnTe phase-change alloys, systematic trends in the amorphous state resistivity ρ,
activation energy of electric conduction Ea, optical band gap Eg and trap state densityNc/μ
have been found with increasing Sn content. Since many models link the resistance drift effect
to trap kinetics or band gap opening due to structural relaxation of the glassy state a significant
change in the drift behavior in a-GeSnTe systems would be expected, too.
The evolution of the amorphous state resistivity over time t was studied in thin a-GeSnTe films
while heating the samples for 48 h at 50°C in Ar atmosphere. Additionally the resistivity has
been measured during the heating up and cooling down process to determine the activation
energy of electric conduction at the start and the end of the annealing procedure. The observed
increase in resistivity measured in thin phase change films is properly described by the relation,
ρ(t) = ρ0 ⋅ (1 + t/ts)αRD = ρ∗0 ⋅ (t + ts)αRD . (6.1)
The resistivity measured at the starting of the drift process is given by ρ0. The temporal drift is
described by the drift coefficient αRD, i.e. the stronger the drift the higher the value of αRD at a
given temperature. The parameter ts illustrates that the start point of the measurement defined
to t = 0 s does not match with the start of the drift mechanism, which should be expected to
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Figure 6.18: Resistivity measured in a-GeSnTe thin films while heating the films at 50°C for 48h. The
evolution in resistivity with time follows a power law, see Eq. 6.1. The higher the drift parameter
αRD the stronger is the drift at a given temperature with time. The drift coefficient αRD decreases
significantly with increasing Sn content from αRD=0.129 for a-GeTe to αRD=0.053 for a-Ge2Sn2Te4.
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occur already in the deposition process. Fig. 6.18 presents the measured ρ(t) data, where
the time scale for each GeSnTe alloy was shifted by ts to have a better visualization of the
drift parameter αRD in a double logarithmic plot (ts(GeTe)=16455 s, ts (Ge3Sn1Te4)=745s, ts
(Ge2Sn2Te4)=1781 s ). Even thoughmany theoretical models have been proposed, see chapter 3,
the underlying physics explaining the resistance drift effect in amorphous chalcogenides is until
now not completely understood. Nevertheless, this study on a-GeSnTe system shows, that the
drift coefficient is strongly influenced by the Sn content: the drift coefficient αRD measured at
50°C decreases significantly from αRD=0.129 (a-GeTe) to αRD=0.053 (a-Ge2Sn2Te4) by adding
Sn, see Fig. 6.18.
In comparison the drift parameters derived for a-GeTe and a-Ge2Sb2Te5 differ only slightly,
see Tab. 6.4. Like already observed in a-Ge2Sb2Te5, an increase in activation energy is found
upon annealing a-GeSnTe thin films, see Tab. 6.4. The change in activation energy is most
pronounced in a-GeTe. In a-Ge2Sn2Te4 the increase in activation energy is so small that it can
not be resolved within error. This suggests that the drift parameter is closely linked to the
activation energy. Fig. 6.19 compares the drift coefficient αRD measured while heating different
amorphous chalcogenides and phase-change alloys at 50°C versus their activation energy of
electric conduction measured at the beginning of the annealing processEstarta . Most measured
compounds show a quite linear dependence between both quantities, where only Ge15Sb85
and Ge15Te85 form exceptions. Consequently, low drifting materials are characterized by a low
activation energy of electric conduction.
Table 6.4:Drift coefficient at 50°C and activation energy Ea at the beginning and at the end of the
annealing time for different GeSnTe alloys.
Material αRD(50○C) Estarta Eenda
(eV) (eV)
a-GeTe 0.129± 0.002 0.37 0.39
a-Ge3Sn1Te4 0.095± 0.002 0.30 0.31
a-Ge2Sn2Te4 0.053± 0.002 0.27 0.27
a-Ge2Sb2Te5 0.138±0.002 0.39 0.40
a-Ge8Sb2Te11 0.139±0.002 0.38 0.40
a-Ge1Sb2Te4 0.084±0.002 0.34 -
a-Ag4In3Sb67Te26 0.059±0.002 0.29 0.29
a-Ag5.5In6.5Sb59Te29 0.056±0.002 0.30 0.32
a-Sb2Te 0.054±0.002 0.28 0.28
a-Ge15Sb85 0.133±0.002 0.22 0.22
a-Ge15Te85 0.052±0.002 0.44 0.46
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Figure 6.19: Comparison of drift exponents describing the increase in resistivity measured during
heating amorphous phase-change materials and chalcogenides at 50○C. In most of the studied
materials the resistance drift is linked to the activation energy of electrical conduction Estarta
measured at the start of the drift, where a-Ge15Te85 and a-Ge15Sb85 form exceptions.
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6.4 Link between Stress relaxation and Resistance
drift phenomena in a-PCM
To investigate a possible link between resistance drift and stress relaxation phenomena, the
mechanical stress during heating has been studied in a-GeTe, a material showing a strong
resistance drift and a-Ge2Sn2Te4, which is one of the materials showing the lowest increase in
resistivity with time. In accordance with the irreversible stress relaxation presented in section
6.1.4, the resistance drift is obviously linked to a structural relaxation of the glassy state.
Many works address the structural relaxation in glasses. One of the most prominent models to
describe stress relaxation is the flow defect model [WS93, Spa81]. According to this model
the irreversible structural relaxation can be described by a decreasing concentration of flow
defects n causing irreversible shear rearrangements. Thereby the nature of flow defects can be
very different: in amorphous silicon the flow defect could be identified as a dangling bond,
whereas flow defects in metallic glasses are free volume fluctuations.
Former studies have demonstrated that the stress relaxation in GeSbTe andAgInSbTe systems is
driven by bimolecular relaxation kinetics [Kal06, KSLPW03]. Bimolecular relaxation kinetics
describes the flow defect annihilation by the interaction of two flow defects. For bimolecular
annihilation reaction the change in flow defect concentration n is defined by n˙ = −kr,bn2, where
kr,b is a thermally activated rate equation constant. At a constant temperature, bimolecular
annihilation reaction of flow defects results in a linear increase in viscosity η,
η = η0 + η˙ ⋅ t. (6.2)
The parameters n0 and η0 denote the initial flow defect concentration and initial viscosity at the
specific temperature. Furthermore, η˙ ∶= n0η0kr,b describing the linear increase in viscosity is a
constant at constant temperature. Far away from the equilibrium bimolecular stress relaxation
results in a power law for the stress, where the corresponding drift exponent αs is given by the
mechanical properties of the amorphous phase-change material, such as the Young’s modulus
Yf ,
ln(σ(t)
σ0
) = −Yf
6η˙
⋅ ln(1 + η˙
η0
⋅ t) (6.3)
⇔ σ(t) = σ0 ⋅ (1 + η˙
η0
⋅ t)−
Yf
6η˙
(6.4)
⇔ αs = Yf
6 ⋅ η˙ (6.5)
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Hence, stress relaxation and resistance drift phenomena can be both described by rather
similar power laws, compare Eq. 6.5 and Eq. 6.1. This finding suggests a strong link between
resistance drift and stress relaxation phenomena.
Comparison of Resistance drift and stress relaxation phenomena
During heating an a-Ge2Sn2Te4 thin film for 48 hours at 50○C the increase in resistivity has
been measured in four point geometry, see Fig. 6.20a. For a better visualization of the very
similar evolution of stress σ(t) and resistivity ρ(t) expressed by Eqs. 6.5 and 6.1 the data
already presented in Fig. 6.18 is plotted in a linear scale without ts correction in Fig. 6.20a.
The evolution of the mechanical stress during heating an a-Ge2Sn2Te4 thin film for 48 hours at
50 ○C has been measured by the curvature method, see Fig. 6.20b. Both data, are properly
described by a power law like predicted by Eq. 6.5 or Eq. 6.1, respectively. The drift exponent
αRD = 0.053 describing the increase in resistivity over time is three times the drift exponent
αs = −0.017 describing stress relaxation.
In a-GeTe the drift in resistivity at 50○C is described by αRD = 0.129. The stress relaxation in
a-GeTe is observed to follow a power law having an exponent αs = −0.044. Consequently, a
ratio r = αRD/αs(50○C) ≈ −3 is found in a-GeTe and a-Ge2Sn2Te4. This finding suggests the
following relation between film stress σ and amorphous state resistivity ρ:
ρ(t) ∝ σ(t)r (6.6)
⇒ αRD = −rYf
6η˙
(6.7)
It is remarkable that both phase-change alloys a-GeTe and a-Ge2Sn2Te4 demonstrate the rela-
tion αRD/αs(50○C) ≈ −3. This finding suggests that this ratio is valid for all those amorphous
phase-change alloys in which the activation energy of electrical conduction predicts the
resistance drift. Consequently, the resistance drift would be governed by parameters attributed
to the glassy state, i.e. the bulk Young modulus Yf and the parameter η˙ describing the increase
in viscosity.
According to the proposed relation, phase-change materials showing a high Young modulus
Yf and low parameter η˙ are expected to show a strong drift. The Yf values have been measured
for a-Ge2Sb2Te5 and a-Ag5.5In6.5Sb59Te29 by Kalb et al. employing the curvature method
discussed in chapter 4. The authors find a Young modulus Yf = 27.6GPa for a-Ge2Sb2Te5
(αRD = 0.138) in comparision to Yf = 10.5GPa for a-Ag5.5In6.5Sb59Te29 (αRD = 0.056).
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(a) Evolution of the amorphous state resistivity in a-Ge2Sn2Te4
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Figure 6.20: Evolution of the amorphous state resistivity (a) and mechanical stress in a-Ge2Sn2Te4
(b) during heating a-Ge2Sn2Te4 for 48 hours at 50○C. Both phenomena can be described by a
power law. The drift exponent describing the stress relaxation process is νs = −0.017. The absolute
value of the exponent describing the drift in resistivity is three times as large αRD = 0.053. A
similar ratio between αRD and νs has been found in a-GeTe. During heating a-GeTe at 50○C
αRD/αs(50
○C) = 0.129/ − 0.044 = −2.9 is found.
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Conclusion and Perspectives
This thesis presents a detailed study of defect states in amorphous phase-change materials.
Based on Modulated Photo Current experiments (MPC) and Photothermal Deflection Spec-
troscopy (PDS) a sophisticated band model has been developed for the binary phase-change
alloy a-GeTe. This band model has been shown to consist of a deep defect level at mid gap, a
shallow defect located ≈ 0.2 eV above the valence band edge and band tail states.
The interpretation of MPC data could be significantly improved by taking the temperature
dependence of the band gap into account. On the example of a-GeTe and a-Si:H it has been
demonstrated that the decrease of the optical band gap value with increasing measurement
temperature can be considered by adding correction terms to the classic MPC energy scale
defined by Brüggemann. Both proposed correction methods contract the MPC energy scale.
Furthermore, in the case of a-GeTe it has been shown that both corrected energy scales resolve
the problem of unphysical low values for the atttempt-to-escape frequencies. As exemplified
on a-GeTe, unphysical low values for the atttempt-to-escape frequency derived by related
detection methods may arise by neglecting temperature dependent band gaps of the material
under study. In the fully ξ-corrected energy scale the width of the valence band has been
determined to ≈ 30 meV, whereas PDS measurements reveal a much broader conduction band
tail of a width of ≈ 60 meV.
The focus of this study has been to investigate the influence of defect states on electronic
transport phenomena. For the studied chlacogenide glasses GeTe, Ge15Te85 and Ge2Sb2Te5,
it was demonstrated that those alloys exhibiting a high electrical threshold switching field
also show a high density of mid gap states Nc/μ. This finding suggests a generation and
recombination mechanism behind the threshold switching phenomenon.
The origin of resistance drift phenomena has been studied extensively in a-GeTe. The results
of this study clearly demonstrate that the observed increase in the amorphous state resistivity
is induced by an irreversible structural relaxation. This structural relaxation in the glassy
state results in a defect annihilation of mid gap states, whereas the density of shallow defects
positioned ≈ 0.2 eV above the valence band edge is observed to increase with time. In contrast
to both defect levels, the valence and conduction band tail remain unchanged upon ageing or
annealing. Despite unchanged band tai densities, the resistance drift effect has been shown to
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be closely linked to band gap opening.
The resistance drift in a-GeTe characterized by a drift exponent αRS = 0.129 is found to
be rather strong. Phase-change alloys showing a low resistance drift such as a-Ge2Sn2Te4
(αRS = 0.053) could be identified. Thereby low drifting phase.change materials exhibit a low
activation energy of electronic conduction as shown on the example of GeSnTe, GeSbTe and
AgInSbTe systems.
Furthermore, a possible correlation between relaxation of internal film stresses and resistance
drift phenomena has been studied in this thesis. Both phenomena, stress relaxation and
resistance drift observed during heating are shown to follow a power law in a-GeTe and
a-Ge2Sn2Te4 thin films. Hence, resistance drift phenomena could be related to the materials
properties of the glassy state, such as the YOUNGmodulus Yf or viscosity η. However, the
relation between stress relaxation and resistance drift phenomena should be extended in future
works for further materials and annealing temperatures.
Additionally, future research should be concentrated on the identification of the initial and
final state behind the structural relaxation of the amorphous phase, which are expected to
be very different from those observed in covalent glasses such as a-Si or a-Si ∶ H. Therefore
Photothermal Deflection Spectroscopy employing photon energies lower than 0.5eV provides
an excellent characterizing tool. The structural relaxation on the atomic scale can be further
analyzed by Extended X-Ray Absorption Fine Structure performed in their low temperature
limit and Neutron Scattering experiments. Furthermore, Modulated Photo Current Experi-
ments in combination with Raman Spectroscopy could help to identify the nature of the defect
levels in a-GeTe.
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