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Abstract— Paper ini menyajikan beberapa teknik-teknik 
optimasi program perkalian matrik dan hasil evaluasi-
evaluasinya. Teknik optimasi yang pertama adalah loop 
exchange. Pada program perkalian matriks yang terdiri dari 
sebuah buah perulangan dan dua buah perulangan yang 
bersarang, loop exchange mempertukarkan posisi 
perulangan-perulangan tersebut sehingga diperoleh 
perulangan yang memiliki perilaku memory-locality of 
reference yang terbaik. Selain teknik loop-exchange, loop-
blocking juga merupakan sebuah teknik yang 
memanfaatkan locality of reference. Teknik optimasi 
terakhir yang ditambahkan adalah parallel programming 
yang memanfaatkan paralelisme yang dimiliki oleh prosesor 
multicore dan teknologi hyperthreading. 
I. Pendahuluan 
Prosesor dan memory pada sebuah sistem komputer 
merupakan sumber daya komputasi yang sangat berperan 
dan berpengaruh terhadap kinerja program-program 
komputer. Perbaikan-perbaikan terhadap prosesor-
prosesor seperti peningkatan clock-speed memberikan 
potensi perbaikan terhadap kinerja prosesor-prosesor 
tersebut. Teknologi multicore dan simultaneous 
multithreading yang ditambahkan pada  arsitektur-
arsitektur prosesor-prosesor modern semakin 
meningkatkan potensi kinerja prosesor-prosesor tersebut. 
Namun di sisi lain, peningkatan kinerja memori tidak 
begitu dapat mengikuti peningkatan kinerja prosesor. 
Untungnya keberadaan cache memory dapat menolong 
permasalahan jurang antara prosesor dan memori. 
 
Meskipun teknologi prosesor multicore dan keberadaan 
memori cache di dalamnya merupakan sumber-daya high-
performance-computing, program-program yang dibuat 
tidak dapat begitu saja memberikan kinerja yang 
maksimal tanpa adanya perbaikan pada sisi perangkat 
lunak tersebut. Agar dapat memanfaatkan teknologi 
prosesor multicore, sebuah perangkat lunak harus dapat 
berjalan pada beberapa prosesor core yang disebut 
multiprosesor. Dengan demikian perangkat lunak harus 
dapat dieksekusi dalam lingkungan shared-memory-
multithreading[1]. Dengan berjalan dalam lingkungan 
multithreading dan multiprosesor, program dapat dibuat 
berjalan lebih cepat beberapa kali lipat dbandingkan jika 
dijalankan pada lingkungan single thread dan single 
prosesor. 
 
Demikian pula perilaku program dengan memori cache. 
Program tidak dapat begitu saja meningkat kinerjanya 
meskipun perangkat sistem komputer memiliki memori 
cache.  Program-program harus dapat memberikan pola 
akses memori sedemikian sehingga prinsip-prinsip 
locality of reference yang sangat baik. Baik berupa 
spatial-locality maupun temporal locality. 
 
Adapun tujuan dari makalah ini adalah menunjukkan 
teknik-teknik yang dapat dipergunakan saat melakukan 
optimasi program komputer. Sebagai contoh kasus, pada 
makalah ini, program perkalian matrik[5] digunakan. 
Program perkalian matrik merupakan contoh yang baik 
untuk memperlihatkan eksploitasi parallelism, spatial \-
locality dan temporal-locality of references 
 
II. Motivasi 
Pada bagian ini, makalah ini menyajikan motivasi 
yang mendorong penelitian ini. Pertama, bagian ini akan 
membahas arsitektur prosesor multcore  dan 
multithreading serta meninjaunya dari sisi perangkat 
lunak sistem. Kedua, bagian ini membahas layout memori 
yang digunakan untuk struktur data array. Pembahasan ini 
penting mengingat pola akses yang memiliki locality of 
references yang baik akan memberikan kinerja yang baik 
pula.  
1. Arsitektur Prosesor Multicore . 
Prosesor multicore memadukan beberapa prosesor-
prosesor ke dalam sebuah chip rangkaian terintegrasi. 
Komputer dengan prosesor multicore merupakan sistem 
multiprosesor. Namun demikian komputer dengan 
prosesor multicore berbeda dengan komputer 
multiprosesor dimana prosesor-prosesor pada multicore 
tidak terpisah dalam beberapa buah chip prosesor. 
Prosesor multicore merupakan sebuah chip yang di 
dalamnya terdapat beberapa buah prosesor. Dengan 
demikian Prosesor multicore dapat diclock dengan 
frekuensi yang lebih tinggi dan mengkonsumi daya yang 
lebih rendah. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Gambar 1. Model prosesor  Multicore sederhana 
core core core core 
cache cache cache cache 
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Dengan tersedianya sejumlah prosesor pada 
komputer prosesor multicore, sebuah perangkat lunak 
yang berjalan secara multithreading pada sejumlah 
prosesor P dapat dieksekusi lebih cepat beberapa kali lipat 
dibandingkan dengan jika dieksekusi  oleh sebuah 
prosesor. Jika waktu eksekusi sebuah program 
multithreaded menggunakan sebuah prosesor adalah T(1), 
maka waktu eksekusi ideal program tersebut mengunakan 
P prosesor ditunjukkan pada persamaan 1.  
 
T(P) = T(1) / P                              (1) 
 
Sebuah program sekuensial yang dieksekusi hanya 
menggunakan sebuah prosesor dalam waktu TS. Pada 
program sekuensial tersebut kita dapat menerima sebuah 
asumsi bahwa prosesor tidak melakukan kerja ekstra. Dan 
asumsi ini benar. Sebaliknya pada T(1) sudah termasuk 
waktu untuk  kerja ekstra oleh sebuah prosesor untuk 
mengeksekusi program parallel (multithreaded). Oleh 
karenanya T(1) > TS sehingga persamaan 1 dituliskan 
ulang sebagai persamaan 2 dengan O adalah sebuah factor 
overhead kerja ekstra. 
 
T(P) = O ×TS / P                        (2)  
 
Persamaan 1 dan 2 menunjukkan bahwa percepatan 
waktu eksekusi berbanding terbalik dengan jumlah 
prosesor. Namun kenyataannya, terdapat kerja ekstra yang 
harus dilakukan oleh prosesor-prosesor ketika mereka 
harus bekerja sama. Waktu untuk kerja ekstra ini semakin 
bertambah dengan semakin bertambahnya jumlah 
prosesor. Dengan mempertimbangkan overhead ini yang 
merupakan fungsi jumlah prosesor C(P) waktu eksekusi 
program paralel menggunakan sejumlah P prosesor 
diberikan pada persamaan 3. 
 
T(P) = O  × TS / P + C(P)    (3)  
 
Dengan mengasumsikan bahwa O dan C(P) cukup 
kecil, maka pemrograman parallel dimaksudkan untuk 
melakukan optimasi waktu eksekusi sebuah program 
sehingga minimal berbanding terbalik terhadap jumlah 
prosesor. 
Prosesor multicore tidak hanya memadukan 
beberapa buah prosesor-prosesor ke dalam sebuah chip. 
Namun prosesor multicore juga memadukan memori 
berhierarki dalam sebuah chip. Memori yang 
diintegrasikan dalam prosesor multicore adalah memori 
statis sehingga berfungsi sebagai memori cache. Jumlah 
level dari hierarki memori yang ada pada prosesor 
multicore bervariasi. Ada prosesor-prosesor multicore 
yang memiliki dua level memori cache yaitu L1 dan L2, 
ada prosesor-prosesor yang memiliki tiga level yaitu, L1, 
L2 dan L3. 
Integrasi hierarki memori cache ke prosesor-
prosesor multicore dapat dilakukan dengan berbagai cara. 
Jika terdapat dua level memori cache, biasanya level 
terdekat L1 di integrasikan ke sebuah prosesor sebagai 
cache privat, dan level berikutkan L2 diintegrasikan ke 
prosesor multicore sebagai cache bersama (shared cache). 
Jika terdapat level tambahan L3, L1 dan L2 diintegrasikan 
sebagai cache privat sedangkan L3 diintegrasikan sebagai 
shared-cache 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Gambar 2. Model Prosesor Multicore dengan hierarki 
memori cache 
 
Waktu eksekusi sebuah program secara eksak 
ditentukan oleh jumlah total siklus clock ncycles yang 
dipergunakan selama mengeksekusi proram tersebut dan 
waktu siklus tcycle. Bilangan ncycles merupakan jumlah 
siklus instruksi icycles dan jumlah siklus memori mmcycles . 
Bilangan ncycles juga merupakan kontribusi dari jumlah 
siklus clock masing-masing prosesor dari chip multicore. 
Asumsikan bahwa selama eksekusi tcycle merupakan 
sebuah parameter yang  konstan. Dengan demikian total 
waktu yang prosesor-prosesor luangkan untuk program 
tersebut diberikan pada persamaan 4. Persamaan 4 mirip 
dengan persamaan pada [2] 
 
tCPU = (icycles + mmcycles)  tcycle               (4) 
   
Pada persamaan 4, bilangan icycles termasuk jumlah 
siklus membaca instruksi dan data dari memori cache. Ini 
berarti bahwa instruksi dan data yang dibutuhkan telah 
berada di memori cache atau istilahnya hit. Jika 
sebaliknya yang disebut miss instruksi atau data perlu 
dimuat dari memori utama ke memori cache yang 
merupakan bagian berkontribusi kepada komponen siklus 
memori mmcycles. Jika  tCPU merupakan total waktu dari 
sejumlah P prosesor dan beban terdistribusi secara 
seimbang pada prosesor-prosesor tersebut, maka waktu 
eksekusi di tunjukkan pada persamaan 5. Waktu eksekusi 
yang minimal diperoleh dengan optimasi mmcycles menjadi 
paling kecil. 
 
T(P) = tCPU / P 
T(P) = ( icycles + mmcycles )  tcycles / P           (5) 
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2. Locality of Reference 
Pada sub bagian ini disajikan perilaku pola akses 
program ke memori dan pengaruhnya terhadap kinerja 
program. Dengan dipahaminya perilaku ini, modifikasi 
program sehingga berperilaku pola akses yang baik 
menghasilkan eksekusi program dengan waktu yang lebih 
singkat. Locality of references[4] merupakan suatu 
konsep mengenai perilaku pola akses memori. Konsep ini 
dikenal ada dua, yaitu spatial locality of reference dan 
temporal  locality of reference. 
Spatial locality of reference merupakan sebuah pola 
dimana program cenderung mengakses lokasi memori 
yang berdekatan selama durasi waktu eksekusi. Sehingga 
dengan mengakses lokasi yang berdekatan, maka sekali 
blok lokasi yang berdekatan dimuat ke cache, maka 
sebuah akses data di cache akan diikuti dengan beberapa 
akses ke blok cache. Dengan demikian pada akhirnya 
meminimalkan komponen mmcycles pada persamaan 5.  
Temporal locality of reference menjelaskan sebuah 
situasi bahwa pola akses-akses ke memory menunjukkan 
bahwa prosesor cenderung mengakses pada pada lokasi 
memori yang sama pada sebuah durasi waktu tertentu. 
Dengan fakta ini, program dengan temporal locality yang 
tinggi sering terjadi sebuah situasi di mana setelah 
memuat sebuah blok data ke cache, data pada cache 
tersebut dibaca berulang kali yang pada akhirnya mmcyckes  
pada persamaan 5 minimum. 
 
III. Teknik-Teknik Optimasi Program Untuk 
Prosesor Multicore. 
1 Loop Interchange 
Loop-interchange [3] merupakan sebuah teknik yang 
diterapkan pada bentuk perulangan yang bersarang. Pada 
perulangan yang bersarang terdapat struktur perulangan 
yang berada di dalam struktur perulangan yang lain 
seperti yang ditunjukkan program penjumlahan matriks 
C[i][j] = A[i][j] + B[i][j] pada gambar 3.  
Penjumlahan matriks pada gambar 3 mengakses 
array-array dengan locality of reference yang sangat 
buruk. Tata letak array bahasa C pada memori adalah 
sedemikian sehingga elemen-elemen pada baris yang 
sama menempati lokasi memori yang bertetangga 
sedangkan elemen-elemen pada kolom yang sama 
menempati lokasi memori yang berjauhan. Program 
penjumlahan matrik pada gambar 3 secara berurutan 
mengakses elemen-elemen pada kolom yang sama yang 
berjauhan lokasinya pada memori. Program ini memiliki 
spatial locality of reference yang sangat rendah, laju miss 
yang tinggi dan berkontribusi mmcycles yang sangat besar. 
Walaupun elemen-elemen yang sudah termuat pada blok 
cache, namun  blok cache tersebut segera akan digantikan 
oleh blok yang lain sehingga temporal locality of 
reference sangat rendah. 
  
 
 
 
Gambar 3. Perulangan bersarang.. 
 
Locality of reference program pada gambar 3 dapat 
diperbaiki dengan menukarkan perulangan i dan j 
sedemikian sehingga perulangan j bersarang di dalam 
perulangan i seperti yang ditunjukkan pada gambar 4. 
 
 
 
 
 
Gambar. 4. Pertukaran perulangn i dan j. 
Dengan perulangan j bersarang dalam perulangan i, 
program mengakses elemen-elemen matrik baris yang 
sama secara berurutan dalam sebuah selang waktu. 
Modifikasi program ini memperbaiki hanya spatial 
locality of reference namun tidak memperbaiki temporal 
locality of reference. 
 
2 Loop Blocking 
Loop blocking [7] merupakan sebuah teknik yang 
juga diterapkan pada bentuk perulangan yang bersarang. 
Dengan loop blocking program mengakses array 
sedemikian sehingga pembacaan elemen-elemen 
dilakukan blok-blok secara berulang-ulang. Sebuah 
perulangan misalnya j di bagi menjadi beberapa blok 
perulangan sehingga sebuah perulangan j dirubah menjadi 
dua perulangan bersarang bj dan j seperti yang 
ditunjukkan oleh kode pada gambar 5. Kode pada gambar 
5 ukuran setiap blok perulangan j adalah 4 elemen. 
 
 
 
 
 
 
Gambar 5. Loop blocking dengan ukuran blok adalah 4 
 
 
 
 
 
 
Gambar 6. Modifikasi Loop blocking untuk meningkatkan 
temporal locality of reference 
Pola akses memori program pada gambar 5 masih 
sama dengan program pada gambar 4 sehingga belum 
memperbaiki temporal locality of reference. Loop 
blocking seharusnya dibuat sedemikian sehingga akses 
blok j dilakukan secara berulang-ulang. Hal ini mudah 
dilakukan dengan cara membuat perulangan j bersarang di 
int i,j; 
for(j=0;j<N;j++) 
  for(i=0;i<M;i++) 
     C[i][j] = A[i][j] + B[i][j];  
int i,j; 
for(i=0;i<M;i++) 
  for(j=0;j<N;j++) 
     C[i][j] = A[i][j] + B[i][j];  
blok = 4; 
int i,j; 
for(i=0;i<M;i++) 
  for(bj=0;bj<N;bj+=blok) 
   for(j=bj;j<bj+blok;j++) 
      if (j<N) 
        C[i][j] = A[i][j] + B[i][j];  
blok = 4; 
int i,j; 
for(bj=0;bj<N;bj+=blok) 
  for(i=0;i<M;i++) 
    for(j=bj;j<bj+blok;j++) 
      if (j<N) 
        C[i][j] = A[i][j] + B[i][j];  
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dalam perulangan i. Modifikasi program 4 diperlihatkan 
pada gambar 6. 
3 Pemrograman Paralel 
Pemrograman parallel [8] merupakan sebuah teknik 
optimasi program yang bertujuan mengurangi waktu 
eksekusi dengan cara mengeksploitasi paralelisme yang 
terdapat dalam sebuah program. Secara garis besar 
pemrograman parallel terbagi atas dua kategori shared 
memori parallel programming dan distributed memory 
parallel programming. Shared memory parallel 
programming merupakan model pemrograman parallel 
untuk sistem shared memory multiprocessor. Standar 
pemrograman untuk model ini adalah OpenMP[6] yang 
menerapkan teknik pemrograman multithreading.  
Distributed memory parallel programming merupakan 
model untuk sistem distributed memory multicomputer. 
Standar pemrograman untuk model ini adalah MPI yang 
menggunakan teknik message-passing. Untuk computer 
dengan prosesor multicore yang digunakan dalam 
penelitian ini, pemrograman yang cocok adalah 
pemrograman multithreading.  
Program penjumlahan matrik pada gambar 3, 4, 5 
dan 6 memiliki parallelisme yang dapat dieksploitasi.  
Paralelisasi program-program tersebut menghasilkan 
program-program parallel. Paralelisasi program dengan 
standar OpenMP terhadap program penjumlahan matrik 
dari gambar 4 ditunjukkan pada gambar 7. 
 
 
 
 
 
 
 
 
Gambar 7. Program Paralel dari penjumlahan Matrik 
Paralelisasi program dengan OpenMP dilakukan 
dengan menambahkan compiler-directive pragma omp 
parallel. Directif ini berfungsi untuk memberitahu 
kompilator untuk mentranslasi blok kode terstruktur yang 
mengikuti menjadi blok kode yang dieksekusi secara 
parallel oleh beberapa thread. Ini berarti bahwa kode-kode 
yang berada pada posisi setelah directif pragma omp 
parallel adalah kode parallel. Adapun dengan directiv 
pragma omp for kompilator melakukan translasi kode 
sehingga thread-thread berbagi kerja memproses array 
pada baris-baris i yang berbeda, yaitu perulangan I di 
proses secara parallel oleh thread-thread dari program 
gambar 7.. 
IV. Percobaan 
Bagian makalah ini menjelaskan eksperimen-
eksperiment yang dilakukan untuk melakukan optimasi 
program perkalian matrik. Bagian ini juga menyajikan 
hasil evaluasi sebelum dan sesudah program 
dioptimasi.Matriks yang digunakan dalam program 
perkalian ini adalah matriks berdimensi 2000 ×  2000 
bertipe double precision. 
1 Program Percobaan 
Seperti yang telah diungkapkan bahwa pada 
eksperiment menggunakan program perkalian matrik 
yang ditulis secara naïf. Program perkalian matrik naïf 
ditunjukkan pada gambar 8. 
 
 
 
 
 
 
 
Gambar 8. Program perkalian matriks naif 
Optimasi pertama yang dilakukan adalah melakukan 
loop exchange sehingga diperoleh spatial locality yang 
sangat tinggi. Spatial-locality yang paling tinggi diperoleh 
dengan mengakses kolom-kolom matriks B dan C secara 
berurutan sehingga lebih baik perulangan j bersarang di 
perulangan yang paling dalam (perulangan bersarang i-k-
j) sehingga program modifikasi ditunjukkan pada gambar 
9. 
  
 
 
 
 
 
 
Gambar 9. Loop exchange program perkalian matriks 
 
Optimasi kedua yang dilakukan adalah melakukan 
loop blocking. Teknik loop blocking pada eksperimen ini 
diterapkan pada kolom matriks A dengan 4 elemen per 
blok kolom. Kolom A dipilih diakses dalam perulangan 
terdalam dengan alasan untuk meningkatkan spatial 
locality dari matriks A dan temporal locality dari matriks 
B dan C. Program dengan loop blocking ditunjukkan pada 
gambar 10. Program perkalian matrik dengan loop-
blocking kini terdiri dari 4 tingkat loop bersarang. Akses-
akses ke elemen-elemen semua matriks disarankan untuk 
dibuat sedemikian sehingga mencakup seluruh area cache 
memori yang tersedia pada prosesor multicore. 
Optimasi ketiga yang dilakukan adalah paralelisasi. 
Paralelisasi dilakukan dengan menggunakan teknik 
domain decomposition. Teknik domain decomposition 
membagi blok-blok array yang selanjutnya diproses 
secara terdistribusi oleh beberapa prosesor. Dekomposisi 
blok-blok array dapat dilakukan secara baris maupun 
baris. Dalam percobaan ini, dekomposisi dilakukan 
terhadap baris-baris matrik C Untuk mengurangi overhead 
int i,j; 
#pragma omp parallel private(i,j) 
{ 
  /* mulai dari sini  
 Block kode multithreading */ 
#pragma omp for  
for(i=0;i<M;i++) 
   for(j=0;j<N;j++) 
     C[i][j] = A[i][j] + B[i][j];  
} 
#define N 2000 
double C[N][N], A[N][N], B[N][N] 
void mmult() 
{ 
  for(i=0;i<N;i++) 
   for(j=0;j<N;j++) 
    for(k=0;k<N;k++) 
     C[i][j] += A[i][k] * B[k][j];  
} 
#define N 2000 
double C[N][N], A[N][N], B[N][N] 
void mmult() 
{ 
  for(i=0;i<N;i++) 
   for(k=0;k<N;k++) 
    for(j=0;j<N;j++) 
     C[i][j] += A[i][k] * B[k][j];  
} 
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akibat banyaknya nested-parallel-region, paralelisasi 
dilakukan dengan membuat paralel region bekerja pada 
perulangan terluar yaitu pada  ruang iterasi i. Program 
paralel perkalian matriks ini ditunjukkan paga gambar 11.  
 
 
 
 
 
 
 
 
 
 Gambar 10. Loop blocking pada program  perkalian 
matriks 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Gambar 11. Program perkalian matrik parallel 
 
2 Konfigurasi Percobaan 
Percobaan dilakukan pada sebuah komputer jinjing 
Fujitsu Lifebook UH75/H dengan spesifikasi sebagai 
berikut 
 Prosesor Intel Core i5-3317U 1.7 GHz 
 Dual Core 
 RAM 4GB 
 64 bit Windows 7 
Program perkalian matriks dibuat dalam Bahasa C 
dan dengan menggunkan MinGW GCC 4.6.2. 
3. Hasil Eksperimen 
Eksperimen dilakukan dengan mengeksekusi 
program perkalian matrik dan waktu eksekusinya diukur. 
Waktu eksekusi program diukur dengan cara membaca 
dua sistem waktu (clock) komputer sesaat sebelum dan 
setelah program dieksekusi. Waktu dieksekusi diperoleh 
dengan mengurangi waktu setelah dan sebelum eksekusi. 
Hasil eksekusi diberikan pada table 1. 
 
Tabel 1. Waktu eksekusi program perkalian matriks dengan 
berbagai teknik optimasi 
Teknik Ts 
(detik) 
Perbaikan 
Naif 53.358 1x 
Loop exchange 6.061 8.80 
Loop blocking 5.99 8.90 
Paralelisasi, loop  interchange 
dan loop blocking 
3.424. 15.583 
Hasil eksperimen yang diperlihatkan pada tabel 1 
menunjukkan perbaikan kinerja yang sangat signifikan 
terhadap kinerja program perkalian matrik naif 
V. Kesimpulan 
Makalah ini menyajikan beberapa teknik optimasi 
program perkalian matriks yang ditujukan untuk 
memaksimalkan kelebihan-kelebihan yang terdapat pada 
prosesor multicore sehingga meningkatkan kinerja 
program yang berjalan pada prosesor modern tersebut. 
Teknik-teknik yang digunakan yaitu loop exchange yang 
memaksimalkan spatial locality of reference, loop 
blocking yang memaksimalkan temporal dan spatial 
locality of reference dan pemrograman paralel. Penerapan 
teknik-teknik tersebut tidak hanya terbatas pada program 
perkalian matriks namun dapat diterapkan pada banyak 
program. 
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#define N 2000 
#define BS 4 
double C[N][N], A[N][N], B[N][N] 
void mmult() 
{ 
  for(i=0;i<N;i++) 
   for(bk=0;bk<N;bk+=BS) 
    for(j=0;j<N;j++) 
     for(k=bk+;k<bk+BS;k++) 
      C[i][j] += A[i][k] * B[k][j];  
} 
#define N 2000 
#define BS 4 
double C[N][N], A[N][N], B[N][N] 
void mmult() 
{ 
#pragma omp parallel for  
private(i,bk,j,k) 
{ 
  for(i=0;i<N;i++) 
   for(bk=0;bk<N;bk+=BS) 
    for(j=0;j<N;j++) 
     for(k=bk+;k<bk+BS;k++) 
      C[i][j] += A[i][k] * B[k][j]; 
 }  
} 
