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BACKGROUND AND MOTIVATION 
CHAPTER I 
The great tragedy of Science - the slaying of a beautiful 
hypothesis by an ugly fact.  
Thomas H. Huxley (1825 - 1895) 
I.1 INTRODUCTION 
In everyday speech, words are uttered very quickly - up to five words can be pronounced 
within one second (Levelt, 1989). Therefore, the realization of speech does not always corre-
spond to the standard pronunciation of a word. Sounds may be deleted, e.g., fifth becomes 
/fith/
1
, they may be added, e.g., a /p/ is inserted in /hampster/, or assimilated to adjacent 
sounds, e.g., don’t be silly is sometimes realized as /dombesilly/.  
During the last years, the investigation of such sound changes has become more 
prominent in psycholinguistics (Gaskell, 2003; Gaskell & Marslen-Wilson, 1996; Gow, 2001, 
2003; Lahiri & Reetz, 2002; Mitterer & Blomert, 2003). Given that the auditory speech input 
can differ considerably from the correct pronunciation of a word, models of speech compre-
hension must solve the challenge of explaining how listeners gain access to the correct mean-
ing of words, which are not properly pronounced. Theories of speech production are expected 
to explain why and under which conditions speakers produce speech alterations.  
Models accounting for speech variation have been primarily elaborated in the domains 
of phonology and phonetics. One prominent model is radical underspecification (Archangeli, 
1988; Kiparsky, 1982, 1985; Lahiri, 1995, 1999; Lahiri & Reetz, 2002), which has been a 
focus of interest in speech perception research.  
The main objective of this dissertation is to investigate the validity of the assumptions 
underlying the theory of underspecification. In doing so, speech production and comprehen-
sion tasks will be made use of in the investigation. The following section provides a brief 
overview of the basic concepts in phonology that are relevant to this dissertation. This section 
includes a survey of radical underspecification. Hypotheses are made to examine the assump-
tions of this model afterward.  
                                                 
1
 For reasons of readability, IPA transcriptions were avoided if possible, but material between two slashes refers 
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1.2  BASIC CONCEPTS IN PHONOLOGY AND UNDERSPECIFICATION 
Generative linguistic theory assumes two separate phonological systems consisting of abstract 
phonological representations (phonological lexicon) and a system of post-lexical rules 
(grammar) that lead to the surface form of an utterance (cf. Chomsky & Halle, 1968). Phono-
logical representations consist of segment sequences characterized by distinctive features. 
These features refer to certain characteristics of articulation: place and manner of articulation
2
 
and voice. Voice describes the presence [+voice]
3
 or absence [-voice] of glottal fold vibration. 
Place of articulation refers to the position of the articulator in the vocal tract where sounds are 
produced. [Labial], for example, refers to sounds produced with the lips. Manner of articula-
tion describes the way of the production of a sound. For instance, in a [nasal] the airflow is 
directed through the nose resulting from the lowering of the velum.  
It is generally assumed that the phonological lexicon contains only non-redundant 
information. For example, [+voice] is redundant in vowels, since vowels are always voiced. 
Hence, in the phonological lexicon, the value [+voice] is not given for vowels. Whenever a 
feature of a sound is not represented in the phonological lexicon, this segment is underspeci-
fied. In the radical version of underspecification, only marked
4
 feature values are specified 
(Archangeli, 1988; Kiparsky, 1982, 1985; Lahiri, 1999; Lahiri & Reetz, 2002; Wiese, 2000). 
For example, concerning place of articulation [coronal] is unmarked in languages such as 
Dutch and German. Thus, segments such as /d/, /t/, and /n/ are underspecified for place 
according to the model of radical underspecification (Kiparsky, 1982). Unmarked features are 
inserted by default rules of the grammar.  
Assimilation in speech production is explained by feature spreading. For instance, in 
rainbow, the coronal /n/ is underspecified for place and next to /b/, which is specified with 
respect to its labial place of articulation. The place of /b/ can spread to the empty value of 
place of /n/, which results in /m/. Hence, rainbow can be pronounced as /raimbow/.  
                                                 
2
 Throughout the text, „place‟ and „manner‟ will often be used as abbreviations of the terms „place of articula-
tion‟ and „manner of articulation‟. 
3
 Words in square brackets [] denote values of phonological features. Whereas voice, manner and place are fea-
tures of articulation, [-voice] and [-voice] are different values of the feature voice. 
4
 Markedness is an intrinsic characteristic of phonological structures. Unmarked forms are more natural, in that 
they are easier to pronounce, have an earlier age of acquisition (Jakobson, 1941) and tend to be more frequent in 
a language and across languages (Greenberg, 1966). 
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Underspecification can also explain the comprehension of assimilated words (Lahiri, 
1995, 1999; Lahiri & Reetz, 2002). During speech recognition, features are extracted from the 
speech signal and mapped onto lexical representations. These lexical representations are acti-
vated by matching features and deactivated by mismatching features. Crucially, the alteration 
of underspecified features does not cause a mismatch because they are - by definition - not 
represented. Thus, a speech input containing a modified segment does not cause a deactiva-
tion of the corresponding word form as long as an underspecified feature is affected. 
1.3 HYPOTHESES DERIVED FROM UNDERSPECIFICATION  
In the following, I will first outline my hypotheses that refer to assimilation in speech produc-
tion (hypotheses one to three). These hypotheses have been tested in two experiments using 
the Dutch and German languages investigating assimilation of place and voice using a word 
combination task (see Chapter II). Then, I will address the hypotheses referring to the recog-
nition of altered words (hypotheses four and five). The impact of changes of place on word 
recognition has been investigated in two experiments using the picture-word-interference 
paradigm and a cross-modal priming experiment (see Chapter III). 
First hypothesis: Only underspecified segments can be assimilated. With regard to 
place, coronals, such as /d/, /t/, /n/, are underspecified and thus assimilation is feasible. Labi-
als, such as /b/, /p/, /m/, and dorsals, such as /g/, /k/, /ŋ/, are specified and are not expected to 
be assimilated. With respect to voice, [-voice] is underspecified in obstruents (fricatives and 
plosives). Hence, voiceless obstruents (e.g., /p/, /t/, /k/, /f/, /s/, and /ç/) can be realized as 
voiced (voicing assimilation) whereas assimilation of voiced obstruents (e.g., /b/, /d/, /g/, /v/, 
and /z/) to voiceless (devoicing) is not expected. This hypothesis was tested in Experiments 1 
and 2 investigating assimilation of place of articulation and voice in Dutch and German.  
Second hypothesis: Assimilation can only occur in the context of segments that are 
specified for a given feature. In other words, underspecified segments can never influence an 
adjacent segment. For example, nasals are not distinctive concerning voice in Germanic 
languages. Thus, nasals are underspecified for voice, since they are always realized as voiced. 
Given that voice is not represented for nasals, the voicing of an obstruent in the context of a 
nasal cannot occur, for example, development can never be realized as /develobment/. This 
hypothesis was tested in Experiment 1 and 2 investigating regressive assimilation of voice in 
the context of nasals, voiced plosives and fricatives. 
Third hypothesis: As assimilation occurs as a result of feature spreading, assimilation 
should be complete, which means that the assimilated segment contains no traces of the unas-
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similated segment as far as the altered feature is concerned. This was also tested in Experi-
ment 1 and 2 using detailed transcriptions considering changes that occurred within a seg-
ment. 
Fourth hypothesis: This hypothesis is related to the first hypothesis. The alteration of a 
specified feature is expected to have an impact on word recognition, whereas the alteration of 
an underspecified feature should not. This was tested in Experiments 3 to 5 investigating the 
impact of place changes of underspecified (e.g., Hahn - rooster - changed to /hahm/) and 
specified segments (e.g., Ring - ring - changed to /rin/). 
Fifth hypothesis: Since underspecification concerns segments and not larger units 
(such as syllables) the model implies that alteration of an underspecified segment is recog-
nized independent of the position of the segment in a word. This hypothesis was tested in 
Experiments 3 to 5 manipulating word-onsets (e.g., Turm – tower – changed to /purm/) and 




ASSIMILATION OF PLACE OF ARTICULATION AND VOICE IN NOVEL COMPOUNDS IN 
DUTCH AND GERMAN 
CHAPTER II 
ABSTRACT 
Speech sounds are often assimilated onto adjacent sounds, e.g., rainbow  /raimbow/. Most 
of the present research in linguistics is descriptive. There is only little knowledge about how 
often and under which conditions assimilation occurs. 
We investigated assimilation of place of articulation and voice in Dutch and German. 
Similar to Cutler and Otake (1998), subjects were instructed to produce non-existing com-
pounds, e.g., tuinkost (garden food), combined on the basis of words or pseudowords. 
Consistent with linguistic research, we found no progressive place assimilation in both 
languages. Regressive place assimilation was observed only for Dutch. Concordant with the 
model of radical underspecification (cf. Kiparsky, 1982), the underspecified place [coronal] 
was more often assimilated than specified labials or velars. Nevertheless, specified segments 
were also assimilated. 
Voice assimilation occurred in regressive and progressive directions. Assumptions of 
underspecification can only be investigated progressively, where far more devoicing than 
voicing was found. This poses problems for underspecification, since [+voice] is assumed to 
be specified, while [-voice] is not. 
Overall, assimilation occurred more often for Dutch than German but equally often for 
compounds consisting of words or pseudowords. Thus, assimilation is best explained by 
models that account for the language experience of speakers, but do not involve lexical proc-
esses. 
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II.1 INTRODUCTION 
Speech is very variable in nature. In addition to background noise and many other factors, 
language-inherent properties, such as speech rate, gender, and dialect influence the acoustic 
properties of a speech signal. The focus of the present research is on sound changes such as 
assimilation, which also add substantial variance to the speech signal. Assimilation denotes 
that a phoneme adopts one or more phonetic characteristics of adjacent sounds, which can 
concern the place or manner of articulation, or voice. For example, in rainbow the /n/ is fol-
lowed by a /b/. The /n/ can adopt the labial place of articulation of the /b/ (the trigger) and be 
realized as /m/, resulting in /raimbow/.  
Until recently, psycholinguistic investigations on sound changes focused on the per-
ception of assimilated forms (Coenen, Zwitserlood, & Bölte, 2001; Gaskell, 2003; Gow, 
2003; Lahiri & Reetz, 2002; Mitterer & Blomert, 2003). Evidence as to whether and how 
often variations are actually produced is rare. Even corpora that include phonetic information 
of variants have been analyzed mainly in a descriptive manner, focusing on which forms 
occur (Kohler, 1995). The aim of the present study is to systematically explore assimilation of 
place of articulation and voice in speech production. We investigated the frequency with 
which segments are modified in assimilatory contexts using a word combination task, adopted 
from Cutler and Otake (1998). Furthermore, we varied conditions that could hinder or facili-
tate assimilation, to learn more about the representation of phonological information. Two 
experiments were conducted to compare occurrences of assimilation between two languages, 
Dutch and German. 
Psycholinguistic and linguistic models are often based on language-universal patterns 
in phonology. By investigating two languages, we can contrast language-specific and general 
patterns of assimilation, which occur across both languages. Dutch and German are closely 
related West Germanic languages. They have commonalities in phonology, phonetics, syntax, 
and morphology. Critically, they share characteristics relevant to underspecification models, 
outlined below. There are, however, also differences in phonology and phonetics. Hence, 
similar patterns of assimilation in both languages might result from shared phonological con-
straints, such as underspecified representations. Differences between both languages might be 
the consequence of deviating language experience of speakers, such as phonological rules. In 
the following, similarities and differences in phonology concerning voice or place of articula-
tion of both languages and their consequences for assimilation frequencies will be discussed.  
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II.1.1 PLACE OF ARTICULATION 
Place of articulation is described by means of the active articulators involved, roughly distin-
guishing labial (lips, e.g., /p/), coronal (front of the tongue, e.g., /t/) and dorsal (back of the 
tongue, e.g., /k/) articulation points. Cross-linguistic studies on assimilation of place of 
articulation show asymmetries with respect to the direction of change, and to the place and the 
manner of articulation of segments that are assimilated and those that serve as context (trig-
gers) (Jun, 1995, 2004; Mohanan, 1993). In the following, we will describe the different pat-
terns of assimilation, comparing German and Dutch. 
II.1.1.1 PLACE AND MANNER OF THE ASSIMILATED SEGMENTS 
Assimilation of place of articulation is claimed to be asymmetrical, in that only coronals 
change their place (Booij, 1995; Kohler, 1990, 1995). For example anbinden (to tie) can be 
realized as /ambinden/ (Kohler, 1995), but umgehen (to avoid) will not be changed to 
/uŋgehen/. The manner of the assimilated phoneme also affects the frequency of place 
assimilation. Nasals are more likely to be altered than plosives (Dilley & Pitt, subm; Jun, 
1995, 2004; Mohanan, 1993). While variation of place of articulation is limited to nasals in 
Dutch (Boersma, 1998; Booij, 1995), plosives can change their place as well in German 
(Kohler, 1990, 1995). Place of articulation in continuants (fricatives and liquids) is not 
altered.  
II.1.1.2 DIRECTION OF CHANGE 
Assimilation can occur in two directions. Regressively, a segment adopts features of the fol-
lowing sound, as in /raimbow/. Progressive refers to alteration due to the preceding segment, 
such as Lippen (lips) surfacing as /lippm/. Across languages, place assimilation is more com-
mon in regressive than in progressive direction.  
Assimilation of place of articulation is restricted to the regressive direction in Dutch 
(Booij, 1995). Nevertheless, in German, progressive changes can also occur. Critically, 
progressive place assimilation in German primarily occurs after schwa elision in syllable coda 
position
5
, as in /lippm/, but not at morpheme or word onset (Kohler, 1990, 1995; Wiese, 
2000).  
                                                 
5
 According to Kohler (1990, 1995), progressive place assimilation of coronal nasals in syllable onset positions 
can occur under very restricted conditions: in clusters of velar plosives, coronal nasals and non-open vowels, for 
example regnet (it rains)  /regŋet/. 
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In sum, regressive assimilation of place of articulation has been described for coronal 
nasals in both languages. However, regressive place alterations of plosives are only docu-
mented for German. We therefore expect similar rates of regressive assimilation of place of 
articulation for nasals in the two languages, but differences for plosives. Progressively, no 
assimilation is expected in either language, given that it has not been previously observed 
across morpheme boundaries. 
II.1.2 VOICE 
In most languages, obstruents (plosives and fricatives) are the only segments with contrastive 
voice (for example voiceless: /t, p, k, f, s, , x/ voiced: /d, b, g, v, z, , /) and can thus 
undergo voice assimilation. Voice assimilation refers to the sharing of the same voice 
between two adjacent obstruents. Voice changes can occur regressively and progressively. As 
with place assimilation, there are differences concerning the manner of assimilated segments 
and of those that serve as context (triggers) for voice alteration. Because these manner differ-
ences interact with the direction of voice assimilation, regressive and progressive voice 
assimilation will be discussed separately. 
II.1.2.1 REGRESSIVE VOICE ASSIMILATION 
In German and Dutch, obstruents in coda positions (syllable-final) are always realized as 
voiceless, independent of their underlying specification as voiced or voiceless (cf. Booij, 
1995; Wiese, 2000). Underlying specification refers to the fact that the surface form of speech 
sometimes differs from the lexical representation of the morpheme. For example, the word 
form of haben (to have) surfaces with voiced /b/ and the underlying morpheme {hab} is 
voiced. Because of final devoicing, the /b/ in word-final position, such as ich hab (I have), is 
realized as [p] - /ich hap/, independent of its underlying specification as voiced. Whether 
neutralization by final devoicing is complete in German and Dutch is under dispute (Charles-
Luce, 1985; Ernestus & Baayen, 2006; Jongman, 2004; Jongman, Sereno, Raaijmakers, & 
Lahiri, 1992; Port & O'Dell, 1985; Warner, Jongman, Sereno, & Kemps, 2004). Given that 
final devoicing applies to syllable-final obstruents, regressive voice assimilation always refers 
to voicing: changes from voiceless to voiced. For instance, mit dem (with the) can be realized 
as /mibm/ (a voice and place change in one segment), and the devoiced /hap/, can surface as 
/hab dem/ (have the).  
In German, regressive voice assimilation is documented for intervocalic plosives and 
fricatives, and for plosives in unstressed function words (Kohler, 1990, 1995). Analyses that 
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are more detailed were conducted on Dutch. Booij (1981, 1995) states that regressive voice 
assimilation always applies on obstruents in coda positions followed by voiced plosives, 
while obstruents in all other cases are realized as voiceless. However, some descriptive stud-
ies on Dutch attest that word-final obstruents are sometimes voiced before sonorants, and 
devoiced before voiced plosives (see Ernestus, 2000 for an overview). Ernestus and col-
leagues (2006) investigated regressive voicing of plosives and fricatives before /d/ and /b/ in 
Dutch compounds, using a corpus of read speech. They found regressive voicing in about 
43% of the compounds, occurring more often with plosives than with fricatives. Moreover, 
they showed that the probability of voice assimilation depends on word frequency. Similar 
results were found in a corpus of conversional Dutch (Ernestus, 2000). The realization of plo-
sives as voiced or voiceless depended on lexical factors such as word position, token fre-
quency, and the underlying specification as voiced or voiceless. 
II.1.2.2 PROGRESSIVE VOICE ASSIMILATION 
Progressive voice assimilation can only refer to the devoicing of voiced obstruents. Given that 
two adjacent obstruents should not conflict in voicing and obstruents at syllable-offset are 
always devoiced, progressive voicing is not possible. 
In German, devoicing of fricatives and plosives occurs within and between words 
(Kohler, 1995). In Dutch, progressive devoicing is taken to be restricted to fricatives, which 
always become voiceless after voiceless obstruents (Booij, 1995; Ernestus et al., 2006 and the 
references therein). However, some highly frequent /d/-initial function words have been 
shown to undergo progressive devoicing (Zonneveld, 1983). In addition, Ernestus and col-
leagues (2006) found progressive devoicing for plosives belonging to stems, content words or 
suffixes. Progressive plosive devoicing in their study was even more frequent (25%) than the 
canonical forms of the investigated clusters (20%).  
In summary, due to final devoicing, only voicing of voiceless obstruents can be inves-
tigated regressively, which is documented for both languages. Progressively, only devoicing 
is discussed in the phonology of both languages. There were more studies conducted on 
Dutch, which showed the limitations of such descriptive analyses. Given the dependency of 
regressive and progressive voice assimilation to the assimilated and the context segment, the 
grammatical word structure in a language, and the discrepancies of previous findings (summa-
rized in Table 1), comparing voice assimilation in Dutch and German is particularly interest-
ing. 
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Table 1: Overview of previously documented voice assimilation in Dutch and German. 
II.2 MODELS EXPLAINING ASSIMILATION 
How is information relevant to variation, such as place of articulation or voice, represented to 
allow assimilation to occur? This information has to be implemented before articulation, to 
specify motor commands and to account for systematic patterns of speech variation.  
In the following, we will present three types of models: theories of speech production 
that were formulated in psycholinguistics, phonetic exemplar models that were elaborated to 
explain speech variation, and phonological underspecification that defines the lexical repre-
sentation of segments in the framework of generative linguistics. A summary of each and their 
handling of assimilation will be given. We will also discuss evidence supporting the models 
and their restrictions. 
II.2.1 PSYCHOLINGUISTIC MODELS OF SPEECH PRODUCTION 
Generative phonology postulates post-lexical rules that work on abstract lexical representa-
tions and lead to the form in which speech surfaces (Chomsky & Halle, 1968). This view was 
adopted by psycholinguistic theories of speech production (Dell, 1986, 1988; Levelt, Roelofs, 
& Meyer, 1999; Roelofs, 1997). Most models of speech production thus assume that altera-
tions of speech will be implemented rather late in the speech production process.  
At a lexical level, word-forms will be activated containing information about their 
segmental make-up and the linear order of phonemes. Prosodic information might also be 
involved at this level, but no details about features. According to this view, featural informa-
Language Regressive Voicing Progressive Devoicing 
Dutch  fricatives and plosives always when 
followed by voiced plosives (Booij, 
1995) 
 fricatives and plosives sometimes 
before sonorants (cf. Ernestus, 
2000) 
 fricatives always after voiceless 
obstruents (Booij, 1995) 
 /d/ initial highly frequent function 
words (Zonneveld, 1983) 
 voiced plosives of content words 
(Ernestus et al, 2006) 
German  plosives in unstressed function 
words (Kohler, 1990) 
 fricatives and plosives within and 
between words (Kohler, 1990, 
1995) 
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tion comes into play at a post-lexical level (Dell, 1986, 1988), or during articulatory program-
ming (Levelt et al., 1999; Roelofs, 1997). 
Psycholinguistic models are quite non-committal in explaining assimilation. In Levelt 
et al.‟s (1999) model, assimilation is attributed to coarticulation (see Kühnert & Nolan, 1999 
for an overview) during articulatory implementation. Since the syllable structure is used for 
articulatory implementation, the model can explain phonotactic limitations of assimilation, for 
instance that assimilation of place of articulation occurs more often in regressive direction. 
Other asymmetries, such as coronal or nasal susceptibility to assimilation of place of articula-
tion are not accounted for. 
Evidence in favor of the post-lexical representation of featural detail is largely based 
on speech error data, which most often concern segments or segment clusters (Fromkin, 1971; 
Nooteboom, 1969; Shattuck-Hufnagel & Klatt, 1979) than single features. Furthermore, in a 
series of form-preparation experiments, Roelofs (Roelofs, 1999) found that segments but not 
features are relevant during phonological planning. A recent investigation of speech errors of 
aphasic patients also argues for lexical-phonological representations that lack featural detail 
(Goldrick & Rapp, 2007). 
On the other hand, influences of features on speech errors were found in a tongue-
twister experiment (Goldrick & Blumstein, 2006). In addition, implicit learning of phonotac-
tical constraints is susceptible to featural information (Goldrick, 2004). Both results favor 
models in which features have at least some influence (maybe due to cascading activation) on 
lexical-phonological encoding. Recent linguistic studies showed that acoustic variation of 
speech is influenced by lexical factors, such as word frequency (Bybee, 2001; Dilley & Pitt, 
subm; Ernestus, 2000; Ernestus et al., 2006; Patterson & Connine, 2001), or neighborhood 
density (Munson & Solomon, 2004; Wright, 2004) which adds weight to exemplar based 
models.  
II.2.2 EXEMPLAR MODELS 
The growing evidence of lexical factors influencing speech variation lead to models that 
assume full representation of phonetic variation, called exemplar or prototype models (Bybee, 
2001; Johnson, 1997; Pierrehumbert, 2001, 2002). Exposure to language creates memory 
traces of each experienced token (exemplars). These are represented as “clouds” of remem-
bered exemplars, with similarity of tokens corresponding to representation distance. The 
exemplar clouds are continuously updated by language perception and language use.  
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In Pierrehumbert‟s detailed model (2001, 2002), abstract word-forms are linked to 
post-lexical exemplar clouds of their segments (sensitive to position and context). During 
speech production, a random token of the exemplar category will be chosen and realized with 
random error due to motor control and execution. Given the representational assumptions of 
the model, repeated realization will result in a Gaussian distribution (reflecting speech varia-
tion within speakers) around the most frequent token represented in that category (best exem-
plar). Reducing articulatory effort or speeding up communication may result in a systematic 
bias and lead to an adjustment of the distribution in a certain direction.  
While in Pierrehumbert‟s model, variation is coded post-lexically, other models 
assume exemplars of whole words at a lexical level (Bybee, 2001, 2002, 2006). In prototype 
models, an abstract summary of the category is stored instead of all exemplars of a token 
(Bybee, 2001).  
These models can easily account for assimilation. Random noise during articulation 
(for example due to coarticulation) results in growing experience with assimilated tokens of 
that category, thereby restructuring their representation. This will in turn result in more fre-
quent assimilations. Because memory traces decay over time, reorganization due to assimila-
tion should occur more often with highly frequent tokens, accounting for word-frequency and 
neighborhood density effects of assimilation. Word- and syllable-position effects are also 
explained.  
II.2.3 PHONOLOGICAL UNDERSPECIFICATION 
Phonological models assume that at least some detail relevant to assimilation is represented at 
a lexical level. Models differ concerning the structure of lexical representations, for instance 
motor commands (Lindblom, 1963), articulatory gestures (Browman & Goldstein, 1990a, 
1990b, 1992; Goldstein & Browman, 1986), or underspecified features (Archangeli, 1988; 
Kiparsky, 1982, 1985; Lahiri, 1995, 1999; Lahiri & Reetz, 2002). We will concentrate on the 
model of underspecification, which is a main focus of research on assimilation in speech 
recognition, since it makes specific assumptions about the structure of lexical representations 
and the process of assimilation. 
The model of radical underspecification was developed in the framework of generative 
linguistics by Kiparsky in 1982 (see also Archangeli, 1988; Kiparsky, 1985; Steriade, 1995). 
It refers to the lexical representation of words separated from grammatical rules generating 
the surface form of an utterance. Radical underspecification was adopted by psycholinguistics 
to explain some aspects of the mapping of the variable speech signal on lexical representa-
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tions (Lahiri, 1995, 1999; Lahiri & Marslen-Wilson, 1991; Lahiri & Reetz, 2002). The model 
is based on the assumption that words in the lexicon are represented as bundles of abstract 
phonological features, such as [labial], [+voice] and [plosive] for /b/. However, not all fea-
tures are represented: predictable, unmarked, and redundant features are not stored. These 
features are implemented to articulation by default rules. The specification of features 
depends on universal and language-specific properties. In German and Dutch, the unmarked 
and thus underspecified for feature place of articulation is [coronal] and voiceless [-voice] for 
voice  (Kiparsky, 1982, 1985; Wiese, 2000).  
Assimilation is explained as spreading of features in clusters. For example, given that 
the coronal /n/ in anbinden (to tie) is underspecified for place of articulation, the labial place 
value of the adjacent sound /b/ can spread and fill the place value, resulting in /ambinden/. 
Assimilation of an /m/, for instance as in umgehen (to avoid) into /uŋgehen/ should not occur, 
since the /m/ is specified for its labial place. The model therefore predicts asymmetric patterns 
in assimilation processes.  
Underspecification is supported by evidence from at least four different sources. First, 
assimilation of place of articulation has been observed only for coronals in many languages, 
including Dutch and German. Second, data obtained in psycholinguistic studies support the 
assumption of an underspecified representation. These studies often use cross-modal priming, 
showing that words with one feature changed are recognized faster, if the change concerns an 
underspecified feature than a specified feature ( Lahiri, 1995; Lahiri & Marslen-Wilson, 1991; 
Lahiri & Reetz, 2002; Wheeldon & Waksler, 2004). Third, speech-error studies show that 
underspecified features are more prone to be involved in an error than specified features (cf. 
Stemberger, 1991). Last, recent studies showed that variation of specified features has a larger 
impact on mismatch negativity than changes of underspecified features (Eulitz & Lahiri, 
2004), and N400 (Friedrich, Eulitz, & Lahiri, 2006). 
However, underspecification is not without controversy. First, it cannot account for 
progressive devoicing, since [+voice] in obstruents is the specified feature. Thus, a voiced 
obstruent should never be produced as voiceless. Secondly, contrary to what underspecifica-
tion predicts, the context licensing a change plays a critical role in recognition studies 
(Coenen et al., 2001; Gow, 2001, 2003; Marslen-Wilson, Nix, & Gaskell, 1995). In these 
studies, alternations of speech are tolerated only if presented in environments that permit 
assimilation, such as anbinden surfacing as /ambinden/, but not in other environments. For 
instance, andeuten will not be realized as /amdeuten/. Gow (2001) even finds no advantage 
for the recognition of alterations of underspecified coronals compared to changes of specified 
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labials or dorsals, when changes are presented in the appropriate context. Furthermore, in an 
electropalatographic (EPG) study, no asymmetries in speech production between coronals and 
plosives of other places were observed, using an error-inducing slip technique (Goldstein, 
Pouplier, Chen, Saltzmann, & Byrd, 2007). Investigating the influence of the produced 
utterances of this EPG-study on word recognition, Pouplier and Goldstein (2005) found a 
larger recognition bias for coronals than for dorsals. They argue that the asymmetries between 
coronals and non-coronals that were found in corpus studies demonstrate perception bias of 
the transcribers and have no origin in speech production. 
II.3 PRESENT STUDY AND HYPOTHESES 
The aim of the study was to collect detailed evidence as to how often assimilation of place of 
articulation and of voice is applied in speech production, and which conditions facilitate or 
hamper assimilation. This was done in an experimental setting that systematically provided 
options for changes of specified and underspecified segments and manipulated the direction 
of potential assimilation. We used words and pseudowords to explore the impact of lexical 
status, investigated different manners of segments, and compared different languages (Dutch 
and German).  
A modified version of Cutler and Otake‟s (1998) paradigm was used in both experi-
ments. Participants were instructed to combine words or pseudowords into compounds and 
pronounce them fluently. The resulting compounds provided possibilities to assimilate place 
or voice. All conditions were tested using non-existing compounds (e.g., chefbuurt - chef 
neighbourhood). This was done to reduce the influence of compound frequency, which was 
shown to correlate with voice assimilation (Ernestus & Baayen, 2006) or segment reduction 
(Bybee, 2001). Given that Gumnior et al. (2005) found similar effects for existing (Bahngleis 
- track) and novel (Bahngeist – railway ghost) compounds in a comprehension study, we 
expected to find assimilation also in non-existing compounds.  
II.3.1 LEXICAL STATUS 
By using words and pseudowords as a basis for compound combinations, we investigated the 
effect of Lexical Status. If processes responsible for assimilation originate from the mental 
lexicon, differences in the frequency of their occurrence between words and pseudowords 
should be found, because there is no lexical representation of pseudowords (e.g., pefbuust).  
In psycholinguistic models and in the exemplar model of Pierrehumbert (2001, 2002), 
the application of assimilation within compounds has a post-lexical origin. Differences 
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between words and pseudowords should therefore not be found. On the other hand, if under-
specification is lexical and variants of a word are stored in the lexicon, as assumed by other 
exemplar models (cf. Bybee, 2001), assimilation should occur more often in compounds con-
sisting of words than in compounds consisting of pseudowords.  
II.3.2 DIRECTION 
As mentioned in the previous section, direction of assimilation (progressive, regressive) 
should not have an influence on the rate of assimilation, given the assumptions of underspeci-
fication. However, there are specific assumptions regarding the direction of assimilation in 
descriptive linguistics.  
Neither the phonology of German nor of Dutch mentions progressive place assimila-
tion applying at word- or morpheme-onset. One explanation for this is that word onsets are 
more relevant for word recognition and therefore do not undergo assimilation (Marslen-Wil-
son & Zwitserlood, 1989). By providing options for assimilation of place of articulation in 
progressive and regressive direction, we tested these observations.  
Direction was also varied for voice assimilation, which is documented for both direc-
tions. In regressive direction, only voicing of unvoiced segments can be explored, due to final 
devoicing. In progressive direction, however, there is linguistic support for devoicing only, in 
both languages.  
II.3.3 MANNER  
Each assimilation type (place and voice) was explored using segments of two different man-
ners of articulation. Oral and nasal stops were used for assimilation of place of articulation, 
testing whether nasals undergo place assimilation more often than plosives (Jun, 1995, 2004; 
Mohanan, 1993). Voice assimilation was investigated using plosives and fricatives. The spe-
cific assumptions as to which segments undergo voice assimilation differ for Dutch and Ger-
man, as outlined above.  
II.3.4 UNDERLYING SPECIFICATION 
The influence of underlying specification was studied by using words ending in underlyingly 
voiced plosives (e.g., Kleid – dress) and underlyingly voiceless plosives (e.g., Zeit – time). If 
neutralization due to final devoicing is incomplete, differences in the realization of word-final 
obstruents should be found. Of course, transcription, the method used for analyzing the data, 
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is not very sensitive to small acoustic differences. Therefore, we expected to find differences 
only for German, where large acoustic differences were reported, but not for Dutch.  
II.3.5 LANGUAGES 
Both Dutch and German (to our knowledge, no differences between the two languages in 
assimilation have been reported yet) possess compounds, which is important for the method 
used in the experiments. Depending on their phonological rules, we expected differences or 
similarities regarding rates and conditions of assimilation. For assimilation of place of 
articulation, similar rates of nasal assimilation are expected for Dutch and German in 
regressive direction. Regressive variations of plosives are only expected for German, where 
they have been observed previously. Progressively, we expect no assimilation for both 
languages. Concerning voice, regressive voicing and progressive voicing should occur in 
German and Dutch, but at different rates, depending on manner, direction, and context of the 
assimilated segment.  
II.3.6 UNDERSPECIFICATION 
Whether “Representation Type” according to underspecification has an impact on assimila-
tion frequency, was tested by providing possibilities for assimilation of specified and under-
specified segments. For example, place assimilation was investigated by presenting under-
specified coronal stops adjacent to labial and dorsal segments, e.g., TUINKOST (garden food). 
In addition, we provided options for specified segments to assimilate, by presenting labial and 
dorsal phonemes in coronal contexts, e.g., BLOEMTAAK (flower task). To evoke voice assimi-
lation, underspecified voiceless obstruents were presented in the context of voiced obstruents 
and nasals. Devoicing of specified voiced obstruents was investigated adjacent to voiceless 
obstruents.  
Given that only underspecified features are allowed to change, we should find assimi-
lation of place of articulation only for coronals and with regard to voice, voicing but no 
devoicing. Furthermore, these changes should occur independently of the position in a word, 
since underspecification is a general characteristic of the lexical representation. Since the 
underspecified features are [coronal] for place and [-voice] for obstruents voice in both 
languages, no difference between Dutch and German is expected by the model. 
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II.4 GENERAL METHODS 
To compare assimilation processes across different languages, experiment One (in Dutch) and 
Two (in German) were very similar in design, sharing requirements on materials, procedure, 
and data analyzing methods, which are described in the following sections. Differences 
between the Dutch and the German experiment, originating from language-inherent dissimi-
larities, are mentioned separately with each experiment. 
II.4.1 MATERIALS 
We investigated progressive and regressive assimilation of place of articulation and voice 
using a word-combination task. In both languages, monosyllabic words were selected from 
the CELEX corpus (Baayen, Piepenbrock, & Gulikens, 1995) to serve as materials (see Table 
2 for examples). Care was taken to choose only words that could not result in an existing 
word through assimilation of the relevant segment, as is the case for the English run surfacing 
as /rum/. Selected words were combined to allow assimilation of adjacent segments. No com-
bination resulted in an existing compound. To avoid germinate reduction
6
, manner was 
largely varied between neighboring segments. One phoneme of the target-words (such as tuin 
- garden, kost - food) was changed to generate similar pseudoword-targets (*zuin, *kolt). The 
subsequent sections contain a more detailed description of materials, separated for place of 
articulation and voice.  
II.4.1.1 PLACE OF ARTICULATION 
In order to explore assimilation of place of articulation, words were selected with voiceless 
plosives and nasals at onset or offset: labials (/m, p/), dorsals (/ŋ, k/) and coronals (/n, t/). 
Coronals were presented in the context of labials or dorsals, and labials and dorsals in the 
context of coronals, to investigate underspecification. Stimuli combinations basically con-
sisted of nasal-plosive or plosive-nasal clusters, thus avoiding germinate reduction.  
With regard to the direction of potential adaptation (progressive or regressive), regres-
sive assimilation denotes variation at offset of the first constituent, progressive assimilation 
refers to alternations at onset of the second constituent. Table 2 gives examples of stimuli 
                                                 
6
 Germinate reduction refers to the fact that consonant clusters of same manner and place of articulation are 
realized as single segment in German and Dutch. Germinate reduction also occurs if the segments only share 
their place after assimilation of place of articulation, e.g., loon mindering  /loo[m]indering/.  
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allowing alternations of underspecified and specified features in regressive and progressive 
direction, and their possible realizations. 
Table 2: Examples for Dutch stimuli used to investigate assimilation of place of articulation and 
voice of specified and underspecified segments, in regressive and progressive direction and 
their possible assimilated realizations (in italics) 
  Direction of Assimilation 
Assimilation of Stimulus Regressive Progressive 
Place of articulation TUINKOST tuiŋkost tuintost 
 (garden food)   
 KNAAPNICHT knaatnicht knaapmicht 
 (boy niece)   
Voice CHEFBUURT chevbuurt chefpuurt 
 (chef neighborhood)   
 ZOONTACT  zoondact 
 (son beat)   
Note: Changes concerning underspecified segments are bold.  
II.4.1.2 VOICE 
Voiced and voiceless obstruents of two different manners (plosives and fricatives) were used 
to investigate voice assimilation. Voiceless is assumed to be underspecified in obstruents. As 
a result, assimilation of voiceless phonemes (voicing) is allowed, while changes of specified 
voiced segments (devoicing) are not. As with place of articulation, direction of potential 
adoption was varied progressively and regressively (see Table 2 for examples). 
As pointed out earlier, voice assimilation refers to voice changes of obstruents in the 
context of obstruents of different voice. We tested this assumption by using obstruents and 
nasals as context for voice assimilation. Again, manner of adjacent segments was varied to 
avoid germinate reduction.  
Regressively, only voicing can be investigated (due to final devoicing). We explored 
regressive voicing for underlying voiceless fricatives (/s, f/), and both underlyingly voiced (/b, 
d, g/) and voiceless plosives (/p, t, k/). 
With progressive voice assimilation, the first segment of the second word / pseu-
doword assimilates to the voice of the preceding segment. Given the restrictions due to final 
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devoicing, devoicing was investigated using voiceless obstruents as context, while voicing 
was examined after nasals. 
II.4.2 PROCEDURE 
A modified version of Cutler and Otake‟s (1998) paradigm was used in both experiments. 
Instead of auditory presentation, we presented our stimuli visually on a computer screen. This 
was done for two reasons: First, to minimize possible influences due to the articulation of 
acoustically presented stimuli on participants‟ pronunciation, and second, to present the stim-
uli simultaneously.  
Two word / pseudoword compounds were presented one below the other in black on a 
white computer screen (see Figure 1). After 500 ms, the stimuli changed color. All four con-
stituents changed either to red or to blue (see Figure 1 for an example) and remained on the 
screen for 2 sec. Subjects had to combine and speak aloud either the red or the blue constitu-
ents, starting with the top one, for example chefbuurt (chef neighborhood). In a second block, 
they had to combine the stimuli of the other color, for example tuinkost (garden food). Sub-
jects were instructed and encouraged to combine and spell the words out fast and fluently.  
Stimuli were distributed over two lists; one contained the word stimuli and the other 
the pseudoword stimuli, in random order. Subjects saw each list twice, resulting in four 
blocks, with a short break between blocks. In each block, they had to combine a different 
color: word - red; pseudoword - red; word - blue; pseudoword - blue. The order of blocks was 
balanced across subjects. Each block contained 20 warm-up trials before the experimental 
trials. An experiment lasted for about 25 minutes.  
Subject‟s responses were digitally recorded by a Sony Hi-MD recorder. It uses an 
uncompressed digital representation in .pcm format. After the experiment, the recordings 
were transmitted to a computer, down-sampled to 22.05 KHz with 16 bit resolution, and tran-







Figure 1:  Example for stimulus presentation 
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II.4.3 DATA ANALYSIS 
Only those participants were included in analysis that combined the targets fluently. Partici-
pants that over-carefully articulated the compounds were also discarded from transcription. 
II.4.3.1 ACOUSTIC ANALYSIS 
Two trained judges independently transcribed the responses of each participant. Only the 
critical segments at the boundary of the first and the second word / pseudoword constituents 
were transcribed. This was done predominantly by ear, but sound spectrograms (PRAAT, 
Boersma & Weenink, 2004) were used as well. Labeling of the critical segments was done in 
the context of adjacent sounds. Transcriptions were compared and in case of divergence, the 
judges had a second run to reach agreement.  
Assimilation is not always complete, with traces of the original sound still present in 
the signal (Dilley & Pitt, subm; Ellis & Hardcastle, 2002; Gow, 2001, 2003; Holst & Nolan, 
1995; Nolan, 1992; Ohala, 1990; Steriade, 2001). There is even dispute whether truly 
categorical changes due to assimilation ever take place (Holst & Nolan, 1995; Kühnert, 1993; 
Nolan, Holst, & Kühnert, 1996). Hence, transcriptions were very detailed to account for the 
many variants of a feature. Sometimes we found transitions even within the realization of a 
single phoneme. An example is shown in Figure 2, illustrating a change of place of articula-
tion within a nasal in German. The spectrogram displays a frequency alteration of the second 
to forth formants during the realization of the nasal. The first part of the nasal in Figure 2 is 
perceived as [n], while the later part is recognized as [ŋ]. Plosives can also change their place 
during articulation: their transition into closure can sound as realized with a different place 
than their release.  
Similarly, voice can be only partially existent in a segment. The perception of voice in 
consonants does not correspond to a single acoustic cue in the spectrogram. The presence of 
vocal fold vibration is the most obvious acoustic cue for voice. While voicing is a valid crite-
rion in Dutch, voiced plosives are often realized without vocal fold vibration in German. Jes-
sen (1998) even argues that the voice contrast is not distinctive for plosives and proposed to 
use [lax] and [tense] instead. Voice decisions for fricatives and plosives were therefore treated 
differently. Perception of voice in fricatives mainly depends on the presence of vocal fold 
vibration. A further acoustic cue for the voiced / voiceless distinction is the length of the 
fricatives; short fricatives tend to be perceived as voiced. In contrast, stronger friction noise 
leads to a percept as voiceless. Some of the fricatives contained both voicing and stronger 
friction noise in successive order, and were therefore transcribed as only partly assimilated.  
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Figure 2: Example for an incomplete assimilation of place of articulation within a nasal. During the 
realization of the coronal nasal /n/ the second to fourth formant show a transition in fre-
quency resulting in a dorsal nasal /ŋ/. 
There are many criteria for the voice distinction of plosives: voicing into closure and 
during the burst, burst intensity and duration, length of the closure, duration of adjacent 
vowels, formant transition of adjacent vowels and changes of the fundamental frequency (see 
Ernestus, 2000 for an overview; Stevens, 1998). Moreover, these cues also depend on factors 
such as language, dialect, speech rate, speech style, gender and mood (Ernestus, 2000; Ernes-
tus & Baayen, 2006; Piroth & Janker, 2004). The presence of vocal fold vibration is an impor-
tant cue for voice. Independently of where it occurs (transition into closure or during the burst 
/ release), it leads to the percept of a voiced plosive. In German, however, plosives are rarely 
realized with vocal fold vibration. The judgment of voice in plosives was therefore predomi-
nantly based on ear, as the acoustic cues are weak. Voiced / voiceless decision for plosives 
was done in the context of adjacent segments, with no additional complete / incomplete dis-
tinction.  
II.4.3.2 STATISTIC ANALYSIS 
Transcription data were transformed into categorical variables for statistical analysis. 
Direction of potential adaptation (regressive vs. progressive), Representation according to 
underspecification (specified vs. underspecified), Manner of the segment (nasal, plosive or 
fricative) and Lexical Status of the stimuli (word vs. pseudoword) served as independent 
MANNKEKS 
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variables. Assimilation Type (assimilated vs. not assimilated) was coded into four binary 
response variables: complete assimilation of place of articulation, all assimilation of place of 
articulation (complete and incomplete assimilation is included), complete assimilation of 
voice, and all assimilation of voice.  
Analyses of variance cannot be applied, because of the binomial nature of our 
response variable. Methods for categorical data were used instead. Statistical analyses were 
performed using Chi-Square-tests and logit log-linear analysis (Agresti, 2002; Stevens, 2002).  
Logit log-linear analysis explores the relations between one or more independent vari-
ables and dependent variables. Main effects and interactions will be reported as effects on 
assimilation frequencies. The best model explaining the data was selected by fitting a hierar-
chy of logit models to the data. Nested models can be compared by differences in their likeli-
hood ratio statistics G
2
. Models that can account for the data should not differ significantly 
from the saturated model in their likelihood ratio statistics. The resulting model should be 
parsimonious, but provide a good fit for the data. Since assimilation occurred very infre-
quently in some conditions, there is still a risk to overfit the data and overestimate differences 
between models. Cells with frequencies of 1% or below were treated as random noise
7
 and 
should not influence the model fitting. For that reason, a model was only selected if all sim-
pler models were significantly worse and if this difference was not based on differences 
between cells with very small values. A constant of Delta = 0.5 was added to each cell before 
model fitting, to further reduce the risk of overestimation. 
Chosen models were validated by means of cross-splitting. To this end, the data were 
randomly broken into two parts, which both had to fit the model. This process was replicated 
twice with four randomly chosen data sets.  
                                                 
7
 Consider these as speech errors. We even found changes that were completely unmotivated, because the 
assimilated segments already shared the feature with the context (e.g. shared labial place in riemfilm  
/rieŋfilm/). 
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II.5 EXPERIMENT 1: ASSIMILATION OF VOICE AND PLACE IN DUTCH 
II.5.1 METHODS 
II.5.1.1 PARTICIPANTS 
The experiment was conducted with eight native speakers of Dutch. They were born and 
raised in the middle and eastern parts of the Netherlands and spoke standard dialect. All were 
tested at the Max-Planck-Institute, Nijmegen, and were paid for their participation.  
II.5.1.2 MATERIALS AND PROCEDURE 
220 monosyllabic Dutch nouns, ending or starting with critical segments were selected from 
the CELEX corpus (Baayen et al., 1995), as described in General Methods. For place of 
articulation changes, three different types of voiceless plosives and nasals were used: labial 
(/p, m/), coronal (/t, n/), and dorsal (/k, ŋ/). For voice assimilation, voiced and voiceless 
obstruents were used. Dutch native phoneme inventory does not contain velar voiced plosive 
/g/, limiting investigated plosives to /b, p, d, t, and k/. Voiced and voiceless alveolar fricatives 
/z/ and /s/ occur on word-onsets and are orthographically distinct as well (sein vs. zijn). 
Voiced obstruents (/b, d, z, v/) do not occur in word-final position.  
One non-critical phoneme of each word was changed to generate 220 pseudowords 
(such as *brin, *kars). Words and pseudowords were combined to provide possibilities to 
assimilate (1) voice or place of articulation, (2) in regressive or progressive direction and (3) 
underspecified or specified features according to underspecification. All other details con-
cerning materials and procedure are given in the General Methods section. 
II.5.2 RESULTS 
Due to speech errors, technical problems, hesitations, and lack of agreement between judges, 
5.06% of the data had to be excluded from further analysis. Statistical data analysis was sepa-
rately performed for place of assimilation and voice.  
II.5.2.1 ASSIMILATION OF PLACE OF ARTICULATION 
The percentages of cases in which a nasal or a plosive assimilated to the place of an adjacent 
segment are given in Table 3. We first present the results from fully assimilated segments and 
then turn to the analysis of all changes, including incomplete assimilations. 
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Table 3: Occurrences of assimilation in Dutch, broken down by conditions (Direction of 
Assimilation, Representation according to underspecification, Manner of the assimilated 
segment, and Kind of assimilation), in percent. 
 Direction of Assimilation 











 Place of articulation 
complete  nasals 33% 8% 1% 1% 
plosives 3% 1% 0% 0% 
all  nasals 38% 19% 1% 4% 
plosives 4% 6% 0% 0% 
Voice 
complete plosives 38% - 15% 37% 
fricatives 39% - 4% 99% 
all  plosives 38% - 15% 37% 
fricatives 41% - 6% 100% 
 
Assimilation of place occurred far more often in regressive than in progressive direc-
tion. There were only three cases of progressive place assimilation out of 527 possible cases. 
As mentioned earlier, we treated these as speech errors, and thus as noise. 
We performed a log-linear model fit for regressive direction (as described in the Gen-
eral Methods section), with Representation (specified vs. underspecified), Manner of the 
segment (nasal vs. plosive), Lexical Status (word vs. pseudoword) as explanatory variables, 
and Assimilation Type (fully assimilated vs. not assimilated) as response variable. The best 
model indicated significant main effects of Representation and Manner, but none for Lexical 
Status, G
2
(5) = 7.32, p = 0.2. No interaction between explanatory variables was found. The 
results showed that nasals assimilated their place to following sounds more often than plo-
sives. Plosives still attracted assimilation frequencies above 1%. Also, and in line with the 
assumptions of underspecification theory, changes of underspecified coronals occurred more 
often than changes of specified labials or dorsals.  
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Including incomplete assimilations (e.g., tuinkost  /tuinŋkost/) increased the fre-
quency of assimilated forms. As Table 3 shows, there was no substantial increase in assimila-
tion frequency in progressive direction when incomplete changes were included: Only two 
nasals showed an incomplete pattern of assimilation. Consequently, log-linear model fitting 
was again performed for regressive cases only.  
For regressive sound changes, the number of cases dramatically increased when 
incomplete assimilation was taken into account. In particular, illegal changes of nasals seem 
to be realized in an incomplete way. The simplest fitting model demonstrated an interaction 
between Manner and Representation: G
2
(4) = 3.63, p = 0.46, with Manner influencing 
assimilation frequency as well, but no main effect for Representation. The main effect for 
Manner showed that place of articulation was more often assimilated in nasals (28%) than in 
plosives (5%). The interaction between Manner and Representation denotes that Representa-
tion type only affected assimilation frequencies of nasals but not of plosives, if all changes 
were counted. As in the analysis of fully assimilated cases, the frequencies of assimilation 
was equal for word and pseudoword combinations. 
II.5.2.2 ASSIMILATION OF VOICE 
Voice assimilation onto adjacent sounds occurred in progressive and regressive direction (see 
Table 3). Results are presented separately for regressive and progressive voice assimilations. 
We first report results for regressive assimilation, including an analysis of the effects of 
underlying specification and an examination of the consequences of the type of context pho-
neme. Next, we will provide the data for progressive voice assimilation. Since incomplete 
changes of voice were almost absent, they were not analyzed separately. 
II.5.2.2.1 REGRESSIVE VOICE ASSIMILATION 
Because of syllable-final devoicing in Dutch, regressive assimilation can only be investigated 
in the voiceless to voiced condition (which is allowed according to underspecification). 
Analysis was conducted with (Lexical Status, Manner of articulation) as explanatory variables 
and complete assimilations as response variable. 
None of the explanatory variables influenced assimilation frequency. A logit log-linear 
model, including just Assimilation as response variable, explained the data well: G
2
(3) = 1.23, 
p = 0.75. As Table 3 shows, frequencies of assimilation for plosives and fricatives are almost 
the same (38% vs. 39%). As with place assimilation, there was no evidence that Lexical 
Status affected assimilation frequency. 
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We also tested neutralization of word-final plosives due to final devoicing. Neutrali-
zation is only viable for words, which have a lexical status and for which the underlying 
specification of voice is known. Keeping place of articulation (bilabial and coronal) and con-
text (nasal) constant, there was no difference in voicing between underlyingly voiced plosives 
(/bm/ and /dn/: 47%) and underlyingly voiceless plosives (/pm/ and /tn/: 53%): n = 151; χ2(1) 
= 0.537, p = 0.28 (one-sided Fisher‟s Exact Test). Including all cases (/dz, dn, bm/ vs. /tn, tm, 
pm, pn, pv/) amounted to 37% of assimilations for underlyingly voiced and 45% for under-
lyingly voiceless plosives: n = 303; χ2(1) = 1.93, p = 0.10 (one-sided Fisher‟s Exact Test). We 
also tested differences between words and pseudowords in a logit log-linear analysis, with 
Underlying Specification (voiced vs. voiceless) and Lexical Status (words vs. pseudowords) 
as factors and Assimilation as response variable. There was no main effect for Underlying 
Specification nor for Lexical Status and no interaction. The simplest model showed equal 
assimilation with all independent factors: G
2
(3) = 2.323, p = 0.51.  
Following Booij (1995), we investigated whether regressive voice assimilation only 
occurred in segments preceding voiced plosives. We compared voicing of obstruents in the 
context of voiced plosives, nasals and voiced fricatives. The results showed equal regressive 
voicing for segments followed by voiced plosives (40%) and for segments followed by nasals 
(41%): χ2(1) = 0.228; p = 0.63, but less voicing for sounds followed by voiced fricatives 
(28%): χ2(1) = 5.014; p = 0.025. Table 4 displays all investigated consonant clusters and their 
realization as voiced or voiceless. Voice is coded by v+ for voiced and v- for voiceless. 
Table 4: Frequencies and numbers (in parenthesis) of different realizations of voice in consonant 
clusters in Dutch. Voiced segments are coded as v+, and unvoiced segments as v-. 
Consonant Clusters Realization of clusters as voiced or unvoiced 
Manner  Voice v+v- v+v+ v-v- v-v+ total 
nasal-plosive v+v- 85% (453)* 15% (80) 0% (0) 0% (0) 533 
nasal-fricative v+v- 94% (148)* 5% (7) 0% (0) 0% (0) 157 
plosive-nasal v-v+ 0% (0) 41% (217) 0% (1) 59% (307)* 525 
plosive-fricative v-v+ 28% (42) 1% (1) 70% (107) 0% (0)* 152 
fricative-plosive v-v+ 10% (22) 29% (67) 27% (62) 32% (73)* 228 
Note: An asterisk marks clusters that are realized in their canonical form. All other cells denote voice 
assimilation in progressive or regressive direction. 
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II.5.2.2.2 PROGRESSIVE VOICE ASSIMILATION 
With voice assimilation in progressive direction, assumptions of underspecification can be 
examined. Keep in mind that the underspecified feature of obstruents is voiceless. Thus, 
voicing of voiceless segments is allowed, but devoicing of voiced segments should not occur. 
Table 3 displays the frequencies of progressive voice assimilation. Logit log-linear analysis 
was done with Representation, Manner of the segment and Lexical Status as independent 
variables. The simplest model explaining the data showed an interaction between Representa-
tion and Manner, but lower order effects of Representation and Manner were also important 
to explain the data: G
2
(4) = 3.31; p = 0.51.  
Voicing of unvoiced segments occurred in 13% of the possible cases and is far less 
frequent than devoicing (62%), which is not allowed according to underspecification theory. 
Fricatives were changed in voice (52%) more often than plosives (26%). The reliable interac-
tion showed that devoicing had a larger impact on fricatives (99%) than on plosives (37%), 
while voicing affected plosives (15%) more strongly than fricatives (4%). In line with Booij 
(1995), fricatives were always devoiced after obstruents (100% if complete and incomplete 
changes are counted).  
II.5.2.3 POST HOC ANALYSIS 
In phonetic studies a relation between speech variation and word frequency has often been 
observed (see Bybee, 2001; and Dilley & Pitt, subm for an overview). Given that word fre-
quency might not be independent of the frequency of other phonological units, such as pho-
nemes, a post-hoc regression analysis was conducted. Several measures of frequency were 
collected from the CELEX database (Baayen et al., 1995). First, the lemma frequency of the 
stimuli words was selected. Second, different frequencies for phoneme occurrence were col-
lected: the number with which a segment is found at a specific syllable-position (initial vs. 
offset) in the whole database, the cumulative frequencies of the words, containing these pho-
nemes in a specific syllable-position, the overall number of a phoneme, and the cumulative 
frequencies of the words containing that phoneme. The interaction between both number of 
phonemes in a word multiplied with its frequency was also calculated. Last, the number with 
which a certain feature value (such as [labial] for place of articulation) of the investigated 
phonemes occurs in a word multiplied with its frequency was computed. For analysis, the 
natural logarithm of all frequencies was used. 
The regression analysis was separately conducted using the log odds of regressive assimila-
tion of place of articulation, regressive assimilation of voice, progressive assimilation of 
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voice. Odds were calculated by adding .05 to each cell, because the natural logarithm is not 
defined for zero or one. Only complete assimilations were analyzed. 
II.5.2.3.1 REGRESSIVE ASSIMILATION OF PLACE OF ARTICULATION 
When all independent variables were entered into regression analysis, the only significant 
predictors were the overall number of a phoneme and the cumulated frequency of the words 
containing that phoneme. Stepwise procedure yielded the same results: overall number of 
phoneme (β = -5.702, standardized: β = -1.486, t(39) = -6.672, p < 0.001), cumulated fre-
quency of the words containing that phoneme (β = 4.537, standardized: β = 1.750, t(39) = 
7.857, p < 0.001). The model could account for 63% of the variance in the data: R2 = 0.627 
(adjusted: R2 = 0.607). The model was applied to four data samples (two randomly chosen 
samples and their complementary samples) to predict assimilation values. The correlation 
between predicted and observed assimilations varied between r = 0.554 and 0.604.  
II.5.2.3.2 REGRESSIVE ASSIMILATION OF VOICE 
None of the frequencies correlated with regressive voice assimilation. Hence, no regression 
analysis was conducted. 
II.5.2.3.3 PROGRESSIVE ASSIMILATION OF VOICE 
In progressive direction, the cumulated frequency of the words containing the phoneme was 
the only significant predictor (β = -0.026, standardized: β = -0.269, t = -2.301, p = 0.024). 
Nevertheless, the model was poor in explaining the variance in the data: R
2 
= 0.072 (adjusted: 
R
2
 = 0.059) and no correlation of predicted and observed assimilations in subsets of the data 
was significant. 
II.5.3 DISCUSSION 
Our data showed that assimilation can be elicited when participants combine monosyllabic 
words or pseudowords into novel “compounds”. Whether these compounds consisted of 
Dutch words or of pseudowords turned out to be irrelevant for assimilation processes. Thus, 
assimilation across morpheme boundaries is implemented rather late in speech production. 
We will discuss the general consequences for linguistic and psycholinguistic models in the 
General Discussion.  
With respect to the particular conditions investigated here, we will first discuss our 
results for progressive assimilation and regressive assimilation of place of articulation, then 
for progressive and regressive assimilation of voice.  
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II.5.3.1 ASSIMILATION OF PLACE OF ARTICULATION 
There is no evidence that progressive place assimilation within nasals or plosives does occur 
in Dutch. Even when both complete and incomplete changes were taken into account, only 
five nasals changed their place of articulation. We treated these as speech errors, and thus as 
noise. This is in line with Booij (1995), who presents examples for regressive place assimila-
tion but not for the progressive direction. 
In regressive direction, nasals assimilated their place of articulation onto following 
sounds far more often than plosives. This agrees with cross-linguistic research, showing that 
nasals are more likely to undergo place assimilation (Jun, 1995, 2004; Mohanan, 1993). Booij 
(1995; see also Boersma, 1998) assumes that only coronal nasals, but not plosives, can assimi-
late their place in Dutch. This is not supported by our data.  
The data for complete place assimilation agree with the assumptions of underspecifi-
cation. There were 33% cases with underspecified coronals vs. 8% with specified segments. 
The model gets into difficulties if incomplete changes are taken into account. First, assimila-
tion of specified segments occurred too often to be neglected (19%). Second, underspecifica-
tion can only explain the assimilation frequency of nasals but not of plosives. With nasals, 
there were more changes of underspecified segments than changes of specified segments. The 
situation with plosives was numerically almost equal. 
II.5.3.2 ASSIMILATION OF VOICE 
II.5.3.2.1 REGRESSIVE VOICE ASSIMILATION 
Regressive voice assimilations were quite common in the data. We found regressive voicing 
in about 40% of the cases, which is comparable to the study of Ernestus et al. (Ernestus et al., 
2006). However, deviating from their results, fricatives and plosives were assimilated to the 
same amount. This difference might result from materials. In our study, fricatives were pre-
sented in the context of voiced plosives and plosives before voiced fricatives and nasals, while 
Ernestus and colleagues investigated obstruents before voiced plosives.  
According to Booij (1995), obstruents in coda positions before voiced plosives always 
undergo regressive voicing, but obstruents in other contexts are realized as voiceless. This 
was clearly not the case in our data: regressive voicing was the same for obstruents followed 
by voiced plosives (40%) and by nasals (41%). Some linguistic studies (see Ernestus, 2000 
for an overview) found consistent evidence that word-final obstruents before sonorants may 
be realized as voiced. Obstruents followed by voiced fricatives adopted voice to a lesser 
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extent in our data (28%). This is not astonishing, because voiced fricatives at the onset of the 
second constituent (serving as context for regressive voice assimilation) were consistently 
realized as voiceless (see Table 3). Thus, opportunities for regressive voice adaptation were 
clearly reduced (see also below). To ensure that the voicing of obstruents before fricatives 
was truly due to regressive voice assimilation, we further transcribed obstruents at stimulus-
offset. These obstruents in coda position were nearly never realized as voiced
8
. Therefore, we 
attribute voicing of obstruents before voiced fricatives to regressive voice assimilation.  
Regressive voicing was independent of the underlying voice specification of the lexi-
cal form in our data. Ernestus (2000) found similar results in a corpus study of casual speech. 
However, recent studies investigating acoustic subphonemic differences of underlying voiced 
and voiceless obstruents found small differences in the duration of the preceding vowel 
(Warner et al., 2004) or in the duration of release noise (Ernestus & Baayen, 2006). We do not 
think that our data disagree with these results, since we did not investigate minimal pairs. 
Furthermore, transcriptions might not be sensitive enough to detect fine acoustic differences. 
II.5.3.2.2 PROGRESSIVE VOICE ASSIMILATION 
Progressive voice realizations behaved differently depending on the manner of the assimilated 
segment. In line with the assumptions of Booij (1995), fricatives were always devoiced after 
voiceless obstruents. This even holds when voice was regressively adopted as well (e.g. 
groepvork  groebfork), which contradicts Booij‟s assumption that progressive devoicing 
and regressive voicing cannot both apply. According to Booij (1995), progressive devoicing is 
applied first and inhibits the application of regressive voicing. In our data, we found that both 
rules (progressive devoicing and regressive voicing) were administered in 28% of plosive-
fricative clusters and in 10% of fricative-plosive clusters (see Table 4).  
Plosives were devoiced less often than fricatives, but still to a considerable amount 
(37%). Whereas Booij (1995) assumes that only fricatives become devoiced, Zonneveld 
(1983) supposed that some highly frequent /d/-initial function words are optionally devoiced 
in speaking. Although we did not use function words, we observed assimilation for both /d/ 
and /b/ initial constituents (17% with /b/ vs. 46% with /d/ onsets). Similar results were found 
by Ernestus and colleagues (2006) investigating voicing in compounds. They found progres-
sive devoicing of plosives belonging to “stems”, “suffixes”, and “content words”. 
                                                 
8
 Obstruents after vowels where chosen, since this corresponded to the conditions in our materials. Only 1 out of 
344 obstruents at stimulus-offset was realized as voiced. 
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Since there is a tendency in Dutch to devoice all fricatives, we explored the realization 
of voiced fricatives in stimulus-initial position. Such devoicing occurred in 59% of all cases, 
containing voiced fricatives at stimulus-onset. Given that large amount of unmotivated frica-
tive devoicing in onset positions, we can only ascribe about 40% of progressive devoicing of 
fricatives to real voice assimilation, which is very similar to the amount of plosive voice 
assimilation (37%). 
Progressive voicing is not documented in Dutch phonology. We found voice assimila-
tion of unvoiced plosives (15%) more often than of unvoiced fricatives (4%). According to 
underspecification, voicing is an allowed process, since voiceless is not represented. How-
ever, voicing was far less frequent than devoicing in progressive direction.  
II.6 EXPERIMENT 2: ASSIMILATION OF VOICE AND PLACE IN GERMAN 
II.6.1 METHODS 
II.6.1.1 PARTICIPANTS 
The experiment was conducted with eight students from the University of Münster. They 
were native German speakers from the Northern parts of Germany and spoke standard north-
western dialect of German. Participants were paid or received course credit for their partici-
pation. 
II.6.1.2 MATERIALS AND PROCEDURE 
Materials were similar to Experiment One and selected as described in the General Method. 
230 words with critical segments in initial or coda position were collected from the Celex 
corpus. They were monosyllabic, common German nouns or adjectives. The same amount of 
pseudowords was generated by changing non-critical consonants of the target words. German 
phoneme inventory differs from Dutch in that it contains voiced plosive /g/. Furthermore there 
is a phonotactical asymmetry between /s/ and /z/. Occurrence of /z/ is restricted to word and 
syllable onset, while in coda positions only /s/ appears. Since the material agrees in all other 
respects to the Dutch experiment, see Table 2 for examples. The procedure is described in the 
General Methods section. 
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II.6.2 RESULTS 
Due to speech errors, technical problems and delays between the elements of the compounds, 
2.3% of the data were excluded from further analysis. Table 5 displays the percentages with 
which German speakers assimilated the critical segments. Statistical data analyses were per-
formed separately for place of assimilation and voice, and for regressive and progressive 
direction. 
Table 5:  Occurrences of assimilation in German, broken down by conditions (Direction of 
assimilation, Representation according to underspecification, Manner of the assimilated 
segment, and Kind of assimilation), in percent. 
 Direction of Assimilation 











Place of articulation 
complete  nasals 1% 0% 0% 1% 
plosives 1% 0% 0% 0% 
all  nasals 13% 21% 8% 19% 
plosives 2% 0% 0% 0% 
 Voice 
complete plosives 18%  1% 50% 
fricatives 0%  0% 56% 
all plosives 18%  1% 50% 
fricatives 0%  3% 77% 
II.6.2.1 ASSIMILATION OF PLACE OF ARTICULATION 
As the results in Table 5 show, German speakers hardly ever changed place of articulation 
completely. There were only three cases (out of 1164 possibilities) where the place of articu-
lation was fully assimilated. We ascribed them to noise, as we did in Dutch. The picture 
changes if incomplete changes were also counted (all assimilation). Statistical analysis was 
hence only conducted using all assimilations. 
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Regressively, there were 619 options to elicit assimilation of place. Summed complete 
and incomplete assimilations were analyzed with Representation (specified vs. underspecified 
according to underspecification), Manner of the segment (nasal vs. plosive), and Lexical 
Status (word vs. pseudoword) as independent variables. The simplest model fitting the data 
showed an interaction between Manner of the segment and Representation: G
2
(4) = 7.17, p = 
0.127
9
. The main effects of Manner and Representation were also important to explain the 
data. As the results in Table 5 illustrate, only nasals were altered in German. Deviating from 
Dutch, this occurred more often with specified than with underspecified segments, resulting in 
an interaction between Manner and Representation. There was no influence of Lexical Status. 
There were 545 cases of possible alternations in progressive direction. For all assimi-
lations together, the best model yielded main effects for Manner and Representation, but no 
interaction among independent variables: G
2
(5) = 1.39, p = 0.93. As regressively, only nasals 
were assimilated. This was done more often with specified segments than with underspecified 
segments. However, the interaction between Manner and Representation was not significant. 
Again, the frequency of assimilation was independent of Lexical Status. 
II.6.2.2 ASSIMILATION OF VOICE 
Complete alternations of voice occurred quite often in German. As in Dutch, only complete 
voice changes were analyzed, separately for regressive and progressive direction. 
II.6.2.2.1 REGRESSIVE VOICE ASSIMILATION 
Voice could be adopted regressively in 1175 cases. Due to final devoicing, only voicing was 
investigated. Analysis was performed using the independent factors Manner of the segment 
and Lexical Status. As can be seen in Table 5, only plosives changed their voice completely, 
but fricatives not. This is reflected in the simplest model consisting of a main effect for Man-
ner of articulation: G
2
(2) = 1.21, p = 0.545, but no effect of Lexical Status.  
Deviating from Dutch, the underlying specification of lexical form influenced assimi-
lation frequency when all cases were included (/tn, tm, pm, pn, pv, km, kn/ vs. /dn, gm, bm/; n 
= 473): χ2 (1) = 8.56, p = 0.003 (one-sided Fisher‟s Exact Test). Considering only cases with 
constant places and with nasals as context (/pm/, /tn/ vs. /bm/, /dn/; n = 158), this difference 
was not significant any more: χ2(1) = 2.57, p = 0.078 (one-sided Fisher‟s Exact Test). Please 
                                                 
9
 To investigate individual differences model fitting was done for each subject separately. One subject showed a 
completely different pattern of results. After exclusion of this subject the fit of the model improved: G
2
(4) = 4.8, 
p = 0.31.  
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note that the total number of cases in this test was strongly reduced. Again, we performed a 
logit log-linear analysis with Underlying Specification and Lexical Status as independent fac-
tors and Assimilation as response variable. There was a main effect for Underlying Specifica-
tion, but none for Lexical Status: G
2
(2) = 1.924, p = 0.382 and no interaction. Hence, under-
lyingly voiced plosives were assimilated to the same amount in words and pseudowords (28% 
and 21% respectively). Which differed from the rates of assimilation of underlyingly voice-
less plosives (words: 16%, pseudowords: 15%). 
Deviating from Dutch, there are no assumptions as to which context phonemes trigger 
voice assimilation in German. We observed that voice assimilation was least frequent before 
plosives (3%), which significantly differed from fricatives (12%) and nasals (20%): χ2(1) = 
61.73, p < 0.001. The difference between nasals and fricatives became also significant: χ2(1) = 
5.17, p = 0.023. Table 6 displays the realization of voice of all investigated clusters. 
Table 6: Frequencies and numbers (in parenthesis) of different realizations of voice in consonant 
clusters in German. Voiced segments and their realizations are coded as v+, and unvoiced 
segments as v-.  
consonant cluster Realization of clusters as voiced or unvoiced 
Manner Voice v+v- v+v+ v-v- v-v+ total 
nasal-plosive v+v- 99% (540)* 1% (6) 0% (0) 0% (0) 546 
nasal-fricative v+v- 100% (76)* 0% (0) 0% (0) 0% (0) 76 
plosive-nasal v-v+ 0% (0) 20% (140) 0% (1) 80% (567)* 708 
plosive-plosive v-v+ 4% (3) 8% (6) 55% (41) 32% (24)* 74 
plosive-fricative v-v+ 6% (9) 6% (10) 50% (79) 38% (60)* 158 
fricative-plosive v-v+ 0% (1) 0% (1) 47% (148) 52% (164)* 314 
Note: Clusters that are realized in their canonical form are marked by an asterisk. All other cells 
denote voice alterations in progressive or regressive direction. 
II.6.2.2.2 PROGRESSIVE VOICE ASSIMILATION 
In progressive direction, there were 1168 cases where voice assimilation could have occurred. 
We found complete changes of voiced segments, which became devoiced, but no voicing of 
voiceless obstruents (see Table 5). Devoicing affected fricatives and plosives to the same 
amount (56 and 50% respectively). This was confirmed by a model composed of a main effect 
of Representation, explaining the data well: G
2
(6) = 4.56, p = 0.602.  
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II.6.2.3 POST HOC ANALYSIS 
Again, different frequency measures (see Experiment 1 for details) were used as predictors for 
the log odds of assimilation. Since there was no complete assimilation of place of articulation 
in German, regression analysis was only conducted on voice assimilation. However, none of 
the frequencies correlated with the log odds of assimilation of voice in any direction. 
II.6.3 DISCUSSION 
As with Dutch, we found assimilation in newly created compounds in German. These assimi-
lations occurred equally often for words and pseudowords. We conclude therefore that proc-
esses responsible for assimilation are independent of lexical status. We will next discuss the 
individual conditions as was done for the Dutch data. 
II.6.3.1 ASSIMILATION OF PLACE OF ARTICULATION 
German speakers hardly ever change place of articulation completely. There were only three 
cases with alternate ons of place of articulation, which we treated as noise as we did in Dutch.  
Including incomplete changes, we only found alternations of nasals, with similar rates 
in regressive as in progressive direction. Assimilation of place of articulation is documented 
in progressive and regressive direction in German. Nevertheless, progressive place assimila-
tion is not expected to occur across word or morpheme boundaries (Kohler, 1990, 1995; 
Wiese, 2000).  
Furthermore, segments specified for place, labial and dorsal, where more often incom-
pletely assimilated than underspecified coronals. This is at odds with underspecification, 
where only assimilation of underspecified features is assumed. However, there is an alterna-
tive explanation of these incomplete changes in terms of assimilation of manner of articula-
tion. Since the material was constructed to avoid germinate reduction, nasals always occurred 
before or after plosives. As Kohler (1990, 1995) pointed out, plosives adjacent to nasals might 
be nasalized to reduce articulatory effort. Furthermore, this plosive nasalization occurs more 
often with non-coronal plosives than with coronal plosives. Given these assumptions, our data 
can be interpreted as incomplete manner changes of plosives adjacent to nasals, implying that 
assimilation of place of articulation is rather infrequent in German. Kohler (1995) assumed 
that assimilation of manner of articulation is limited to voiced or unaspirated plosives and to 
within-word cases in regressive direction. We found incomplete changes across morpheme 
boundaries in both directions and these concerned voiceless plosives as well. However, with 
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our transcriptions we cannot clarify whether the observed changes concern place or manner of 
articulation. 
II.6.3.2 ASSIMILATION OF VOICE 
II.6.3.2.1 REGRESSIVE VOICE ASSIMILATION 
Similar to Dutch, the rule of final devoicing applies in German and voicing can only be 
investigated regressively. In line with Kohler (1990), regressive voicing of voiceless plosives 
but not fricatives was found in our data. To our knowledge, regressive voice assimilation is 
documented in the phonology of German only intervocalically, in unstressed syllables, and 
function words (Kohler, 1990, 1995). We found regressive voicing in content words and 
adjectives, which are stressed, such as Saatsitz  Saadsitz (seed seat). In our data, nasals 
triggered voice assimilation more often than voiced fricatives and plosives. We will come 
back to this to this finding in the General Discussion. 
The realization of constituent-final obstruents depended on the underlying specifica-
tion of the segment as voiced or voiceless. Since this difference was independent of the Lexi-
cal Status and occurred in words and pseudowords, it cannot result from the underlying speci-
fication of the morpheme. Rather, it might originate from the orthography of the stimuli. 
Effects of orthography on the realization of syllable-final obstruents were previously reported 
(see Warner, Good, Jongman, & Sereno, 2006 for a detailed discussion of this issue). 
II.6.3.2.2 REGRESSIVE VOICE ASSIMILATION 
Progressively, we found only devoicing in German, which occurred equally often with plo-
sives and fricatives. This outcome agrees with the phonology of German, documenting only 
devoicing but no voicing in progressive direction. In line with Kohler (1990) devoicing 
affects both fricatives and plosives similarly.  
II.7 GENERAL DISCUSSION 
We found many cases of assimilation in novel compounds in both Dutch and German. This 
occurred despite previous findings that speakers articulate more carefully and at lower speech 
rate when producing new words (Fowler & Housum, 1987) or words of low frequencies (cf. 
Bybee, 2001; Ernestus et al., 2006).  
Overall, Dutch speakers assimilated far more often than Germans, in both place of 
articulation and voice. To our knowledge, this finding has not been reported yet. It shows that 
the language experience of a speaker is more relevant to assimilation than cross-linguistic 
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constraints. We will come back to this issue in the discussion of the models. In the following, 
we summarize the results from both languages and discuss their implications for psycholin-
guistic, exemplar, and underspecification models.  
II.7.1 PLACE OF ARTICULATION 
II.7.1.1 COMPLETE ASSIMILATION OF PLACE OF ARTICULATION 
Regressive assimilation of place of articulation is documented in both languages (Kohler, 
1995, Booij, 1995). We therefore expected similar outcomes when investing the rate of such 
assimilations. However, languages turned out to differ considerably. Dutch, but not Germans 
completely assimilated place of articulation in regressive direction. Surprisingly, place 
assimilation in Dutch was also found in plosives, which to our knowledge is a novel finding. 
Ohala (1990) has shown that plosives generally do not assimilate onto nasals. In our data, 
plosive-place-assimilation was found before nasals of different place in Dutch, independently 
of their assumed (under)specification.  
In progressive direction, assimilation of place of articulation is not reported across 
morpheme boundaries in both languages. In line with this, we found no complete place 
changes in Dutch and German.   
II.7.1.2 INCOMPLETE ASSIMILATION OF PLACE OF ARTICULATION 
When incomplete changes were counted as well, a considerable amount of place assimilation 
was found for both languages. German speakers show an odd pattern of assimilation of place 
of articulation, which varied a lot between speakers. In both directions, merely nasals were 
assimilated incompletely. However, this occurred more often with specified places than with 
underspecified coronals. Similarly in Dutch, in particular specified segments are assimilated 
in incomplete way, and only regressively.  
This finding is hard to explain for underspecification. Note that we cannot rule out that 
some of these changes are due to plosive nasalization and therefore denote incomplete altera-
tions of manner instead of place of articulation. However, referring to these changes as plo-
sive nasalization is in our opinion very unlikely. First, to our knowledge manner assimilation 
of plosives is not reported for Dutch. Second, our cases do not correspond to the specific con-
ditions, which Kohler (1990, 1995) has outlined for German, as they were found regressively 
across morpheme boundaries and in stressed syllables, and overall for both voiced and voice-
less plosives. 
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II.7.2 VOICE 
In both languages, speakers assimilated voice more often than place of articulation, but voice 
alterations were clearly more frequent in Dutch. Since the assumptions regarding direction, 
manner of assimilated and context segment, differ for German and Dutch, we had no clear 
predictions for differences and commonalities between the two languages. In the following, 
we will outline our results for regressive voice assimilation and then progressive voice 
assimilation. 
II.7.2.1 REGRESSIVE VOICE ASSIMILATION 
Voicing investigated in regressive direction, was found equally often with plosives and frica-
tives in Dutch, but only for plosives in German. This result is unexpected by the phonology of 
German, because regressive voice assimilation is only documented in unstressed function 
words (Kohler, 1990), which we did not use to investigate voice assimilation. In line with 
Kohler (1990) regressive voicing was restricted to plosives.  
Furthermore, we explored which contexts trigger regressive voicing. We found that 
the effectiveness of triggers differed between both languages. There are no assumptions for 
German, where nasals triggered assimilation best, followed by fricatives, and plosives elicited 
least voicing. In Dutch, plosives triggered voicing to the same amount as nasals, but fricatives 
were less effective. This outcome is not in line with Booij (1995), who assumes that regres-
sive voicing only occurs before voiced plosives.  
We also investigated whether the realization of syllable-final obstruents depended on 
their underlying specification as voiced or unvoiced. A difference was found for German, but 
not for Dutch. However, underlying voiced obstruents were more often realized as voiced in 
German in both words and pseudowords and pseudowords have no lexical representation of 
word form. We therefore ascribe the difference found for German to differences in orthogra-
phy, because differences in the underlying specification is reflected in the graphemes of a 
word (cf. Fourakis & Iverson, 1984; Warner et al., 2006 for Dutch).  
II.7.2.2 PROGRESSIVE VOICE ASSIMILATION 
For progressive voice changes, we found only devoicing in German, which is in line with the 
literature on German phonology. It occurred equally often with plosives and fricatives. In 
Dutch, both devoicing and voicing occurred.  
As expected from Dutch phonology, fricatives were always devoiced after voiceless 
obstruents. This is especially interesting, because although fricatives were always devoiced, 
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they nevertheless triggered regressive voice assimilation. This result contradicts Booij (1995), 
who states that progressive voice assimilation is the more specific rule, and its application 
hinders regressive voicing. A further remarkable finding is that progressive devoicing is 
applied to plosives as well. Similar results were found by Ernestus and colleagues (2006) and 
contradict the assumption that progressive devoicing is restricted to fricatives (Booij, 1995; 
Zonneveld, 1983). 
Progressive voicing is unattested in the Dutch literature on phonology, which though 
being not very frequent, occurred too often to be neglected.  
II.7.3 LEXICAL REPRESENTATION 
Lexical status of a compound, which we defined as consisting of words or pseudo words, did 
not influence assimilation frequency in any condition. Additional regression analyses were 
conducted to further explore the influence of lexical factors on assimilation frequency. One of 
these factors influencing a lexical level is word frequency. However, word frequency might 
not be independent of the frequency of smaller phonological units, such as syllable, phonemes 
or even features, since frequent words might be composed of frequent syllables or phonemes. 
Phoneme or even feature frequency is not represented at a lexical level in most models. 
Several frequency-measures were used in order to gain insight of the relative weight of these 
frequencies.  
Although word frequency significantly correlated with the rates of assimilation of 
place of articulation in Dutch, the variance in our data was better explained by the number of 
words in which a phoneme occurred and the cumulated frequency of words that contain this 
phoneme. No frequency measure reliably predicted assimilation of voice in either language. 
The findings from the post hoc analysis are in line with the data from manipulated lexical 
representation as word or pseudoword. 
Hence, assimilation is clearly independent of lexical structure and is thus applied 
rather late in speech production. This agrees with psycholinguistic theories of speech produc-
tion, which assume that detail relevant to assimilation is implemented after lexical access 
(Dell, 1986, 1988; Levelt et al. 1999; Roelofs, 1997). Exemplar models as introduced by Pier-
rehumbert (2001, 2002) can also cope with this finding. As with psycholinguistic models, an 
abstract lexical representation of word form and a post-lexical implementation of segments is 
assumed. Other models of exemplar representation assume that all relevant information is 
stored at a lexical level (cf. Bybee, 2001) thus predicting a difference between words and 
pseudowords. This is not supported by our data. Our results are also problematic for under-
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specification models, since underspecification – at least in our understanding of the models - 
refers to the lexical representation of segments. Recent extensions seem to assume under-
specified representations inside and outside of the mental lexicon, and thus agree better with 
our findings (Eulitz & Lahiri, 2004; Friedrich et al., 2006). 
A further finding from regression analysis was that overall frequency measures of 
phoneme occurrences but not position-sensitive phoneme frequencies, which took the position 
of a phoneme in a syllable into account, did account for the variance in Dutch assimilation of 
place of articulation. The cumulative frequency of the words containing a phoneme had a 
small effect on progressive voice assimilation in Dutch as well. This favors models that 
assume abstract representations of segments independent of syllable position, such as under-
specification, but this is difficult to explain for exemplar models that assume segment repre-
sentations depending on position and context. 
II.7.4 PSYCHOLINGUISTIC MODELS 
Psycholinguistic models of speech production assume a phonological planning stage (phono-
logical encoding) at which abstract segments and their linear order become available (Dell, 
1986, 1988; Levelt et al., 1999; Roelofs, 1997). At this level, no detail relevant to assimilation 
is accessed. Hence, no influence of lexical factors on assimilation is predicted. This fits nicely 
with our results where no influence of lexical status or word frequency was found. 
The models are relatively sparse in explaining post-lexical processing and articulation, 
which makes it difficult to relate our results to their assumptions. According to Levelt et al. 
(1999), the gestural score of a word is accessed during phonetic encoding in terms of still 
abstract speech tasks. Assimilation might result due to coarticulation during the execution of 
these tasks. Given that speech tasks should be equal for the same phonemes across languages, 
the model cannot account for differences between languages.  
II.7.5 EXEMPLAR MODELS 
Exemplar models were designed to explain language variation. Thus, it is not astonishing that 
they can deal fairly well with the results of the present study. Pierrehumbert‟s model (2001, 
2002) can account for all systematic patterns of assimilation in our data. It furthermore can 
handle the finding that assimilation occurred to the same amount in words and pseudowords. 
The only difficulties emerge from our results in the regression analysis investigating the 
impact of different frequencies on assimilation rate. Our results favor abstract segment repre-
sentations instead of position-sensitive segment representations, which are assumed by exem-
CHAPTER II   ASSIMILATION OF PLACE AND VOICE IN DUTCH AND GERMAN 41 
plar models. However, our analysis was conducted post hoc and we did not manipulate seg-
ment or word frequency in our material. To clarify the relationship between word and seg-
ment frequencies and their relative influence on assimilation remains a topic for future 
research. 
The independence of assimilation from lexical representation is more difficult to 
explain for exemplar models that assume the full specification of words in the lexicon (e.g., 
Bybee, 2001, 2002, 2006). 
II.7.6 UNDERSPECIFICATION 
Our data disagree with radical underspecification in various ways. This concerns the kind of 
assimilation, the manner of assimilated and context segments, the direction in which changes 
occur and the differences between languages.  
First, deviating from the assumptions of underspecification, assimilation of under-
specified segments was observed in both assimilation of place and voice. Regressive place 
alteration more often concerned underspecified coronals than specified segments, which were 
also assimilated to a considerable degree. Regarding voice, assimilation of specified voiced 
obstruents was even more frequent than assimilation of underspecified voiceless obstruents in 
progressive direction.  
Second, the context segment played a critical role in voice assimilation. In German 
and Dutch, nasals were very effective in triggering regressive voice assimilation. However, 
nasals are underspecified for voice, since [+voice] is a redundant feature in sonorants. Hence, 
they are not expected to trigger voice assimilation. In a similar way, voiceless obstruents 
should not trigger progressive devoicing, given that [-voice] is underspecified. But progres-
sive devoicing occurred very often in both languages.  
Third, even with transcriptions that are not very sensitive to fine phonetic detail (since 
perception is organized in a categorical manner) we found that segments were often only par-
tially assimilated. Incomplete assimilation is hard to reconcile with feature spreading, as 
assumed by underspecification models. Given that a feature spreads and hence fills the empty 
slot of an adjacent segment, only complete assimilation would be expected. Models that 
assume an overlap of gestures during articulation (Browman & Goldstein, 1990a, 1990b, 
1992; Goldstein & Browman, 1986) better explain graded assimilation. 
Fourth, underspecification is a general characteristic of the representation of segments. 
Thus, effects of the manner of the assimilated segments are problematic for underspecifica-
tion. For instance, nasals undergo assimilation of place of articulation more often than plo-
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sives. The same argument applies for effects of the direction in which assimilation occurs. For 
example, assimilation of place of articulation occurred only regressively in Dutch, which is 
not expected by the universality assumed in the model. Furthermore, differences between 
languages are not expected by radical underspecification if underspecification concerns the 
same features as it is in Dutch and German. Nevertheless, given that context- and language-
sensitive rules are applied to generate the surface form of an utterance, radical underspecifi-
cation can deal with this results in the framework of generative linguistics (Chomsky & Halle, 
1968) or Optimality Theory (Prince & Smolensky, 1993). Alternative accounts to radical 
underspecification have also been developed (e.g., Inkelas, 1994; Itô, Mester, & Padget, 
1995). In these versions of underspecification segments are only underspecified if they occur 
in structures that are altered, such as coronals are only underspecified in syllable positions in 
which assimilation occurs. However, the results outlined above are also problematic for these 
alternative underspecification accounts. 
II.8 CONCLUSIONS 
Frequencies of assimilation differ to a considerable amount between languages, even though 
German and Dutch are closely related and share phonological reduction rules, such as 
optional regressive assimilation of place of articulation. Our results show that intuitive 
descriptions of languages are insufficient to give a comprehensive survey of all variation in a 
language. As more corpora become available, some of the problems will be solved. Never-
theless, systematic research providing options for assimilation to occur under various condi-




DEVIATIONS BETWEEN SPEECH INPUT AND PHONOLOGICAL REPRESENTATIONS IN 
LANGUAGE PRODUCTION AND COMPREHENSION TASKS 
CHAPTER III 
ABSTRACT 
The variable nature of speech, such as in rainbow pronounced as *raimbow, complicates the 
mapping of the acoustic signal onto lexical representations. Models of underspecification (cf. 
Lahiri & Reetz, 2002) solve the mapping problem by assuming underspecified lexical repre-
sentations. We tested these models with three experiments in German, using very similar 
materials in speech perception (with cross-modal priming) and production tasks (with picture-
word-interference). The results for perception and production were strikingly similar, sug-
gesting common processes and/or representations. The stronger impact of deviation in per-
ception corroborates models that implement competition and selection at the word-form level. 
Support for underspecification was found only for changes at word-offset (e.g., rain  
*raim) but not at word-onset (e.g., nest  *mest). Since underspecification in its radical form 
is independent of word-position, the results are more consistent with versions that take into 
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III.1 INTRODUCTION 
This study investigates the effect of deviations between the speech input and phonological 
representations accessed in speaking and speech perception. The particular deviations result 
from assimilation of the place of articulation of adjacent speech segments in fluent speech. 
The impact of such deviations was assessed with two typical language production and com-
prehension paradigms, using the same materials for both. 
Speech production and comprehension have been studied separately in 
psycholinguistics for several decades. The use of different methodologies in the two domains 
was one reason for this separation. Early models of speech production were based on speech 
errors and brain damage data, while speech comprehension models rely largely on data from 
timed experimental tasks (cf. Treiman, Clifton, Meyer, & Wurm, 2003). Since neither speech 
errors nor data from brain-damaged patients directly justify separate systems, this separation 
between comprehension and production seems somewhat artificial (Allport, 1984; Fay & 
Cutler, 1977). Given that speakers are listeners, and that listeners are speakers at the same 
time, there could well be overlap between processes and (lexical) knowledge involved in 
speaking and listening. 
Online experimental paradigms became available as speech production research 
developed. Consequently, the timing and direction of particular effects in comprehension and 
production could be compared more easily. It turned out that the empirical data do not 
necessitate two separate systems. The positive and negative priming effects from production 
and comprehension studies can be understood in terms of different processes, but shared 
representations (cf. Zwitserlood, 1994, 2003). Recent neuroimaging studies add further 
weight to these arguments, showing activation in overlapping brain regions during 
phonological processing in production and comprehension (Coleman, 1998; Heim, Opitz, 
Müller, & Friederici, 2003; Hickok, 2001).  
There are still only a handful of studies that directly compare speech production and 
comprehension with respect to questions of lexical access or lexical representation (Özdemir, 
Roelofs, & Levelt, in press; Roelofs, Özdemir, & Levelt, in press). Here, we attempt just such 
a comparison regarding the interface between lexicon and speech signal. Our aim was to 
investigate differences and similarities between comprehension and production concerning the 
consequences of a less than perfect match between spoken input and representations at a pho-
nological level. We implemented this question in terms of variations of the goodness of fit 
between primes or distractors and target words or pictures. We examined the effects of 
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changed phonemic segments by means of cross-modal lexical decision, a comprehension 
paradigm, and picture-word interference, a production paradigm.  
Picture-word interference obviously includes both comprehension and production. The 
comprehension system has to process the distractor, to affect the retrieval and pronunciation 
of the name of the target picture, which is the participant‟s task in this paradigm. By contrast, 
cross-modal lexical decision does not involve the production system. Through using very 
similar materials for both tasks (same auditory distractors/primes and pictures/picture names 
as targets), we can relate the results from picture-word interference to those from cross-modal 
priming in a direct manner.  
In the following, we first outline the particular variations investigated in our study, 
followed by a brief summary of their theoretical implementation. We then review the 
empirical evidence for and against the assumptions derived from underspecification models. 
The introduction concludes with more detail on the rationale and objectives of our study.  
III.1.1 THE TYPE OF VARIATION 
Goodness of fit between input and (lexical) representations has a tradition in perception 
research, because comprehension models have to explain the mapping of the speech signal 
onto the listener‟s language knowledge. This mapping is hampered by the variable nature of 
speech. Though the sources of variation are many, we focus here on one particular type of 
variability, caused by assimilatory processes during speaking. One such process is assimila-
tion of place of articulation, when a speech segment (phoneme) adopts the place of articula-
tion of an adjoining context segment, as in rainbow pronounced as “raimbow”. There is quite 
some evidence that listeners can cope fairly well with such deviations (Coenen et al., 2001; 
Gaskell, 2003; Gaskell & Marslen-Wilson, 1996, 1998; Gow, 2001; Gumnior et al., 2005; 
Lahiri, 1995; Lahiri & Marslen-Wilson, 1991; Lahiri & Reetz, 2002; Mitterer & Blomert, 
2003; Wheeldon & Waksler, 2004). Particularly intriguing is that listeners seem to tolerate 
some deviations but not others. The latter are apparently rarely produced by speakers, as they 
are not described in phonology (Kohler, 1995; Wiese, 2000; but see Pouplier & Goldstein, 
2005 for different results). For example, only coronals (/n/, /d/, /t/) undergo assimilation of 
place of articulation while labials (/m/, /b/, /p/) or dorsals (/ŋ/, /g/, /k/) do not. Thus, some-
times will not be pronounced as “sontimes”, although the context is appropriate. 
The phonological theory of radical underspecification (Archangeli, 1988; Kiparsky, 
1982, 1985) accounts for this asymmetric pattern, by omitting the specification of certain 
feature values from underlying phonemic representations. The basic assumptions of this 
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theory were incorporated into psycholinguistic comprehension models, to account for the 
speech-to-lexicon mapping problem (Lahiri, 1995, 1999; Lahiri & Marslen-Wilson, 1991; 
Lahiri & Reetz, 2002). In brief, lexical representations of words are stored as abstract 
phonological feature sets (such as [labial], [voiced] and [plosive] for /b/). Importantly, not all 
features are represented or specified: Predictable, unmarked features, such as [coronal] for 
place of articulation, have no lexical representation. Thus, lexical representations can be 
underspecified.  
During speech recognition, features are extracted from the speech signal and mapped 
onto lexical representations, which are activated by matching features, and deactivated by 
mismatching features (Lahiri, 1999; Lahiri & Reetz, 2002; Reetz, 1999). Place-assimilated 
coronals (such as /n/ surfacing as /m/) will cause no mismatch for word forms containing the 
coronal /n/, because coronals are not specified for place. Therefore, place-assimilated coronals 
activate the feature extracted from the signal, [labial], as well as the underspecified feature, 
[coronal]. In contrast, mapping deviating place-of-articulation information to specified repre-
sentations (labials and dorsals) will cause mismatch. A first prediction of underspecification is 
that lexical representations will become activated by alterations of underspecified segments, 
but not by alterations of specified segments. Since underspecification is a general property, 
two additional predictions follow. First, underspecification is independent of the segment‟s 
position in the word. Assimilation at word-offset should not differ from changes at word-
onset, or between adjacent consonants in the word (e.g., input  imput). Second, the conse-
quences of assimilated segments are lexical and thus independent of the phonemic context in 
which assimilation actually occurs. Experimental evidence for each of these assumptions is 
somewhat mixed. 
III.1.2 EVIDENCE FOR RADICAL UNDERSPECIFICATION 
Evidence for underspecification concerning place assimilation comes from studies using 
priming paradigms. In support of their model, Lahiri (1995; Lahiri & Reetz, 2002) observed 
different priming effects for alterations of underspecified and specified segments. In an audi-
tory-auditory priming experiment in German, unchanged primes embedded in sentences (e.g., 
/wein pressen/ - to press wine) caused as much facilitation for spoken targets, such as wEIN, as 
changed primes (e.g., /*weim pressen/)
10
, in which an underspecified coronal is altered. How-
                                                 
10
 Target names are written in small capital letters and auditory distractors in italics, between slashes. For reasons 
of legibility, we refrained from the use of IPA symbols. Changed stimuli resulting in pseudowords are marked 
with an *. 
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ever, changes of specified labials or dorsals (/*raun baden/) resulted in reduced priming, 
compared to unchanged primes (/raum baden/ – to (in a) room bath). Also in accordance with 
their model, it made no difference whether the following context licensed the change (/*weim 
pressen/), where /p/ invites a change from /n/ to /m/, or not (/*weim keltern/ – to press wine). 
Wheeldon and Waksler (2004) corroborated this pattern of results with a cross-modal priming 
experiment in English. As for German, changes in underspecified coronals (/wicked prince/ 
 /*wickib prince/) facilitated lexical decisions to visually presented targets (e.g., WICKED) to 
the same extent as unchanged primes. Again, this effect was independent of the appropriate-
ness of the segmental context. Changes of specified segments (/frantic moments/  /*frantip 
moments/) significantly reduced the priming effect caused by unchanged primes. 
However, other studies have shown that changes of underspecified features are not 
without costs (cf. Coenen et al., 2001; Gumnior et al., 2005; Koster, 1987). Coenen and 
colleagues, with cross-modal priming, found that unchanged auditory primes (e.g., /wort mal/, 
- word once) primed targets (WORT) better than legally changed coronals (/*worp mal/). 
Changes of specified segments did not result in reliable priming, which is consistent with 
underspecification. But unlike Lahiri (1995) and Wheeldon and Waksler (2004), the 
appropriateness of the context in which a change occurred modulated whether priming was 
observed or not (see Gow, 2001; Marslen-Wilson et al., 1995 for similar results).  
In sum, the above studies showed that lexical representations are indeed activated to a 
substantial degree when changes in the input involve underspecified segments. Alterations of 
specified segments clearly reduced or sometimes annihilated priming effects. The context that 
licences the change of underspecified segments played a role in some studies, but not in oth-
ers. Although the evidence from comprehension studies is thus somewhat mixed, virtually 
nothing is known about the consequences of changes in the input, as a function of specifica-
tion or underspecification, to the representations involved in speaking.  
To our knowledge, there are only two studies on the consequences of mismatch for 
speaking. The first is our own study in German, on feature mismatch between distractors and 
target names in a picture-word interference paradigm (Bölte & Zwitserlood, 2004). 
Participants had to name pictures (e.g., of a banana) paired with either identical (/banane/), 
minimally changed (only one feature affected: /*danane/), maximally changed (at least two 
features affected: /*kanane/), or unrelated (/fenster/ – window) distractors. All related 
distractors speeded up picture naming, relative to unrelated distractors, but their impact 
depended on the timing of distractor and picture presentation. For our present purposes, it is 
good to know that distractors with feature mismatch can still have a positive impact on picture 
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naming. Phonological asymmetries of feature change, as assumed by underspecification, were 
not considered, and change was implemented only at word-onset, where it does not occur in 
speaking – at least not for place-of-articulation changes.  
A second study worth mentioning is by Roelofs (1999), who used a form-preparation 
paradigm. Dutch participants named a sequence of pictures either starting with the same 
segments (BAMI, BAJES, BALIE - noodles, prison, counter) or with one feature of the first 
segment altered (DATUM, BAJES, BAMI - date, prison, noodles). Compared to sequences starting 
with different segments (DATUM, VADER, KAMER - date, father, room), facilitation only arose 
with identical initial segments, not when one feature was altered. Consequently, Roelofs 
claimed that features are not relevant during phonological encoding. As in Bölte and 
Zwitserlood (2004), in Roelofs‟ materials any feature could be altered, the asymmetrical 
pattern of feature change was not studied, and feature change was only investigated at word-
onset. 
III.1.3 THE PRESENT STUDY 
Given the paucity of joint production and perception studies, a first main aim of our study was 
to investigate and compare the impact of lawful phonological change on perception and pro-
duction, using two different paradigms: picture-word interference and cross-modal priming 
with lexical decision. The differences between the two paradigms are straightforward: printed 
words are the visual targets in cross-modal lexical decision; pictures are the targets to be 
named in picture-word interference. Identical spoken stimuli served as primes, in cross-modal 
priming, and as distractors, in picture-word interference. As mentioned earlier, picture-word 
interference involves both word comprehension (of the distractor) and word production, 
cross-modal priming only taxes comprehension processes. Investigating the impact of non-
random feature changes on picture naming, we are treading unknown territory. Comparing 
effects obtained in this production paradigm with those from comprehension, we can assess 
differences and commonalities between speech production and comprehension at the level of 
phonemic processing.  
More specifically, we tested predictions of radical underspecification. To this purpose, 
we used target names with segments that were either underspecified (e.g., the /n/ in lean) or 
specified (e.g., the /m/ in steam) with respect to their place of articulation. If coronals are 
indeed underspecified for place, place feature deviations of coronals - implemented by means 
of the spoken primes or distractors - should be more readily tolerated than comparable devia-
tions in labials or dorsals. 
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We presented our deviating spoken stimuli (e.g., *leam) in isolation, without a context 
(such as “beef”) that licences the change from /n/ to /m/. Given that underspecification is part 
of the very nature of the lexical representation, context should be irrelevant. The fact that 
contextual licensing had a positive impact on the recognition of words with assimilated 
segments does not necessarily imply that underspecification should be context-dependent. 
Word recognition could still benefit from a phonemic context that licences the change.  
Although the impact of a featural change was quite dramatic in cross-modal priming 
(Coenen et al., 2001), the effects might be different in picture-word interference. Positive 
effects of phonological overlap between distractors and picture names are robust in this 
paradigm, and generally larger than with cross-modal priming with lexical decision. Even 
maximally changed distractors (two or more features) yielded facilitation up to 90 ms in Bölte 
and Zwitserlood‟s (2004) study. Given these substantial effects, picture-word interference 
might be more sensitive to subtle variations in deviation, and thus better suited to differentiate 
between alterations of underspecified and specified features presented in isolation. 
Finally, our materials contained manipulations at word-onset as well as at word-offset. 
Regressive and progressive place assimilation occurs at very different rates in languages such 
as German. Regressive place assimilation, changing a word‟s final segment (Mohn pflücken, 
*mohm pflücken, to gather poppys), is quite common in fast speech, whereas progressive 
place assimilation, which changes features in a word‟s onset segment (e.g., Stab nehmen  
Stab *mehmen; pick up a stick) is not documented in the literature (Kohler, 1995; Wiese, 
2000). However, the universal character of radical underspecification predicts similar effects 
of phonological variation, independent of within-word position of the critical segment.  
Below, we report three studies with similar manipulations. To investigate the time 
course of phonological effects, we conducted two picture-word interference experiments, with 
different timing between distractor and picture presentation. In the first experiment, the 
picture appeared 50 ms after the offset of the auditory distractor. In the second experiment, 
the picture was presented much earlier, 100 ms after the onset of the distractor. To compare 
the effects of deviation obtained in the picture-word speech production task to a pure 
comprehension situation, the third experiment used cross-modal repetition priming. The 
auditory distractors were now used as primes in a lexical decision task, while the visually 
presented picture names served as targets. 
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III.2 EXPERIMENT 3: PICTURE-WORD INTERFERENCE WITH ISI 50 
III.2.1 METHOD 
III.2.1.1 PARTICIPANTS 
The main experiment was conducted with 16 students from the University of Münster. All 
were native speakers of German and received course credit or were paid for their participa-
tion. 
III.2.1.2 MATERIALS 
Sixty-four line drawings of concrete objects served as target pictures. Picture names were 
mono- or disyllabic words, with nasals or unvoiced plosives serving as critical segments. 
Three different places of articulation were instantiated in the critical segments: bilabial (nasal 
/m/, plosive /p/), coronal (nasal /n/, plosive /t/) and dorsal (nasal /ŋ/, plosive /k/). To test 
underspecification, half of the picture names had underspecified coronals as critical segments 
(e.g., NEST), the other half had specified labials or dorsals (e.g., MOND). These critical seg-
ments either occurred in word-initial or word-final position of the picture name. In each con-
dition, half of the critical segments were nasals, half were plosives (see Table 7). Critical 
segments were never part of a consonant cluster; depending on their position in the word, a 
vowel either preceded or followed them. Underspecified and specified items were matched 
with respect to frequency class (Leipziger Wortschatzlexikon: http://wortschatz.informa-
tik.uni-leipzig.de/) and number of syllables. Furthermore, the chosen picture names had word 
uniqueness points around word offset. Uniqueness point (UP) was defined as the phoneme in 
the word at which the critical word deviated from all cohort members. 
Each picture (e.g., TURM - tower) was presented with one of four auditory distractors. 
One distractor was identical to the picture name (e.g., /turm/), a second one was completely 
unrelated pseudoword (e.g., /*reil/), and the remaining two were phonologically related to the 
picture name (e.g., /*purm/ or /*kurm/). Except for identical distractors, all distractors con-
sisted of pseudowords. The phonologically related distractors overlapped with the picture 
name, except that the place of articulation of the critical phoneme was changed. With two 
phonologically related distractors, we implemented all possible minimal changes in place of 
articulation for a given critical segment, for example, from coronal to labial (/t/  /p/, /n/  
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/m/), and from coronal to alveolar (/t/  /k/, /n/  /ŋ/). Table 7 provides examples for other 
conditions. Thus, change was investigated exhaustively by means of two deviating distractors.  
Table 7: Examples of the distractor conditions in Experiment 3, with the factors Specification 
(unspecified or specified), Position of Change (word onset or offset), and Manner of 
Articulation (plosive vs. nasal). 
Distractor /  
Prime Type 
Underspecified Specified 
plosive nasal plosive nasal 
Word-onset         
Target TURM (tower)  NEST (nest)  PELZ (fur)  MOND (moon)  
unchanged turm nest pelz mond 
changed *kurm  *mest *kelz  *nond 
control *reil *rarg *wuch *daul 
Word-offset         
Target BLATT (leaf) HAHN (cock) ROCK (skirt)  RING (ring) 
unchanged blat han rock riŋ 
changed *blap *haŋ  *rott *rim  
control *krauf *felk *kelf *kos 
 
A female native speaker of German spoke all materials onto a Sony MZ-NH900 Hi-
MD recorder (using a Sennheiser HME 25-1 microphone). The recordings were in pcm 
format, which is an uncompressed digital representation of the analogue audio signal. Several 
recordings of each distractor were made, and the one with the best and most natural pronun-
ciation was selected for use in the experiment. Speech stimuli were transferred to hard disk 
and down-sampled to 22.05 kHz with a 16-bit resolution. Each distractor was segmented 
under visual and auditory control, using PRAAT (Boersma & Weenink, 2004), and stored as a 
separate speech file. To make the distractors sound more natural, ten ms of word offsets and 
onsets were smoothed (except for plosives), using the Cool Edit Software (Johnston, 2000). 
III.2.1.3 PRE-TESTS 
Two pre-tests were carried out to ensure that the auditory distractors were unambiguously 
perceived as changed or unchanged.  
Pre-test 1: Two alternative forced-choice on critical segments. Only the critical segments and 
adjacent vowels of the auditory distractors were presented in this pre-test, to ensure that par-
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ticipants‟ decisions were not influenced by word-restorations. Critical segments and adjacent 
vowels were extracted from the related auditory distractors (e.g., /tu/ from turm, /pu/ from 
*purm, /ku/ from *kurm), resulting in 192 CV and VC syllables. Ten ms of the vowel onsets 
or offsets were smoothed. Each syllable was presented twice, in two forced-choice contrasts. 
This resulted in 384 trials divided into 12 blocks (6 for CV and 6 for VC) each containing 32 
stimuli. Twelve native speakers of German performed a two alternative forced-choice task. 
They had to decide which segment was present in the auditory syllable, by pressing the button 
corresponding to one of two letters (e.g., T and K) specified on a computer screen. Partici-
pants produced 97.3% correct responses on average, and no stimulus attracted more than 25% 
errors.  
Pre-test 2: Lexical decision on changed distractors. The 128 phonologically related auditory 
distractors - all pseudowords - were presented for lexical decision, complemented with the 
same amount of existing words. Materials were distributed over two lists, with the two dis-
tractors for each picture on different lists. The order of stimuli on a list was randomized. Par-
ticipants were tested on both lists, with list order randomly assigned. Ten native speakers of 
German were instructed to make word / pseudoword decisions on the auditory stimuli pre-
sented via headphones. 
Missing responses and reaction times (RTs) slower than 1500 ms or faster than 200 ms 
were treated as errors. Participants produced 90.9% correct responses on the pseudoword 
stimuli on average. Exclusion of three distractors that attracted more than 50% errors (both 
distractors of these pairs were discarded) reduced the mean error rate from 9.1% to 7.5%. Of 
the remaining targets, nasals attracted more errors than plosives. Error rate for stimuli 
containing altered nasals was similar for underspecified (9.9%) and specified (8.9%) changes. 
However, stimuli with changed underspecified plosives attracted fewer errors (1.9%) than 
changes of specified plosives (6.0%).  
III.2.1.4 DESIGN 
All item sets were used in the picture-word interference experiment. Distractor Type 
(Unchanged, Changed, Unrelated) served was a within-material factor. The factors Specifica-
tion (underspecified vs. specified) and Position-of-Change (word-onset vs. word-offset) were 
varied between item sets.  
The 4 x 64 picture-distractor combinations were distributed over four lists, using a 
Latin-square design. Each picture occurred only once per list, each time with a different 
distractor. There were 32 related, 16 unrelated and 16 identical picture-distractor pairs on each 
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list. We included 16 additional identical picture-distractor trials as fillers, to minimise 
strategic effects. To reduce the relatedness proportion to 40%, 80 unrelated filler trials were 
added, 32 with unrelated existing words, 48 with unrelated pseudoword distractors. Eighteen 
distractor-picture pairs similar to the experimental materials served as warm-up trials.  
III.2.1.5 PROCEDURE 
Participants learned the picture names before the main experiment to reduce erroneous nam-
ing. They first saw each picture with its name intended for use in the experiment, followed by 
the pictures alone, with the instruction to name them with the name they had seen before. 
Pictures named incorrectly were shown again with the appropriate name. In the experiment, 
following this learning phase, participants were instructed to name the pictures as quickly and 
accurate as possible. 
Participants were tested on all lists, with list order (four different orders) randomly 
assigned. A trial started with an asterisk displayed in the centre of the computer screen for 250 
ms. A blank screen followed for 250 ms, after which the auditory distractor was presented via 
headphones (Sennheiser HME 25-1). Fifty ms after distractor offset, the picture was presented 
for 400 ms (ISI = 50 ms). From picture onset onwards, reaction time was measured for 1500 
ms. The next trial started 750 ms later. The experiment lasted about one hour, including a 
break halfway. Stimulus presentation, timing, and data collection were performed under 
control of NESU software (Baumann, Nagengast, & Wittenburg, 1992).  
III.2.2 RESULTS  
The three item sets with poor performance in the pre-tests were excluded from analysis. Trials 
on which participants stuttered, produced a different picture name than intended, the voice 
key was triggered by a non-speech sound, or with RTs below 200 ms and above 1500 ms, 
were discarded. The overall error rate was 4.2%.  
Analyses of variance were carried out using participants (F1) or items (F2) as random 
factors. Degrees of freedom were adjusted with the conservative lower bound procedure in all 
ANOVAs. ANOVAs were carried out with Distractor Type (Unchanged, Changed, Unrelated) 
and Repetition (1-4) as within factors, and with Position-of-Change (Onset, Offset) and Speci-
fication (Specified, Unspecified) as between-materials factors.
 
 Table 8 displays mean reac-
tion times, error rates, facilitation effects and effect sizes.  
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Table 8: Mean RTs and SDs in ms, errors in percentages, effects (RT test - RT control) and effect 
sizes of Experiment 3, as a function of Distractor Type, Position of Change, and Specifica-
tion. 
  underspecified specified 
Distractor 
Type RT SD error effect 
effect 
size RT SD error effect 
effect 
size 
Word-onset                   
unchanged 494 87 3.1 -135 -2.630 494 67 1.3 -145 -2.464 
changed 537 75 3.1 -92 -1.712 522 69 1.0 -117 -2.381 
control 629 92 4.3    638 98 4.2    
Word-offset                  
unchanged 505 78 2.5 -126 -1.779 486 70 2.5 -158 -2.005 
changed 499 68 3.5 -132 -1.939 523 85 4.4 -121 -1.817 
control 631 91 4.2    644 113 2.5    
Note: For effect size calculation see (Dunlap, Cortina, Vaslow, & Burke, 1996). 
There was a main effect for Repetition (F1(1, 15) = 18.78, p = .001; F2(1, 60) = 81.35, 
p ≤ .001; minF(1, 22) = 15.26, p = .001) but no interaction between Repetition and Distractor 
Type (F1(1, 15) = 2.197, p = 0.159; F2(1, 60) = 1.529, p = 0.221; minF(1, 66) = 1.00, 
p = 0.320). As expected, picture repetition resulted in faster naming. Because it affected RTs 
to the same degree for all distractor conditions, Repetition was ignored in the further analyses. 
Analyses were performed on difference scores (RT related distractor conditions – RT control 
condition). This was done to ensure that item sets of different places of articulation were 
comparable, despite the variation between materials. Separate ANOVAs were carried out for 
alterations at word-onset and word-offset. Distractor Type and Specification were within fac-
tors in ANOVAs using participants as random factor, Distractor Type was a within factor and 
Specification a between factor in the item analyses.  
III.2.2.1 WORD-ONSET 
As evident from the data in Table 8, participants named target pictures faster when a related 
distractor was present than in the unrelated condition. This facilitation was stronger when 
pictures were preceded by identical distractors (140 ms) than by changed distractors (104 ms), 
resulting in a significant main effect of Distractor Type (F1(1, 15) = 17.27, p = .001; 
F2(1, 29) = 15.42, p ≤ .001; minF(1, 40) = 8.14, p = .007). There was no main effect for 
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Specification (F1(1, 15) = 1.33, p = 0.266; F2(1, 29) < 1; minF(1, 43) < 1) and crucially, there 
was no interaction between Distractor Type and Specification: F1(1, 15) = 2.14, p = 0.164; 
F2(1, 15) = 1.08, p = 0.308; minF(1, 66) < 1. Please note that in analyses on difference scores, 
a main effect of Specification cannot be attributed to the different material sets used in speci-
fied and underspecified conditions. Therefore, the lack of a main effect and of interactions 
between Distractor Type and Specification implies that Specification had no impact on nam-
ing speed. 
III.2.2.2 WORD-OFFSET 
Similar to word-onset, related distractors facilitated naming compared to unrelated control 
distractors (see Table 8). Identical distractors facilitated picture naming (142 ms) more than 
changed distractors (127 ms). In the ANOVA on difference scores, this main effect of Dis-
tractor Type was significant by participants (F1(1, 15) = 15.14, p = .001) but not by items 
(F2(1, 28) = 2.34, p = 0.137; minF(1, 35) = 2.02, p = 0.164). No main effect of Specification 
was found (Fs < 1), but the interaction of Distractor Type and Specification was significant by 
participants (F1(1, 15) = 9.92, p = .007) and marginally so by items (F2(1, 28) = 3.97, p = 
.056; minF(1, 42) = 2.84, p = 0.100). Changed and identical distractors facilitated picture 
naming to the same degree when the picture name has an underspecified segment (t1, 2 < 1), 
but this does not hold for picture names with specified segments. When the segment changed 
in the distractor concerns a specified segment of the picture name, there was 37 ms less 
facilitation for changed than for unchanged distractors (t1(1, 15) = -4.12, p = .001; 
t2(1, 14) = -2.21, p = .044). 
III.2.3 DISCUSSION 
Distractors that deviate in only one phonological feature from picture names facilitated pic-
ture naming, compared to unrelated distractors, which replicates results from previous studies 
(Bölte & Zwitserlood, 2004). Overall, identical distractors produced somewhat more facilita-
tion (26 ms) than changed distractors. Specification had a differential effect, depending on 
whether the first or final segment of the word was changed. At word-offset, distractors with 
alterations of underspecified coronals facilitated picture naming to the same degree as dis-
tractors identical to the picture name. Distractors with changes in specified segments still 
facilitated picture naming but to a lesser extent than identical distractors. This is in line with 
assumptions of underspecification and shows that picture naming latencies are indeed sensi-
tive to phonologically motivated minimal differences. At word-onset, all changed distractors 
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facilitated picture naming to a lesser degree than unchanged distractors, and Specification 
type did not modulate this effect. This finding is challenging for radical underspecification 
accounts, for which the position of the change should not play a role (Archangeli, 1988; 
Kiparsky, 1985; but see Lahiri, 1999).  
There are at least three reasons why we might not find Specification effects in word-
initial position. First and foremost, the observed differences in the effects might reflect 
variations in phonological change as they actually occur in casual speech. Progressive place 
assimilation affecting word-onsets does not occur in Germanic languages. In German, 
progressive nasal assimilation emerges, but only word-internally, in medial or final word 
positions, such as regen (rain)  *regŋ (Kohler, 1995; Wiese, 2000). Regressive place 
assimilation, which changes segments at word-offset, occurs more often and in many 
languages, including German. Second, word onsets might have a privileged status in spoken-
word recognition and thus be more sensitive to changes than word-offset (cf. Marslen-Wilson 
& Zwitserlood, 1989). Third, aspects of the experimental procedure could be responsible for 
the missing effects at word-onset. The pictures were presented 50 ms after distractor-offset. 
This was about 450 to 600 ms after the onset of the spoken distractor. With such timing, 
word-restoration processes (Marslen-Wilson, 1993) might have had ample time to overcome 
any effects of Specification. To rule out this explanation, we conducted a second picture 
naming experiment, in which the pictures were presented 100 ms after word-onset. Since 
critical segments in initial word position lasted about 30 to 150 ms, an SOA of -100 ms 
should guarantee that the first phoneme has been identified before the appearance of the 
picture. The temporal closeness of distractor and picture should considerably hamper the 
application of repair processes, which need the full stimulus, and time.  
III.3 EXPERIMENT 4: PICTURE-WORD INTERFERENCE WITH SOA -100 
III.3.1 METHOD 
III.3.1.1 PARTICIPANTS 
Sixteen students of the University of Münster, all native speakers of German, were paid or 
received course credit for their participation. 
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III.3.1.2 MATERIALS AND PROCEDURE 
The materials were the same as in Experiment 3, with the exception that only the Word-Onset 
materials (32 items sets) were used. As in the first experiment, the picture-distractor pairs 
were distributed over four lists. Pictures appeared only once on a list, each time with a differ-
ent distractor. To reduce the number of related trials and strategic effects, 40 unrelated and 8 
identical fillers were added. All other details of materials and procedure were as in Experi-
ment 3, except that an SOA of -100 ms was used instead of an ISI of 50 ms. The experiment 
lasted for about 30 minutes.  
III.3.2 RESULTS 
As before, item sets with poor results in the pre-test were discarded before analysis. All other 
exclusion criteria were the same as in Experiment 3. Participants produced 3.7 % errors on 
average. Table 9 displays the mean reaction times, error rates, facilitation effects and effect 
sizes.  
Table 9: Mean RTs and SDs in ms, errors in percentages, effects (RT test - RT control) and effect 
sizes of Experiment 4, as a function of Distractor Type, and Specification. Word-Onset con-
ditions only.  
 underspecified specified 
Distractor Type RT SD error effect 
effect 
size RT SD error effect 
effect 
size 
Word-onset                     
unchanged 645 83 0.4 -107 -1.239 655 91 2.1 -103 -1.267 
changed 660 84 2.7 -92 -1.364 665 83 2.3 -93 -1.660 
control 752 106 5.5     758 102 4.6    
 
The ANOVAs showed a main effect of repeated target presentation, significant by 
items (F2(1, 30) = 10.81, p = .003), but not by participants (F1(1, 15) = 1.75, p = 0.205; 
minF(1, 19) = 1.51, p = 0.235). Repetition did not interact with Distractor Type 
(F1(1, 15) = 2.14, p = 0.164; F2(1, 30) = 2.02, p = 0.166; minF(1,40) = 1.04, p = 0.314). As 
before, further analyses were performed on difference scores. 
All related distractors strongly facilitated picture naming, compared to unrelated 
distractors. The small numerical differences (10 - 15 ms) between changed and unchanged 
distractors were not reliable, as there were no main effects and no interaction (Distractor 
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Type: F1(1, 15) = 2.07, p = 0.171; F2(1, 29) = 2.40, p = 0.132; minF(1, 37) = 1.11, p = 0.299; 
Specification: Fs < 1; Interaction Distractor Type and Specification: Fs < 1).  
III.3.3 DISCUSSION 
Experiment 4 replicated the large facilitation effect of distractors that deviated in only one 
feature from the target picture‟s name. The result of Experiment 3, that facilitation from dis-
tractors changed at word-onset does not depend on underspecification, was also fully repli-
cated. The lack of a specification effect cannot be attributed to repair mechanisms, which 
might have been at work in Experiment 3, given the timing of distractor and target presenta-
tion.  
Unlike the onset data from Experiment 3, the differences between changed and 
identical primes were not reliable. Changed distractors facilitated the picture naming to the 
same degree as the appropriate picture name. We have no ready explanation for the fact that 
facilitation is as large or almost as large for changed distractors and unchanged distractors, 
which correspond to the exact word needed for the picture-naming response. One reason 
might be that real-word distractors have an inherent disadvantage over pseudoword 
distractors. Existing words of the language create noise in the lexical system. Word distractors 
consistently slow down picture naming relative to neutral distractors, such as a stretch of 
noise or a row of xxxx, with visual distractor presentation. Interestingly, even identical 
distractors fail to facilitate picture naming, relative to such neutral ones (cf. Glaser & 
Düngelhoff, 1984; La Heij, Mak, Sander, & Willeboordse, 1998). We had real-word 
distractors only in the identical conditions. The changed conditions, with their pseudoword 
distractors, might thus have profited from the absence of unspecific lexical effects on picture 
naming.  
Importantly, the combined data form Experiments 3 and 4 are challenging for 
underspecification, because there is no theoretical reason why changes at word onset should 
be different from changes at word offset. In these first two experiments, we assessed the 
impact of different types of deviation on picture naming, that is, on speaking, not on 
comprehension. To investigate whether this asymmetry between word-onset and word-offset 
also holds for perception, we used a pure word recognition task. As summarised above, cross-
modal priming has been used before to measure the influence of feature alteration in 
comprehension. In order to compare pure comprehension with word production in the picture-
word situation directly, we used the same material as in Experiments 3 and 4. 
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III.4 EXPERIMENT 5: CROSS-MODAL LEXICAL DECISION WITH ISI 50 MS 
III.4.1 METHOD 
III.4.1.1 PARTICIPANTS 
There were 17 participants in this experiment, all students of the University of Münster and 
native speakers of German. They were paid or received course credit for their participation. 
Participants were tested in groups, up to three at the same time. 
III.4.1.2 MATERIALS  
The names of the 64 pictures from Experiment 3 were visually presented as target words in a 
lexical decision task. Distractors from Experiment 3 served as auditory primes, resulting in 4 
x 64 prime-target pairs. As in Experiment 3, the primes were identical, phonologically related, 
or unrelated to the target words (see Table 7 for materials). 
Since all experimental trials should result in a word decision, 64 pseudoword targets 
were constructed. We selected sixty-four mono- and disyllabic words from the German Celex 
corpus and rendered them into pseudowords by changing word-onset or word-offset 
segments. These pseudoword targets were presented with four auditory primes: identical 
pseudoword, phonologically related pseudoword, phonologically related word, unrelated 
word. An additional 192 filler trials, 96 with word targets and 96 with pseudoword targets, 
was added to reduce the proportion of related trials to 40%. The same female speaker as in 
Experiment 3 spoke all additional auditory primes. The equipment used and stimulus 
processing was the same as in Experiment 3. 
III.4.1.3 PROCEDURE 
Materials were distributed over four lists, using a Latin square design. Targets appeared only 
once per list, each time with a different prime. Participants received different orders of lists. 
They were instructed to decide as quickly and as accurately as possible whether the visually 
presented targets were existing words of their language (YES/NO). 
An experimental trial started with an asterisk in the middle of the screen, which 
remained visible for 250 ms. After a blank screen of 250 ms, the auditory prime was 
presented via headphones (Sennheiser HME 25-1). The target word appeared in the middle of 
the computer screen, 50 ms after the prime‟s acoustic offset, for a duration of 400 ms. RT 
measurement started upon target presentation, and lasted for 1500 ms. The next trial began 
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650 ms after RT-timeout. The experiment lasted about 90 minutes, including three short 
breaks. Stimulus presentation, timing, and data collection were controlled by NESU 
(Baumann et al., 1992).  
III.4.2 RESULTS  
One of the 17 participants and 4 item sets attracted more than 15% errors and were excluded 
from analysis. Reaction times below 200 ms and above 1500 ms were also discarded. The 
remaining overall error rate was 4.7%. ANOVAs, with the factors Repetition (1-4), Prime 
Type (Unchanged, Changed, Unrelated), Position-of-Change (Word-onset, Word-offset), and 
Specification (Specified, Unspecified) were carried out with participants (F1) or items (F2) as 
random variables. Mean reaction times and error rates for all conditions are given in Table 10. 
Table 10:  Mean RTs and SDs in ms, errors in percentages, effects (RT test - RT control) and effect 
sizes of Experiment 5, as a function of Prime Type, Position of Change, and Specification.  
  underspecified specified 
Prime Type RT SD error effect 
effect 
size RT SD error effect 
effect 
size 
Word-onset                     
unchanged 467 85 0.8 -97 -3.321 459 81 1.6 -88 -2.408 
changed 551 79 5.0 -13 -0.382 522 61 2.5 -25 -0.755 
control 564 84 2.9     547 61 4.3     
Word-offset                   
unchanged 483 87 3.1 -71 -1.510 472 84 4.3 -131 -2.250 
changed 534 65 4.9 -20 -0.607 550 71 3.8 -52 -1.135 
control 554 62 4.3    602 64 3.8    
 
Target repetition had an effect on decision latencies (F1(1, 15) = 21.0, p ≤ .001; 
F2(1, 59) = 62.5, p ≤ .001; minF(1, 26) = 15.72, p = .001). There was a trend that unrelated 
controls benefited less from repetition than all other conditions. However, the interaction 
between Repetition and Prime Type did not reach significance (F1(1, 15) = 3.49,  p = .081; 
F2(1, 59) = 3.49, p = .067; minF(1, 47) = 1.75, p = 0.193). As in Experiment 3 and 4, further 
analyses were performed on difference scores, and separate ANOVAs were carried out for 
items with altered word-onsets and word-offsets. Prime Type and Specification were within 
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factors in ANOVAs using participants as random variables. Prime Type was a within factor 
and Specification a between factor in the item analyses. 
III.4.2.1 WORD-ONSET 
As in the first two experiments, identical word primes induced robust facilitation (92 ms), 
relative to unrelated primes. However, this facilitation was strongly reduced to 19 ms overall 
when primes were changed (t1(1, 15) = -2.92, p = .005; t2(1, 30) = -2.13, p = .021; one-
tailed). This is evident in a main effect of Prime Type (F1(1,15) = 191.88, p ≤ 0.001; 
F2(1,29) = 122.17, p ≤ .001; minF(1, 43) = 74.64, p ≤ .001). As in Experiment 3 and 4, there 
was no main effect of Specification (Fs < 1) and no interaction between Specification and 
Prime Type (F1(1,15) = 2.09, p = 0.169; F2(1,29) = 2.49, p = 0.125; minF(1, 37) = 1.14, 
p = 0.293). Thus, the decrease in priming, from unchanged to changed primes, was statisti-
cally similar for specified and underspecified cases. 
III.4.2.2 WORD-OFFSET 
Strong overall facilitation due to unchanged primes was obtained (100 ms). Phonological 
change at word-offset again reduced this facilitation due to identical primes by some 65 ms, 
as evident from the main effect of Prime Type (F1(1, 15) = 67.58, p < .001; 
F2(1, 27) = 84.78, p < .001; minF(1, 35) = 37.60, p ≤ .001). Though reduced, the facilitation 
due to changed primes compared to unrelated primes (36 ms) was significant (t1(15) = -5.41, 
p < .001, t2(28) = -3.44, p = .001; one-tailed). 
There was also a main effect of Specification, significant for participants 
(F1(1, 15) = 9.34, p = .008) and marginally significant by items (F2(1, 27) = 3.94, p = .057; 
minF(1, 416) = 2.77, p = 0.104). The size of the overall priming effect was much larger in the 
specified conditions (92 ms) than in the underspecified conditions (46 ms). Moreover, the 
interaction between Specification and Prime Type was significant in the F1 analysis 
(F1(1, 15) = 5.55, p = .032) and marginally significant by items (F2(1, 27) = 3.63, p = .068; 
minF(1, 41) = 2.19, p = 0.146). This interaction shows that the decrease in priming, from 
unchanged to changed, was larger in the specified condition (78 ms) than in the underspeci-
fied condition (51 ms).  
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III.4.3 DISCUSSION 
Different from picture naming, phonological change had a strong impact on priming when the 
task was lexical decision. We found large and robust facilitation with primes that were identi-
cal to the word targets, but obtained a severely reduced effect with changed primes. Still, sig-
nificant facilitation due to changed primes was found at word-offset, and this contrasts with 
the lack of such effects reported by Coenen et al. (2001). We will take up this issue in the 
General Discussion.  
There was a main effect of Specification at word-offset, with more priming for primes 
ending in specified segments than for primes with underspecified segments. Note that the bulk 
of this difference comes from the unchanged conditions: 131 ms facilitation from identical 
primes in the specified set, and only 71 ms in the underspecified set. A similar trend was 
present in Experiment 3, where the identical primes of the specified set induced some 30 ms 
more priming than those from the underspecified set. It is unclear why there is should be more 
identical priming in some conditions than in others, but ours is not the only study in which 
this is observed (cf. Bölte & Coenen, 2002; Sonnenstuhl, Eisenbeiss, & Clahsen, 1999). 
Only the results for word-offset changes, in particular, the interaction between 
specification and prime type, were compatible with underspecification, as was the case in 
Experiment 3. Changes of underspecified coronals affected the amount of facilitation to a 
lesser degree than changes of specified segments (labials and dorsals). We will come back to 
this issue in the general discussion.  
Given that one of the main aims of our study was to compare directly the impact of 
deviating stimuli in perception and production, we conducted a joint analysis of the data from 
Experiments 3 and 5.  
III.5 JOINT ANALYSIS OF EXPERIMENT 3 AND 5  
In the joint analysis on difference scores, again with separate analyses for word-onset and 
word-offset, we included Task (Picture-Word-Interference, Lexical Decision) as a factor. The 
factors Specification (specified, underspecified) and Prime/Distractor Type (unchanged vs. 
changed) served as within-subject factors and Task as between-subject factor in the ANOVAs 
on subjects. In the item analysis, Task and Prime/Distractor Type were within factors and 
Specification was a between factor. One participant and one item set were excluded from 
analysis because they attracted more than 15% errors. Also excluded were the three item sets 
with poor performance in the pre-test.  
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III.5.1 RESULTS  
III.5.1.1 WORD-ONSET 
Overall, changed primes/distractors produced less facilitation than identical primes (main 
effect Prime/Distractor Type: F1(1, 30) = 123.27, p ≤ .001; F2(1, 29) = 64.03, p ≤ .001; 
minF(1, 53) = 42.14, p ≤ .001). The observation that facilitation was less pronounced for 
cross-modal priming than for picture naming was corroborated by a main effect of Task 
(F1(1, 30) = 30.59, p < .001; F2(1, 29) = 31.78, p < .001; minF(1, 58) = 15.59, p ≤ .001). 
Task and Prime/Distractor Type interacted, confirming that change had a far larger impact in 
lexical decision than in naming (F1(1, 30) = 16.31, p < .001; F2(1, 29) = 26.37, p < .001; 
minF(1, 56) = 10.08, p = .002). As in the individual analyses, there was no main effect of 
Specification, and none of the other interactions reached significance.  
III.5.1.2 WORD-OFFSET 
Again, priming was less for changed than for identical stimuli (main effect of 
Prime/Distractor Type: F1(1, 30) = 83.05, p < .001; F2(1, 27) = 37.95, p < .001; minF(1, 
48) = 26.05, p ≤ .001). A main effect of Task confirmed the overall larger effects for picture 
naming than for lexical decision F1(1, 30) = 16.26, p < .001; F2(1, 27) = 35.56, p < .001; 
minF(1, 51) = 11.16, p = .002). As for word-onset, the interaction between Task and 
Prime/Distractor Type corroborated that change affected lexical decision more than picture 
naming (F1(1, 30) = 39.03, p < .001; F2(1, 27) = 22.51, p < .001; minF(1, 51) = 14.28, p ≤ 
.001). Importantly, as in the individual analyses, the significant interaction between Specifi-
cation and Prime/Distractor Type showed that change had a larger impact on specified than on 
underspecified item sets (F1(1, 30) = 18.63, p < .001; F2(1, 27) = 7.58, p = .01; minF(1, 
46) = 5.39, p = .025). The main effect of Specification, which was also evident in the lexical 
decision data, was significant by subjects (F1(1, 30) = 8.23, p = .007) but not by items 
(F2(1, 27) = 2.79, p = 0.106; minF(1, 43) = 2.08, p = 0.156). No other interaction reached 
significance.  
The analyses on the combined data confirm the differences that were visible between 
Experiment 3 and 5, and substantiated the pattern observed in both experiments. First, main 
effects and the relevant interactions corroborated the differences between the two tasks - 
larger overall effects in picture naming and a more substantial impact of change in lexical 
decision. Second, there was evidence for more overall priming for identical than for changed 
distractors/primes, as in the individual experiments. Third, whereas there was no effect of 
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specification for changes at word onset, there was a difference between specified and 
unspecified sets at word offset. This was further substantiated by an ANOVA on the data for 
the two experiments, with Position of Change (Word-onset, Word-offset) as factor. There was 
a three-way interaction between Prime/Distractor Type, Position of Change and Specification 
(F1(1, 30) = 34.07, p < .001; F2(1, 59) = 9.55, p = .003; minF(1, 83) = 7.46, p = .008). The 
Task factor did not modify this interaction. Thus, in production and perception, a difference 
between specified and unspecified segments was present only at word-offset.  
III.6 GENERAL DISCUSSION 
We presented data from three experiments using nearly identical materials but two different 
methods. In the first two experiments, participants had to name pictures while they heard 
phonologically related and unrelated distractors. In Experiment 3, participants heard the same 
auditory items but had to perform a lexical decision task on the picture names presented as 
printed words. The phonological relationship between targets and distractors/primes was 
varied to investigate the assumptions of radical underspecification.  
In the following, we first contrast our results for picture-word interference and cross-
modal priming to findings from previous studies that investigated the effects of phonemic 
change. We then relate the outcomes of both paradigms to assumptions of underspecification 
models. Finally, we discuss the similarities and differences between results from cross-modal 
priming and picture naming in the context of models of word production and comprehension.  
III.6.1 PRIMING AND EFFECTS OF ALTERATIONS 
With the picture-word interference paradigm, we found large facilitation effects for both 
identical word distractors and phonologically related pseudoword distractors. But changing a 
segment was not without costs. In Experiment 3, when the picture was presented 50 ms after 
the end of the spoken distractor, facilitation was reduced but still sizeable: 115 ms overall, 
compared to 141 with identical distractors. In Experiment 4, when picture presentation started 
much earlier, 100 ms after the onset of the distractor, facilitation was statistically the same for 
unchanged and changed distractors at word-onset.  
With cross-modal priming, we found robust facilitation (about 97 ms overall) due to 
identical word primes. Changes in the prime stimuli drastically reduced the priming effects to 
some 28 ms overall, which was still reliable. These results are consistent with the findings of 
Bölte & Coenen (2002), who also obtained facilitation for feature modification of word-initial 
segments, as well as a clear reduction of these effects relative to identical words. In contrast, 
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Coenen et al. (2001; see also Marslen-Wilson et al., 1995) found no facilitation at all for 
changed primes. These studies are not comparable to our study with respect to a host of fac-
tors, such as the type of changes implemented in the materials, the length of stimuli, their 
uniqueness points, or target repetition, all of which might have contributed to the observed 
differences. Yet, an important common fact is that changed primes substantially reduced the 
size of effects compared to identical ones. The larger impact of change in comprehension as 
compared to production was substantiated by the joint analyses of the data from Experiments 
3 and 5.  
III.6.2 UNDERSPECIFICATION  
Against the background of the stable priming effects just summarized, we now assess what 
the results can tell us about one of the main issues addressed in this study: the nature of pho-
nological representations. The theory put to test, radical underspecification, assumes repre-
sentations consisting of sets of features, with predictable, unmarked features not represented 
and thus underspecified (Archangeli, 1988; Kiparsky, 1982, 1985; Lahiri & Reetz, 2002). 
Therefore, we used underspecified and specified segments to investigate the impact of a 
place-of-articulation change. 
Across tasks and experiments, we observed a stable pattern regarding the effects of 
change, relative to unchanged distractors/primes that were identical to the target. First, the 
impact of a change was much more prominent in lexical decision than in picture-word 
interference. Second, underspecified and specified segments behaved alike in the production 
and comprehension task. Third, we found differential effects of change as a function of 
(under)specification only at word-offset, and again, independent of the paradigm used. 
Whereas changes at word onset were unaffected by specification, at word-offset, specified 
segments suffered more from change than underspecified segments. In picture-word interfer-
ence, facilitation was as large for distractors with changed underspecified segments as for 
unchanged distractor words.  
Given that facilitation due to the unchanged distractors/primes was not equal across 
conditions (effects ranging from 71 to 158 ms across conditions and experiments), the impact 
of change is best illustrated by looking at the reduction in priming in the changed conditions, 
relative to the unchanged distractors/primes. These differential scores are displayed in Figure 
3. A value close to zero indicates the same amount of priming for unchanged and changed 
distractors/primes, high values indicate large reductions in priming relative to the unchanged 
condition. Figure 3 illustrates what the joint analyses showed: An overall larger impact of 
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change in lexical decision than in naming, and an effect of specification only for word-final 
segments. This effect is the same in the two tasks.  
Figure 3: Reduction in effect size from unchanged to changed as a function of Task (Picture-Word 
Interference, Lexical Decision), Specification (underspecified vs. specified segment) and 
Position of Change (onset, offset) 
 
The word-offset data obtained with both tasks fit well with the assumptions from 
radical underspecification. Changing the place of articulation of coronals, which are 
underspecified for place, had virtually no impact in picture naming, whereas similar place 
changes of specified segments (labials and dorsals) clearly reduced the priming effect. The 
same asymmetry was observed in lexical decision, be it that priming was reduced overall (see 
Figure 3). This specification effect was observed in spite of the isolated presentation of the 
stimuli, which fits well with the fact that context plays no role in underspecification models. 
What is problematic for radical underspecification, however, is that (under)specification had 
no impact at word-onset. This violates the universality assumed for lexical representations, 
such that coronals are always underspecified for place, independent of their position in the 
word.  
Note that our data fit very well with what is indeed observed in the language: Speakers 
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assimilation (lean beef  *leam beef), they do not assimilate the place of articulation of 
consonants at word onset (steep nave  steep *mave; cf. Kohler, 1995; Wiese, 2000). 
Perhaps theories of underspecification should take into account what speakers actually 
produce and adapt their universality claim. Our data seem better explained within the 
framework of archiphonemic underspecification, which takes occurrence in alternating 
structures as a necessary condition for underspecified representations (1994; for similar 
assumptions see Itô et al., 1995; Wheeldon & Waksler, 2004). Predictable features are only 
underspecified if they are indeed (sometimes) altered, non-alternating features are fully 
specified. In German, coronals undergo assimilation in medial and final word positions, but 
not at word-onset (Kohler, 1995; Wiese, 2000). According to archiphonemic 
underspecification, coronals at word-onset are thus fully specified.  
III.6.3 REPRESENTATIONS IN PRODUCTION AND COMPREHENSION MODELS  
We finally turn to the fit of our data with respect to psycholinguistic models of word produc-
tion and comprehension. Looking at the effects on change illustrated in Figure 3, there is a 
striking similarity between production and comprehension tasks with respect to the impact of 
specification and of position in the word of the changed segment. There is also a remarkable 
difference: The comprehension task shows a far larger impact of deviations from the generic 
word form (the identical word) than the production task. In other words: the differences and 
commonalities between the perception and production tasks are best explained in terms of a 
main effect of Task, and an interaction between Prime/Distractor Type, Position of Change 
and Specification, exactly as was shown by the overall analysis
11
. How can we best explain 
these findings in terms of models of speaking and word recognition? 
Common to most models are lexical representations of word form, labeled lexemes in 
prominent production models (cf. Caramazza, 1997; Dell, 1986; Levelt, 1989; Levelt et al., 
1999). Also common are representations smaller than word forms, although models differ 
with respect to their number and nature: features, phonemic segments, diphones, and 
syllables. Models also differ with respect to which information is stored at lexical or sub-
lexical levels. While some models assume that featural information is part of the make-up of 
word-form representations (Friedrich et al., 2006; Lahiri & Reetz, 2002; Marslen-Wilson & 
Warren, 1994, for comprehension) others posit such information outside the lexicon (for 
                                                 
11 
Note that Prime/Distractor Type is not a factor in Figure 3, since the effects reported here are on the 
differences between identical and changed distractors.  
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comprehension: Gaskell, 2003; McClelland & Elman, 1986; Norris, 1994); (for production: 
Dell, 1986; Levelt et al., 1999; Goldrick & Rapp, 2007 for an overview).  
Our changed spoken primes / distractors activate representations smaller than word-
forms, many of which fit the word-form target relevant for the task at hand: picture naming or 
lexical decision. The fact that specification effects depended on the position of the change in 
the word implies that word forms are actively involved, because position is relevant for word 
forms, not for sub-lexical representations. By implication, such effects are lexical. The data 
from Figure 3 illustrate that these lexical effects are very similar for production and compre-
hension. In our view, they are best explained by phonological representations at a lexical level 
that are, in some sense, underspecified in that they are sensitive to variation as it occurs (with 
coronal segments) and where it occurs (at word offset) in the language. We see two possibili-
ties to model such effects. The simplest one is that these position-specific underspecified 
word forms are shared between perception and production. Another possibility is that percep-
tion and production have their own word forms. The word forms involved in perception are 
underspecified; the production word forms might be of a different make-up. Whenever the 
perception word forms are in a particular state of activation due to their goodness-of-fit with 
the input (the changed distractor), they transmit this activation pattern directly to the produc-
tion word forms, with which they are linked. Clearly, our data cannot decide between these 
two options.  
This leaves the main effect of task: larger effects in production than in comprehension. 
We present two perspectives to this issue, and there is evidence from elsewhere for both. A 
first explanation focuses on effects particular to speech production. In addition to the 
activation of the picture name resulting from comprehending the distractor, two production 
effects arise. First, the target word form evidently becomes activated by the picture‟s concept 
(and lemma). Second, the production process might receive a boost from the fact the spoken 
distractor activates its phonemic segments. All segments in the identical condition, and all but 
one segment in the changed conditions, are part of the picture‟s name. Thus, naming might 
well profit from the availability of these segments. In fact, many researchers believe that it is 
at this level of shared segments where priming by phonological distractors resides (Meyer & 
Schriefers, 1991; Roelofs, 1999; Schriefers, Meyer, & Levelt, 1990; Starreveld & La Heij, 
1996). These production-specific processes, in tandem or solo, can explain why picture 
naming shows larger effects than lexical decision. 
A second perspective focuses on processes particular to comprehension. In 
comprehension, selection occurs at the level of word forms, probably through competition 
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between activated word forms (Gaskell & Marslen-Wilson, 1997; Luce & Pisoni, 1998; 
Marslen-Wilson & Welsh, 1978; McClelland & Elman, 1986; Norris, 1994). It is at this level 
that it should be decided that we are hearing tent, not dent. Relevant for the crossmodal 
situation, some models assume amodal lexical representations, onto which visual and auditory 
input can be mapped (Lahiri & Marslen-Wilson, 1991; Marslen-Wilson, 1993; Marslen-
Wilson & Warren, 1994), others posit connections between visual and auditory word forms 
(Caramazza, 1997; Coltheart, Patterson, & Marshall, 1980). Our spoken stimuli can be 
mapped onto many different word forms, as with /*mest/ mapping onto Nest, Rest, Fest, Pest, 
Test, Mist, Mast, and Mett. This would certainly cause interference and competition in word 
selection and recognition. But it would not hamper the process of picture naming, because 
selection in speaking is more or less decided on the basis of conceptual and semantic 
information (Caramazza, 1997; Dell, 1986; Dell, Chang, & Griffin, 1999; Levelt et al., 1999).  
At current, we cannot decide between these possibilities, and it might well be that all 
of the above processes jointly contribute to the differences observed between perception and 
production. For our purposes it is more important that the overall results, and the support for 
(some form of) underspecification, are so similar in the two tasks. Given the similarities out-
lined above between the nature of word-from representations in comprehension and produc-
tion, and in view of the solid effects of phonological distractors, picture-word interference 
certainly is a useful tool to investigate phonological change, and the exact nature of form 





The objective of this dissertation is to test the assumptions of radical underspecification. In 
Chapter II (Experiment 1 and 2) and Chapter III (Experiments 3 to 5) I present five experi-
ments investigating the alteration of speech. In the first two experiments, assimilation of place 
and voice was explored in speech production. The recognition of alteration of place was 
examined in three experiments in chapter III. In the following, I will discuss the results of the 
experiments with respect to the five hypotheses (in italics) outlined in Chapter I.  
1) According to underspecification only underspecified segments can be assimilated but not 
specified segments. This prediction was tested with regard to assimilation of place of articula-
tion and voice in Dutch (Experiment 1) and German (Experiment 2). With respect to place of 
articulation, segments underspecified for place were more often assimilated than segments 
specified for place in Dutch. Nevertheless, segments specified for place of articulation were 
also altered to a considerable degree in Dutch, which refutes the assumptions of underspecifi-
cation. Analyzing only complete assimilations, place of articulation was not modified by 
Germans. Alterations of place, which resulted in an incomplete change, were found more 
often for specified segments in both languages.  
With regard to voice assimilation, underspecified voiceless obstruents were altered but 
to a far smaller degree than specified voiced obstruents in both Dutch and German. In sum, 
assimilation of place of articulation and voice is not limited to underspecified segments. 
Especially the data from voice assimilation are a challenge for underspecification. One 
solution for this problem is to assume that [+voice] is underspecified and [-voice] is specified 
in obstruents. Given that most phonemes are voiced in languages such as Dutch and German, 
[+voice] might be unmarked in all segments and not only in non-obstruents. From such a 
point of view, as far as voice is concerned, no distinction would be made between obstruents, 
which are always distinctive for voice, and other segments, such as vowels and sonorants, 
which are not distinctive for voice. However, in the next section I will argue that [+voice] is 
also very unlikely to be underspecified, even in sonorants. 
2) Assimilation can only occur in the context of segments (triggers) that are specified for a 
given feature. This was not the case in the data of Experiments 1 and 2. Nasals are assumed to 
be underspecified for voice, since voice is redundant information in sonorants. However, in 
Dutch, voiceless obstruents preceding nasals were realized as voiced to the same degree as 
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voiceless obstruents preceding voiced obstruents. In German, voicing of voiceless obstruents 
before nasals occurred even more often than before voiced obstruents. Given that nasals are 
effective triggers of voicing, nasals cannot be underspecified for voice.  
In addition, if [-voice] is underspecified in obstruents and thus not represented, voice-
less obstruents cannot trigger voicing. Hence, no voice assimilation in the context of voiceless 
obstruents is expected by the model of radical underspecification. Nevertheless, devoicing of 
voiced obstruents that followed voiceless obstruents was found frequently in Dutch and Ger-
man. Consequently, [-voice] is also specified in obstruents. 
3) Assimilation as a result of feature spreading should result in complete segment changes. 
This disagrees with the findings of Experiments 1 and 2, where in both languages, a great 
amount of incomplete assimilation was found with regard to place of articulation. Incomplete 
voice assimilation was also observed in German where fricatives were sometimes partly 
devoiced. 
4) Alteration of underspecified segments is expected to have less impact on word recognition 
than alteration of specified segments. This prediction was tested in Experiments 3 to 5 inves-
tigating the effect of modified distractors in picture-word interference and cross-modal prim-
ing. In accordance with this prediction, distractors in which underspecified segments were 
altered facilitated picture naming to the same degree as identical distractors. Nevertheless, 
distractors in which specified segments were altered yielded less facilitation than their 
unchanged counterparts. Similar results were found in cross-modal priming, where alterations 
of specified segments had a larger impact on the lexical decision than alterations of under-
specified segments.  
5) When underspecification concerns segments and not larger units, such as syllables, 
change of underspecified segments should be recognized independent of their position in a 
word. This prediction is not consistent with the data from Experiments 3 and 5. In both tasks 
(picture naming and lexical decision), alterations of underspecified segments were only more 
easily recognized than alterations of specified segments, if the change concerned word-off-
sets. Changes of place at word-onsets (which does not occur in German) influenced the 
word/pseudoword decision to the same degree, independent of the specification of the altered 
segment. Thus, these segments cannot be generally underspecified. 
In conclusion, the results of the speech production experiments (presented in Chapter 
II) refutes the assumptions of underspecification. It is true that the investigation of the recog-
nition of modified words (see Chapter III) yielded some evidence for the validity of model of 
radical underspecification. However, the data from Experiments 3 to 5 are better explained by 
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models that account for the experience of a listener with a given language, such as exemplar 
models (Bybee, 2000; Johnson, 1997; Pierrehumbert, 2000, 2001). Exemplar models, which 
were introduced in Chapter II, are also conducive to explaining the results of the speech pro-
duction experiments.  
Another advantage of exemplar models as apposed to underspecification is their prob-
abilistic background (see Chapter II for details). Underspecification refers to the abstract lexi-
cal representation of segments. If the actual realization of an utterance is created by the pho-
nological grammar, which is deterministic (Chomsky & Halle, 1968; Prince & Smolensky, 
1993) then rules or constraints that deal with abstract and underspecified representations 
should always result in the same surface form. Thus, underspecification cannot account for 




MATERIALS FOR EXPERIMENT 1 IN DUTCH 
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MATERIALS FOR EXPERIMENT 2 IN GERMAN 
APPENDIX B 
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MATERIALS FOR EXPERIMENTS 3 TO 5 
APPENDIX C 
target  unchanged changed  unrelated control 
KALB (calf) kalb *palb *talb *wanf 
KERZE (candle) kerze *perze *terze *lampfer 
KETTE (necklace) kette *pette *tette *balkol 
KORB (basket) korb *porb *torb *sans 
PELZ (fur) pelz *telz *kelz *wuch 
PILZ (mushroom) pilz *tilz *kilz *gach 
PALME (palm tree) palme *talme *kalme *wegel 
PUDEL (poodle) pudel *tudel *kudel *rauna 
TASCHE (bag) tasche *pasche *kasche *haukel 
TEE (tee) tee *pee *kee *jaub 
TEIG (dough) teig *peig *keig *fald 
TOAST (toast) toast *poast *koast *jarm 
TONNE (barrel) tonne *ponne *konne *wüssel 
TORTE (cake) torte *porte *korte *sarten 
TURM (tower) turm *purm  *kurm *reil 
TÜTE (bag) tüte *püte *küte *raumen 
MAIS (corn) mais *nais *ŋais *gild 
MAST (mast) mast *nast *ŋast *kerf 
MAUER (wall) mauer *nauer *ŋauer *berbe 
MAUS (mouse) maus *naus *ŋaus *rass 
MESSER  (knife) messer  *nesser *ŋesser *gaffe 
MOND (moon) mond *nond *ŋond *daul 
MÜCKE (mosquito) mücke *nücke *ŋücke *secher 
MÜHLE (mill) mühle *nühle *ŋühle *raby 
NAGEL (mail) nagel *magel *ŋagel *sote 
NAHT (seam) naht *maht *ŋaht *waum 
NAPF (small )dish napf *mapf *ŋapf *scherd 
NASE (nose) nase *mase *ŋase *sotel 
NEST (nest) nest *mest *ŋest *hacht 
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target  unchanged changed  unrelated control 
KALB (calf) kalb *palb *talb *wanf 
NETZ (net) netz *metz *ŋetz *rarg 
NONNE (nun) nonne *monne *ŋonne *kupe 
NUDEL (noodle) nudel *mudel *ŋudel *fame 
BESTECK (cutlery) besteck *bestepp *bestett *miege 
BLOCK (pad) block *blopp *blott *zweif 
ROCK (skirt) rock *ropp *rott *kelf 
STEAK (steak) steak *steap *steat *grief 
JEEP (jeep) jeep *jeet *jeek *liel 
MOP (mop) mop *mot *mok *raud 
SLIP (panties) slip *slit *slik *gleig 
ZYKLOP (Cyclops) zyklop *zyklot *zyklok *gabes 
BETT (bed) bett *bepp *beck *deif 
BLATT (leaf) blatt *blapp *black *krauf 
BEET (patch) beet *beep *beek *sanf 
BRAUT (bride) braut *braup *brauk *filg 
BRETT (board) brett *brepp *breck *greiŋ 
BROT (bread) brot *brop *brok *grag 
MAGNET (magnet) magnet *magnep *magnek *wurzes 
PAKET (package) paket *pakep *pakek *regas 
ATOM (atom) atom *aton *atoŋ *eisel 
STAMM (trunk) stamm *stann *staŋ *glar 
DOM (cathedral) dom *don *doŋ *sohs 
STROM (power) strom *stron *stroŋ *fluf 
GONG (gong) gong *gom *gon *ral 
RING (ring) ring *rim *rin *kos 
SPRUNG (jump) sprung *sprum *sprun *glech 
VORHANG (curtain) vorhang *vorham *vorhan *gewürl 
FÖN (hair dryer) fön *föm *föŋ *leisch 
HAHN (cock) hahn *hahm *hahŋ *felg 
KISSEN (cushion) kissen *kissem *kisseŋ *juwes 
SCHWEIN (pig) schwein *schweim *schweiŋ *schlar 
SPATEN (spade) spaten *spatem *spateŋ *hafed 
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target  unchanged changed  unrelated control 
KALB (calf) kalb *palb *talb *wanf 
STEIN (stone) stein *steim  *steiŋ *kreuf 
THRON (throne) thron *throm *throŋ *schmiel 
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Die Realisierung von Wörtern beim schnellen und informellen Sprechen kann zum Teil 
bedeutend von der kanonischen Form eines Wortes oder einer Phrase abweichen. So kann 
beispielsweise die Frage „Haben wir heute Mittwoch?“ als /hammaheub’mibwoch/ realisiert 
werden. Dabei werden Laute ausgelassen (Elision, z.B. hatten  /hatn/), eingefügt (Epen-
these, z.B. kannst  /kanntst/) oder an benachbarte Segmente angepasst (Assimilation, z.B. 
fünf  /fümf/).  
Solche Anpassungsphänomene wurden bisher vorwiegend in der Phonologie unter-
sucht. In den letzten Jahren nahm ihre Bedeutung in der psycholinguistischen Sprachverste-
hensforschung zu. Die traditionelle Phonologie konzentriert sich auf die systematische Erfas-
sung der Laute einer Sprache und der regelhaften Umstände ihres Auftretens. Zum Teil wer-
den diese Laut- und Regelsysteme aus Korpora der gesprochenen Sprache deskriptiv abgelei-
tet. Häufig werden sie aber auch erfasst indem Phonologen ihrem induktiven Sprachgefühl 
vertrauen (Kohler, 1995). Diese beiden Prozeduren liefern allerdings keine Ergebnisse dazu, 
wie häufig lautliche Anpassungen unter bestimmten Bedingungen tatsächlich produziert wer-
den. Selbst intensiv beschriebene Anpassungsphänomene besitzen nur eine geringe Relevanz, 
wenn sie äußerst selten auftreten. Sprachwahrnehmungstheorien müssen sich der Frage stel-
len, wie Hörer mit lautlichen Abweichungen umgehen um deren Inhalt zu erkennen.  
Im Rahmen der psycholinguistischen Sprachverstehensforschung wurde dem Modell 
der Unterspezifikation in den letzten Jahren etliche Bedeutung beigemessen. Nach den 
Annahmen dieses Modells sind Wörter anhand von unterspezifizierten Segmenten lexikal 
repräsentiert. Nur unterspezifizierte Laute dürfen verändert (assimiliert) werden (in der 
Sprachproduktion), bzw. nur Veränderungen unterspezifizierter Laute werden als lautliche 
Abweichungen erkannt (Sprachwahrnehmung).  
In dieser Dissertation wurden die Vorhersagen des Modells der Unterspezifikation in 
der Sprachproduktion (Experimente 1 und 2, siehe Kapitel II) und der Sprachwahrnehmung 
(Experimente 3 bis 5, siehe Kapitel III) getestet.  
In den Experimenten 1 und 2 wurde untersucht, welche Anpassungsarten wie häufig 
auftreten und welche Bedingungen Lautanpassungen begünstigen oder erschweren. Zwei 
Phänomene – Assimilation des Artikulationsortes und der Stimmhaftigkeit – wurden unter 
experimentellen Bedingungen systematisch für niederländisch und deutsch erforscht.  
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Die Ergebnisse der Sprachproduktionsexperimente zeigen, dass eine deskriptive 
Beschreibung der Phänomene nicht hinreichend ist, um die tatsächliche Variation in der Spra-
che abzubilden. Signifikante Lautvariationen wurden auch unter Bedingungen gefunden, die 
bisher nicht beschrieben wurden, z.B. Ortsassimilation von Plosiven im Niederländischen. 
Außerdem zeigte sich nur eingeschränkte Evidenz für Phänomene, die in der Phonologie 
bereits berichtet wurden, z.B. Ortsassimilation im Deutschen. 
Entgegen den Annahmen des Modells der Unterspezifikation wurden auch spezifi-
zierte Laute assimiliert. Veränderungen der Stimmhaftigkeit traten sogar häufiger bei spezifi-
zierten als bei den, von dem Modell vorhergesagten, unterspezifizierten Merkmalen auf. 
Im dritten Kapitel der Dissertation wurde untersucht wie Hörer mit Abweichungen 
umgehen. Hier gibt es bereits psycholinguistische Studien, deren Ergebnisse allerdings sehr 
widersprüchlich sind. Es wurden drei Experimente durchgeführt, bei denen der Artikulations-
ort manipuliert wurde. Mit Hilfe des Bild-Wort-Interferenz Paradigmas wurde untersucht, wie 
sich veränderte phonologisch verwandte auditive Distraktoren (z.B. /kurm/) auf die Benen-
nungslatenzen von Bildern (z.B. TURM) auswirken. Die gleichen auditiven Distraktoren wur-
den als Primes in einem cross-modal-priming Experiment verwendet, dem primären Para-
digma bisheriger Forschungsarbeiten. Im Einklang mit dem Modell der Unterspezifikation 
wirkten sich Veränderungen spezifizierter Laute stärker aus als Veränderungen unterspezifi-
zierter Laute. Allerdings wurde dies nur für Veränderungen am Wortende gefunden, wo Va-
riationen des Artikulationsortes im Sprachgebrauch auftreten. Dies gilt nicht für Manipulatio-
nen des Wortanfangs, was das Modell der Unterspezifikation nicht erklären kann. 
Zusammenfassend lässt sich sagen, dass das Modell der Unterspezifikation die Ergeb-
nisse der Sprachverstehensexperimente (Experimente 3 bis 5 in Kapitel III) nicht vollständig 
erklären kann. Die Daten aus den Sprachproduktionsexperimenten (Experimente 1 und 2 in 
Kapitel II) widersprechen den aus dem Modell der Unterspezifikation abgeleiteten Vorhersa-
gen. Einen alternativen Erklärungsansatz für die gefundenen Ergebnisse bieten Exemplarmo-
delle (z.B. Pierrehumbert, 2001, 2002, für mehr Details siehe Kapitel II). Der Vorteil dieser 
Modelle zum Verstehen von Sprachvariation liegt in der Einbeziehung von Erfahrungen der 
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