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Abstract
We present and analyze an unconditionally energy stable and convergent finite difference
scheme for the Functionalized Cahn-Hilliard equation. One key difficulty associated with the
energy stability is based on the fact that one nonlinear energy functional term in the expansion
appears as non-convex, non-concave. To overcome this subtle difficulty, we add two auxiliary
terms to make the combined term convex, which in turns yields a convex-concave decomposition
of the physical energy. As a result, an application of the convex splitting methodology assures
both the unique solvability and the unconditional energy stability of the proposed numerical
scheme. To deal with a 4-Laplacian solver in an H−1 gradient flow at each time step, we apply an
efficient preconditioned steepest descent algorithm to solve the corresponding nonlinear systems.
In addition, a global in time H2per stability of the numerical scheme is established at a theoretical
level, which in turn ensures the full order convergence analysis of the scheme. A few numerical
results are presented, which confirm the stability and accuracy of the proposed numerical scheme.
Keywords: Functionalized Cahn-Hilliard equation, finite difference method, stability, conver-
gence analysis, preconditioned steepest descent solver
AMS Subject Classification: 35K35, 35K55, 65M06, 65M12
1 Introduction
The Functionalized Cahn-Hilliard (FCH) model was first derived to describe phase separation of
an amphiphilic mixture in [23]. More recent work may be found in [13, 16, 21, 22, 31, 32], where, in
particular, the FCH equations were extended to describe membrane bilayers [13, 16], membranes
and networks undergoing pearling bifurcations [32, 16], the formation of pore-like and micelle
network structures [21, 22, 32]. Consider the standard Cahn-Hilliard (CH) energy [1, 5, 6] given by
F0(φ) =
∫
Ω
{
1
4
φ4 − 1
2
φ2 +
ε2
2
∣∣∣∇φ∣∣∣2} dx, (1.1)
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with Ω ⊂ RD, D = 2 or 3. The phase variable φ : Ω → R is the concentration field, and ε is
the width of interface. We assume that Ω = (0, Lx) × (0, Ly) × (0, Lz) and φ is Ω-periodic. The
Cahn-Hillard chemical potential becomes
µ0 := δφF0 = φ3 − φ− ε2∆φ, (1.2)
where δφ denotes the variational derivative with respect to φ. Herein we consider a dimensionless
energy of a binary mixture:
F(φ) = ε
−2
2
∫
Ω
µ20dx− ηF0(φ), (1.3)
where η is a parameter. When η > 0 and η < 0, (1.3) represents the FCH energy [16, 27, 31] and
the Cahn-Hilliard-Willmore (CHW) energy [34, 35, 39], respectively. Furthermore, (1.3) represents
the strong FCH energy when η = ε−1 and weak FCH energy when η = 1 [16]. By the definition of
CH energy in (1.1) and chemical potential in (1.2), we have
µ := δφF = 3ε−2φ5 −
(
4ε−2 + η
)
φ3 +
(
ε−2 + η
)
φ+ ε2∆2φ+
(
2 + ηε2
)
∆φ
+ 6φ |∇φ|2 − 6∇ · (φ2∇φ) . (1.4)
The conserved H−1 gradient flow [16, 30, 31] is given by
∂tφ = ∇ · (M(φ)∇µ) , (1.5)
where M(φ) > 0 is a diffusion mobility.
The FCH equation (1.5) is a sixth-order, highly nonlinear parabolic equation. Numerical approx-
imation of (1.5) is very challenging because of the high derivative order and the high nonlinearity.
One of the biggest challenges is to overcome the numerical stiffness encountered with time-space
discretization. Roughly speaking, since the equation is sixth-order parabolic, an explicit numerical
scheme is expected to encounter a severe CFL condition: s ≤ Ch6, with s and h the time and space
step sizes. On the other hand, a fully implicit scheme, such as the backward Euler method, may
still be only conditionally stable, and, very likely, will only be conditionally solvable. Ideally, one
would like a scheme that preserves some of the time-invariant quantities of the PDE, such as mass
conservation and the energy dissipation rate. The first invariant is easily maintained, while the
second one is a major challenge. Often, one attempts only to design a scheme that will dissipate the
free energy at the numerical level, without directly controlling the rate of dissipation. In particular,
one wants F(φk+1) ≤ F(φk), where φk is the approximated phase variable at time step k, given
some mild CFL condition, or no CFL condition whatever. The energy dissipativity imparts some
stability notion for the PDE and the numerical method, as we will see. If F(φk+1) ≤ F(φk), for all
k ≥ 1, with no condition on the time step size, we say that the scheme is unconditionally strongly
energy stable. Finally, for large-scale calculations in practice, novel efficient numerical linear and
nonlinear solvers have to be carefully developed. We will address this issue in the paper as well.
There have been a few previous works on the numerical approximation of the FCH equation. In
[7], Chen et al. presented an efficient linear, first-order (in time) spectral-Galerkin method for the
FCH equation. Their scheme, which utilized linear stabilization terms, is unconditionally solvable,
but not necessary energy stable. Jones studied a semi-implicit numerical scheme for the FCH
equation in his PhD thesis [30]. He proved the energy stability of his scheme but not the unique
solvability. In a more recent work, [12], fully implicit schemes with pseudo-spectral approximation
in space for the FCH equation are proposed. While the authors of [12] proved neither energy
stability nor solvability, they did carry out several tests to show the accuracy and efficiency of their
methods. In another work [25], Guo et al. presented a local liscontinuous Galerkin (LDG) method
2
to overcome the difficulty associated with the higher order spatial derivatives. Energy stability
was established for the semi-discrete (time-continuous) scheme. Their fully discrete scheme was
based on the time discretization in [7]. In [38] the authors developed a Runge-Kutta exponential
time integration (EKR) method for the diffuse Willmore flow, an equation that is closely related
to the FCH and CHW models (1.5). This method works well when M ≡ 1, but may need to be
significantly modified otherwise. It enables one to generate high-order single-step methods, which
have a significant advantage over multistep methods when the time step changes adaptively. To
our knowledge, there has been no rigorous convergence analysis for the FCH model in the existing
literature.
In this paper we propose and analyze an efficient computational scheme for solving the FCH
equation primarily, though the theory will be applicable to the CHW equation as well. We use the
convex splitting method, which treats that part of the chemical potential µ coming from the convex
part implicitly in the time discretization, and that coming from the concave part, explicitly. It has
been a popular approach for gradient flows, since it ensures the unique solvability and unconditional
stability; see the related works [2, 3, 8, 9, 10, 14, 15, 24, 28, 33, 37, 36, 40] for a wide class of phase
field models. For the FCH equation (1.5), the key difficulty is that the energy does not have a
straightforward convex-concave splitting. To overcome this difficulty, we add and subtract a non-
trivial auxiliary term in the energy functional. Subsequently, a convex-concave decomposition for
the FCH energy is available, and the first-order-in-time convex-splitting scheme is automatically
available; both the unique solvability and unconditional energy stability follow immediately.
As a result of the proposed numerical scheme, a 4-Laplacian term has to be solved in an H−1
gradient flow at each time step in the finite difference approximation, which turns out to be very
challenging. We apply a preconditioned steepest descent (PSD) solver, recently proposed and
analyzed in [18], to solve the nonlinear system. The main idea is to use a linearized version of
the nonlinear operator as a pre-conditioner, or in other words, as a metric for choosing the search
direction. The convexity of the nonlinear energy functional assures the geometric convergence the
PSD iteration sequence. In practice, only few constant-coefficient Poisson-like equations need to be
solved at each iteration stage, which greatly improves the numerical efficiency over Newton-type
methods.
On the theoretical side, we also present a global in time H2per stability of the numerical scheme.
This uniform in time bound enables us to derive the full order convergence analysis, with first
order temporal accuracy and second order spatial accuracy. In addition, such a convergence is
unconditional, without any requirement between the time step size s and the spatial mesh h. To
the authors’ knowledge, this is the first such theoretical result for the FCH/CHW model.
This article is organized as follows. In Section 2 we describe the convex-splitting framework
with auxiliary terms and the global in time H2per stability of the numerical scheme. In Section 3
we present the main results of our analysis, including the consistency, stability and convergence of
our scheme. The finite difference approximation is outlined in Section 4, and the preconditioned
steepest descent solver is formulated in 5. Subsequently, a few numerical results are presented in
Section 6, respectively. Finally, we give some concluding remarks and some future work in Section 7.
2 The first order convex splitting scheme
2.1 Some preliminaries
For simplicity of presentation, we denote (·, ·) as the standard L2 inner product and ‖ · ‖ as the
standard L2 norm. We use the notation H−1per(Ω) =
(
H1per(Ω)
)∗
, and 〈 · , · 〉 is the duality paring
between H−1per(Ω) and H1per(Ω). To define an energy for this system we need a norm on a subspace
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of H−1per(Ω). With L˚2(Ω) denoting those function in L2(Ω) with zero mean, we set
H˚1per(Ω) = H
1
per(Ω) ∩ L˚2(Ω), H˚−1per(Ω) :=
{
v ∈ H−1per(Ω)
∣∣ 〈v, 1〉 = 0} . (2.1)
Next, we define a linear operator T : H˚−1per(Ω) → H˚1per(Ω) via the following variational problem:
given ζ ∈ H˚−1per(Ω), find T(ζ) ∈ H˚1per(Ω) such that
(∇T(ζ),∇χ) = 〈ζ, χ〉, ∀χ ∈ H˚1per(Ω). (2.2)
T is well-defined, as guaranteed by the Riesz Representation Theorem. The following facts can be
easily established [14, 18].
Lemma 2.1. Let ζ, ξ ∈ H˚−1per(Ω) and, for such functions, we set
(ζ, ξ)H˚−1per := (∇T(ζ),∇T(ξ)) = 〈ζ,T(ξ)〉 = 〈ξ,T(ζ)〉. (2.3)
Then, ( · , · )H˚−1per defines an inner product on H˚−1per(Ω), and the induced norm is equivalent to (in
fact, equal to) the operator norm:
‖ζ‖H˚−1per :=
√
(ζ, ζ)H˚−1per = sup
06=χ∈H˚1per
〈ζ, χ〉
‖∇χ‖ . (2.4)
Consequently, we have |〈ζ, χ〉| ≤ ‖ζ‖H˚−1per ‖∇χ‖, for all χ ∈ H1per(Ω) and ζ ∈ H˚−1per(Ω). Furthermore,
for all ζ ∈ L˚2(Ω), we have the Poincare´ type inequality: ‖ζ‖H˚−1per ≤ C ‖ζ‖, for some C > 0.
2.2 The convex-concave energy decomposition with auxiliary terms
For any φ ∈ H2per(Ω), the FCH energy in (1.3) may be expanded as
F(φ) = ε
−2
2
‖φ‖6L6 −
(
ε−2 +
η
4
)
‖φ‖4L4 +
(
ε−2
2
+
η
2
)
‖φ‖2 + ε
2
2
‖∆φ‖2
−
(
1 +
ηε2
2
)
‖∇φ‖2 + 3
∫
Ω
φ2 |∇φ|2 dx. (2.5)
Unlike the energies for the AC [19], CH [2, 15, 17, 20, 24], Phase Field Crystal (PFC) [3, 28, 37, 40],
epitaxial thin [8, 10, 33, 36] equations, the convex splitting idea cannot be directly applied to the
FCH energy (1.3). The main difficulty is associated with the last term in (2.5),
G(φ) :=
∫
Ω
3φ2 |∇φ|2 dx, (2.6)
which is neither convex nor concave. To overcome this difficulty, we perform a careful analysis for
the following energy functional:
H(φ) :=
∫
Ω
(
A(φ4 + |∇φ|4) + 3φ2 |∇φ|2
)
dx. (2.7)
Lemma 2.2. H : W 1,4per(Ω)→ R is convex provided that A ≥ 1.
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Proof. We denote g(φ) := 3φ2 |∇φ|2 and h(φ) := A(φ4 + |∇φ|4) + g(φ), so that G(φ) = ∫Ω g(φ) dx
and H(φ) = ∫Ω h(φ) dx. Based on the pointwise inequalities,(
φ1 + φ2
2
)2
≤ φ
2
1 + φ
2
2
2
,
∣∣∣∣∇(φ1 + φ22
)∣∣∣∣2 ≤ |∇φ1|2 + |∇φ2|22 , ∀φ1, φ2,
which come from the convexity of q2(x) = x
2 and r2(x) = x · x, we find that
g
(
φ1 + φ2
2
)
= 3
(
φ1 + φ2
2
)2 ∣∣∣∣∇(φ1 + φ22
)∣∣∣∣2 ≤ 3φ21 + φ222 · |∇φ1|2 + |∇φ2|22 .
A careful comparison with g(φ1)+g(φ2)2 =
3φ21|∇φ1|2+3φ22|∇φ2|2
2 shows that
g(φ1) + g(φ2)
2
− g
(
φ1 + φ2
2
)
≥ 3(φ
2
1 − φ22)(|∇φ1|2 − |∇φ2|2)
4
≥ −3
8
(
(φ21 − φ22)2 + (|∇φ1|2 − |∇φ2|2)2
)
. (2.8)
Meanwhile, the convexity of q4(x) = x
4 and r4(x) = |x|4 indicates the following inequalities:
φ41 + φ
4
2
2
−
(
φ1 + φ2
2
)4
≥ 3
8
(φ41 + φ
4
2 − 2φ21φ22) =
3
8
(φ21 − φ22)2, (2.9)
and
|∇φ1|4 + |∇φ2|4
2
−
∣∣∣∣∇(φ1 + φ22
)∣∣∣∣4 ≥ 38(|∇φ1|4 + |∇φ2|4 − 2|∇φ1|2 · |∇φ2|2)
=
3
8
(|∇φ1|2 − |∇φ2|2)2. (2.10)
A combination of (2.8), (2.9) and (2.10) implies that
h(φ1) + h(φ2)
2
− h
(
φ1 + φ2
2
)
≥ 0, ∀φ1, φ2,
provided that A ≥ 1. As a result, an integration over Ω leads to the following fact:
H(φ1) +H(φ2)
2
−H
(
φ1 + φ2
2
)
≥ 0, ∀φ1, φ2, if A ≥ 1.
The convexity of H is assured under the condition A ≥ 1.
Corollary 2.3. The energy F : H2per(Ω) → R possesses a convex splitting over H2per(Ω). In
particular,
F(φ) = Fc(φ)−Fe(φ), (2.11)
with
Fc(φ) :=
∫
Ω
{
ε−2
2
φ6 +
(
ε−2
2
+
η
2
)
φ2 +
ε2
2
(∆φ)2 + A(φ4 + |∇φ|4) + 3φ2 |∇φ|2
}
dx, (2.12)
and
Fe(φ) :=
∫
Ω
{(
−2 +
η
4
)
φ4 +
(
1 +
ηε2
2
)
|∇φ|2 +A(φ4 + |∇φ|4)
}
dx, (2.13)
where both Fc,Fe : H2per(Ω)→ R are strictly convex provided A ≥ 1.
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We recall the following proposition from [40]:
Proposition 2.4. Suppose that φ, ψ ∈ H4per(Ω) and that F admits a (not necessarily unique)
convex splitting into F = Fc −Fe then
F(φ)−F(ψ) ≤ (δφFc(φ)− δφFe(ψ), φ− ψ) . (2.14)
If φ, ψ ∈ H2per(Ω) only, then (2.14) can be interpreted in the weak sense.
2.3 The first order convex splitting scheme
Based on the convex-concave decomposition in (2.12) and (2.13) for the physical energy F(φ), we
consider the following semi-implicit, first-order-in-time, convex splitting scheme:
φk+1 − φk = s∇ ·
(
M(φk)∇µ˜
)
, µ˜
(
φk+1, φk
)
:= δφFc(φk+1)− δφFe(φk), (2.15)
where, precisely,
µ˜
(
φk+1, φk
)
= 3ε−2(φk+1)5 + 4A(φk+1)3 + (ε−2 + η)φk+1 + ε2∆2φk+1
+ 6φk+1
∣∣∣∇φk+1∣∣∣2 − 6∇ · ((φk+1)2∇φk+1)− 4A∇ · (|∇φk+1|2∇φk+1) (2.16)
− (4ε−2 + η)(φk)3 + (2 + ηε2)∆φk − 4A(φk)3 + 4A∇ ·
(
|∇φk|2∇φk
)
.
The scheme may be expressed in a weak form as follows: find the pair (φ, µ) ∈ H2per(Ω)×H1per(Ω)
such that
(φ, ν) + s(M∇µ,∇ν) = (g, ν), (2.17)(
3ε−2φ5 + 4Aφ3 + (ε−2 + η)φ, ψ
)
+ ε2(∆φ,∆ψ) + 6(φ |∇φ|2 , ψ) (2.18)
+6
(
φ2∇φ,∇ψ)+ 4A (|∇φ|2∇φ,∇ψ)− (µ, ψ) = (f, ψ), (2.19)
where g = φk, M = M(φk), and
f = δφFe(φk) = (4ε−2 + η)(φk)3 − (2 + ηε2)∆φk + 4A(φk)3 − 4A∇ ·
(
|∇φk|2∇φk
)
.
Observe that, if φk ∈ H2per(Ω) is given, we have g, f ∈ L2per(Ω) = L2(Ω).
Theorem 2.5. The convex splitting scheme (2.15) is uniquely solvable and unconditionally energy
stable: F(φk+1) ≤ F(φk). In particular, if φk ∈ H2per(Ω), then φk+1 ∈ H2per(Ω).
Proof. The existence and unique solvability follows from standard convexity analyses. For the
stability, let φ = φk+1 and ψ = φk in (2.14) to find
F(φk+1)−F(φk) ≤
(
δφFc(φk+1)− δφFe(φk), φk+1 − φk
)
= s
(
µ˜,∇ ·
(
M(φk)∇µ˜
))
= −s
(
∇µ˜,M(φk)∇µ˜
)
≤ 0,
where we have interpreted the right-hand-side of (2.14) in the weak sense.
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2.4 Global-in-time H2per stability of the numerical scheme
For simplicity, we will take the mobility M ≡ 1 in the remainder of the paper.
Lemma 2.6. There are constants C0, C1 > 0 such that, for all φ ∈ H2per(Ω),
ε−2
6
‖φ‖6L6 + C0ε2 ‖φ‖2H2per ≤ F(φ) + C1. (2.20)
Proof. For the concave diffusion term in (2.5), an application of Cauchy’s inequality shows that
‖∇φ‖2 =
∫
Ω
φ ·∆φdx ≤ ‖φ‖ · ‖∆φ‖ ≤ ε
2
4(1 + ηε
2
2 )
‖∆φ‖2 + 1 +
ηε2
2
ε2
‖φ‖2 , ∀ η > 0. (2.21)
Then we obtain
(1 +
ηε2
2
) ‖∇φ‖2 ≤ ε
2
4
‖∆φ‖2 + C2 ‖φ‖2 , (2.22)
with C2 := (1 +
ηε2
2 )
2ε−2 = O(ε−2). Applications of Ho¨lder’s inequality imply that
‖φ‖L6 ≥
1
|Ω|1/12 ‖φ‖L4 , ‖φ‖L6 ≥
1
|Ω|1/3 ‖φ‖ .
Now, define C3 := C2 −
(
ε−2
2 +
η
2
)
+ 1 > 0; we note that C3 = O(ε
−2). As a consequence of the
last two inequalities, we get
1
6
‖φ‖6L6 ≥
1
6|Ω|1/2 ‖φ‖
6
L4 ≥ (1 +
ηε2
4
) ‖φ‖4L4 − C4, (2.23)
1
6
‖φ‖6L6 ≥
1
6|Ω|2 ‖φ‖
6 ≥ ε2C3 ‖φ‖2 − C5, (2.24)
for some constants C4, C5 > 0, which are of order 1, where Young’s inequality was repeated applied.
Therefore, a combination of (2.5), (2.22), (2.23) and (2.24) yields
F(φ) ≥ ε
−2
6
‖φ‖6L6 + ‖φ‖2 +
ε2
4
‖∆φ‖2 − C1,
≥ ε
−2
6
‖φ‖6L6 + C0ε2 ‖φ‖2H2per − C1, (2.25)
where C1 := ε
−2 (C4 + C5) = O(ε−2) and the elliptic regularity estimate ‖φ‖2H2 ≤ C0(‖φ‖2+‖∆φ‖2)
was applied in the second step.
Corollary 2.7. Suppose that φ0 ∈ H2per(Ω). For any positive integer k, we have∥∥∥φk∥∥∥
H2per
≤ C6 := F(φ
0) + C1
C0ε2
. (2.26)
Proof. The unconditional energy stability in Theorem 2.5 implies that, for any positive integer k,
F(φk) ≤ F(φ0). (2.27)
A combination of (2.20) and (2.27) yields the result.
Remark 2.8. Note that the constant C6 is independent of k and s, but does depends on ε. In
particular, C6 = O(ε
−4).
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3 Convergence analysis
3.1 Main result
The convergence result is stated in the following theorem. The following regularity classes are
introduced:
R1 = C2([0, T ];C0per(Ω)) ∩ C1([0, T ];C4per(Ω)) ∩ L∞([0, T ];C6per(Ω)), (3.1)
R2 = C2([0, T ];C0per(Ω)) ∩ C1([0, T ];C4per(Ω)) ∩ L∞([0, T ];C8per(Ω)). (3.2)
Theorem 3.1. Let Φ ∈ R1 be the exact periodic solution of the FCH equation (1.5) with the initial
data Φ(0) = φ0 ∈ H2per(Ω). Suppose φ is the space-continuous numerical solution of (2.15). Then
the following error estimate is valid:
‖Φ− φ‖`∞(0,T ;H˚−1per) + ‖Φ− φ‖`2(0,T ;H2per) ≤ Cs, (3.3)
where the constant C > 0 depends only on the regularity of the exact solution.
3.2 Proof of the main result
3.2.1 Consistency analysis
Define Φk = Φ( · , tk). A detailed Taylor expansion implies the following truncation error:
Φk+1 − Φk
s
= ∆
(
3ε−2(Φk+1)5 − (4ε−2 + η)(Φk)3 + (ε−2 + η)Φk+1 + ε2∆2Φk+1
+(2 + ηε2)∆Φk + 6Φk+1
∣∣∣∇Φk+1∣∣∣2 − 6∇ · ((Φk+1)2∇Φk+1)
+4A(Φk+1)3 − 4A∇ ·
(
|∇Φk+1|2∇Φk+1
)
(3.4)
−4A(Φk)3 + 4A∇ ·
(
|∇Φk|2∇Φk
))
+ τk,
with
∥∥τk∥∥ ≤ Cs . Consequently, with an introduction of the error function
ek = Φk − φk, ∀ k ≥ 0, (3.5)
we get the following evolutionary equation, by subtracting (2.16) from (3.4):
ek+1 − ek
s
= ∆
(
3ε−2
(
(Φk+1)4 + (Φk+1)3φk+1 + (Φk+1)2(φk+1)2 + Φk+1(φk+1)3 + (φk+1)4
)
ek+1
−(4ε−2 + η + 4A)
(
(Φk)2 + Φkφk + (φk)2
)
ek + (ε−2 + η)ek+1 + ε2∆2ek+1
+(2 + ηε2)∆ek + 6ek+1
∣∣∣∇Φk+1∣∣∣2 + 6φk+1 (∇(Φk+1 + φk+1) · ∇ek+1)
−6∇ ·
(
(Φk+1 + φk+1)ek+1∇Φk+1 + (φk+1)2∇ek+1
)
+4A(
(
(Φk+1)2 + Φk+1φk+1 + (φk+1)2
)
ek+1
−4A∇ ·
(
(∇(Φk+1 + φk+1) · ∇ek+1)∇Φk+1 + |∇φk+1|2∇ek+1
)
8
+4A∇ ·
(
(∇(Φk + φk) · ∇ek)∇Φk + |∇φk|2∇ek
))
+ τk. (3.6)
In addition, from the PDE analysis for the FCH equation and the global in time H2per stability
(2.26) for the numerical solution, we also get the L∞, W 1,6 and H2per bounds for both the exact
solution and numerical solution, uniform in time:
‖Φk‖L∞ , ‖Φk‖W 1,6 , ‖Φk‖H2per ≤ C7, ‖φk‖L∞ , ‖φk‖W 1,6 , ‖φk‖H2per ≤ C7, ∀ k ≥ 0, (3.7)
where the 3-D embeddings of H2per into L
∞ and into W 1,6 have been applied. Also note that C7
and C8 are time independent constants, that depend on ε as O(ε
−4).
3.2.2 Stability and convergence analysis
First, we recall that the exact solution to the FCH equation (1.5) is mass conservative:∫
Ω
Φ(x, t) dx ≡
∫
Ω
Φ(x, 0) dx, ∀t > 0.
On the other hand, the numerical solution (2.15) is also mass conservative. In turn, we conclude
that the numerical error function ek ∈ H˚2per(Ω):
ek :=
∫
Ω
ek dx =
∫
Ω
e0 = 0, since e0 ≡ 0.
Consequently, we define ψk := (−∆)−1ek ∈ H˚−1per(Ω) as
−∆ψk = ek, with
∫
Ω
ψk dx = 0.
Define Ii, i = 1, · · · , 10 by
I1 : = −6ε−2s
∫
Ω
(
(Φk+1)4 + (Φk+1)3φk+1 + (Φk+1)2(φk+1)2
+Φk+1(φk+1)3 + (φk+1)4
) ∣∣∣ek+1∣∣∣2 dx,
I2 : = −8As
∫
Ω
(
(Φk+1)2 + Φk+1φk+1 + (φk+1)2
) ∣∣∣ek+1∣∣∣2 dx,
I3 : = 2(2 + ηε
2)s(∇ek,∇ek+1),
I4 : = 2(4ε
−2 + η + 4A)s
∫
Ω
(
(Φk)2 + Φkφk + (φk)2
)
ekek+1dx,
I5 : = −12s
∫
Ω
|∇Φk+1|2(ek+1)2dx,
I6 : = −12s
∫
Ω
φk+1
(
∇(Φk+1 + φk+1) · ∇ek+1
)
ek+1dx,
I7 : = −12s
(
(Φk+1 + φk+1)ek+1∇Φk+1 + (φk+1)2∇ek+1,∇ek+1
)
,
I8 : = −8As
(
(∇(Φk+1 + φk+1) · ∇ek+1)∇Φk+1 + |∇φk+1|2∇ek+1,∇ek+1
)
,
I9 : = 8As
(
(∇(Φk + φk) · ∇ek)∇Φk + |∇φk|2∇ek,∇ek+1
)
,
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I10 : = −2s(τk, ek+1).
Therefore, taking an L2 inner product with the numerical error equation (3.6) by 2ψk gives
‖ek+1‖2
H˚−1per
− ‖ek‖2
H˚−1per
+ ‖ek+1 − ek‖2
H˚−1per
+ 2(ε−2 + η)s‖ek+1‖2 + 2ε2s‖∆ek+1‖2 =
10∑
i=1
Ii, (3.8)
where integration-by-parts has been repeatedly applied.
The local truncation error term I10 can be bounded by the Cauchy inequality:
− 2(τk, ek+1) ≤ 2‖τk‖ · ‖ek+1‖ ≤ ‖τk‖2 + ‖ek+1‖2. (3.9)
Meanwhile, an application of weighted Sobolev inequality shows that
‖ek+1‖ ≤ C8‖ek+1‖2/3H˚−1per · ‖e
k+1‖1/3
H˚2per
≤ C9‖ek+1‖2/3H˚−1per · ‖∆e
k+1‖1/3, (3.10)
where a standard estimate of elliptic regularity was applied at the second step, considering the fact
that ek+1 = 0. Subsequently, an application of Young’s inequality gives
‖ek+1‖2 ≤ C10ε−1‖ek+1‖2H˚−1per +
ε2
8
‖∆ek+1‖2,
and its combination with (3.9) yields
− 2(τk, ek+1) ≤ ‖τk‖2 + C10ε−1‖ek+1‖2H˚−1per +
ε2
8
‖∆ek+1‖2. (3.11)
The first integral term I1 turns out to be non-positive,
I1 ≤ 0, (3.12)
due to the fact that
(Φk+1)4 + (Φk+1)3φk+1 + (Φk+1)2(φk+1)2 + Φk+1(φk+1)3 + (φk+1)4 ≥ 0.
Since (Φk+1)2 + Φk+1φk+1 + (φk+1)2 ≥ 0, similar estimates can be derived for I2 and I5:
I2 = −8As
∫
Ω
(
(Φk+1)2 + Φk+1φk+1 + (φk+1)2
) ∣∣∣ek+1∣∣∣2 dx ≤ 0, (3.13)
I5 = −12s
∫
Ω
|∇Φk+1|2(ek+1)2dx ≤ 0. (3.14)
For the term I3, we denote C11 = 2 + ηε
2 and observe that
I3 = 2C11s(∇ek,∇ek+1) ≤ C11s(‖∇ek‖2 + ‖∇ek+1‖2). (3.15)
Meanwhile, a similar estimate as (3.10) could be carried out to bound ‖∇ek+1‖:
‖∇ek+1‖ ≤ C12‖ek+1‖1/3H˚−1per · ‖e
k+1‖2/3
H2per
≤ C13‖ek+1‖1/3H˚−1per · ‖∆e
k+1‖2/3, (3.16)
so that an application of Young’s inequality leads to
‖∇ek+1‖2 ≤ C14ε−4‖ek+1‖2H˚−1per +
ε2
8C11
‖∆ek+1‖2. (3.17)
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The term ‖∇ek‖ can be bounded in the same fashion:
‖∇ek‖2 ≤ C15ε−4‖ek‖2H˚−1per +
ε2
8C11
‖∆ek‖2. (3.18)
Substituting (3.17) and (3.18) into (3.15), we get
I3 ≤ C16s(‖ek+1‖2H˚−1per + ‖e
k‖2
H˚−1per
) +
ε2
8
s(‖∆ek+1‖2 + ‖∆ek‖2). (3.19)
For the term I4, we denote C17 = 4ε
−2 + η + 4A. By the L∞ bound in (3.7) for both the exact
and numerical solutions, we see that
‖(Φk)2 + Φkφk + (φk)2‖L∞ ≤ 3C27 . (3.20)
This in turn implies that
I4 ≤ 2C17s‖(Φk)2 + Φkφk + (φk)2‖L∞ · ‖ek‖ · ‖ek+1‖
≤ 6C17C27s‖ek‖ · ‖ek+1‖ ≤ 3C17C27s(‖ek‖2 + ‖ek+1‖2). (3.21)
Meanwhile, the estimate (3.11) can be performed with alternate coefficients, so that the following
inequalities are available:
‖ej‖2 ≤ C18‖ej‖2H˚−1per +
ε2
24C17C27
‖∆ej‖2, for j = k, k + 1. (3.22)
Subsequently, its combination with (3.21) yields
I4 ≤ C19s(‖ek‖2H˚−1per + ‖e
k+1‖2
H˚−1per
) +
ε2
8
s(‖∆ek+1‖2 + ‖∆ek‖2). (3.23)
For the term I6, we start from an application of Ho¨lder inequality:
I6 = −12s
∫
Ω
φk+1
(
∇(Φk+1 + φk+1) · ∇ek+1
)
ek+1dx
≤ C20s‖φk+1‖L∞ · (‖∇Φk+1‖L6 + ‖∇φk+1‖L6) · ‖∇ek+1‖L3/2 · ‖ek+1‖L6
≤ C21C27s · ‖∇ek+1‖L3/2 · ‖ek+1‖L6 , (3.24)
in which the L∞ and W 1,6 stability bounds for the exact and numerical solutions were recalled in
the second step of (3.7). Moreover, the first term ‖∇ek+1‖L3/2 can be bounded in the following
way:
‖∇ek+1‖L3/2 ≤ C22‖∇ek+1‖ ≤ C23‖ek+1‖1/3H˚−1per · ‖∆e
k+1‖2/3, (3.25)
with an earlier estimate (3.16) recalled. For the second term ‖ek+1‖L6 , a 3-D Sobolev embedding
could be applied so that
‖ek+1‖L6 ≤ C24‖∇ek+1‖ ≤ C25‖ek+1‖1/3H˚−1per · ‖∆e
k+1‖2/3. (3.26)
We also note that the zero-mean property for ek+1 was used in the first step. Therefore, a combi-
nation of (3.24)-(3.26) results in
I6 ≤ C26C27s‖ek+1‖2/3H˚−1per · ‖∆e
k+1‖4/3 ≤ C27s‖ek+1‖2H˚−1per +
ε2
8
s‖∆ek+1‖2, (3.27)
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with the Young’s inequality applied in the last step.
For the term I7, we decompose it into two parts: I7 = I7,1 + I7,2, with
I7,1 = −12s
(
(Φk+1 + φk+1)ek+1∇Φk+1,∇ek+1
)
, (3.28)
I7,2 = −12s
(
(φk+1)2∇ek+1,∇ek+1
)
. (3.29)
It is clear that the second part is always non-positive:
I7,2 = −12s
∫
Ω
(φk+1)2|∇ek+1|2dx ≤ 0. (3.30)
For the first part, an application of Ho¨lder inequality shows that
I7,1 ≤ C28s(‖Φk+1‖L∞ + ‖φk+1‖L∞) · ‖∇Φk+1‖L6 · ‖∇ek+1‖L3/2 · ‖ek+1‖L6
≤ C29C27s‖∇ek+1‖L3/2 · ‖ek+1‖L6 . (3.31)
Again, the L∞ and W 1,6 bounds (3.7) for the exact and numerical solutions were recalled in the
second step. Furthermore, by repeating the same analyses as (3.25)-(3.26), we are able to arrive at
the following estimate, similar to (3.27):
I7,1 ≤ C30C27s · ‖ek+1‖1/3H˚−1per · ‖∆e
k+1‖2/3 ≤ C31s‖ek+1‖2H˚−1per +
ε2
8
s‖∆ek+1‖2. (3.32)
Consequently, a combination of (3.29)), (3.30) and (3.32) leads to
I7 ≤ C31s‖ek+1‖2H˚−1per +
ε2
8
s‖∆ek+1‖2. (3.33)
Similarly, the term I8 is also decomposed into two parts: I8 = I8,1 + I8,2, with
I8,1 = −8As
(
(∇(Φk+1 + φk+1) · ∇ek+1)∇Φk+1,∇ek+1
)
,
I8,2 = −8As
(
|∇φk+1|2∇ek+1,∇ek+1
)
= −8As
∫
Ω
|∇ek+1|4dx ≤ 0.
For the first part I8,1, the following estimate is available, in a similar way as (3.31)-(3.32):
I8,1 ≤ C32s(‖∇Φk+1‖L6 + ‖∇φk+1‖L6) · ‖∇Φk+1‖L6 · ‖∇ek+1‖L6 · ‖∇ek+1‖
≤ C33C27s‖∇ek+1‖L6 · ‖ek+1‖
≤ C34C27s‖∆ek+1‖ · ‖ek+1‖1/3H˚−1per · ‖∆e
k+1‖2/3
≤ C35C27s‖∆ek+1‖5/3 · ‖ek+1‖1/3H˚−1per ≤ C36s‖e
k+1‖2
H˚−1per
+
ε2
8
s‖∆ek+1‖2,
in which the W 1,6 bound (3.7) for the exact and numerical solutions was recalled in the second
step, the 3-D Sobolev embedding from H2per into W
1,6 and the estimate (3.16) were used in the
third step, and the Young inequality was applied at the last step. Then we arrive at
I8 = I8,1 + I8,2 ≤ I8,1 ≤ C36s‖ek+1‖2H˚−1per +
ε2
8
s‖∆ek+1‖2. (3.34)
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The term I9 can be handled in the same way as I8. We begin with a decomposition I9 =
I9,1 + I9,2, with
I9,1 = 8As
(
(∇(Φk + φk) · ∇ek)∇Φk,∇ek+1
)
,
I9,2 = 8As
(
|∇φk+1|2∇ek,∇ek+1
)
.
The following estimates can be carried out:
I9,1 ≤ C37s(‖∇Φk‖L6 + ‖∇φk‖L6) · ‖∇Φk‖L6 · ‖∇ek‖L6 · ‖∇ek+1‖
≤ C38C27s‖∇ek‖L6 · ‖ek+1‖
≤ C39C27s‖∆ek‖ · ‖ek+1‖1/3H˚−1per · ‖∆e
k+1‖2/3
≤ C40s‖ek+1‖2H˚−1per +
ε2
16
s(‖∆ek+1‖2 + ‖∆ek‖2),
I9,2 ≤ C41s‖∇φk‖2L6 · ‖∇ek‖L6 · ‖∇ek+1‖ ≤ C42C27s‖∇ek‖L6 · ‖ek+1‖
≤ C43C27s‖∆ek‖ · ‖ek+1‖1/3H˚−1per · ‖∆e
k+1‖2/3
≤ C44s‖ek+1‖2H˚−1per +
ε2
16
s(‖∆ek+1‖2 + ‖∆ek‖2).
Consequently, we get
I9 = I9,1 + I9,2 ≤ C45s‖ek+1‖2H˚−1per +
ε2
8
s(‖∆ek+1‖2 + ‖∆ek‖2). (3.35)
Finally, a combination of (3.8), (3.11), (3.12), (3.13), (3.14), (3.19), (3.23), (3.27), (3.33), (3.34)
and (3.35) yields that
‖ek+1‖2
H˚−1per
− ‖ek‖2
H˚−1per
+ 2(ε−2 + η)s‖ek+1‖2 + 9
8
ε2s‖∆ek+1‖2
≤ C46s(‖ek+1‖2H˚−1per + ‖e
k‖2
H˚−1per
) +
3
8
ε2s‖∆ek‖2 + s‖τk‖2. (3.36)
Subsequently, an application of discrete Gronwall inequality leads to an `∞(0, T ; H˚−1per)∩`2(0, T ;H2per)
convergence of the numerical scheme (2.15):
‖ek‖2
H˚−1per
+
3
4
ε2s
k∑
l=0
‖∆el‖2 ≤ Cs2, (3.37)
for any 1 ≤ k ≤ K. Note that the constant C depends on the exact solution, the physical parameter
ε, and final time T , independent on s. The proof of Theorem 3.1 is finished.
4 Finite difference spatial discretization in 2D
4.1 Notation
In this subsection we define the discrete spatial difference operators, function space, inner products
and norms, following the notations used in [18, 37, 40]. Let Ω = (0, Lx) × (0, Ly), where, for
simplicity, we assume Lx = Ly =: L > 0. We write L = m · h, where m is a positive integer. The
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parameter h = Lm is called the mesh or grid spacing. We define the following two uniform, infinite
grids with grid spacing h > 0:
E := {xi+1/2 | i ∈ Z}, C := {xi | i ∈ Z},
where xi = x(i) := (i− 1/2) · h. Consider the following 2D discrete periodic function spaces:
Vper :=
{
ν : E × E → R
∣∣∣ νi+ 1
2
,j+ 1
2
= νi+ 1
2
+αm,j+ 1
2
+βm, ∀ i, j, α, β ∈ Z
}
,
Cper := {ν : C × C → R | νi,j = νi+αm,j+βm, ∀ i, j, α, β ∈ Z} ,
Eewper :=
{
ν : E × C → R
∣∣∣ νi+ 1
2
,j = νi+ 1
2
+αm,j+βm, ∀ i, j, α, β ∈ Z
}
,
Ensper :=
{
ν : C × E → R
∣∣∣ νi,j+ 1
2
= νi+αm,j+ 1
2
+βm, ∀ i, j, α, β ∈ Z
}
.
The functions of Vper are called vertex centered functions; those of Cper are called cell centered
functions. The functions of Eewper are called east-west edge-centered functions, and the functions of
Ensper are called north-south edge-centered functions. We also define the mean zero space
C˚per :=
ν ∈ Cper
∣∣∣∣∣∣ν := h
2
|Ω|
m∑
i,j=1
νi,j = 0
 .
We now introduce the important difference and average operators on the spaces:
Axνi+1/2, :=
1
2
(νi+1, + νi,) , Dxνi+1/2, :=
1
h
(νi+1, − νi,) ,
Ayν,i+1/2 :=
1
2
(ν,i+1 + ν,i) , Dyν,i+1/2 :=
1
h
(ν,i+1 − ν,i) ,
with Ax, Dx : Cper → Eewper if  is an integer, and Ax, Dx : Ensper → Vper if  is a half-integer, with
Ay, Dy : Cper → Ensper if  is an integer, and Ay, Dy : Eewper → Vper if  is a half-integer. Likewise,
axνi, :=
1
2
(
νi+1/2, + νi−1/2,
)
, dxνi, :=
1
h
(
νi+1/2, − νi−1/2,
)
,
ayν,j :=
1
2
(
ν,j+1/2 + ν,j−1/2
)
, dyν,j :=
1
h
(
ν,j+1/2 − ν,j−1/2
)
,
with ax, dx : Eewper → Cper if  is an integer, and ax, dx : Vper → Ensper if  is a half-integer; and with
ay, dy : Ensper → Cper if  is an integer, and ay, dy : Vper → Eewper if  is a half-integer.
Define the 2D center-to-vertex derivatives Dx, Dy : Cper → Vper component-wise as
Dxνi+1/2,j+1/2 := Ay(Dxν)i+1/2,j+1/2 = Dx(Ayν)i+1/2,j+1/2
=
1
2h
(νi+1,j+1 − νi,j+1 + νi+1,j − νi,j) ,
Dyνi+1/2,j+1/2 := Ax(Dyν)i+1/2,j+1/2 = Dy(Axν)i+1/2,j+1/2
=
1
2h
(νi+1,j+1 − νi+1,j + νi,j+1 − νi,j) .
The utility of these definitions is that the differencesDx andDy are collocated on the grid, unlike
the case for Dx, Dy. Define the 2D vertex-to-center derivatives dx, dy : Vper → Cper component-wise
as
dxνi,j := ay(dxν)i,j = dx(ayν)i,j
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=
1
2h
(
νi+1/2,j+1/2 − νi−1/2,j+1/2 + νi+1/2,j−1/2 − νi−1/2,j−1/2
)
,
dyνi,j := ax(dyν)i,j = dy(axν)i,j
=
1
2h
(
νi+1/2,j+1/2 − νi+1/2,j−1/2 + νi−1/2,j+1/2 − νi−1/2,j−1/2
)
.
Now the discrete gradient operator, ∇vh: Cper → Vper × Vper, becomes
∇vhνi+1/2,j+1/2 := (Dxνi+1/2,j+1/2,Dyνi+1/2,j+1/2).
The standard 2D discrete Laplacian, ∆h : Cper → Cper, is given by
∆hνi,j := dx(Dxν)i,j + dy(Dyν)i,j =
1
h2
(νi+1,j + νi−1,j + νi,j+1 + νi,j−1 − 4νi,j) .
The 2D vertex-to-center average, A : Vper → Cper, is defined to be
Aνi,j :=
1
4
(
νi−1/2,j−1/2 + νi−1/2,j+1/2 + νi+1/2,j+1/2 + νi+1/2,j−1/2
)
,
and the 2D center-to-vertex average, a : Cper → Vper, becomes
aνi+1/2,j+1/2 :=
1
4
(νi,j + νi+1,j + νi,j+1 + νi+1,j+1) .
The 2D skew Laplacian, ∆vh : Cper → Cper, is introduced as
∆vhνi,j = dx(Dxν)i,j + dy(Dyν)i,j =
1
2h2
(νi+1,j+1 + νi−1,j+1 + νi+1,j−1 + νi−1,j−1 − 4νi,j) .
In addition, the 2D undivided laplacian operator for non-constant mobility is
∇vh · (Mv(ν)∇vhν)ij := dx(Mv(ν)Dxν)i,j + dy(Mv(ν)Dyν)i,j , Mv(ν) = (aM(ν))i+1/2,j+1/2
Hence, the 2D discrete p-Laplacian operator turns out to be
∇vh ·
(
|∇vhν|p−2∇vhν
)
ij
:= dx(rDxν)i,j + dy(rDyν)i,j ,
with
ri+ 1
2
,j+ 1
2
:=
[
(Dxu)
2
i+ 1
2
,j+ 1
2
+ (Dyu)
2
i+ 1
2
,j+ 1
2
] p−2
2
.
Clearly, for p = 2, we have ∆vhν = ∇vh ·
(
|∇vhν|p−2∇vhν
)
.
Now we are ready to define the following grid inner products:
(ν, ξ)2 := h
2
∑m
i=1
∑n
j=1 νi,jψi,j , ν, ξ ∈ Cper, 〈ν, ξ〉 := (A(νξ), 1)2 , ν, ξ ∈ Vper,
[ν, ξ]ew := (Ax(νξ), 1)2 , ν, ξ ∈ Eewper, [ν, ξ]ns := (Ay(νξ), 1)2 , ν, ξ ∈ Ensper.
Suppose that ζ ∈ C˚per, then there is a unique solution Th[ζ] ∈ C˚per such that −∆hTh[ζ] = ζ. We
often write, in this case, Th[ζ] = −∆−1h ζ. The discrete analog of the H˚−1per inner product is defined
as
(ζ, ξ)−1 := (ζ,Th[ξ])2 = (Th[ζ], ξ)2 , ζ, ξ ∈ C˚per.
where summation-by-parts formulae [14, 40] guarantees the symmetry and the second equality.
We now define the following norms for cell-centered functions. If ν ∈ C˚per, then ‖ν‖2−1 = (ν, ν)−1.
If ν ∈ Cper, then ‖ν‖22 := (ν, ν)2; ‖ν‖pp := (|ν|p, 1)2 (1 ≤ p < ∞), and ‖ν‖∞ := max 1≤i≤m
1≤j≤n
|νi,j |.
Similarly, we define the gradient norms: for ν ∈ Cper,
‖∇vhν‖pp := 〈|∇vhν|p, 1〉, |∇vhν|p := [(Dxν)2 + (Dyν)2]
p
2 = [∇vhν · ∇vhν]
p
2 ∈ Vper, 2 ≤ p <∞,
and
‖∇hν‖22 := [Dxν,Dxν]ew + [Dyν,Dyν]ns .
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4.2 Fully discrete finite difference scheme
With the machinery in last subsection, the discrete energy of FCH can be rewritten as:
Fh(φ) = Fc,h(φ)−Fe,h(φ) (4.1)
where
Fc,h(φ) = ε
−2
2
‖φ‖66 +
(
ε−2
2
+
η
2
)
‖φ‖22 +
ε2
2
‖∆hφ‖22 +Hh(φ), (4.2)
Fe,h(φ) =
(
ε−2 +
η
4
)
‖φ‖44 +
(
1 +
ηε2
2
)
‖∇vhφ‖22 +A ‖φ‖44 +A ‖∇vhφ‖44 , (4.3)
and
Hh(φ) = A ‖φ‖44 +A ‖∇vhφ‖44 + 3
(
φ2,A(|∇vhφ|2)
)
2
. (4.4)
Proposition 4.1. Suppose φ ∈ Cper. The first variational derivative of Hh(φ) is
δHh(φ) = 4Aφ3 − 4A
(
dx
(
[(Dxφ)
2 + (Dyφ)
2]Dxφ
)
+ dy
(
[(Dxφ)
2 + (Dyφ)
2]Dyφ
))
+ 6φA[(Dxφ)
2 + (Dyφ)
2]− 6 (dx (a (φ2)Dxφ)+ dy (a (φ2)Dyφ)) .
Lemma 4.2. Suppose that φ ∈ Cper and A ≥ 1 then Hh(φ), Fc,h(φ) and Fe,h(φ) are strictly convex.
Proof. The convexity proof of Hh(φ) is similar to Lemma 2.2. The convexities of Fc,h(φ) and
Fe,h(φ) follow from the convexity of Hh(φ).
According to Proposition 4.1 and some other standard calculations [33], the fully discretized
finite difference convex splitting scheme can be rewritten as: given f, g ∈ Cper, find φk+1, µ˜k+1 ∈ Cper
such that
φk+1 − s∆hµ˜k+1 = g, (4.5)
where
µ˜k+1 = δφFc,h(φk+1)− δφFe,h(φk)
= 3ε−2(φk+1)5 + 4A(φk+1)3 + (ε−2 + η)φk+1 + 6(φk+1)2A(|∇vhφk+1|2) + ε2∆2hφk+1
− 6∇vh · (a
((
φk+1
)2)∇vhφk+1)− 4A∇vh · (|∇vhφk+1|2∇vhφk+1)− f, (4.6)
with
g := φk, f := −(4ε−2 + η)(φk)3 + (2 + ηε2)∆vhφk − 4A(φk)3 + 4A∇vh · (|∇vhφk|2∇vhφk). (4.7)
This scheme is mass-conservative in the sense that φ− g ∈ C˚per.
Theorem 4.3. The fully discrete scheme (4.5) – (4.7) is unconditionally discrete energy stable,
Fh(φk+1) ≤ Fh(φk), and unconditionally uniquely solvable.
Proof. The proof follows from Lemma 4.2 and the discrete version of (2.4) found in [40].
Following similar ideas as in the analyses for the semi-discrete case, we are able to derive the
unique solvability, unconditional energy stability and the `∞(0, T ;H−1)∩ `2(0, T ;H2) convergence
for the fully discrete scheme (4.5) – (4.7). The detailed proofs are skipped for the sake of brevity
and are left to interested readers.
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Theorem 4.4. Let Φ ∈ R2 (see (3.2)) be the exact periodic solution of the FCH equation (1.5)
with the initial data Φ(0) = φ0 ∈ H2per(Ω). Suppose φ is the fully-discrete solution of (4.5) – (4.7).
Then the following convergence result holds as s, h goes to zero:
‖Φ(tk)− φk‖−1 +
(
ε2s
k∑
`=0
‖∆h(Φ(t`)− φ`)‖2
)1/2
≤ C(s+ h2), (4.8)
where the constant C > 0 is independent of s and h.
5 Preconditioned steepest descent (PSD) solver
In this section we describe a preconditioned steepest descent (PSD) algorithm for advancing the
convex splitting scheme in time following the practical and theoretical framework in [18]. The fully
discrete scheme (4.5) – (4.7) can be recast as a minimization problem with an energy that involves
the ‖ · ‖2−1 norm: For any φ ∈ Cper,
Eh[φ] =
1
2
‖φ− g‖2−1 +
sε−2
2
‖φ‖66 +
s(ε−2 + η)
2
‖φ‖22
+As ‖φ‖44 +As ‖∇vhu‖44 + 3
(
φ2,A
(|∇vhφ|2))2 + sε22 ‖∆hφ‖22 + s (g, φ)2 , (5.1)
which is strictly convex provided that A ≥ 1. One will observe that the fully discrete scheme (4.5)
– (4.7) is the discrete variation of the strictly convex energy (5.1) set equal to zero. The nonlinear
scheme at a fixed time level may be expressed as
Nh[φ] = f, (5.2)
where
Nh[φ] = −∆−1h (φ− g) + 3sε−2φ5 + 4sAφ3 + s(ε−2 + η)φ+ 6sφ2A(|∇vhφ|2)
−6s∇vh ·
(
a
(
φ2
)∇vhφ)− 4sA∇vh · (|∇vhφ|2∇vhφ) + sε2∆2hφ. (5.3)
The main idea of the PSD solver is to use a linearized version of the nonlinear operator as a pre-
conditioner, or in other words, as a metric for choosing the search direction. A linearized version
of the nonlinear operator N is defined as follows: Lh : C˚per → C˚per,
Lh[ψ] := −∆−1h ψ + s(4ε−2 + η + 4A+ 6)ψ − s(6 + 4A)∆hψ + sε2∆2hψ.
Clearly, this is a positive, symmetric operator, and we use this as a pre-conditioner for the method.
Specifically, this “metric” is used to find an appropriate search directtion for our steepest descent
solver [18]. Given the current iterate φn ∈ Cper, we define the following search direction problem:
find dn ∈ C˚per such that
Lh[dn] = f −Nh[φn] := rn,
where rn is the nonlinear residual of the nth iterate φn. This last equation can be solved efficiently
using the Fast Fourier Transform (FFT).
We then define the next iterate as
φn+1 = φn + αdn, (5.4)
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where α ∈ R is the unique solution to the steepest descent line minimization problem
α := argmax
α∈R
Eh[φ
n + αdn] = argzero
α∈R
δEh[φ
n + αdn](dn). (5.5)
The theory in [18] suggests that φn → φk+1 geometrically as n → ∞, where Nh[φk+1] = f , i.e.,
φk+1 is the solution of the scheme (4.5) – (4.7) at time level k + 1. Furthermore, the convergence
rate is independent of h.
6 Numerical results
We perform some numerical experiments with the PSD solver to support the theoretical results in
previous sections. The finite difference search direction equations and Poisson equations are solved
efficiently using the Fast Fourier Transform (FFT). Though we do not present it here, we can also
implement the scheme by using the pseudo-spectral method for spatial discretization [4, 11, 18, 26].
6.1 Convergence test
In this numerical experiment, we apply the benchmark problem in [12, 30] to show that our scheme
is first order accurate in time. The convergence test is performed with the initial data given by
φ(x, y, 0) = 2 exp
[
sin(
2pix
Lx
) + sin(
2piy
Ly
)− 2
]
+ 2.2 exp
[
− sin(2pix
Lx
)− sin(2piy
Ly
)− 2
]
− 1. (6.1)
We use a quadratic refinement path, i.e., s = Ch2. At the final time T = 0.32, we expect the
global error to be O(s) + O(h2) = O(h2) in either the `2 or `∞ norm, as h, s → 0. Since an
exact solution is not available, instead of calculating the error at the final time, we compute the
Cauchy difference, which is defined as δφ := φhf − Ifc (φhc), where Ifc is a bilinear interpolation
operator. This requires having a relatively coarse solution, parametrized by hc, and a relatively
fine solution, parametrized by hf , where hc = 2hf , at the same final time. The Cauchy difference
is also expected to be O(s) + O(h2) = O(h2), as h, s → 0. The other parameters are given by
Lx = Ly = 3.2, ε = 0.18, A = 1.0, η = 1.0, s = 0.1h
2. The norms of Cauchy difference, the
convergence rates, average iteration number and average CPU time (in seconds) can be found in
Table 1. The results confirm our expectation for the convergence order and also demonstrate the
efficiency of our algorithm. Moreover, the semi-log scale of the residual ‖rn‖∞ with respect to the
PSD iterations can be found in Fig. 1, which confirms the expected geometric convergence rate of
the PSD solver predicted by the theory in [18].
Table 1: Errors, convergence rates, average iteration numbers and average CPU time (in seconds)
for each time step. Parameters are given in the text, and the initial data is defined in (6.1). The
refinement path is s = 0.1h2.
hc hf ‖δφ‖2 Rate #iter Tcpu(hf )
3.2
16
3.2
32 1.8131× 10−2 - 27 0.0136
3.2
32
3.2
64 4.2725× 10−3 2.09 25 0.0493
3.2
64
3.2
128 7.7211× 10−4 2.47 19 0.1534
3.2
128
3.2
256 1.7075× 10−4 2.18 11 0.4809
3.2
256
3.2
512 4.0134× 10−5 2.09 05 2.1579
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Figure 1: Solver convergence (complexity) test for the problem defined in Section 6.1. The only
difference is that for this test, we use a fixed time step size, s = 1.0× 10−5 for all runs. We plot on
a semi-log scale of the residual ‖rn‖∞ with respect to the PSD iteration count n at the 20th time
step, i.e., t = 2.0 × 10−4. The initial data is defined in (6.1), Lx = Ly = 6.4, ε = 0.18, A = 1.0,
η = 1.0, and the grid sizes are as specified in the legend. We observe that the residual is decreasing
by a nearly constant factor for each iteration.
6.2 Long time simulation of benchmark problem
Time snapshots of the benchmark problem in [12, 30] for the long time test can be found in Fig. 2.
The initial data is defined in (6.1) and the other parameters are given by Lx = Ly = 6.4, ε = 0.18,
A = 1.0, η = 1.0, s = 1 × 10−4 and h = 6.4/256. The numerical results in Fig. 2 are consistent
with earlier work on this topic in [12, 30].
6.3 Spinodal decomposition, energy dissipation and mass conservation
In the second test, we simulate the spinodal decomposition, energy-dissipation and mass-conservation.
We start with the following random initial condition:
φ(x, y, 0) = 0.5 + 0.05(2r − 1), (6.2)
where r are the real random numbers in (0, 1). The rest of parameters are given by Lx = Ly = 12.8,
ε = 0.1, A = 1.0, η = 1.0, s = 1×10−4 and h = 12.8/256. The snapshots of spinodal decomposition
with initial data in (6.2) can be found in Fig. 3. This experiment also simulates the amphiphilic
di-block co-polymer mixtures of polyethylene. The numerical results are consistent with chemical
experiments on this topic in [29]. Fig. 4 indicates that the simulation has captured all the structural
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t = 0, 0.2 t = 1, 10
t = 20, 50 t = 100, 200
Figure 2: Time snapshots of the benchmark problem with initial data in (6.1) at t =
0, 0.2, 1, 10, 20, 50, 100 and 200. The parameters are ε = 0.18, Ω = (0, 6.4)2, A = 1.0, η = 1.0,
s = 1× 10−4 and h = 6.4/256. The numerical results are consistent with earlier work on this topic
in [12, 30].
elements with hyperbolic (saddle) surfaces identified in this work, such as short cylinders with one
and two beads, cylinder undulation, Y-junction and bilayer-cylinder junction can be found in zoom
boxes.
The evolutions of discrete energy and mass for the simulation depicted in Fig. 3 are presented
in Fig. 5. The evolution of discrete energy in Fig. 5 demonstrates the energy dissipation property,
and the evolution of discrete mass clearly indicates the mass conservation property.
7 Conclusion
We propose and analyze an efficient numerical scheme for solving the FCH equation. Both the
unique solvability and unconditional energy stability have been theoretically justified. Based on
the global in time H2per stability of the numerical scheme, we present a rigorous convergence analysis.
An efficient PSD method [18] is applied to solve the nonlinear system. Various numerical results are
also presented, including the first order in time accuracy test, energy-dissipation, mass-conservation
test and the micelle network structures simulation.
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Figure 3: Snapshots of spinodal decomposition with initial data in (6.2) at t =
0.01, 0.05, 0.1, 0.5, 1, 2, 5 and 10. The parameters are ε = 0.1,Ω = [12.8]2, A = 1.0, η = 1.0,
s = 1× 10−4 and h = 12.8/256.
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