The first part of the paper presents a method for frequency domain deconvolution of airborne gamma-ray surveys using a Wiener filter. A geometrical detector model is used to model gamma-ray detection, with aircraft movement simply incorporated by a multiplicative term. The method requires estimation of the autocorrelation functions governing both signal and noise. The former is estimated through the radially averaged power spectrum of the survey data, whereas an error propagation analysis is used to estimate the latter, which is assumed white. Slight manual adjustments to the noise level are used to tune the reconstruction.
INTRODUCTION
The last few years have seen some significant advances in the processing of airborne gamma-ray data. Multichannel processing techniques like noise-adjusted singular-value decomposition (NASVD) (Hovgaard and Grasty, 1997) , and minimum noise fraction (MNF) (Green et al., 1988) , have resulted in a marked improvement in the quality of data. These techniques use information contained in the whole 256-channel spectrum to reduce the uncertainties in the estimation of potassium, uranium, and thorium concentration.
Gamma-ray data are collected at height, and the detector cannot be focussed like a camera. This results in a blurring of spatial detail, which gets worse as the height increases. The improved data quality from multichannel processing allowed Craig et al. (1999) to implement a method for deblurring gamma-ray images: a process akin to the downward continuation commonly applied to potential field data. The improvement achieved by the deconvolution is limited by the noise levels in the data and the degree of smoothing imposed by the detector height. Our purpose in this paper is twofold. First, we extend the work of Craig et al. (1999) to include a more sophisticated model of gamma-ray detection (including detector movement) and use a different formulation of the deconvolution filter. Second, we analyze how the blurring of signal, coupled with noise in the data, limit the spatial resolution achievable. Note that we use the terms deconvolution, deblurring, and reconstruction interchangeably throughout the text. Craig et al. (1999) use a model of gamma-ray spectrometry that neglects the effect the detector shape has on the probability of detection. Billings and Hovgaard (1999) developed a model to include this effect, and found that the response was substantially different from the Craig et al. model . In particular, the Craig et al. model predicts significantly more blurring of spatial detail; consequently, the deconvolution will attempt to reconstruct signal that has been attenuated to below the noise level. Additionally, in the original formulation, detector movement during the integration time was neglected. This deficiency is easily remedied.
The key to a successful deconvolution (and the principal difficulty) is in achieving the right balance between reconstruction of valid signal and attenuation of noise. To achieve that balance, we use a least-squares formulation that leads to a Wiener filter. This formulation has the attraction of simplicity because all the operations can be conducted in the Fourier domain. It has two principal limitations. First, the blurring in the data is assumed to be the same everywhere. This means that no accommodation can be made for changes in the detector height or for 3D terrain effects. However, the gains made by this simplification will often outweigh the advantages of the alternative: a full spacedomain formulation with a difficult underdetermined inverse problem to solve.
The second limitation is that the noise is assumed additive and the same everywhere. Due to the Poisson nature of radioactive decay and gamma-ray detection, this is clearly not the case. To mitigate this effect we investigate the use of an adaptive 2D Lee filter (Ristau and Moon, 2001 ). This filter is designed to remove random noise from an image while maintaining image edges.
In situations where the terrain clearance and noise vary significantly over the survey area, a partial solution would be to break the survey up into smaller segments with approximately constant ground clearance and noise characteristics. Deconvolution would then be applied separately to each section.
In order to successfully implement the Wiener filter, we need to estimate the spatial statistics governing both signal and noise. This is somewhat akin to the variogram estimation required in geostatistics and, from an inverse theory point of view, it is a mechanism for providing prior information in a maximum likelihood procedure. Suitable methods are proposed for these, and result in the added bonus of a method to study the spatial resolution.
Investigation of spatial resolution in radiometrics has usually proceeded with contributing area calculations (Pitkin and Duval, 1980) . There, the percentage of a signal arising from circles of given radii centered directly under the detector are computed and used to ensure that there is sufficient overlap between measurements on adjacent lines. However, this procedure only captures half of the essential physics because it neglects the influence noise has on the resolution. Due to the smoothing effects of detector height, signal in the data will necessarily be attenuated with increasing spatial frequency. Noise, on the other hand, tends to occur at all spatial scales with approximately the same amplitude (we are assuming so-called white noise). At some spatial frequency, the signal power in the data will drop below the noise, and reconstruction of higher frequencies will not be possible. This point defines the limit of spatial resolution, and the Nyquist criterion can be used to calculate the required critical sampling density.
In the first section of the paper, we present the model for gamma-ray detection and derive the Wiener filter. The following two sections show how to apply the filter to a gamma-ray survey; the last investigates the effect noise and signal attenuation have on the spatial resolution.
THE WIENER FILTER
Due to the rapid attenuation of gamma-rays in rocks and soils, variations in radioelement concentration with depth have little effect on the observed counts. This allows the depth dimension to be eliminated when modelling gamma-ray surveys. Billings and Hovgaard (1999) showed that the response from an infinitesimal area element of unit concentration located at the origin can then be expressed in the form
where p(x, h) is the so-called point-spread function, C is a constant, x = (x, y) is horizontal location, h is the detector height, r = x 2 + y 2 + h 2 is source-detector distance, µ is the linear attenuation coefficient of air, and D(x, h) incorporates the detector response. Briefly, the exponential term accounts for attenuation of gamma rays in the air, a factor 1/r 2 accounts for geometrical dispersion, and the other 1/r arises from attenuation within the earth. The detector model is derived from geometrical arguments and accounts for changes in the solid angle of the detector as well as its thickness in the direction of the source. The constant C can be determined by standard calibration procedures. In fact, we usually apply equation (1) after all processing operations have been performed (including reduction to ground concentration), so we can chose C such that p(x, h) dx = 1. In what follows, we will usually drop the h dependence and will write, for example,
Ignoring variations in detector altitude and topography, gamma-ray detection can be written as a convolution equation,
where we assume f (x) is the observed ground concentration of the given radioelement, and g(x) is the corrected concentration. Our aim is to recover g(x) given noisy observations of f (x) and the gamma-ray model p(x). The convolution equation reduces to a multiplication of terms in the Fourier domain,
where u = (u x , u y ) is the spatial frequency, and capitalization indicates Fourier transformation. At this point, it is convenient to note that a detector movement of v meters can easily be incorporated by modifying equation (3) to (Billings and Hovgaard, 1999) F
where sinc(x) = sin(π x)/π x. The above equations suggest a naive method for obtaining G(u): by spectral division. However, this procedure is doomed to failure because P(u) attenuates signal in the data and not noise. Simple spectral division amplifies both, particularly highfrequency power that, in the absence of noise, should have been attenuated.
We need to reach some compromise between reconstruction of signal and attenuation of unwanted noise. We proceed by recognizing that f (x) is contaminated by noise,
and seek a filter W (u) such that the reconstruction,
is optimal in some sense. We choose the least-squares criterion to measure optimality and seek the W (u) such that the meansquare error
is minimum, where E[·] is the expectation operator, and the equality is a consequence of Parseval's theorem (Bracewell, 1986) . Of course, we don't actually know g(x) and (x), so we need to make some assumptions regarding their statistics. We assume that they are independent random variables that are wide-sense stationary (constant mean and a covariance that depends only on the distance between two points) with zero mean. This means they are described by their spatial autocorrelations (or covariances, because the two are identical when the mean is zero),
with an analogous equation holding for ψ g (x). With these assumptions, some tedious algebraic manipulation (Helstrom, 1967) reveals that the minimum of equation (7) occurs with
This is the so called Wiener filter, which was first derived by Wiener (1949) in a 1D setting.
ESTIMATION OF AUTOCORRELATION FUNCTIONS
The low-level airborne gamma-ray data available to us was collected over an area of 7 km × 12 km in the Elashgin catchment about 80 km north of Northam, Western Australia, Australia. The data were acquired on behalf of Agriculture WA at a nominal height of 20 m, along parallel flight lines separated by around 25 m. A 33-liter detector was used with an integration time of 0.5 s, which corresponded to about 26 m of lateral movement. The NASVD method followed by standard four-channel processing (Grasty and Minty, 1995) were used to reduce the data to equivalent ground concentrations. The data were then gridded to a 10-m pixel size using a minimum curvature algorithm. A 4 km × 4 km subsection of the survey was extracted in order to illustrate our method (400 × 400 grid).
To apply the Wiener filter, we need to provide estimates of the autocorrelation functions for both signal and noise. We will start with the noise, and note that because the amplitude is dependent on the count rate (the errors are Poisson distributed about the mean at each observation point), the noise is neither independent nor stationary. Determining a noise model with these characteristics would be difficult. Instead, we first apply to the gridded data an adaptive Lee 2D filter (Ristau and Moon, 2001) , which is able to remove random noise without adversely affecting real edges in the image. This process is at least able to remove some of the nonstationary noise from the gridded data.
We then make the assumption that the remaining noise is Gaussian and white. This means that the autocorrelation function is constant with frequency with magnitude equal to the variance of the noise:
Determining the noise levels after multichannel processing such as NASVD, and particularly after application of the adaptive filter, is difficult. The procedure we adopt is to use one of the methods below to get a ballpark estimate of the noise, and then use manual adjustments to visually tune the deconvolution.
To estimate the variance, we have a couple of options. We could estimate it directly by reference to the data using either Fourier or spatial means. Minty and McFadden (1998) estimate the noise in this way by analyzing the variation about a filtered version of the profile data. For this survey, their method gave estimated standard deviations of 14.9%, 14.2%, and 7.0% of the mean values for potassium, uranium, and thorium, respectively.
A second method is to use the Poisson nature of gamma-ray detection, along with sensible background estimates, to trace errors through the processing sequence. This could either be done with linearized error propagation or a Monte Carlo-type procedure. We use the former, which is a generalization of the Lovborg and Mose (1987) method for portable spectrometers. The details are left to the Appendix, although note that we also need to estimate the improvement afforded by NASVD. This analysis gave standard deviations of 18.1%, 18.3%, and 5.9%.
We turn now to the autocorrelation of the signal and assume that it is ergodic (i.e., ensemble averages can be obtained from time averages). In particular, this implies (Papoulis, 1991) that
where A is the area of the survey, and G(u) is an estimate of the Fourier transform of g (x) . Now, we only have samples of f (x) and hence F(u), which suggests that we use
Of course, there are limitations to this procedure (really a Wiener filter without noise); however, several factors work in our favor. First, F(u)/[P(u) sinc(u · v)] turns out to be almost radially symmetric, so we can use averaging to reduce any variance. Second, we only need a good estimate of g (u) at low frequencies where the signal dominates the noise. Furthermore, the noise contaminated parts of the spectrum are quite obvious in a plot of the radially averaged power spectrum (Figure 1 ). The figures show the variation of g (u) for the three radioelements along with parametric fits to the data obtained by least-squares fits to the low frequency parts of the spectrum. The parametric model,
was chosen solely because it provides a good fit to the data, with fitted coefficients given in Table 1 . The autocorrelation functions were normalized to unit concentrations of the 
One issue that was glossed over in the above analysis was the estimation of the power spectrum of f (x), which is required in equation (12). There is a considerable body of literature on this subject [see Papoulis (1991) and references therein]. We first remove any linear (or obvious higher order) trend from f (x), multiply the resultant by a window function w(x), and then calculate the power spectrum by the fast Fourier transform (FFT). The window function is unity at the center of the image and decreases smoothly to zero at the image edges. The way it falls to zero controls the compromise between leakage (of power between different frequency bins) and loss of resolution (smearing of spectral details). We use the Kaiser-Bessel win- dow function as recommended by Billings and Richards (2001) . We also have used several other methods for the power spectrum estimation and have always produced very similar results. We note that the along-and between-line sampling rates correspond to a Nyquist frequency of about 0.02 m −1 . Therefore, up until this point, the power in the interpolated grid will be determined by the data. Past this frequency, the power spectrum will be strongly influenced by the gridding method. Because the break between signal and noise occurs below this frequency for all radioelements, we conclude that the gridding method has little influence on the estimated autocorrelation functions.
RESULTS

Data preparation
To implement the deconvolution, the gridded images are first adaptively filtered with an 11 × 11 Lee filter, using the same formulation given in Ristau and Moon (2001) . That is, the original image f (x) is transformed to the filtered imagê f (x), using the equation
wheref (x) is the average value over the filter mask, and W (x) is a weighting function given by the equation
where C and C f (x) are the variation coefficients (ratio of standard deviation to the mean value) of the noise and signal, respectively. A simple trial-and-error procedure determines the variation coefficient of the noise (which is assumed constant). For the signal, the variation coefficient is calculated at each pixel by using the ratio of the standard deviation to mean value of the pixels within the filter mask. The Wiener filters for each of the radioelements are then computed using equation (9) and applied to the Fourier transforms of the Lee-filtered images. An inverse FFT completes the process.
A complication is involved in the calculation of the Fourier transform [F(u)] of the data using the FFT algorithm. The FFT implicitly assumes that the data are periodic; thus, pixels on the northern edge are neighbors to pixels on the southern edge, and likewise for the east and west edges. Failure to account for this effect results in a distorted power spectrum and consequently a distorted reconstruction. To minimize this effect, the image was extended by 50 pixels in the northern and eastern directions (to make a 450 × 450 grid). A thin-plate spline algorithm was then used to smoothly interpolate data in this region so that opposite edges matched (Billings and Richards, 2001 ). In addition, we always remove a linear trend prior to this extension, and deconvolve the trend separately.
An additional complication is the calculation of the Fourier transform of the point-spread function. Unlike the Craig et al. (1999) model, there is no analytical formula. However, this is a minor problem easily remedied by numerical calculation of the point-spread function and judicious use of an FFT. Figure 2 shows the raw imaged data, along with the Leefiltered and deconvolved images of potassium, uranium, and thorium. Note that all images for a given radioelement use the same color map. The Lee filter appears to have successfully removed speckle noise without smoothing edges and real detail in the data. The deconvolution results for potassium and uranium are quite disappointing. There is a modest improvement in the resolution (valleys are steeper, ridges higher, etc.), perhaps most obvious in the drainage network at the bottom right of the uranium image. The deconvolution results for thorium are much better. The original and Lee-filtered images have the impression of being blurred versions of the reconstruction. This is particularly apparent in the improvement in the definition of the north-south and east-west trending lineaments. These are not artifacts and in fact are caused by an increased thorium concentration in the material used to build a road through the area. The reconstruction has also been achieved without undue amplification of the noise.
The Elashgin survey
The reason for the poor results for potassium and uranium are high noise levels. These are caused by a particularly high concentration of thorium (21.6 ppm) compared to potassium (0.66%) and uranium (3.2 ppm). As a point of reference, the
FIG. 2. Elashgin K, U, and Th images (4 × 4 km
2 ): raw (left), Lee-filtered (middle), and deconvolved (right). Within each row the color look-up tables are the same. average crustal concentrations of the radioelements are 2% potassium, 2 ppm equivalent uranium, and 8 ppm equivalent thorium. Even the modest improvements in potassium and uranium resolution are not possible without first applying the adaptive Lee filter. Otherwise, we do get some signal reconstruction, but at the cost of significant noise amplification.
Gravity and magnetic data are potential fields, and the data can consequently be upward or downward continued to different heights by a simple operator. An equivalent operator can be constructed for radiometrics by cascading the Wiener filter with a point-spread function for the desired height. For example, to go from height h 1 to height h 2 , use the operator
(17) Figure 3 shows the results of changing the observed height to 40 and then 80 m. The degradation in spatial resolution with increased height is apparent.
Fowlers Gap survey
The Elashgin survey was unusual in having such a large thorium concentration and low flying height. A more typical survey is the Fowler's Gap survey flown by AGSO-Geoscience Processing with NASVD by cluster (Minty and McFadden, 1998) revealed average concentrations of 1.4% potassium, 1.9 ppm equivalent uranium, and 11.8 ppm equivalent thorium, with fractional errors of 2.9%, 9.8%, and 3.3%, respectively.
Lee-filtered and deconvolved images at 25-m pixel spacing of a 25 × 25 km 2 area are shown in Figure 4 . Even at this broad scale, the improvement in resolution is clear. The images for both potassium and thorium have been sharpened considerably, whereas the uranium image displays only a modest improvement. Again, this is due to high noise levels and illustrates that uranium reconstruction (in particular) may be limited.
Close inspection of the Lee and deconvolved images reveals that the deconvolution is able to improve resolution while attenuating isolated noise spikes in the image. This occurs because once the predicted noise power exceeds predicted signal power, the Wiener filter begins to attenuate; effectively, it becomes a type of low-pass filter. Thus, the highest frequencies present in the original image are absent from the reconstructed image.
SPATIAL RESOLUTION OF GAMMA-RAY SURVEYS
The previous section demonstrated how the improvements afforded by deconvolution can be hampered by noise. We now attempt to address how this noise, coupled with signal attenuation limits the spatial resolution. The analysis can be viewed in two ways: (1) as a means to characterize the improvements achievable with deconvolution, or (2) as a way to match sampling density with survey height. Attempts to generalize the results of the analysis here should be treated with caution as the autocorrelation functions used strictly apply to areas governed by the same geostatistics.
Wiener filtering attempts to improve the spatial resolution by reconstructing signal attenuated by the point-spread function while trying to minimize the inevitable amplification of noise. The ability of the filter to reconstruct a particular frequency is limited by the signal-to-noise ratio [ (u) ] at that frequency:
Where this ratio is high, the Wiener filter is able to reconstruct signal; where low, it must act to attenuate noise and hence signal. Clearly, signal above the frequency where (u) = 1 cannot be reconstructed and, hence, this limit can be used as a measure of spatial resolution. The Nyquist criterion of x = 1/2u max can then be used to determine the critical sampling density (i.e., the sampling density just high enough to sample the signal present in the data without the luxury of any oversampling). Figure 5 illustrates the concepts espoused in the last few paragraphs by plotting the signal-to-noise ratio for the Elashgin data. Zero decibels corresponds to the condition (u) = 1. The plots clearly demonstrate the improved position of thorium reconstruction over potassium and uranium for this area. The critical sampling rates for the three radioisotopes are 99, 79, and 26 m (for potassium, uranium, and thorium, respectively). The detector movement during the integration time introduces an asymmetry into the frequency cutoffs. The cutoff perpendicular to the direction of travel always occurs at a higher frequency than the cutoff parallel to this direction. The Elashgin survey was flown with a 0.5-s integration time, giving a lateral movement of approximately 26 m. The high noise levels in potassium and uranium could be reduced by doubling the integration time. This would also result in a doubling of the lateral movement and a consequent increase in spatial blurring. We can use equation (18) and our tools for noise modelling to determine which of these two factors is more important. The noise modelling indicates that the percentage errors are reduced from 18.1%, 18.3%, and 5.9% to 12.9%, 13.1%, and 4.2% for potassium, uranium, and thorium, respectively. Figure 6 shows the signal-to-noise ratio curves for uranium (results for potassium are similar). Increasing the integration time improves the cutoff perpendicular to the direction of travel (as movement does not influence these frequencies). However, along the direction of travel, increasing the sample interval results in a lowering of the critical frequency. This means that the additional blurring imposed by increased movement outweighs the reduction in noise level. Note that the bump in the lower SNR curve at 1 s that occurs between 0.01 and 0.017 m −1 is due to the sinc function term in the pointspread function. Overall, we conclude that the increased integration time would not improve our ability to deconvolve the data.
Degradation of spatial resolution with height
As the height of the detector increases, two factors combine to reduce the spatial resolution. First, the number of gamma rays emitted from the ground that reach the detector decreases but the background stays approximately constant. Consequently, the relative error increases. Second, the increased height causes more rapid attenuation of signal with frequency. Here, we investigate how the spatial resolution degrades as the detector is moved from 20 to 120 m above the ground. We use the calibration constants relevant to the Elashgin survey, and assume a radon contamination of 25 counts per second (cps) (about average from our experience) along with average crustal concentrations of the radioelements (2% potassium, 2 ppm equivalent uranium, and 8 ppm equivalent thorium). We make the additional assumption that the autocorrelation functions are the same as the Elashgin survey (recall that we normalized them to unit concentrations). We calculate noise levels by the technique described in the Appendix and assume the data were processed with NASVD. Figure 7 shows the change in relative error for potassium, uranium, and thorium. The error changes only slowly with increasing height for potassium and thorium. The statistics for uranium are especially poor and are amplified by increasing height. The poor precision in uranium concentration estimates has three principal sources: (1) background radon, (2) low concentration, and (3) scattering of thorium gamma rays into the uranium window.
Along with higher noise levels, increased height results in more rapid attenuation of signal with increasing spatial frequency. This degradation in signal amplitude is emphasized by plotting the point-spread-function for potassium for 20-m height increments between 20 and 120 m (Figure 8 ). The curves for uranium and thorium are similar.
The change in critical sampling rates are shown in Figure 9 . The cutoffs parallel to the flying direction were calculated assuming a movement equal to the height. For both potassium and thorium, the 90% contributing areas are larger than the cutoffs calculated here, with the difference increasing with height. For uranium, the 90% contributing areas are smaller. Notice that even though the relative errors for potassium are smaller than thorium, its predicted cutoffs are lower. This is due to the potassium autocorrelation function dropping off more rapidly with frequency than thorium's.
FIG.
7. Change in relative error with height for potassium, uranium, and thorium assuming average crustal concentrations and 25 cps of radon in the uranium channel. The resolution analysis indicates that at 20-m elevation, the (perpendicular) cutoffs are 49, 85, and 29 m for potassium, uranium, and thorium, respectively. At 60 m, they are 92, 148, and 61 m, and by 120 m, they have increased to 142, 240, and 98 m, respectively.
DISCUSSION
The results presented in this paper show that improvements due to deconvolution can be restricted by high noise levels in the data, even after multichannel processing techniques have been applied. On the other hand, a modest improvement in resolution can be achieved under favorable signal-to-noise conditions. The Elashgin survey was a difficult example of a lowaltitude survey because the thorium concentration was much higher than usual, thus swamping the signal in potassium and uranium. Deconvolution of other low-altitude surveys should present fewer obstacles.
The Elashgin survey was also unusual in that the survey altitude was very low and the spatial sampling relatively uniform and dense. Fowlers Gap was a more typical survey, having been flown at 60-m elevation along transects 100 m apart over an area with radioelement concentrations close to global averages. After deconvolution, the potassium and thorium images were sharpened considerably, whereas improvement in uranium resolution was marginal. We note that due to high noise levels, uranium reconstruction will generally be quite difficult.
The Lee filter was successful in removing random noise, without smoothing real details in the data. Where noise levels are low, deconvolution alone will significantly enhance (deblur) the processed data. But our experience shows that by preprocessing using adaptive filtering, we can almost always (except for noisy uranium) get an improvement. Otherwise, noise in the image is amplified before significant signal reconstruction can be achieved. The Wiener filter is also able to reject some noise because it attenuates power above those frequencies where the signal-to-noise ratio falls below unity.
Elucidation of spatial resolution must account for both signal attenuation and noise levels in the data. This is readily apparent in the significant differences between the cutoffs for uranium compared to potassium and thorium. The autocorrelation function of the signal also has a significant influence as evidenced by the higher predicted resolution of thorium, compared to potassium (assuming standard crustal concentrations).
The issues raised in the last paragraph entreat caution when generalizing the results presented in this paper. In particular, they only apply to areas where the elemental concentrations obey the same geostatical model. However, the results should provide good ballpark estimates of spatial resolution as the detector height increases.
