This paper presents a graph-theoretic approach to the problem of finding best orderings and partitionings of systems of equations to be solved by block iterative methods, and describes a method for obtaining convenient partitionings of sparse disorderly systems such as commonly arise in network problems.
Introduction
In solving sets of linear algebraic equations by block iterative methods such as the Successive Block OverRelaxation (S.B.O.R.) method, the manner in which the equations are ordered and partitioned is vitally important. For many problems good ordering and partitioning schemes are well known; for instance, in finite-difference analogues of partial differential equations the sets of equations are usually associated with a rectangular mesh, in which case it is natural to consider ordering and partitioning by mesh rows or columns, which leads to Successive Line Over-Relaxation (S.L.O.R.) methods. However, there are many important engineering problems for which block iterative methods can be particularly advantageous, but which give rise to sets of equations in which the disposition of non-zero coefficients is very disorderly, making the choice of orderings and partitionings extremely difficult. Such problems arise in the analysis of structural frameworks, and distribution networks such as electrical power systems, for which the sets of equations can be quite large (involving up to 1,000 variables), very sparse, and somewhat illconditioned.
In attempting to make good choices of partitions for disorderly sets of equations, it is useful to study the structures of the sets of equations and the associated partitioning problems from a topological standpoint. This can lead to simple graphical techniques for partitioning which can often be applied manually, and which can be particularly useful since information describing such problems is often supplied in a convenient graphical form-for instance in the form of a line diagram of a structural framework, or a circuit diagram of an electrical network. For large and complicated problems it is often profitable to use topological methods on a digital computer to obtain partitions.
Certain topological aspects of the solution of disorderly sets of equations have already received much attention, but interest has mainly been shown in direct methods, for instance in finding orderings which involve least arithmetical operations in using Gaussian elimination (Parter, 1961; Sato and Tinney, 1963) , or which give matrices having minimum band-width or other convenient forms (Livesley, 1960; Sato and Tinney, 1963; Alway and Martin, 1965 ). Kron's tearing methods * Electrical Engineering Department, University of Southampton.
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( Kron, 1963) are, of course, also very relevant. However, although these techniques have substantially reduced the amount of computation involved, direct methods are still unsatisfactory for many large systems.
This paper is concerned with topological aspects of block iterative methods, particularly in their application to sparse disorderly systems. In Section 2, the general topological features of block iterative methods are summarized; much of this section is based on previous work of Parter (1961) and Varga (1962) , but the results are presented in a form particularly convenient in dealing with symmetric matrices. Section 3 describes graphical criteria by means of which different partitioning arrangements can be compared and indicates the value of partitioning into chains and trees; Section 4 describes an algorithm for partitioning sparse systems into a suitably small number of trees, manually and on a digital computer. In Section 5, the problem of finding the minimum number of tree partitions for a planar graph is examined in terms of its dual graph, and in the case of a two-tree partitioning is shown to be equivalent to the Hamilton circuit or Travelling Salesman problem. In Section 6 some topological aspects of the solution of finitedifference analogues of partial differential equations are briefly discussed. There are some confusing variations in the graph-theoretic terminology used by different authors; in this paper an attempt has been made to follow the nomenclature of Ore (1962 Ore ( , 1963 .
Preliminary definitions
We consider a set of n equations:
where A = {a h] ) is a symmetric positive definite irreducible matrix. We form a graph G(A) of the matrix A as follows: with each index i of A (or each corresponding variable Xj) we associate a vertex i on G(A), and with each pair of non-zero coefficients a-uj and a Jti we associate one edge (i,j) which connects the vertices i and / Fig. 1 and Fig. 2 show two matrices (with non-zero coefficients denoted by crosses) and their associated graphs, as defined above.
It is possible to construct graphs to represent matrices in different ways (Harary, 1962; Parter, 1961; Varga, 1962), but the form of graph described above is very convenient for present purposes. It can be seen from Fig. 2 that the graph of a set of elliptic finite-difference equations obtained with a five-point formula corresponds to the rectangular mesh used (excluding boundary nodes at which the function denoted by x is specified); similarly, the graph of an admittance matrix of an electrical network corresponds to its circuit diagram, and the graph of a stiffness matrix of a structural framework corresponds to its line diagram.
It is important to note that a graph G(A) is invariant under simultaneous permutations of rows and columns of A. Also, the fact that A is irreducible implies that G(A) is connected (Varga, 1962) , i.e. every vertex is connected to every other vertex by a series of edges such that consecutive edges have a common end point.
(We shall call such a series of edges a sequence of edges, and call the number of edges in a sequence its length; a sequence in which no edge appears more than once will be called a path, and a closed path which does not pass through any particular vertex more than once will be called a circuit.) In block iterative methods we partition the set of variables x t (i = 1, 2, . . ., ri) into a number of disjoint subsets, and repeatedly obtain direct solutions for each subset in turn. The study of such operations in topological terms involves the examination of certain subgraphs of G(A), which correspond to submatrices of A. We define a subgraph of a graph G as a graph all of whose edges and vertices are contained in G. (A subgraph may consists of a single edge or vertex.) A 
To consider a particular example, we partition the matrix of Fig. 2 in the manner shown in Fig. 3(a) , which is a form of partitioning used in S.L.O.R. (Varga, 1962) and we represent the partitioned matrix by:
This partitioning corresponds to the partitioning of the set of vertices 1-12 of G(A) into three subsets: 1-4, 5-8, 9-12. For these three subsets of vertices, G{A) has three section graphs, drawn in bold lines on Fig. 3(6 It is often desirable to study the relative structure and ordering of blocks, as opposed to the structure and ordering of coefficients within blocks. For instance, to exploit the theory of over-relaxation to the full it is necessary (a) to determine whether a block matrix is primitive or 2-cyclic* (Varga, 1962) , and (b) to determine whether or not an ordering of blocks is "consistent" (Varga, 1962) . For these purposes it is simplest to construct a graph G\A) of the same form as G(A), but in which the vertices and edges correspond to the submatrices of A, rather than its coefficients. The graph G'(A) can be constructed directly from G(A): it is a homomorphic image of G(A), in which each vertex of G'{A) represents a section graph of G(A), and each edge connecting two vertices on G'{A) represents the set of connecting edges of G(A) which connect the corresponding pair of section graphs. The homomorphic image G'{A) of the graph G(A) of Fig. 3(b) is shown in Fig. 3(c) , in which the numbering of vertices corresponds to the numbering of diagonal blocks in equation 2.
(a) To determine whether a block matrix is primitive or 2-cyclic we can use a method based on that of Varga (1962) . We consider, for each vertex of G'(A) in turn, the lengths of all sequences which connect the vertex to itself (including two traversals of a single edge). If the greatest common divisor of the lengths of all closed sequences on G'{A) is p, then for p = 1 the graph G'(A) and the corresponding block matrix are primitive; if p = 2, G'(A) and the corresponding block matrix are 2-cyclic, i.e. they satisfy Young's "Property A" (Young, 1954) .
It is important to note that on any graph G'(A) every vertex possesses at least one closed sequence of length 2, namely the length of a closed sequence involving two traversals of a single edge. It follows that if G\A) contains only sequences of even length it is 2-cyclic, and if it contains any sequences of odd length it is primitive.
It is also useful to note that any graph G'(A) contains closed sequences of odd length if and only if it contains one or more circuits of odd length; this result makes it easy to determine by inspection whether a graph is primitive or 2-cyclic. The graphs shown in Fig. 4(a) and Fig. 4 (6) are primitive and 2-cyclic respectively.
(b) To determine whether or not an ordering of blocks and corresponding numbering of vertices on a 2-cyclic graph are consistent, we can again use a method based on that of Varga (1962) . We direct every edge of G'(A) towards its higher-numbered endpoint (see Fig. 4(c) and Fig. 4(d) ). Then an ordering is consistent if and only if every circuit of G'{A) has zero circulation, i.e. if the • Only unsymmetric matrices can be p-cyclic with p > 2 (Tee, 1964) . (Fig. 4(c) and Fig. A(d) show consistent and inconsistent orderings, respectively.) Clearly, if G'(A) contains no circuits, every possible ordering is consistent. To obtain a consistent ordering for a 2-cyclic graph which does contain circuits, the fact that every circuit is of even length is useful, for this makes it possible to map the graph onto a rectangular grid; if we then scan successive rows of the grid in the same direction, and number vertices consecutively as we encounter them, the resulting ordering will be consistent.
Some desirable features of partitioning schemes
For reasons which are explained later, the methods described in this paper do not utilize the concepts of "Property A" and consistent ordering. Instead we consider other features of partitioning arrangements which significantly affect the efficiency of block iterative methods in respect of (a) the amount of work involved in performing each iteration, and (b) the convergence rate of the iterative process.
(a) Each iteration involves the direct solution of the sets of equations associated with the diagonal blocks of A, and therefore it is desirable for these blocks to have structures for which particularly efficient elimination and back-substitution techniques can be devised. From this point of view, the forms of section graphs which yield narrow band matrices, in which the bands are full, are particularly appropriate; the simplest of these forms is a chain, which corresponds to a tri-diagonal matrix (see Fig. 3 ). Another convenient type of section graph is a tree, i.e. a graph without circuits; optimal elimination schemes for this and other structures have been described by Parter (1961) .
(b) The effects on convergence rates of different types of partitioning arrangements are difficult to elucidate, particularly for disorderly systems, because the numerical values of the coefficients as well as their dispositions are important. However, the following considerations are usually relevant in choosing partitions:
(i) Rates of convergence usually increase significantly as the number of partitions and corresponding section graphs is reduced. (Conditions under which rates of convergence necessarily increase are described by Varga (1962) .) (ii) Rates of convergence are affected by diagonal dominance, and improve as the coupling between section graphs is weakened. If all off-diagonal coefficients have the same numerical value, then section graphs should be chosen in such a way that the number of connecting edges is as small as possible. When off-diagonal coefficients have different numerical values, it is usually desirable for strong edges (i.e. edges associated with relatively large coefficients) to be contained in section graphs, and for connecting edges to be weak.
The choice of structures for section graphs usually involves a compromise, for by increasing the complexity of their structures, it is possible to reduce the number of section graphs and the coupling between them. Also, the most convenient form of section graph for any particular problem depends very much on the sparseness and regularity of its graph. For instance, for graphs with regular structures the minimum possible number of chain partitions is often surprisingly small, as can be seen in Figs. 5-7, which can each be partitioned show alternatives to the "line" methods of partitioning elliptic finite-difference analogues obtained with a fivepoint formula-the arrangement of Fig. 6 can be modified to produce a two-block method for any rectangular region. For more disorderly systems, more complex forms of section graphs are usually desirable, as the exclusive use of chains tends to produce a large number of very small partitions. For very sparse and disorderly graphs such as commonly arise in engineering network problems, the author has found that section graphs of tree form are particularly appropriate. (Fig. 8 and Fig. 9 show tree partitions of a small electrical distribution network, and of a structural framework.) We have already referred to the fact that the corresponding sets of equations can be solved very efficiently; an additional benefit is that for sparse disorderly systems the minimum number of tree partitions increases only very slowly with the size of graph (a graph having several hundred vertices can often be partitioned into as few as seven or eight trees); hence the number of connecting edges will be reasonably small.* Also, for any problem there are usually many partitioning arrangements for which the number of trees and connecting edges are minimal, and it is often easy to choose a particular arrangement for which the connecting edges are relatively weak.
The author has developed a computer program which partitions networks into section graphs of tree form, and then uses the partitions to obtain solutions by S.B.O.R.
* An indication of the number of connecting edges is given by the fact that for a planar graph of/faces, partitioned into / trees, the total number of connecting edges is / -I-/ -2. For typical problems the time required per iteration is only about 20% greater than for S.O.R., and convergence rates are considerably better, usually by a factor of three or four, and sometimes by a factor of ten. The separation between the dominant and second largest eigenvalues of the S.B.O.R. operator is usually considerably larger than for S.O.R., which greatly facilitates the determination of optimum accelerating factors (Carre, 1961) . The procedure used to obtain partitions, which is described in the next section, only takes an amount of computer time equivalent to that required for five S.O.R. iterations.
A procedure for partitioning into trees
We have referred to the fact that block matrices which are 2-cyclic are ideally suited to over-relaxation, and therefore, in choosing tree partitions for a particular matrix, we might first try to determine whether or not any such partitioning yields a 2-cyclic block matrix; if so, we might then seek the minimal number of trees for which the 2-cyclic condition is satisfied. For very simple graphs such partitionings can often be obtained by inspection, but experience indicates that in general the imposition of the 2-cyclic condition severely complicates the partitioning problem. In this paper, therefore, we consider only the minimization of the number of trees, i.e. we shall consider the following problem:
Given a connected graph G, we require a decomposition of its vertex set V into the minimal number k of disjoint subsets A u A 2 , • • • A k , whereA l vA 2 u ... oA k = V, such that the section graph G(A?) associated with each subset Aj is a tree.
Alternatively, the problem may be expressed in terms of cut-sets (a cut-set is a set of edges of a connected graph G such that the removal of these edges separates G into two disjoint sub-graphs): Given a connected graph G, we require a union of cut-sets which cuts G into the minimal number of trees.
In principle, therefore, one method of solving this problem would be to determine all cut-sets of G, by enumerating all its spanning trees (a spanning tree of a graph G is a connected subgraph of G which contains all its vertices, but no circuits).* For the types of networks with which we are concerned, however, the number of different cut-sets and spanning trees is of the order of millions, t and therefore their enumeration would not be practical as a means of obtaining partitions. Since the object of tree partitioning is to obtain a fast method of solving sets of equations, only relatively fast and simple partitioning techniques are appropriate, and this would seem to preclude the use of any techniques involving the identification of circuits or cut-sets.
An alternative method has therefore been developed in which graph characteristics which are more easily discernible, by inspection or by digital computation, are used to obtain good if not necessarily optimal partitionings. This method, in which the choice of tree to which each vertex is assigned depends on the nature of the interconnections between the vertex and its neighbours, often yields optimal solutions, and requires a relatively small amount of computer time.
The method involves a succession of elementary assignment operations in each of which a particular edge and its endpoints are assigned to a tree. The simplest way of applying the method to a particular graph G is by means of a corresponding succession of contractions of G, in each of which the assignment of an edge and its endpoints to a tree is represented by the contraction of the edge and the merging of its endpoints. Ultimately, when all assignments and corresponding contractions have been performed, the vertices remaining in the contracted graph represent the chosen section graphs, and the remaining edges are the connecting edges, i.e. the succession of contractions ultimately yields a homomorphic image of G in which each vertex corresponds to a chosen section graph of G. We shall now show how a succession of contractions can be performed to produce section graphs of tree form, and then consider the best choice of successive contractions from the point of view of minimization of the number of trees.
The contraction method
Let us consider the contraction of a particular graphthat of Fig. 10(a) . Initially, we can obviously assign any edge of the graph and its endpoints to a tree. Let us arbitrarily choose the edge (1,2) and perform the corresponding contraction; the contracted graph is shown * A method of enumerating all spanning trees is described by Hakimi and Green (1964), and Branin (1962) describes the enumeration of basic circuits and cut-sets corresponding to a particular spanning tree.
t An indication of the number is given by the fact that a graph of n vertices with one edge connecting"each pair has w-2 spanning trees.
to to Fig. 10 in Fig. 10 (6) and the corresponding partially formed section graph is shown in Fig. 10(c) . We can then still assign any other edge to a tree, and we might choose the edge (4, 5), in which case the contracted graph becomes that of Fig. 10 (<i) with the partially formed section graphs shown in Fig. 10(e) . This contraction leads to a situation not previously encountered, in that two vertices of the contracted graph are now connected by a pair of edges. (In future, when a pair of vertices is connected by more than one edge, we shall describe the set of edges which connect them as a multiple edge, or m-edge; and correspondingly, when a pair of vertices is connected by one edge only, we may describe the edge as a single edge, or s-edge.) An m-edge and its endpoints constitute at least one circuit (the number of circuits depending on the multiplicity of the m-edge) which indicates that some or all of the edges contained in the section graphs represented by the endpoints, together with the m-edge, constitute at least one circuit. Therefore the section graphs represented by the endpoints of an m-edge cannot belong to the same circuit-free section graph, and so we prohibit the contraction of m-edges: to obtain circuit-free section graphs, a graph may be contracted only by a succession of contractions of s-edges.
To return to the graph of Fig. 10 , the m-edge of Fig. \0{d) indicates that the vertices 3, 4, and 5 cannot all belong to the same section graph. However, the contracted graph still has two j-edges, one representing (2, 3) and the other representing (2, 4), and either of these can be contracted. If we contract (2, 3) we obtain the graphs of Figs. 10(/) and lOfe). Since Fig. 10(/) 3,4 Fig. 11 has no .s-edge it is completely contracted, i.e. no further contractions are possible; the graphs of Figs. 10(/) and 10(g) therefore represent the final partitioning arrangement, with two trees and three connecting edges.
On any completely contracted graph, the replacement of each m-edge by an .s-edge yields a homomorphic image graph G' of the type defined in Section 2.
The choice of successive contractions
If we perform a succession of contractions of arbitrarily chosen j-edges, we ultimately obtain a contracted graph consisting either of a single vertex (if G is a tree), or of a set of vertices connected by m-edges only (if G contains circuits). However, if G contains circuits, the final number of vertices and corresponding partitions will not necessarily be minimal, but will depend on which particular j-edges are chosen for successive contractions. For example, if after we obtained the contracted graph of Fig. 10(6) we had contracted the edge (3, 4) we would have immediately obtained the threetree partitioning arrangement of Fig. 11 , which contains one more tree and one more connecting edge than the final arrangement of Fig. 10 .
To overcome this difficulty, rules have been formulated which define conditions under which the contraction of a particular edge is optimal, in the sense that at least one optimal partitioning in which the edge belongs to a tree can be proved to exist. Furthermore, it follows from the arguments of Section 4.3 that such a contraction may be performed at any time without prejudice to the feasibility of subsequent moves towards an optimal partitioning. (We shall describe contractions performed under these circumstances as optimal contractions, and describe all other contractions as arbitrary contractions.) For many practical problems it is possible to perform a complete contraction by means of optimal contractions only, in which case an optimal partitioning is obtained. (The network of Fig. 8 was completely contracted in this way.) Otherwise it is sometimes necessary to perform some arbitrary contractions, in which case the final partitioning may yet be optimal, but not necessarily.
Since the simplicity of the partitioning method is important, the usefulness of definitions of conditions under which edge contractions are optimal depends on the simplicity of determining whether or not the conditions are satisfied. The rules below give only those conditions for optimal contractions which can be defined in terms of a very small amount of information pertaining to an edge and its endpoints, in particular:
(i) the numbers of j-edges and m-edges terminating at the endpoints, and (ii) the number of m-neighbours common to both endpoints.
(It will be convenient to describe the numbers of s-edges and m-edges terminating at a particular vertex as its s-degree and m-degree, respectively; the other vertices connected to it by .s-edges and m-edges are its s-neighbours and m-neighbours, respectively.)
The following contractions are always optimal, (i) The contraction of the .s-edge connecting a vertex of .s-degree 1 to a vertex of .s-degree 1 or 2, irrespective of the m-degrees of either vertex, (ii) The contraction of the .s-edge connecting a vertex of .s-degree 1 to its ^-neighbour, irrespective of thê -neighbour's .s-degree, provided that the vertex has not more than one m-neighbour which is not also an m-neighbour of the j-neighbour. (iii) The contraction of an .s-edge connecting a vertex of .s-degree 2 to one of its .s-neighbours, irrespective of the ^-neighbour's .s-degree, provided that all m-neighbours of the vertex are also mneighbours of the ^-neighbour. Examples of optimal contractions are the three contractions of Fig. 10 , the first being of type (i) and the others being of type (iii). The contraction of Fig. 11 , in which both endpoints (3 and 4) are of .s-degree 3, is arbitrary.
Any contraction other than those of types (i)-(iii) cannot be proved to be optimal or otherwise without using further information concerning the edge and its endpoints. It seems most likely that further conditions for optimal contractions involving only "local" information could be found, but such conditions would necessarily be much more complicated than those described above-probably to the point that it would not be practical to make use of them in a partitioning procedure.
Proofs that the contractions (i)-(iii) are optimal
(i) Let / be the vertex under consideration, S itŝ -neighbour, and T the second ^-neighbour of S. In an optimal partitioning, either none of the m-neighbours of / belong to the same tree as S, in which case / must belong to the tree (for otherwise there would be one more tree than is necessary); or (see Fig. 12 ) some m-neighbours M u M 2 , . . . of i belong to the same tree as S, in which case i belongs to a different tree and the edge (/, S) is a Fig. 12 connecting edge. If the connecting edge (/', S) is to be transformed into a member of a tree, all the m-neighbours M u M 2 , • . . must be removed from the tree containing S; but this can be done by transforming only the edge (S, T) into a connecting edge; and since this pair of transformations does not change the total number of connecting edges, there is no change in the total number of trees.
(ii) Let i be the vertex under consideration and 5 its j-neighbour. Since no m-neighbours of S can belong to the same tree as S, and i has not more than one mneighbour which is not an w-neighbour of S, we have that in an optimal partitioning, either none of the m-neighbours of / belong to the same tree as S, in which case / must belong to the tree; or one m-neighbour of i belongs to the same tree as S. In this case, only one edge of the tree need be transformed into a connecting edge to remove the m-neighbour from the tree; if we then transform the connecting edge (/, S) into a member of the tree, there is no change in the total number of trees.
(iii) Let us first consider a vertex / of .s-degree 2 and m-degree 0, connected to its two ^-neighbours S x and S 2 by the s-edges E x and E 2 : In an optimal partitioning, either S t and S 2 belong to different trees, in which case / must belong to one of these trees; but since / can belong to either tree, there must exist at least two optimal partitionings, in one of which E x belongs to a tree and E 2 is a connecting edge, and in another of which E 2 belongs to a tree and Ei is a connecting edge; or Si, S 2 , and / all belong to the same tree, in which both £•, and E 2 belong to the tree; or 5, and S 2 belong to the same tree, but i belongs to a different tree. In this case both E t and E 2 are connecting edges, but then at least two other optimal partitionings can be obtained by transforming one edge on the path joining S t and S 2 in their tree into a connecting edge, and transforming either one of the connecting edges E l and E 2 into a member of a tree. Hence, if i has no w-neighbours, there necessarily exists an optimal partitioning in which one or other of the edges E t and E 2 , chosen arbitrarily, is a member of a tree.
Let us now consider the contraction of / to S l in particular, and consider the w-neighbours of i when its w-degree ^ 0.
If all w-neighbours of / are also w-neighbours of S 1 ,, then in the optimal partitionings described above, none of the w-neighbours of i ever belong to a tree containing 5 t ; hence i can indeed belong to a tree containing S u and so the contraction of i to S x is still necessarily optimal.
But if i has any w-neighbours which are not also w-neighbours of S\, it is possible that in the originally considered optimal partitioning, the tree containing S ( also contains w-neighbours of /'. In this case the assignment of i to the tree containing 5, might involve the transformation of at least one edge of the tree into a connecting edge, and in some circumstances this would result in an increase in the total number of trees.
Hence the contraction of an j-edge connecting a vertex of s-degree 2 to one of its j-neighbours is necessarily optimal only if all w-neighbours of the vertex are also w-neighbours of its j-neighbour.
A systematic contraction procedure
The application of the rules described above can easily be systematized, one simple method being as follows.
To contract a graph, we examine the s-degree of each vertex in turn, and each time we encounter a vertex of j-degree 1 or 2 we determine whether or not it has an j-edge which can be optimally contracted (i.e. we determine whether or not any contractions of the types (i)-(iii) can be performed); if so, we immediately perform an optimal contraction, but otherwise we do not perform any contractions. (We shall describe this operation on all vertices of the graph as a pass.) At the end of the pass, we may or may not have performed some contractions; if not, it is impossible to perform any optimal contractions of the graph in its present form, so we perform one arbitrary contraction. The process of performing a pass, followed by an arbitrary contraction if the pass has not involved any optimal contractions, is then repeated for the partially contracted graph until the contraction is complete.
Several refinements can be introduced which simplify the use of this procedure (manually or on a computer) and reduce the number of passes needed to complete a partitioning. Firstly, for very sparse systems it is convenient to restrict the conditions under which contractions may be made during the first pass, in such a way that contractions performed at this stage do not produce any w-edges. Since no w-edges exist initially, we obtain (i) the contraction of the s-edge connected to a vertex of ^-degree 1; (ii) the contraction of an j-edge connected to a vertex of j-degree 2, provided that its two .j-neighbours are not connected to each other by an j-edge.
In contracting certain types of electrical networks even this modified first pass eliminates more than half the vertices, and since the modified first pass is much simpler to perform than a normal pass, the time required for a complete contraction is significantly reduced. To make best use of the modified first pass, the vertex scanning procedure must allow for the fact that the contraction of an j-edge connected to a vertex of 5-degree 1 reduces the j-degree of its ^-neighbour by 1, and so if the ^-neighbour was previously of s-degree 3 a new permissible contraction may result. If allowance is made for this fact the contracted graph obtained at the end of the first pass has no vertices of ^-degree less than 3, apart from vertices of .s-degree 2 whosê -neighbours are connected to each other by an .y-edge. Fig. 13 shows the result of a modified first pass over the distribution network of Fig. 8 .
Secondly, it has been found useful, in trying to minimize the number of arbitrary contractions and their adverse effects on the final number of trees, to arrange for them all to involve the merging of one particular vertex. If several arbitrary contractions are all performed in one small region of a graph, they usually create more w-edges and cause a greater reduction in local s-degrees than if they are performed in different regions.
The last refinement concerns the incorporation of strong edges in trees and the use of weak edges as connecting edges. If a graph originally contains any edges with endpoints of j-degree 1, or chains of edges which terminate at vertices of j-degree 1, all these edges necessarily belong to trees, and the modified first pass will contract all of them. However, most of the remaining edges can become connecting edges and the choice of connecting edges can be improved by making use of the fact that every first pass contraction involving a vertex of s-degree 2 (rule (ii) above) involves a choice between a pair of edges; the optimal contractions described in the previous section, and arbitrary contractions, usually also involve a choice of edges. All these choices can be made quite arbitrarily, but it is easy to make them depend on the relative strength of the edges involved. After the first pass, the number of such choices can be increased, without increasing the number of trees, if any possible optimal contraction detected on encountering a vertex of s-degree 1 is deferred if its ^-neighbour is of s-degree 2. (For after the first pass, a vertex of s-degree 1 may have mneighbours, in which case its j-edge does not necessarily belong to a tree.)
This refinement usually leads to a good choice of connecting edges, these often becoming the weakest edges of a graph. For some networks the refinement has improved convergence rates by more than 50%.
Some programming details
In programming the contraction procedure it was found that list-processing techniques were most convenient and economical of storage space. For each vertex of a graph undergoing contraction three lists are stored, one for the names of its j-neighbours, one for the names of its w-neighbours, and a "descriptive" list containing such information as the j-degree and w-degree of the vertex. These lists are initially compiled directly from a "connection table" for the problem, which gives for each edge the names of its endpoints and relevant physical characteristics.
When a contraction is performed the program designates one of the pair of merged endpoints as temporary "leader" or representative of the resulting section graph. The leader's lists and some neighbours' lists are brought up to date, taking into account the possible creation of m-edges and annihilation of s-and w-edges as a result of the contraction, and then the lists of the other (merged) endpoint are discarded. The j-degrees of the leader and neighbouring vertices affected by the contraction are then examined at once; if any of these have been reduced to zero the corresponding vertices represent completed section graphs, so their lists and all other list entries describing w-edge connections to them are removed (w-edge connections to a completed tree do not affect conditions for further optimal contractions).
When all section graphs have been completed their vertices are re-numbered, to obtain a convenient reordering of the sets of equations. To obtain a convenient ordering within a block the program arbitrarily chooses one vertex of its tree as last-point (Parter, 1961) and assigns a number to it. The other vertices of the tree are then assigned consecutively decreasing numbers in such a way that for any pair of vertices, the length of the path from the higher-numbered vertex to the lastpoint is equal to or smaller than that from the lower- Contract edges: ( 2,3 ), ( 4,6 ), ( 8,10 ), ( 11,12 ) , ( 15,16 ), ( 9,16 ), ( 17,18 ), ( 18,19 ), ( 9,19 ), ( 14,22 ), ( 24,25 ), ( 24,26 ), ( 26,27 1, 2, 3, 8, 9, 10, 11, 12, 13, 15, 16, 17, 18, 19. Contract edge: ( 22, 23 ) . Remove tree containing vertices: 14, 20, 21, 22, 23, 24, 25, 26, 27. After re-ordering equations the program factorizes the diagonal submatrices and then performs S.B.O.R. iterations. The program has been used for solving network problems containing more than 500 vertices.
Some typical results
The performance of the program is illustrated by Fig. 14 and Fig. 15 which show how it obtained the partitions of the distribution network of Fig. 8 , and of the regular icosahedron of Fig. 5 .
For the distribution network, which is quite sparse, the first pass eliminated 13 of the 27 vertices. (The first pass contraction is shown in Fig. 13 .) There were no arbitrary contractions and so the final partitioning is optimal.
The regular icosahedron is much less sparse than the types of network usually encountered, and its partitioning involved four arbitrary contractions. Nevertheless, an optimal solution consisting of two chains was obtained. Several different partitionings were obtained for this problem, by shuffling the computer input data.
(This changes the order of entries in the vertex lists and hence the choice of arbitrary contractions, if all edges are of equal strength.) Although the solutions obtained were all different, they each involved four arbitrary contractions and consisted of two chains of equal length.
For a large rectangular mesh, the program does not yield an optimal solution; for a mesh of 6 X 6 points it obtains three section graphs-one chain, one tree, and one isolated vertex.
Relation to the Travelling Salesman problem
For any planar graph G (i.e. a graph which can be drawn in a plane in such a way that its edges have no intersections except at vertices) we can construct its dual graph G* (Fig. 16) as follows. Within each face of G, including the infinite face, we choose a single point; we then connect two such points by an edge if they belong to neighbouring faces with a common boundary edge, the new edge being drawn so that it crosses the boundary edge but no other edges; if there are several boundary edges common to the two faces, we draw one new edge for each of them; also, for any edge which is not a boundary edge (such as the edge (1,2) in the infinite face of Fig. 16 ), we draw a loop which cuts it. As examples, Fig. 16 shows the graph of It can be seen that to each edge of G there corresponds one edge of G* which cuts it, and that to any section graph (circuit-free or otherwise) of G there corresponds one separating circuit on G* which circumscribes it, cutting all its separating edges but no others. For any partitioning of G into section graphs the graph composed of the set of corresponding separating circuits is planar and connected, having one face corresponding to each section graph. In the particular case of a partitioning into two section graphs the two separating circuits are identical, giving one interior face and the infinite face.
We now determine the conditions which must apply to a set of separating circuits if their corresponding section graphs are to be circuit-free, to enable us to consider the problem of finding an optimal partitioning of G in terms of a choice of separating circuits on G*. First, we note that the boundary edges of each face of G constitute a circuit (such a circuit being known as a minimal circuit), and that every circuit of G is a union of a number of its minimal circuits. Hence a section graph will be circuit-free if and only if its separating circuit on G* does not circumscribe any faces of G, and so a partitioning of G is circuit-free if and only if every face of G is bisected by separating circuits on G*, i.e. if an<! only if the set of corresponding separating circuits contains every vertex of G*. Therefore the problem of finding a circuit-free partitioning of G is equivalent to that of finding a connected subgraph of G* which contains all vertices of G* and in which every vertex belongs to a circuit; to obtain an optimal partitioning, we require such a subgraph having the smallest possible number of faces (separating circuits).
Viewed in these terms the problem is particularly interesting in the case of a two-tree partitioning, for then we seek a single circuit which contains every vertex of G*. This is a Hamilton Circuit, or Travelling Salesman (Berge, 1962; Ore, 1962) . As an example, Fig. 17 shows the Hamilton circuit corresponding to the two-chain partitioning of Fig. 5 .
Unfortunately, no general criterion has been found to determine whether or not a graph possesses any Hamilton circuits, and no general method, other than by trial and error, has been found for enumerating them. Hence we do not expect that an approach to the partitioning problem in terms of its dual will lead to practically useful results. On the other hand, in view of the difficulty generally experienced in solving Travelling Salesman problems, and the relative ease with which tree partitions can be obtained, it seems possible that the application of the contraction method to the duals of Travelling Salesman problems, to obtain small sets of separating circuits, could be helpful. Since the contraction method takes into account the relative strengths of edges and there is a one-to-one correspondence between the edges of a graph and those of its dual, edges with relatively small associated costs can be given preference in the formation of separating circuits. The circuits might then be combined to yield an economical route in a manner analogous to that used for obtaining routes from a set of factors (Berge, 1962) .
Finite-difference analogues of partial differential equations
The success obtained with tree-partitioning of disorderly systems naturally raises the question of the extent to which it is possible and profitable to use more intricate partitioning schemes than S.L.O.R. partitioning by lines for solving orderly sets of elliptic finite-difference equations.
For sets of equations obtained with five-point formulae the use of intricate chains and trees often yields a significantly smaller number of blocks than the usual one-line method. For example, as mentioned in Section 3, a two-chain partitioning can be found for any rectangular region (Fig. 6 ); some problems with more complex geometries can be partitioned into two trees, the trees being of the form of interleaved combs (Fig. 18) . Finite-difference analogues of the biharmonic equation, obtained with the usual 13-point formula, can be partitioned into chains running diagonally across the mesh (Fig. 19) -this form has only been applied to very small problems, but appear to give much better convergence than S.O.R.; for square regions, the chains can be interleaved, to give a partitioning consisting of a central vertex and four concentric spirals (Fig. 20) . "f However, although intricate partitionings such as those of Figs, 6, 18 and 20 contain significantly fewer blocks than one-line partitionings, the reduction in the total number of connecting edges (which represent the coupling between blocks) is quite insignificant, particularly for large problems, and therefore convergence rates improve very little. In fact, in solving square Dirichlet problems using the types of partitions shown in Fig. 6 and Fig. 7 , t This partitioning is due to S. J. M. Denison of the Nelson Research Laboratories, English Electric Co. Ltd. the author found that as the mesh size is reduced the spectral radius of the S.B.O.R. operator tends asymptotically to that of the one-line S.L.O.R. method-for only 10 X 10 mesh points, the spectral radii are already the same to four significant figures. Although few results are available for biharmonic problems the situation with these would appear to be very similar, the partitioning of Fig. 20 giving results comparable to those obtained with the partitioning of Fig. 19 . The intricate partitioning arrangements nevertheless have one advantage in that, as mentioned by Varga (1962) , the reduction in the number of blocks is found to increase the separation between the dominant and second largest eigenvalues of the S.B.O.R. operator, which is important in the determination of optimum accelerating factors. For the partitions of Fig. 6 and References Fig. 7 the improvement is very marked: for 10 x 10 points the eigenvalue separation is approximately twice as great as for S.L.O.R.; for 80 X 80 points the separation is increased by a factor of at least ten. (The factors quoted are approximate because of difficulty experienced in the experimental measurement of the second-largest eigenvalue for the two-chain partitioning.) For problems with very complex geometries it seems unlikely that this advantage would compensate for the extra work involved in partitioning and ordering variables, but intricate partitioning schemes could be useful for some problems with very simple geometries.
Conclusions
For very sparse and disorderly systems it is easy and profitable to apply block iterative methods using tree partitions. It should be possible to obtain further improvements by using section graphs of more complex forms (by including circuits) and it is hoped to develop such techniques in the near future.
For very orderly systems such as sets of finite-difference equations, the topological approach can be useful in suggesting simple partitioning schemes for different types of finite-difference formulae, by direct consideration of the finite-difference "molecules". It can also suggest intricate partitioning schemes involving very few blocks, but it is important not to judge partitioning schemes by this criterion alone: in very general terms, the beneficial effect on convergence rates of a partitioning scheme depends on the number of edges which it absorbs into section graphs, and the number of blocks mainly influences the ratio of the dominant to second largest eigenvalues.
