Abstract-The purpose of this study is to propose two kinds of thread-level parallelization computing Zernike moments. Our proposed parallel algorithms are based on the combination of the q-recursive method and the Prata's method with symmetry by a certain dihedral group. The experiments results show that our proposed method is fast and accurate. The synchronized parallelization is applicable to greater than 250 order Zernike moments calculation. The reductive parallelization is suitable for computing Zernike moments order between 10 and 250. For computing all Zernike moments up to order 500, it only requires 3.499 sec. on a quad-core personal computer for a 512 512 test image. By our proposed method, the normalized mean square error with less than 500 orders Zernike moments is 0.001435 for image reconstruction, whereas the error rate by qrecursion method is 0.001866.
INTRODUCTION
HIS paper is an extended version of our previous paper [Deng & Gwo, 16] . Zernike Moments are widely applied in the field of pattern recognition [Belkasim et al., 3] , image recovery [Liao, 5; Singh & Walia, 10] and image retrieval [Singh & Pooja, 11; Chen et al., 12] due to their orthogonality and rotation invariance property. However, the computation of these moments is extremely time-consuming especially at high orders. The main purpose of this study is to propose parallel algorithms for computing high-order Zernike moments. Our proposed parallel algorithms are based on the combination of the q-recursive method [Chong et al., 6] and the Prata's method [Prata & Rusch, 4] with the dihedral group D 4 [Tom Dieck, 2] symmetry.
The Zernike polynomials are introduced by the optical physicist F. Zernike [1] who won the Noble prize in 1953. The Zernike polynomials build an orthogonal basis for the complex L 2 -space over the unit disc D with respect to the Lebesgue measure. More explicitly, for a complex number 
The usual way to approximate the Zernike moments is to use the `following discrete form of the Zernike moments:
With the Zernike moments of an image   z f , this image can be reconstructed by the following formula.
Then the reconstructed image function can be expressed as
for a non-negative integer M. In comparison, the difference between the two images can be estimated by the normalized mean square error (NMSE), expressed in Equation (9) . This measurement will be used to show the performance of stable computation among different methods.
For a considerable image, say 512x512 pixels or 1024x1024 pixels, to gain an acceptable reconstructed image, an order of 200 or higher Zernike moments would be required. The amount of computing for these images is enormous. Therefore, the finite groups symmetry method is useful in quickening the process [Li & Boyd, 14; Deng et al., 17] . For example the groups of reflections and rotations such as dihedral groups
Where denotes the rotation counter-clockwise and the reflection about the line ⁄ . To further explain the formulaic details, let the subset H(Z) in A(Z) be given by
Then the Equation (6) can be modified with Equation (10) as the following equation: 
Theoretically with this algorithm, the symmetry operated by the group D 4 or V 4 can be sped up to 8 or 4 times respectively. Besides the acceleration through symmetry by finite groups, there are other ways to hasten Zernike moments computation algorithms. Parallelization is one of those solutions. In this paper, we will focus on the thread-level parallelism for the multi-core computers.
II. PROPOSED ALGORITHMS

Q-Recursive Method and Modified Prata's Method
Our proposed method is based on the combination of qrecursive method and the Prata's method. Let us recall the both methods in this part. The q-recursive method is introduced by Chong et al., [6] which is based the following recurrence:
with the initial conditions. (14) Moreover, the coefficients satisfy 
where the constants can computed as follows:
A modified version of Prata's method computes the radical polynomials R n0 by using the recurrence: It is to mention that using any of the two methods to compute Zernike moments for high order can lead to a noticeable error in the reconstructed image. Due to our experiments, the reconstruction from the Zernike moments computed by the modified Prata's method is inacceptable for the maximal order greater than 95. The q-recursive method obtains the computed values for the Zernike radial polynomial R nm (r)=0 for 106 ,   m n n r (n r is some positive number which is dependent on n). For high Zernike moment order, the q-recursive computation method will lose information. This phenomenon is observed by [Papakostas et al., 9] . Due to the phenomena seen in Figure 1 on interval [0, 0.2] where a discrepancy appeared between the two methods, we sought to combine these two algorithms in the next section.
Proposed Method in Serial Version
For the maximal Zernike moment 250  M , the reconstruction from the computed Zernike moments using qrecursive method has distinct errors. Although the computed Zernike radial polynomial R nm (r) by using the modified Prata's method are not correct for 95  n and large m, the computed values for R nm (r) are usable for small repetition m and has better estimate for small r than by using q-recursive method when 270  n . Our main idea is to combine both these methods to obtain algorithms with better performance. ; let R_nm denote the memory storing the temporary computed value for the Zernike radial polynomial R nm (r).
1. Compute all constants 12 , CC as in Equation (17) for modified Prata's method, and compute all constants 1 2 3 ,, K K K as in Equation (15) 
(M).
Algorithm A can be sped up by using D 4 symmetry. Such a modification can speed up to 8 times which we denote by Algorithm A+.
Thread-Level Parallelism using Synchronization
The control variables s, t in the outer loop computing Zernike moments have dependencies in the index numbers n, m for the array storing the values for Zernike moments Z nm . A division of this array into disjoint subsets can be done, but not indexed by the loop control variables s, t in outer loop. A
To avoid race conditions, synchronization is a common solution [Mattson et al., 7] . But a heavy synchronization results in performance impediment. Some parallel program with heavy synchronization is even slower than the serial version. The parallel algorithm, denoted as Algorithm B, is a slight modification for Algorithm A in which the foremost outer for-loop is replace by the parallel-for loop; moreover, the light-weight synchronization is used within the parallelfor loop only when updating the values for Z[n] [m] .
Since the extra memory need for a thread takes a complexity of O(M), a P multithreads with an image of pixels N×N and maximal Zernike moment order M require a memory complexity of O(PM+N 2 ) in Algorithm B. For high maximal Zernike moment order M and large number P, parallelism brings a mild increase on extra memory need. On the other hand, the synchronization demands an increased amount of time. For low maximal Zernike moment order M, a heavy slowdown of performance can be observed. Such way of parallelism can be applied to Algorithm A with speedup, which we denote by Algorithm B+.
Thread-Level Parallelism using Reduction Method
Other parallel version of Algorithm A is so constructed that each thread has its own private copy lists storing the values of Zernike moment Z nm . We call such method as reduction method. By having the values for Z nm update only for thread private copies and parallel for-loop to sum up the values for all thread private lists together, neither race conditions nor false sharing would occur. It means that the reconstruction from Zernike moments computed by parallel version of an algorithm is identical with the computation by its serial version.
Algorithm C: Let z[p][0:M][0:M] denote the array storing the values for
Zernike moments Z nm for thread number p; let R nm denote the memory storing the temporary computed value for the Zernike radial polynomial R nm (r). 12 , CC as in Equation (17) for modified Prata's method, and parallel compute all constants 1 2 3 ,, K K K as in Equation (15) So, for P multithreads, an image of pixels N×N and maximal Zernike moment order M, the total memory for Algorithm C has a complexity of O(PM 2 +N 2 ). An observation that extra memory need is large for high maximal Zernike moment order M and large number P is made. Due to this extra memory need, the parallel version can be even slower than the serial version.
Parallel compute all constants
Such way of parallelism can be applied to Algorithm A that has been sped up by using D 4 symmetry, which we denote by Algorithm C+.
III. EXPERIMENTAL RESULTS
Setting for Experiments
We implement our algorithms into C/C++ code with parallel library openMP 4.0 [Chapman et al., 8; Liao et al., 13 ] which supports the thread-level parallelism and has a plenty of thread synchronization mechanisms. Furthermore, the source code is complied with the TMD-GCC 4.9.2 64-bit C/C++ release compiler with optimization O2 and fast-math. The automatic parallelization is disabled. Most of computations for real numbers use the 64-bit double-precision float format. The computer is installed with OS win7 with 8 GB of RAM and an Intel i7-4790 quad-core 3.6 GHz processor which supports eight multithreads. The test images are all in size of 512×512 pixels as shown in Figure 2 . For experimental needs, some test images are also converted into 1024×1024 pixels size. 
Error Analysis
We test three different methods: the proposed method (Algorithm A with D 4 speedup, i.e. Algorithm A+), qrecursive method and the modified Prata method, for their reconstruction from computed Zernike moments up to maximal order M. The error rate for the reconstructed images at different maximal order between 0 and 500 are shown in Figure 4 . All these three different recursive have the same reconstruction error rate for low maximal Zernike moment order 50  M . The reconstructed image for the modified Prata method becomes inaccurate for the medium maximal Zernike order n>95. Both of the proposed recursive method in Algorithm A+ and the q-recursive method have the similar reconstruction error for the medium maximal Zernike order between 95 and 250. For high maximal order 250<M, the proposed method, i.e. Algorithm A, has better performance, whereas the reconstruction from the computed Zernike moments using q-recursive method has noticeable image disturbance in the form of concentric circles. At maximal order 500, the error rate (NMSE) of reconstruction for the 512×512 pixels test image `Lena' from the computed Zernike moments using Algorithm A+ is 0.001435, whereas the error rate for the image reconstruction by q-recursion method is 0.001866. Those reconstructed images are shown in Figure 3 . The NMSE for those ten test images using the proposed method and the q-recursive method at maximal order 500 are all listed in Table 1 . When those algorithms are applied to the enlarged test image 'Splash' of 1024×1024 pixels, one can better see the different performances in a variety of algorithms. The reconstructed image using proposed method, i.e. Algorithm A+, is almost identical with the original one, whereas the reconstruction from the computed Zernike moments using qrecursive method has ripples around the image center. At maximal order 500, the error rate (NMSE) of reconstruction from the computed Zernike moments using Algorithm A is 0.001274, whereas the error rate for the image reconstruction by q-recursion method is 0.001923. Those reconstructed images are shown in Figure. In this part, we present the speed performance for both of the parallel algorithms using synchronization, i.e. Algorithm B+, and the parallel algorithms using reduction method, i.e. Algorithm C+. The numerical information is taken from the experiments on the test image 'Lena' of 512×512 pixels. The elapsed time among those ten test images varies insignificantly.
By comparing our proposed method in serial version, i.e. Algorithm A+, with the widely used algorithm q-recursive method, the results show that our proposed method is faster than q-recursive method. The numerical data is shown in Figure 6 .
We test the speed performance for the parallel algorithm given by Algorithm B+ up to maximal Zernike moment as shown in We also apply Algorithm C+ to the 512×512 pixels image 'Lena'. Some numerical results are listed in Table 3 and Figure 7 . For maximal order between 50 and 250, the parallel speedup factor p 8 lies between 3.17 and 3.70; and the parallel speedup factor p 4 lies between 2.56 and 3.26. This concludes the parallelism using reduction method is suitable for medium maximal Zernike moment order. For high-order Zernike moments, experimental results show that the elapsed time for parallelism using reduction method is even larger than that of serial version. In this case, the large extra memory is needed which can result in computation hindrance. In such situation, parallelism using reduction method is not recommended. 
IV. CONCLUSION
The proposed method can yield accurate numerical results, especially for high-order moments. The experimental results show that the proposed parallel method using synchronization takes 3.499 seconds to compute the top 500-order Zernike moments of an image with 512×512 pixels. With the use of eight multithreads to compute high-order Zernike moments, the parallel speedup factor lies between 3.32 and 3.64, a good parallelism performance for a quad-core computer. For medium maximal Zernike order, between 50 and 250, the parallelism by reduction method can be aptly used. The parallel speedup factor lies between 3.17 and 3.70 with eight multithreads, and the parallel speedup factor nears 3 just by using four multithreads.
At maximal order 500, the normalized mean square error is 0.001435 by using Algorithm A on the 512×512 pixels test image 'Lena', whereas the error rate for the image reconstruction by q-recursion method is 0.001866. When computing high-order Zernike moments, the proposed method outperforms other compared methods in terms of accuracy.
