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We consider the elementary operator L, acting on the Hilbert–
Schmidt class C2(H), given by L(T) = ATB, with A and B bounded
operators on a separable Hilbert spaceH. In this paper we establish
results relating isometric properties of L with those of the defin-
ing symbols A and B. We also show that if A is a strict n-isometry
on a Hilbert space H then {I, A∗A, (A∗)2A2, . . . , (A∗)n−1An−1} is
a linearly independent set of operators. This result allows to ex-
tend further the isometric interdependence of L and its symbols. In
particular we show that if L is a p-isometry then A is a strict p − 1-
(or p − 2-)isometry if and only if B∗ is a strict 2- (or 3-)isometry.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
The Hilbert–Schmidt class, C2(H), is the class of bounded operators S defined on a separable com-
plex Hilbert spaceH, satisfying the following condition: If {en : n ∈ N} is an orthonormal basis ofH,
then ∑
n∈N
‖Sen‖2 < +∞,
where ‖ · ‖ is the norm on H determined by the inner product on H. We recall that C2(H) equipped
with the inner product 〈 S, T〉 = tr(ST∗), where tr denotes the trace operator, is a Hilbert space, see
[9]. Furthermore, C2(H) is an ideal of the algebra of all bounded operators onH.
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LetA andBbeboundedoperators onH andL, a boundedoperator on C2(H),definedbyL(T) = ATB.
The adjoint L∗ is given by L∗(T) = A∗TB∗. We recall the definition of n-isometry, as given in [1], see
also [2,3,7].
Definition 1.1. If L is a bounded operator on a Hilbert space, then L is said to be an n-isometry if and
only if
n∑
k=0
(−1)n−k
(
n
k
)
L∗kLk ≡ 0.
Moreover, L is said to be a strict n-isometry if it is an n-isometry but not an (n − 1)-isometry.
The authors in [4] gave a characterization of elementary operators L that are 2- and 3-isometries
in terms of the symbols A and B. It is also given in [4] sufficient conditions for L to be an n-isometry. In
this paper we study the isometric interdependence of an elementary operator of the form L(T) = ATB
and its symbols. We first address a conjecture proposed in [4] stating that if A is a p-isometry and B∗
is a q-isometry, then L is a (p + q − 1)-isometry. In Section 2 we prove that this conjecture holds for
p = 3.
In Section 3 we show that if A is an operator on a complex Hilbert space H which is a strict n-
isometry then {I, A∗A, (A∗)2A2, . . . , (A∗)n−1An−1} is linearly independent. This result allows us to
explore further the interdependence of isometric properties on L and those on its symbols. This is
done in Section 4. We prove the following theorem.
Theorem 1.1. Let L be a p-isometry.
1. If p  2 and
(1.a) A is a strict 2-isometry then B∗ is a p − 1-isometry.
(1.b) B∗ is a strict p − 1-isometry then A is a 2-isometry.
2. If p  3 and
(2.a) A is a strict 3-isometry then B∗ is a p − 2-isometry.
(2.b) B∗ is a strict p − 2-isometry then A is a 3-isometry.
This interdependencemotivated a scheme to construct strict isometries of all orders on any Hilbert
space that is described in Section 5.
2. Isometric properties of L
The authors in [4] show that if A is a 2-isometry and B∗ is a p-isometry, thenL is a (p+1)-isometry.
It was also conjectured that a more general statement should hold, namely if A is a p-isometry and B∗
is a q-isometry, then L is a (p + q − 1)-isometry. The next theorem provides further support to this
conjecture.
Theorem 2.1. If A is a 3-isometry and B∗ is a p-isometry, then L is a (p + 2)-isometry.
We start by proving a preparatory lemma. Given the definition of an n-isometry the proof of the
following lemma is necessarily combinatorial.
Lemma 2.1. If A is an n-isometry then
(A∗)n+tAn+t =
n−1∑
k=0
(−1)n−k+1
(
n + t
k
)(
n + t − k − 1
t
)
(A∗)kAk, ∀ t = 0, 1, . . . .
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Proof. Since A is an n-isometry we have
(A∗)nAn =
n−1∑
k=0
(−1)n−k+1
(
n
k
)
(A∗)kAk, (1)
and
(A∗)n+1An+1 =
n−1∑
k=0
(−1)n−k+1
(
n
k
)
(A∗)k+1Ak+1.
Therefore
(A∗)n+1An+1 =
n−2∑
k=0
(−1)n−k+1
(
n
k
)
(A∗)k+1Ak+1 + n(A∗)nAn.
Eq. (1) implies that
(A∗)n+1An+1 = n(−1)n+1I + n−1∑
k=1
[
(−1)n−k
(
n
k−1
)
+ (−1)n−k+1n
(
n
k
)]
(A∗)kAk
= (−1)n+1 n I + n−1∑
k=1
(−1)n−k
[(
n+1
k
)
− (n + 1)
(
n
k
)]
(A∗)kAk
= (−1)n+1 n I + n−1∑
k=1
(−1)n−k+1
[(
n+1
k
) (
n−k
1
)]
(A∗)kAk
= n−1∑
k=0
(−1)n−k+1
[(
n+1
k
) (
n−k
1
)]
(A∗)kAk.
This shows the formula for t = 1.We now proceed by induction. We assume that
(A∗)n+tAn+t =
n−1∑
k=0
(−1)n−k+1
(
n + t
k
)(
n + t − k − 1
t
)
(A∗)kAk.
Then
(A∗)n+t+1An+t+1 =
n−1∑
k=0
(−1)n−k+1
(
n + t
k
)(
n + t − k − 1
t
)
(A∗)k+1Ak+1.
Straightforward computations yield
(A∗)n+t+1An+t+1 = n−1∑
k=1
(−1)n−k
(
n+t
k−1
) (
n+t−k
t
)
(A∗)kAk +
(
n+t
n−1
)
(A∗)nAn
= n−1∑
k=1
(−1)n−k
(
n+t
k−1
) (
n+t−k
t
)
(A∗)kAk +
(
n+t
n−1
) n−1∑
k=0
(−1)n−k+1
(
n
k
)
(A∗)kAk
= (−1)n+1
(
n+t
n−1
)
I + n−1∑
k=1
(−1)n−k+1
[(
n+t
n−1
)(
n
k
)
−
(
n+t
k−1
)(
n+t−k
t
)]
(A∗)kAk
= (−1)n+1
(
n+t
n−1
)(
n+t+1
0
)
I + n−1∑
k=1
(−1)n−k+1
(
n+t+1
k
)(
n+t−k
t+1
)
(A∗)kAk.
This completes the proof. 
Proof of Theorem 2.1. We consider the operator S on C2(H), given by
S(T) =
p+2∑
k=0
(−1)p−k
(
p + 2
k
)
(A∗)kAkTBk(B∗)k.
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We show that S is the zero operator. We use the assumption on A and B∗ together with Lemma 2.1
to derive the following representation for S:
S(T) = 2∑
k=0
(−1)p−k
(
p+2
k
)
(A∗)kAkTBk(B∗)k
+ p−1∑
k=3
2∑
α=0
(−1)p−k+α
(
p+2
k
)(
k
α
)(
k−α−1
k−3
)
(A∗)αAαTBk(B∗)k
+ p+2∑
s=p
2∑
α=0
p−1∑
γ=0
(−1)−s+α−γ+1
(
p+2
s
)(
s
α
)(
s−α−1
s−3
)(
s
γ
)(
s−γ−1
s−p
)
(A∗)αAαTBγ (B∗)γ .
We now collect the coefficient Cα,γ multiplying (A
∗)αAαTBγ (B∗)γ .We distinguish three cases.
Case 1. α = γ = k with k = 0, 1, or 2.
Ck,k = (−1)p−k
(
p + 2
k
)
+
p+2∑
s=p
(−1)−s+1
(
p + 2
s
)(
s
k
)2(
s − k − 1
s − 3
)(
s − k − 1
s − p
)
.
We separate three subcases.
C0,0 = (−1)p4
[
4 − (p2 − 4)(p2 − 1) + 2p2(p2 + p − 2) − p2(p2 + 2p + 1)
]
= 0.
C1,1=(−1)p−1
[
(p + 2)+
(
p+2
p
)
p2(p − 2)−(p + 2)(p + 1)2(p − 1)2+(p + 2)2p
(
p
2
)]
=0.
C2,2 = (−1)p
[(
p+2
2
)
−
(
p+2
2
)(
p
2
)2 + (p2 − 4)(p+1
2
)2 − (p+2
2
)2
2
(
p−1
2
)]
= 0.
Case 2. α = 0, 1, or 2 and γ = k = 3, . . . , p − 1.
Cα,γ = (−1)p−γ+α
(
p + 2
γ
)(
γ
α
)(
γ − α − 1
γ − 3
)
+
p+2∑
s=p
(−1)−s+α−γ+1
(
p + 2
s
)(
s
α
)(
s − α − 1
s − 3
)(
s
γ
)(
s − k − 1
s − p
)
.
Therefore
Cα,γ = (−1)p−γ+α
(
p + 2
γ
)

α,γ ,
with

0,γ =
(
γ−1
2
)
−
(
p−1
2
)(
p−γ+2
2
)
+
(
p
2
)
(p − γ )(p − γ + 2) −
(
p+1
2
)(
p−γ+1
2
)
,

1,γ = γ (γ − 2)− (p2 − p)
(
p−γ+2
2
)
+ (p2 − 1)(p−γ )(p−γ + 2)− (p2 + 2p)
(
p−γ+1
2
)
,
and

2,γ =
(
γ
2
)
−
(
p
2
)(
p−γ+2
2
)
+
(
p
2
)
(p − γ )(p − γ + 2) −
(
p+2
2
)(
p−γ+1
2
)
.
It follows from straightforward computations that 
0,γ = 
1,γ = 
2,γ = 0.
Case 3. α = γ with α, and γ = 0, 1, or 2.
Cα,γ =
p+2∑
s=p
(−1)−s+α−γ+1
(
p + 2
s
)(
s
α
)(
s − α − 1
s − 3
)(
s
γ
)(
s − γ − 1
s − p
)
.
We set
 =
p+2∑
s=p
(−1)−s+p
(
p + 2
s
)(
s
α
)(
s − α − 1
s − 3
)(
s
γ
)(
s − γ − 1
s − p
)
.
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It is easy to check that
 = (p + 2)(p + 1)
(
p
α
)(
p
γ
)
(p − α − 1)!
(p − 3)!(2 − α)!
(
1
2
− 
α,γ
)
with

α,γ = (p + 1)(p − γ )(p − α)
p − 2
×
(
1
(p + 1 − α)(p + 1 − γ ) −
(p + 2)
2(p + 2 − α)(p + 2 − γ )(p − 1)
)
.
We observe that 
α,γ is symmetric relatively to (α, γ ), i.e. 
α,γ = 
γ,α. Therefore it is
sufficient to consider (α, γ ) equal to (0, 1), (0, 2) and (1, 2).
Straightforward calculations imply

0,1 = 
0,2 = 
1,2 = 1
2
. 
Corollary 2.1. If B∗ is a 3-isometry and A is a p-isometry, then L is a (p + 2)-isometry.
Proof. We need to show that the operator S defined by
S(T) =
p+2∑
k=0
(−1)p−k
(
p + 2
k
)
(A∗)kAkTBk(B∗)k,
is trivial. An application of Theorem 2.1 asserts that the operator S1 on C2(H) given by
S1(T) =
p+2∑
k=0
(−1)p−k
(
p + 2
k
)
Bk(B∗)kT(A∗)kAk,
is trivial. Therefore S is the zero operator and L is a (p + 2)-isometry. 
3. Annihilating polynomials and linear independence of operators
In this section we introduce the notion of balanced annihilating polynomial of an operator. If A
is an n-isometry then there is a balanced polynomial P of pseudo-degree n such that P(A∗, A) = 0.
We show that if A is a strict n-isometry then there is a unique annihilating polynomial of minimal
pseudo degree with leading coefficient equal to 1. These considerations allow us to prove the linear
independence of a set of operators defined from a given strict n-isometry. This result will be used in
our study of isometric properties of elementary operators.
Theorem 3.1. If A is a strict n isometry then {I, A∗A, . . . , (A∗)n−1An−1} is linearly independent.
We start by observing that if A is a n-isometry then there is a polynomial in two variables x and y
(not necessarily commutative) Pn(x, y) = ∑nk=0 (−1)n−k (nk
)
xkyk such that Pn(A
∗, A) = 0. We say
that a polynomial P in two variables x and y is balanced if and only if it is of the form
P(x, y) =
n∑
k=0
ak x
k yk,
and if an = 0 then n is the pseudo-degree of P. This observation leads to the following definition.
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Definition 3.1. A bounded operator A on H is said to be annihilated by the balanced polynomial
P(x, y) = ∑nk=0 an xk yk, with complex coefficients an, if P(A∗, A) = 0. Moreover, P is said to be a
minimal balanced polynomial annihilating A provided that any other balanced polynomial that anni-
hilates A has pseudo-degree greater or equal to n, i.e. pd(P) = n.
We now establish an Euclidean algorithm for this class of polynomials to be used in forthcoming
proofs.
Lemma 3.1. Let P and Q be two balanced polynomials in two variables x and y with pseudo degrees n and
m respectively such that m  n. There exist a unique sequence of complex scalars {λi}n−mi=0 and a unique
balanced polynomial, possibly zero, R(x, y) with pseudo degree strictly less than m such that
P(x, y) =
n−m∑
i=0
λix
i Q(x, y) yi + R(x, y).
Proof. We first assume that n = m, with P(x, y) = ∑nk=0 an xk yk and Q(x, y) = ∑nk=0 bn xk yk. Then
P(x, y) = an
bn
Q(x, y) + R(x, y)
with R(x, y) = ∑n−1i=0 (ai − anbn bi
)
xiyi. The polynomial R is either zero or a balanced polynomial with
pseudo degree less or equal to n − 1. We now proceed by induction. We assume the statement holds
for n = m + k i.e. given P and Q balanced polynomials of pseudo-degree m + k and m respectively,
we have that
P(x, y) =
k∑
i=0
λix
i Q(x, y) yi + R(x, y),
with {λi} some scalars and R either zero or a balanced polynomial of pseudo-degree less than m. Let
P1 and Q1 be two balanced polynomials of degreem + k + 1 andm respectively,
P1(x, y) =
m+k+1∑
i=0
ai x
i yi and Q1(x, y) =
m∑
i=0
bi x
i yi.
Then we have
P1(x, y) = am+k+1
bm
xk+1Q1(x, y)yk+1 + R1(x, y).
The pseudo-degree of R1 is less thanm+k+1, then if pd(R1) < m the proof is complete. Otherwise
we apply the induction hypothesis to R1 and Q and the statement follows. The uniqueness follows
easily. 
Remark 3.1. We call the polynomial R in the statement of the Lemma 3.1 the (pseudo) remainder of
the division of P by Q . When R is zero we say that Q is a (pseudo) factor of P.
Proof of Theorem 3.1. We claim that since A is a strict n-isometry, the polynomial
Pn(x, y) =
n∑
k=0
(−1)n−k
(
n
k
)
xkyk
is a minimal balanced polynomial annihilating A. In fact, suppose Q(x, y) = ∑mk=0 bk xk yk (m < n)
is a balanced polynomial of minimal pseudo degree that also annihilates A. Lemma 3.1 assures the
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existence of Rwith pd(R) < m such that
P(x, y) =
n−m∑
i=0
λix
i Q(x, y) yi + R(x, y).
IfR(x, y) is not the zero polynomial, itwould annihilateA, contradicting theminimality assumption
on Q . Therefore Q is a pseudo factor of P
n∑
k=0
(−1)n−k
(
n
k
)
xkyk =
n−m∑
i=0
λix
i
⎛
⎝ m∑
k=0
bk x
k yk
⎞
⎠ yi.
In particular, when x and y commute the equation above reduces to
(xy − 1)n = Q(x, y)
n−m∑
i=0
λi x
iyi.
This implies thatbk = λ(−1)m−k
(
m
k
)
for someλ = 0andhenceA is anm-isometry. This contradicts
that A is a strict n-isometry and shows that {I, A∗A, . . . , (A∗)n−1An−1} is linearly independent. 
4. Strict isometries
In this section we consider an elementary operator L on C2(H) defined by L(T) = ATB,with A and
B bounded operators onH.We investigate how isometric conditions on L imply isometric constraints
on the defining symbols A and B. In particular we study the notion of strict n-isometry. An operator A
is a strict n-isometry if it is an n-isometry but not a k-isometry for k < n.
We now state a theorem due to Fong and Sourour to be employed in our analysis but before we set
some preliminary notation following [6]. We consider {Ai}i=1, ...m and {Bi}i=1, ...m bounded operators
on the Hilbert spaceH and  an operator acting on C2(H) as follows:
(T) = A1TB1 + A2TB2 + · · · + AmTBm,
with not all the Ai equal to 0. We call the operators {Ai}i and {Bi}i the symbols defining .
Theorem 4.1 (Fong and Sourour [6]). If (T) = 0, for all T ∈ C2(H), then {B1, B2, . . . , Bm} is lin-
early dependent. Furthermore, if {B1, B2, . . . , Bn} (n  m) is a maximal linearly independent subset of{B1, B2, . . . , Bm}, and (ckj) denote constants for which
Bj =
n∑
k=1
ckjBk, n + 1  j  m,
then (T) = 0, for all T ∈ C2(H), if and only if
Ak = −
m∑
j=n+1
ckjAj , 1  k  n.
We now state our main result in this section that refers to an elementary operator L on C2(H) of
the form L(T) = ATB with A and B bounded operators onH.
Theorem 4.2. Let L be a p-isometry.
1. If p  2 and A is a strict 2-isometry then B∗ is a p − 1-isometry.
2. If p  3 and A is a strict 3-isometry then B∗ is a p − 2-isometry.
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Proof. We prove statement 1.
For simplicity of notationwe set p = m+2withm  0 andwe show that B∗ is anm+1-isometry.
If L is anm + 2-isometry then
2+m∑
i=0
(−1)2+m−i
(
2 + m
i
)
(A∗)iAiTBi(B∗)i = 0, for all T ∈ C2(H). (2)
Since A is a 2-isometry then (A∗)kAk = kA∗A − (k − 1)I, with k  2. Therefore (2) becomes
T−
(
2 + m
1
)
A∗ATBB∗+
2+m∑
i=2
(−1)i
(
2 + m
i
) [
iA∗A − (i − 1)I] TBi(B∗)i=0, for all T ∈ C2(H).
Since A is a strict 2-isometry, Theorem 3.1 implies the following
I +
2+m∑
i=2
(−1)i+1(i − 1)
(
2 + m
i
)
Bi(B∗)i = 0, (3)
and
−
(
2 + m
1
)
BB∗ +
2+m∑
i=2
(−1)i i
(
2 + m
i
)
Bi(B∗)i = 0. (4)
Eq. (4) is simplified further
−BB∗ +
2+m∑
i=2
(−1)i
(
1 + m
i − 1
)
Bi(B∗)i = 0, (5)
Now multiplying (5) bym + 1 and adding to (3) we get
I − (m + 1)BB∗ +
1+m∑
i=2
(−1)i+1
[
(i − 1)
(
2 + m
i
)
− (m + 1)
(
1 + m
i − 1
)]
Bi(B∗)i = 0.
Equivalently we have
1+m∑
i=0
(−1)i
(
1 + m
i
)
Bi(B∗)i = 0
and B∗ is anm + 1-isometry.
We now show statement 2.
For simplicity of notationwe set p = m+3withm  0 andwe show that B∗ is anm+1-isometry.
If L is anm + 3-isometry then
3+m∑
i=0
(−1)3+m−i
(
3 + m
i
)
(A∗)iAiTBi(B∗)i = 0, for all T ∈ C2(H).
Since A is a strict 3-isometry, Theorem 3.1 implies that {I, A∗A, (A∗)2A2} is a linearly independent
set of operators. Furthermore, Lemma 2.1 implies that
(A∗)3+tA3+t =
2∑
k=0
(−1)k
(
3 + t
k
)(
2 + t − k
t
)
(A∗)kAk, ∀ t = 0, 1, . . . m.
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An application of Theorem 4.1 yields
(−1)k
(
3 + m
k
)
Bk(B∗)k =
m∑
t=0
(−1)−t+k
(
3 + t
k
)(
2 + t − k
t
)(
3 + m
m − t
)
B3+t(B∗)3+t,
with k = 0, 1, and 2. This implies that
Bk(B∗)k =
m∑
t=0
(−1)t
(
3 + m − k
m − t
)(
2 + t − k
t
)
B3+t(B∗)3+t .
Therefore we have
I =
m−1∑
t=0
(−1)t
(
3 + m
m − t
)(
2 + t
t
)
B3+t(B∗)3+t + (−1)m
(
2 + m
m
)
B3+m(B∗)3+m,
BB∗ =
m−1∑
t=0
(−1)t
(
2 + m
m − t
)
(t + 1) B3+t(B∗)3+t + (−1)m(m + 1) B3+m(B∗)3+m,
and
B2(B∗)2 =
m−1∑
t=0
(−1)t
(
1 + m
m − t
)
B3+t(B∗)3+t + (−1)m B3+m(B∗)3+m.
We now substitute (−1)m B3+m(B∗)3+m = B2(B∗)2 − ∑m−1t=0 (−1)t(1+mm−t
)
B3+t(B∗)3+t into the
first two equations to derive the following
I =
(
2 + m
m
)
B2(B∗)2 +
m−1∑
t=0
(−1)t+1
(
2 + m
m − t − 1
)
(2 + t)B3+t(B∗)3+t (6)
and
BB∗ = (m + 1)B2(B∗)2 +
m−1∑
t=0
(−1)t+1
(
1 + m
m − t − 1
)
B3+t(B∗)3+t . (7)
As before, we now proceed by eliminating the term containing B2+m(B∗)2+m. From the Eq. (7) we get
(−1)mB2+m(B∗)2+m = BB∗ − (m + 1) B2(B∗)2 −
m−2∑
t=0
(−1)t+1
(
1 + m
m − t − 1
)
B3+t(B∗)3+t
and then Eq. (6) becomes
I =
(
2+m
m
)
B2(B∗)2 + m−2∑
t=0
(−1)t+1
(
2+m
m−t−1
)
(2 + t)B3+t(B∗)3+t
+(1 + m)
[
BB∗ − (m + 1) B2(B∗)2 − m−2∑
t=0
(−1)t+1
(
1+m
m−t−1
)
B3+t(B∗)3+t
]
.
Now combining the obvious terms we get
I − (m + 1)BB∗ +
(
1+m
2
)
B2(B∗)2 −∑m−2t=0 (−1)t+1 [( 2+mm−t−1
)
(2 + t) − (1 + m)
(
1+m
m−t−1
)]
B3+t(B∗)3+t = 0.
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Since
(
2+m
m−t−1
)
(2 + t) − (1 + m)
(
1+m
m−t−1
)
= −
(
1+m
m−t−2
)
we have
m+1∑
i=0
(−1)i
(
1 + m
i
)
Bi(B∗)i = 0.
This shows that B∗ is anm + 1-isometry. 
Remark 4.1. It also follows from a similar argument to the proof provided for Corollary 2.1 that if L is
a p-isometry (p  3) and B∗ is a strict 3-isometry then A is a p − 2-isometry.
Corollary 4.1. Let m be a positive integer.
1. If A is a strict 2-isometry, thenL is a strict m+2-isometry if and only if B∗ is a strict m+1-isometry.
2. If A be a strict 3-isometry, thenL is a strict m+3-isometry if and only if B∗ is a strict m+1-isometry.
Proof. Both statements follow a similar argument. We show statement 2. If B∗ is a k-isometry with
k  m then Proposition 2.1 implies that L is a k+ 2 isometry which contradicts the strict assumption
on L. Conversely, if L is a k-isometry with k < m + 3, then B∗ is a k − 2-isometry. This contradicts
the assumption that B∗ is a strictm + 1 isometry, since k − 2 < m + 1 and proves the statement. 
Theorem 4.3. Let L be a p-isometry.
1. If p  2 and B∗ is a strict p − 1-isometry, then A is a 2-isometry.
2. If p  3 and B∗ is a strict p − 2-isometry, then A is a 3-isometry.
Proof. We first recall that equation that translates that L is a p-isometry
p∑
k=0
(−1)p−k
(
p
k
)
(A∗)kAkTBk(B∗)k = 0, ∀ T ∈ C2(H). (8)
We prove statement 1. Since B∗ a p − 1-isometry Lemma 2.1 asserts that
Bp−1+t(B∗)p−1+t =
p−2∑
k=0
(−1)p−k
(
p − 1 + t
k
)(
p − 1 − k
t
)
Bk(B∗)k, t = 0, 1.
For k = 0, . . . , p − 2, Theorem 3.1 implies(
p
k
)
(A∗)kAk − p
(
p − 1
k
)
(A∗)p−1Ap−1 +
(
p
k
)
(p − 1 − k)(A∗)pAp = 0.
It is easy to check the statement for p = 2 and p = 3. If p > 3 we have the following equations:
I − p(A∗)p−1Ap−1 + (p − 1)(A∗)pAp = 0, for k = 0. (9)
pA∗A − p(p − 1) (A∗)p−1Ap−1 + p(p − 2) (A∗)pAp = 0, for k = 1. (10)
(
p
2
)
(A∗)2A2 − p
(
p − 1
2
)
(A∗)p−1Ap−1 +
(
p
2
)
(A∗)pAp = 0, for k = 2. (11)
The condition that translates that A is a 2-isometry is derived by computing (9) − 2 (10) + (11). This
completes the proof.
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We now justify statement 2. If p = 3 then it follows from (8) that B∗ is an isometry and A is
3-isometry. We now assume that p > 3. Since B∗ is a p − 2-isometry we have that
Bp−2+t(B∗)p−2+t =
p−3∑
k=0
(−1)p−k−1
(
p − 2 + t
k
)(
p − 1 − k + t
t
)
Bk(B∗)k = 0, t = 0, 1, 2.
Substituting these relations in (8) and applying Theorem 3.1 we get
(A∗)kAk +
(
p−k
2
)
(A∗)p−2Ap−2 − (p − k)2(A∗)p−1Ap−1
+
(
p−k+1
2
)
(A∗)pAp = 0, for k = 0, . . . , p − 3.
We set F(k) = (A∗)kAk +
(
p−k
2
)
(A∗)p−2Ap−2 − (p − k)2(A∗)p−1Ap−1 +
(
p−k+1
2
)
(A∗)pAp. It is
straightforward to verify that F(3)−3F(2)+3F(1)−F(0) = (A∗)3A3−3(A∗)2A2+3(A∗)A−I = 0. 
Remark 4.2. It also follows from a similar argument given for the proof of Corollary 2.1 that if L is an
p-isometry then
1. If p  2 and A is a strict p − 1-isometry, then B∗ is a 2-isometry.
2. If p  3 and A is a strict p − 2-isometry, then B∗ is a 3-isometry.
Corollary 4.2. Let L is an p-isometry.
1. If p  2, then B∗ is a strict p − 1-isometry if and only if A is a strict 2-isometry.
2. If p  3, then B∗ is a strict p − 2-isometry if and only if A is a strict 3-isometry.
Proof. The proof is similar to the proof for the Corollary 4.1. 
5. Existence of strict isometries
In this section we describe a construction for strict n-isometries. As a consequence we show that
for every positive integer n there exists a strict n-isometry on 2 and hence on every separable Hilbert
space. It was shown in [4] that the weighted shift A : 2 → 2 given by
A(x1, x2, x3, . . .) =
(
0, 2x1,
3
2
x2, . . . ,
n + 1
n
xn, . . .
)
is a strict 2-isometry. For more information on weighted shifts we refer the reader to [10,8]. We use
this operator and the Theorem 2.1 to construct strict isometries of all orders.
We recall that two bounded operators L1 and L2 on H are unitarily equivalent if and only if there
exists an isometry U on H, such that L1 = U∗LU. It is easy to see that L is a strict n-isometry if and
only if L1 is a strict n-isometry.
Now we state our result.
Proposition 5.1. Given a separable complex Hilbert space H and n a positive integer, there exists a strict
n-isometry onH.
Proof. Without loss of generalitywe setH to be the square summable sequenceswith complex entries,
2 with the standard norm. We consider a weighted shift on 2 which is a strict 2-isometry, denoted
by A. Let L : C2(2) → C2(2) be given by L(T) = ATA∗. The operator L is a strict 3-isometry. Since
C2(2) is also a Hilbert space there exists a isometry onto 2, denoted by U. We set A1 = ULU∗ and
L1 : C2(2) → C2(2) given by L1(T) = ATA∗1. The operator A1 is a strict 3-isometry and hence L1
is a strict 4-isometry. Following an iterative process, we assume that Ak has been constructed and is
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a strict k + 2-isometry then Lk given Lk(T) = ATA∗k is a strict k + 3-isometry. This completes the
proof. 
We observe that in [5], the authors found that the Aluthge transform of L is again an elementary
operator of the same type. It would be interesting to determine when the Aluthge transform of L is a
strict n-isometry and how this restricts the defining symbols of L.
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