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ABSTRACT
This study is about the optimisation of a planning 
model for river basin water management. The study area is 
the Hunter River Basin - NSW - Australia. It has 7 major 
demand points which require water for irrigation and/or 
water supply, and 6 major supply points which consist of 
four controlled reservoirs and two uncontrolled rivers. 
The problem is specified as 'how to operate the four 
reservoirs to satisfy the demand points as much as possib­
le' . This is the basis of the general planning model. To 
solve it, an approach combining an optimisation method and 
a simulation method is used.
In the procedure of solution, a deterministic planning 
model for the river basin water management will be formu­
lated as an adequate approximation to the real condition. 
Then the deterministic planning model will be solved using 
an optimisation method, goal programming, to produce a 
tentative reservoir operating policy. The deterministic 
model uses an average year of streamflows and demands,
m
where the average monthly flows are calculated as the mean 
of all January, February etc. flows over the period of 
record. The study at this stage therefore has not con­
sidered the stochastic or year by year variation cf 
streamflows which occurs on the real catchment. The 
tentative operating policy is then evaluated by a stochas­
tic simulation procedure, which emulates the real condi­
tion of the river basin system.
Ill
If the reliability of the tentative reservoir operat­
ing policy is not satisfactory, then the deterministic 
planning model can be modified and solved, and the result 
is tested again using the stochastic simulation procedure. 
The process of solution continues until the most satisfac­
tory reservoir operating policy is achieved.
IV
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CHAPTER 1: INTRODUCTION
The topic in this thesis is water management in a 
river basin, which involves the optimum operation of a 
number of reservoirs. The design and operation of a 
system of reservoirs involves the following four steps: 
(1) Construction schedule of the project, (2) determining 
size of the reservoirs, (3) development of operating 
rules, and (4) real-time operational procedures (Marino 
and Mohammadi, 1983). This thesis examines the third 
step, to develop optimum reservoir operating rules for a 
river basin with a number of existing reservoirs. The 
development of reservoir operating rules has been studied 
using both deterministic and stochastic models (Marino and 
Mohammadi, 1983). For example, Can and Houck (1984) have 
used Goal Programming to develop real-time daily operating 
procedure for multi-purpose, multiple-reservoir systems. 
As another example, Marino and Mohammadi (1983) have used 
Linear and Dynamic Programming to develop an algorithm for 
the monthly operation of a system of two parallel multi­
purpose reservoirs.
The design and subseguent operation of a number of 
related, controllable reservoirs is a demanding task in 
water resources engineering (Toebes and Rucvichai, 1978). 
With water demand increasing with time, there is a need to 
utilise the available water resources as well as possible. 
To provide for full water resource utilisation, good 
comprehensive planning and total water management is
! 3 0009 02980 4742
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needed (Gaum, 1977).
One of the problems in river basin water management is 
how to allocate water from a number of supply points so as 
to satisfy the demand at a number of demand points. A 
supply point can be a controlled storage reservoir, or an 
uncontrolled river. The problem can become complicated 
due to the following reasons:
- The amount of water available at each of the supply 
points fluctuates with time.
- The demand for water at each of the demand points flue- 
tuates with time.
- A demand point cannot access all supply points but only 
those located upstream of itself, unless pumping is 
used.
In addition, total demand can sometimes exceed the total 
supply, requiring restriction on the utilisation of a 
scarce resource. The purpose of this thesis is to inves­
tigate some methods for finding the solution to such a 
problem.
As a study area, the Hunter River Basin, NSW, has been 
chosen. It has 7 major demand points. The water required 
at a demand point can be for irrigation or water supply or 
both. Water supply can include domestic use, commercial 
use, and industrial use. To supply these demand points, 6 
major supply points are available, four of them are con­
trolled reservoirs, and the two others are uncontrolled 
rivers. More detailed explanation can be found in Chapter
3.
3
In this research project, the problem is specified as 
'how to operate the four reservoirs so that the demand 
points can be satisfied as much as possible' or in other 
words 'to find the most satisfactory reservoir operating 
policy' . This is the basis of the general planning model 
in this study (see Chapter 2). There are two basic ap­
proaches for solving planning models: Simulation and 
Optimisation (Louck et al., 1981). Optimisation methods 
use direct approaches to identify efficiently the optimal 
solution of a planning model, however they often reguire
4
simplification of the real river basin. On the other 
hand, simulation methods use more realistic operating 
rules and representation of the river basin, but they are 
based on trial-and-error procedures to identify the opti­
mal or near-optimal solutions. When an optimisation 
procedure is applied to solve an adeguate approximation to 
the real river basin system, it can greatly narrow down 
the search for a global optimum using simulation by iden­
tifying solutions that are close to the optimum (Louck et 
al., 1981). In this case, the optimisation method produc­
es an optimal solution for the simplified river basin 
system, and then the simulation evaluates it for the real 
system. In this study the solution of the problem will be 
approached through such a combination of an optimisation 
method and a simulation method.
There are many optimisation methods available. These 
include Lagrange Multiplier, Linear Programming, Goal 
Programming, Dynamic Programming, Quadratic Programming,
4
and Geometric Programming. Each of these optimisation 
methods deals with a specific kind of planning model. In 
this study, the optimisation method chosen is Goal Pro­
gramming. More discussion about various optimisation 
methods and the reason why Goal Programming was chosen can 
be found in Chapter 2.
In the solution procedure of the general planning 
model in this study, a deterministic planning model for 
the river basin system will be formulated first as an 
adequate approximation to the real system. Then the 
deterministic planning model will be solved using an 
optimisation method (Goal Programming). This will produce 
a tentative optimal reservoir operating policy. This 
operating policy will then be evaluated for the real river 
basin system using a stochastic simulation procedure. The 
stochastic simulation procedure is derived from a stochas­
tic planning model for the river basin water management. 
This stochastic planning model is formulated by emulating 
the real river basin system.
The result of the stochastic simulation procedure is 
to provide information about the reliability of the tenta­
tive reservoir operating policy, i.e. how much the deficit 
of the demand points and how many month it occurs. If the 
reliability is not satisfactory, the deterministic 
planning model can be modified and solved, and the result 
will be tested again, and so on until the most satisfac­
tory result is achieved.
To summarise, the river basin water management must be
5
formulated into two kinds of planning model, a Determin­
istic planning model and a Stochastic planning model. The 
procedure of the solution of these planning models will be 
explained in more detail in Chapter 2, while the Goal 
Programming method and the Stochastic Simulation procedure 
will be explained in Chapters 5 and Chapter 6 respective­
ly.
The time period for analysis in this study is one 
month. This time period is considered appropriate for a
planning operation. Therefore, the required data in the
*
time series must have a period of one month.
In this study, the required data is monthly recorded 
natural flow of some adequate length at the supply points, 
and monthly recorded water demand at the demand points. 
Monthly synthetic flow data, to be used as an input to the 
stochastic simulation procedure, can be generated from 
monthly recorded natural flow. The other required data 
are the available reservoirs' storage volumes and evapora­
tion losses from reservoirs.
To generate the monthly synthetic flow data at the six 
supply points from the monthly recorded natural flow data, 
the Residual Approach method for multi-site synthetic data 
generation is used. The generated synthetic data must 
undergo some statistical tests before they can be used.
The generated monthly synthetic flow data, if suffi­
ciently long, can be regarded as a representative of all 
possible variations of long term monthly natural flows. 
So, by inputting these synthetic data into the stochastic
6
simulation procedure, the result will show the reliability 
of the reservoirs' operating policy, which has been deter­
mined from the solution of the deterministic planning 
model using goal programming.
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CHAPTER 2: MODELLING IN RIVER BASIN WATER MANAGEMENT
2.1 General Planning Model For River Basin Water Manage­
ment
As discussed in Chapter 1, the Hunter river basin,
N.S.W., has been chosen as the study area for this 
research project (see Fig. 2.1). This river basin is 
regarded as suitable for this purpose because of its 
size (20,460 square km.), the number of controlled 
reservoirs (four), and sufficient recorded streamflow 
and water demand data (streamflow recorded at six 
stations, demand data for all parts of the basin). 
Thus, the water management problem is sufficiently 
complex to properly test the optimisation procedure, 
and sufficient data is available.
The water demand in this basin is mainly irriga­
tion and water supply. Water supply can include do­
mestic use, commercial use, and industrial use. The 
locations of water demand are distributed throughout 
the river network of the basin. In this study, the 
water demand locations are 'lumped' together into 7 
major areas, or points, of water demand (see Figure 
2 . 2 ) .
To supply the 7 demand points, 6 water supply
points can be identified. Four of these supply points 
are controlled reservoirs, Glenbawn reservoir (capaci­
ty 359.2 million cubic metres), Glennies reservoir 
(capacity 283.4 million cubic metres), Lostock
8
reservoir (capacity 20.2 million cubic metres), and 
Chichester reservoir (capacity 16.9 million cubic 
metres). The capacity of each reservoir mentioned 
here is the total capacity up to the spillway crest. 
The two other supply points are uncontrolled rivers, 
the Goulburn at Sandy Hollow and the Wollombi at 
Bulga.
In accordance with the specified problem of this 
study ('to find the most satisfactory reservoir oper­
ating policy'), the general model of the river basin 
water management can be formulated as:
Minimise Deficit [(Demand Points),(Time)]
The meaning of the above model is to minimise the
deficit of water demand. The deficit is taken over 
all seven demand points, and also over the total
analysis time. The time here is taken to be suffi­
ciently long that it covers all significant events.
This model, however, is too general in meaning for 
its solution. Accordingly, a more specific formula­
tion must be adopted to allow for the solution of
model. In the following section, several alternatives 
of the solution of model are discussed.
2.2 Alternative Ways Of Solving The General Planning Model
There are two basic approaches to solve water
management planning models: simulation and optimisa-
9
tion (Loucks et al., 1981). Many techniques have been 
developed from these two basic approaches.
Simulation techniques are based on trial-and-error 
to identify optimal (or more precisely near-optimal) 
solutions. Therefore, these techniques are very flex­
ible in dealinq with highly complex planning models. 
Simulation techniques extensively involve the use of 
computers. Many simulation computer program packages 
have been developed, each of them deals with a par­
ticular situation. One example is the Lehigh simula­
tion program, developed by Hufschmidt and Fiering 
(1966), for analysing the Lehigh River system. The 
difficulty with simulation techniques is that there 
are often a very large number of feasible solutions or 
plans to be analysed.
Simulation can be time-sequenced or event-se­
quenced (Louck et al., 1981). A time-sequenced simu­
lation deals with regular events, like water demand, 
at a fixed time period. An event-sequenced simulation 
deals with a particular sequence of events, like 
floods, which can happen randomly. An event-sequenced 
simulation is much more cumbersome that a time-se­
quenced simulation. Since this study considers only 
regular events (monthly streamflows and monthly water 
demands), so a time-sequenced simulation is used.
Simulation can also be deterministic or stochastic 
(Louck et al., 1981). If the simulation is subject to 
random input events, it can be said to be stochastic.
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Since in this study the simulation will receive gener­
ated synthetic data (which have a random nature) as an 
input, therefore it can be said to be stochastic.
Optimisation techniques aim to find the optimal 
solution directly, without the need for trial and 
error. There are a number of optimisation techniques, 
all of which use calculus and matrix algebra. Included 
in these techniques are Lagrange multipliers, Linear 
programming, Goal programming, Dynamic programming, 
Quadratic programming, Geometric programming, and many 
of their variations. Optimisation techniques can 
solve planning models efficiently. But, each of them 
can only deal with a specific kind of model.
Lagrange multipliers employ differential calculus 
to obtain the optimal solution of a planning model. 
However, since not all of the functions in the model 
are differentiable, the use of Lagrange multipliers is 
limited to relatively simple water resource planning 
models.
Linear programming can only deal with models which 
are linear in nature. It is one of the most popular 
methods, but many relationships in water resources 
system are not linear. However, if the planning model 
has a convex1 objective function to be minimised (or a 
concave1 2 objective function to be maximised), the 
solution can be approached through piece-wise
1 If f(x) is a convex function of x, then f(x) increases monotonically with x (Murty, 1976).
2 If f(x) is a concave function of x, then f(x) decreases monotonically with x (Murty, 1976).
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linearisation.
Goal programming is perhaps the most widely used 
method for multi-objective planning models (Louck et 
al, 1981). The model is quite similar to linear pro­
gramming except that the multi-objective nature of the 
problem can be considered. Therefore, this method can 
tackle a multi-objective planning model with different 
levels of priority for each objective.
Dynamic programming is a general approach to the 
solution of multistage decision planning models. It 
has found many applications in water resources engi­
neering. However, a large size model (in terms of the 
number of variables) can cause difficulties in the 
computational effort of its solution.
Quadratic programming deals with planning models 
which have a concave quadratic objective function and 
linear constraints. Therefore its application is 
limited to those kinds of models. Quadratic objective 
functions occur naturally in a number of engineering 
situations (Zahradnik, 1971).
Geometric programming deals with planning models 
in which the objective function and constraints are 
posynomials. Therefore its application is limited to 
those kinds of models. One example is the optimum 
design of the size of a cylindrical transport vessel
(Zahradnik, 1971). '
Often, the planning models need modification be­
fore they can be solved by one of the available opti-
12
misation techniques, and this may result in some de­
parture from reality. However, optimisation 
techniques may be used to efficiently solve an 
adequate approximation of the planning model to the 
real condition, and so narrow down the search for the 
optimal solution by simulation techniques (Loucks et 
al., 1981). Thus, it is possible to use a combination 
of an optimisation technique and a simulation tech­
nique. This approach will be adopted for solving the 
Hunter river basin water management model. .
In this way, a deterministic planning model for 
the Hunter river basin water management is derived as 
an approximation to the real river basin system. Its 
solution, by an optimisation technique will produce a 
tentative 'most satisfactory reservoir operating 
policy'. A stochastic planning model is also formed, 
and a stochastic simulation procedure is derived from 
it. Then, the stochastic simulation procedure is run 
to evaluate the results of the solution of the deter­
ministic planning model.
2.3 The Deterministic Planning Model
Deterministic planning models for river basin 
system planning do not explicitly consider probabil­
istic factors in hydrologic variables (Louck et al., 
1981). Therefore, deterministic planning models pro­
vide a limited representation of planning and manage­
ment problems. However, for preliminary analyses,
13
deterministic planning models can be useful.
The expected result of the solution of this deter­
ministic planning model is a tentative reservoir oper­
ating policy which is intended to be the 'most satis­
factory' . Because the probabilistic nature of the 
inflows is ignored, instead of using all the data in 
the historic seguence (240 months), the deterministic 
model uses monthly average values for the 20 years (12 
monthly values). So, for each of four reservoirs and 
two rivers, average monthly streamflow values must be 
obtained, to be inputted into the deterministic model. 
The same thing also must be done with the monthly 
values of reguired water at demand points (over 8 
years of data - see Chapter 3). However, as the water 
demands will be also considered as constant from year 
to year, the same values will be used in the stochas­
tic simulation procedure. The deterministic model 
therefore, uses an average year of streamflows and 
demands, and the optimal reservoir operating policy is 
determined by goal programming.
There are 7 separate water demand points. Each of 
these water demand points will be given a certain 
priority level to be satisfied from a certain supply 
point. Goal programming is capable of solving a 
planning model of this type with priority levels. 
Therefore, for solving the deterministic planning 
model in this study, it was decided to use the Goal 
Programming method.
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In this research project, the deterministic model 
is used as a preliminary screening procedure to obtain 
tentative optimal reservoir operating policies. These 
are then evaluated for the real river basin system, 
using long term streamflow data, with the stochastic 
simulation procedure. Therefore, for a time being the 
random nature can be ignored until the stochastic 
simulation procedure is applied. Moreover, if all of 
data in the historic sequence (240 monthly data in 20 
years - see Chapter 3) are to be involved in the de­
terministic planning model, its size can be prohibi­
tively large, especially in connection with the use of 
goal programming in this study. The problem lies in 
the limited capacity available in the computer (i.e. 
the working memory, or Random Access Memory, which is 
640 kilobyte). Even when the average of monthly 
values are used, instead of all monthly data in 20 
years, the required memory for the program (procedure 
and data) is about 1 megabyte. Therefore, to save the 
computer working memory further, it was decided (and 
it is possible) to model each of the four reservoirs 
and two rivers sequentially, and solve them one at a 
time, beginning with the most upstream one and moving 
in the downstream direction. In this way, each time a 
reservoir or a river is modelled, the water require­
ment in each of the accessible demand points should be 
reduced by the amount already supplied by all upstream 
reservoirs and rivers. it should be emphasised here
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that river supply points are involved in the determin­
istic model as if they are uncontrolled reservoir 
supply points without any storage capacity. The re­
sult of sequential solution of the four reservoirs and 
two rivers will be same as if they are solved together 
in one model with a priority scheme arranged in the 
same sequential order.
The use of goal programming to solve the determin­
istic planning model in this study is possible because 
of the linear nature of the planning model, that is 
the distribution of water from reservoirs to different 
places over time. Therefore this scheme can be formu­
lated as a linear planning model. The use of goal 
programming is also appropriate here because of the 
multi-site demand with different levels of priority. 
The goal programming method will be described in more 
detail in Chapter 5. The deterministic planning model 
in general will be described here.
As stated before, each of the four reservoirs and 
two rivers will be modelled sequentially. Actually, 
the deterministic planning model is the same for each 
reservoir, except for the number of the accessible 
demand points and, of course, the value assigned to 
the parameters of the model, which depend on the 
monthly inflow, characteristics of the reservoir (i.e. 
capacity, dead storage, etc.), and local evaporation. 
Therefore what will be described in this section is 
the deterministic planning model in general. As for
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the rivers, the deterministic planning model is simply 
supplying the accessible demand points with all avail­
able inflow of each month, using average monthly 
values. Therefore the deterministic planning model 
for the rivers need not to be explained any further 
and what will be described is for the reservoirs.
Since the goal programming method will be used to 
solve the deterministic planning model, this model 
must be such that it can easily be fitted into the 
format of goal programming model (see Chapter 5). As 
in linear programming models, a goal programming model 
consists of an objective function and a set of con­
straints, all of which are linear (Lee et al., 1985). 
Therefore, the deterministic planning model must also 
have a linear nature. The constraints will be 
explained first, then the objective function.
In this study, the constraints of the deterministic 
model can be divided into five groups :
1. Availability of yearly streamflow :
T o ta l o f  reser  - T o ta l e v a p  - T o ta l in f lo w
v o ir  re le a se s + o r a tio n  lo ss = in to  r e se r v o ir
in  a year in  a yea r in  a year
Evaporation loss is the water which evaporates from 
the reservoir water surface. It can be expressed 
as a linear function of the reservoir water surface 
area. The reservoir water surface itself is a
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function of the reservoir water storage volume 
which is not a linear function, but in this stage 
of analysis it can be approximated as a linear 
function (see Chapter 5). Later, in the stochastic 
simulation procedure, a non-linear function which 
almost exactly fits the real curves is used (see 
Appendix C.2). Thus, here the evaporation loss can 
be expressed as a linear function of the volume of 
reservoir water storage. The above equality con­
straint means that the reservoir water storage (and 
therefore the reservoir water surface) at the be­
ginning of the year and at the end of the year is 
always in the same state. It also means that the 
reservoir operation will be the same every year (It 
should be remembered that in this study the deter­
ministic planning model is based on an average 
year, in which flows vary from month to month, but 
each year is the same).
2. Initial water storage in the reservoir :
I n it ia l  w a ter  s to r a g e R e se r v o ir
in  th e  r e se r v o ir £ u s e fu l  s to ra g e
u s e fu l  s to r a g e c a p a c ity
The reservoir useful storage is the space in the 
reservoir within which the water storage can be 
operated. In this case, the reservoir useful stor­
age is the space between the lowest outlet level
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and spillway level (Linsley and Franzini, 1979). 
Initial water storage is the volume of water at the 
beginning of the first month (January). The above 
inequality constraint states that the initial water 
storage in the reservoir useful storage cannot 
exceed the reservoir useful storage capacity.
3. Availability of reservoir storage capacity :
P r e v io u s M o n th ly M o n th ly M o n th ly R e se r  -
m o n th in f lo w r e le a se e v a p o  - v o ir
r e se r v o ir + in to - fr o m - ra tio n u s e fu l
w a ter reser  - reser  - lo ss sto r a g e
sto r a g e v o ir v o ir v o lu m e c a p a c ity
This inequality constraints is written for each 
month. So, there are 12 of these for the reservoir 
deterministic planning model. Previous month 
reservoir water storage is the volume of water in 
useful storage at the end of the previous month. 
The above inequality constraints states that the 
volume of water in the reservoir, at any time, 
cannot exceed the reservoir storage capacity, which 
in this case is up to the reservoir spillway level.
4. Non-negativity of reservoir water storage :
P r e v io u s M o n th ly
m o n th in f lo w
r e se r v o ir + in to
w a te r reser  -
s to r a g e v o ir
M o n th ly M o n th ly
r e le a se e v a p o  -
fr o m - ra tio n
rese r  - lo s s
v o ir v o lu m e
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As for constraints group 3, this inequality con­
straint is written for each month. The above in­
equality constraint actually states that the volume 
of water in the reservoir useful storage cannot 
have negative values, or in other words, the 
reservoir water level cannot go below the lowest 
outlet level.
5. Fulfilling Water Requirement at Demand Points ac­
cessible to reservoir :
M o n th ly  r e se r v o ir  re le a se M o n th ly  w a te r  d e m a n d
a llo c a te d  to  th e o f  th e  a c c e s s ib le
a c c e s s ib le  d e m a n d  p o in t d e m a n d  p o in t
For an accessible demand point, this inequality 
constraint is written for each month. So for the 
reservoir deterministic planning model, the number 
of these inequality constraints is 12 times the 
number of accessible demand points to the 
reservoir. The above inequality constraint states 
that the portion of monthly reservoir release, 
which is allocated to an accessible demand point, 
must be at least equal to the particular water 
demand.
The objective function is then to satisfy the 
above equality and inequality constraints as closely 
as possible. Obviously, the first four groups of
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constraints must be satisfied. The fifth group of 
constraints, however, will be satisfied according to 
pre-arranged levels of priority. This level of pri­
ority scheme is one of the features of goal program­
ming models. In this study, as an early tentative 
scheme, the levels of priority of the demand points 
for the fifth group of constraints are ranked accord­
ing to the closeness of the demand points to the 
reservoir which is modelled. Later, depending on the 
results of the stochastic simulation, the arrangement 
of levels of priority can be revised, if necessary.
The output of the solution of a reservoir deter­
ministic planning model is a tentative 'best reservoir 
operating policy', in the form of the monthly 
reservoir releases. This reservoir operating policy 
can be put into another form, the monthly reservoir 
water level schedule. This is the target water stor­
age at the end of each month, and releases are made, 
depending on the monthly inflows, to reach this tar­
get. This form is the one which will be used in the  ̂
stochastic simulation, because the goal programming is 
set up in terms of the reservoir storage volume. The 
solution of the deterministic planning model using 
goal programming will be described in detail in Chap­
ter 5.
2.4 The Stochastic Planning Model
In the stochastic planning model, the probabilis-
2 1
tic nature of the variation of strearaflows at the 
supply points (reservoirs and rivers) is taken into 
account. This probabilistic nature is included in the 
long sequences of monthly synthetic streamflows which 
are used as an input to the stochastic simulation 
procedure. This stochastic simulation procedure will 
be derived from the stochastic planning model (see 
Chapter 6 for the stochastic simulation procedure). 
The monthly synthetic streamflows here represent the 
long sequences of streamflows. By doing this, the 
reliability of the tentative 'most satisfactory 
reservoir operating policy' of each reservoir will be 
obtained. The long sequences of monthly synthetic 
streamflow data will be generated from the monthly 
recorded historical streamflow data (which are avail­
able in shorter sequences), using the residual 
approach method for multi-site synthetic data genera­
tion (Young and Pisano, 1968).
The river supply points, naturally, are 
uncontrolled, and therefore have no operating policy. 
The stochastic simulation procedures, derived from the 
stochastic planning model, will evaluate the perform­
ances of all supply points (reservoirs and rivers) 
s imu11aneou sly.
The objectives of the stochastic planning model in 
this study can be described as :
1. Try to follow the reservoir operating policy, which 
was produced by the solution of the deterministic
2 2
planning model, i.e. try to follow reservoir water 
volume schedule.
2. Try to satisfy the water requirement at the demand 
points.
Trying to satisfy the two objectives simultaneous­
ly may cause a problem in regard to the limited water 
supply available at any one time. So one objective 
must hold preference over the other. Since the 
reservoir operating policy, which is produced by the 
deterministic planning model, is considered the best 
way (although still tentative) to satisfy the demand 
points, so the first objective holds preference over 
the second objective.
If the first objective has been fulfilled, there 
is still the possibility that, in the second objec­
tive, the available water at the supply points will 
not be enough to satisfy all demand points. In this 
case, the same priority scheme of the previous deter­
ministic planning model is applied, i.e. the demand 
points closer to the reservoir supply points are 
satisfied first. This priority scheme also holds for 
the river supply points.
The procedure to satisfy the first objective is 
clear. The procedure to satisfy the second objective 
can be regarded as a transportation model (Lee et al., 
1985). The priority scheme can be incorporated into 
this transportation model. The stochastic simulation 
procedure, derived for this stochastic planning model,
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will be described in Chapter 6. The output of the
running of the stochastic simulation procedure is the 
degree of reliability of the tentative reservoir oper­
ating policy.
2.5 General Procedure Of Solution
It can be seen from the discussion so far that the 
general procedure to obtain the most satisfactory 
reservoir operating policy is described in the follow­
ing steps:
1. Prepare the data, including generation of the 
synthetic streamflow sequences (see Chapters 3 
and 4.).
2. Formulate the deterministic planning model (as 
described in this chapter).
3. Set the water requirement at the demand points 
from the data (for the right hand side values of 
constraint group 5 of the deterministic planning 
model)*
4. If the most upstream supply point is a reservoir, 
arrange the deterministic planning model into the 
format of a goal programming model for this 
reservoir. If it is a river, skip step 5 and go 
to step 6.
5. Solve the goal programming model to produce the 
tentative reservoir operating policy for this 
reservoir.
6. If there is any other reservoir or river further
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downstream to be considered, recalculate the water 
demand from this reservoir or river by subtracting 
the releases from the upstream reservoir or 
streamflow from the upstream river. Otherwise go 
directly to step 8.
7. If the next supply point is a reservoir, arrange 
the deterministic planning model into the format 
of goal programming model for this reservoir, and 
return to step 5. If the next supply point is a 
river, then return to step 6.
8. After the tentative reservoir operating policy has 
been determined for all reservoirs, formulate the 
stochastic planning model (as described in this 
chapter), and from this model, derive the stochas­
tic simulation procedure (see Chapter 6).
9. Run the stochastic simulation procedure to produce 
the degree of reliability of the tentative 
reservoir operating policy. This is the end of 
one iteration.
10. See if the degree of reliability of the tentative 
reservoir operating policy can be improved by 
revising the water requirement at the demand 
points, or changing the level of priority of the 
demand points, or changing the order of sequence 
of supply points being modelled, or any combina­
tion of these, and the return to step 3 (to start 
another iteration). The indication of any im­
provement in the reservoir operating policy can be
25
seen by comparing it to the reservoir operating 
policy of the previous iteration. If the
reservoir operating policy cannot be improved any 
more, stop the procedure.
This general procedure is depicted in Fig. 2.3. 
The running of the general procedure is discussed in 
detail in Chapters 5, 6, and 7.
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CHAPTER 3: THE HISTORICAL DATA
Data needed for this research project are historical 
streamflow data, water demand data, reservoir storage 
capacity data, and reservoir evaporation losses data. The 
historical streamflow data, the water demand data (irriga­
tion and water supply), and the reservoir storage capacity 
data have been obtained from the Department of Water 
Resources in Parramatta, N.S.W. Some of those data are 
incomplete or unavailable at the Department, but they can 
be obtained from reports and publications, or, as in the 
case of the historical streamflow data, deduced from the 
other data which are available and correlated. The 
reservoir evaporation loss data also can be obtained from 
reports.
3.1 Historical Streamflow Data
The reguired historical monthly streamflow data in
this study are those of the six supply points. The
gauging stations of these six supply points are:
- Station no. 210007, downstream of Chichester 
reservoir
- Station no. 210021, downstream of Lostock reservoir
- Station no. 210028, Wollombi river at Bulga
- Station no. 210031, Goulburn river at Sandy Hollow
- Station no. 210117, Glennies reservoir storage
- Station no. 210097, Glenbawn reservoir storage
The historical streamflow data of each station repre-
30
sents unregulated flows. There is no known regulation 
upstream of gauging stations on the Wollombi river 
(210028) and the Goulburn river (210031). The stream- 
flow data of gauging stations at the Glennies 
reservoir (210117) and the Glenbawn reservoir (210097) 
have been adjusted by the Department of Water Re­
sources, so they represent unregulated flows. The 
operation of Chichester reservoir, because of the 
small reservoir capacity compared to the corresponding 
monthly streamflows, has minimal effect on the monthly 
streamflow recorded at the downstream station 
(210007). The same thing applies to the station down­
stream of. Lostock reservoir (210021).
The recorded streamflow data of those stations 
should be long enough so that they form a representa­
tive sample of the long term streamflow, including 
both high and low flows. It was decided that a time 
span of 20 years, ranging from 1968 to 1987, is long 
enough and properly up-to-date for this purpose. If a 
planning study was carried out to determine an optimal 
operating policy to be implemented for the Hunter 
River Basin, then the full historical record at all 
stations should be used. In the present study how­
ever, the aim is to demonstrate the capability of the 
Goal Programming technigue when applied to a planning 
study of a river basin water management. In this 
case, it is sufficient to use a shorter, representa­
tive sample data.
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The recorded streamflows of the six supply points 
in this period contain both years of high flows and 
years of low flows. These can be seen in Fig. 3.1,
3.2, and 3.3. For example, Station 210007 (Fig.3.1) 
has a period of low flows in 1980 and 1981, and a 
period of high flows in 1984. Also shown in Fig. 3.4, 
3.5, and 3.6 are the yearly flows for the 20 years of 
each station. As further information, the following 
table shows the highest and the lowest monthly stream- 
flow in comparison with the average streamflow in the 
20 year period at each station:
Table 3.1 Conparison of the highest and the lowest streaarflows
STATION
AVERAGE 
STREAMFLOW 
(megalitres)
HIGHEST
MONTHLY
STREAMFLOW
(megalitres)
RATIO
LOWEST
MONTHLY
STREAMFLOW
(megalitres)
RATIO
210007 12705.35 293133.00 23.07 304.00 0.02
210021 10392.72 118464.28 11.40 0 0
210028 9571.95 156997.52 16.40 0 0
210031 12839.03 385947.24 30.06 0 0
210117 4678.68 70700.00 15.11 0 0
210097 12593.00 109000.00 8.66 0 0
It is also worth comparing the 1968 - 1987 record with 
the long term record of one station. Station 210007 *
has the 1913 - 1966 monthly streamflow record, ob­
tained from reports of the Water Conservation and 
Irrigation Commission (Water Resources of the Lower 
Hunter Valley - Water Conservation & Irrigation 
Commission Report No.4 - September 1966.). The com­
parison of the 1968 - 1987 record with the 1913 - 1966 
record is shown in the following table:
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Table 3.2 Comparison streaaflow records of two different period at St.210007
RECORD PERIOD 1913 -  1966 1968 -  1987 RATIO
AVERAGE MONTHLY 
STREAMFLOW 
(■egalitres)
11512.48 12705.35 1.14
HIGHEST MONTHLY 
STREAMFLOW 
(■egalitres)
145805.97 293133.00 2.01
LOWEST MONTHLY 
STREAMFLOW 
(■egalitres)
104.85 304.00 2.89
As has been already mentioned in the INTRODUCTION 
(Chapter 1), the time period for analysis in this 
study is 1 month. For some stations, the data are 
already in monthly values, but the data of stations 
210021, 210028, and 210031 are available in daily
values, so these daily values must be added up to 
obtain the monthly values.
The status (availability and quality) of daily 
streamflow data, as has been classified by the Depart­
ment of Water Resources - Parramatta, as follows:
A. Normal recorded data
B. Estimated data
C. Data obtained from mean over several daily flows
D. Unavailable data
E. Rating table (for measurement) not available
F. Missing data
So the daily streamflow data are available in cases A, 
B, and C, and unavailable in other cases. The data in 
case B have been estimated by the Department of Water 
Resources.
Some months have days for which no streamflow data 
are available. In this case, if streamflow data is
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available for 20 or more days, then the volume of 
monthly streamflow was estimated as follows:
- First the average daily streamflow of the month is 
estimated using all of the available daily stream- 
flow data.
- Then the volume of monthly streamflow is set egual 
to average daily streamflow times the number of days 
in the month.
The above estimation may involve a risk that the miss­
ing days of a month may have extremely high or low 
flows, and thus cause an error in the estimation. 
However, by using two thirds or more of the total 
number of days in the month in the estimation, the 
risk is considered to be small. In fact, only four 
out of 1440 months of data are estimated in this way 
(see Appendix A.l). The above procedure of calculat­
ing monthly streamflows was done using an IBM PC, 
running a computer program written in Turbo Pascal 
Language by the author.
Some other months have streamflow data available 
for less than 20 days. Then the volume of monthly 
streamflow cannot be accurately estimated through the 
daily streamflow data. In these cases, the volume of 
monthly streamflow was estimated by using the avail­
able streamflow data of other sites which are corre­
lated. This will be explained in the next section. 
The data, showing the missing values, is given in 
Appendix A.l.
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3.2 Filling In Missing Historical Streamflow Data
Missing monthly data can be deduced from the 
streamflow data of other sites in the same river 
basin, using linear regression equations. The stream- 
flow station from which the missing streamflow data 
will be deduced, must fulfil the following conditions:
- at the same month and the same year
- has the highest correlation with the station with 
missing streamflow data (compared with other sta­
tions )
Correlation coefficients were calculated between all 
stations, for each month. Complete results can be 
seen in Appendix A.2. Here the correlation coeffici­
ents for the month of January are shown as an example:
Table 3.3 Example of Monthly Correlation Coefficients between stations 
Month : January (data available : 13)
St.
210007
St.
210021
St.
210028
St.
210031
St.
210117
St.
210097
St. 210007 1.000 0.965 0.888 0.771 0.986 0.781
St.210021 0.965 1.000 0.952 0.849 0.961 0.817
St.210028 0.888 0.952 1.000 0.803 0.913 0.723
St.210031 0.771 0.849 0.803 1.000 0.722 0.974
St.210117 0.986 0.961 0.913 0.722 1.000 0.718
St.210097 0.781 0.817 0.723 0.974 0.718 1.000
For the month of January, data was available at all 6 
stations in only 13 years. Station 210021, for exam­
ple, has the flow data of January 1968 missing. The 
highest correlation coefficient of January is with 
station 210007 (which has available flow data of 
January 1968). Accordingly, the missing data of
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January 1968 at station 210021 will be deduced from 
station 210007.
The linear regression 
cedure is:
equation used in this pro-
Y = a + b.X (3.1)
where
E(Xi - X) . (Yj - Y)
b =
E(Xj - X)2
and
(3.2)
a = Y - b.X (3.3)
" where: Xi = data points of the first 
series
= data points of the second 
series
X = average of Xi
Y = average of Yi
The calculated parameters a and b can be seen in Ap-
pendix A.2. Here the calculated a and b parameters 
for the month of January are shown as an example in 
the following table:
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Table 3.4 Monthly Regression Parameters between stations 
Month : January (data available : 13)
St.
210007
St.
210021
St.
210028
St.
210031
St.
210117
St.
210097
St.210007 0
1.0000
589
0.9917
5128
1.5272
7393
0.6472
3945
1.3920
4560
1.3669
St.210021 -594
1.0083
0
1.0000
3942
1.5933
5861
0.6933
4521
1.3217
3832
1.3908
St.210028 -3358
0.6548
-2474
0.6276
0
1.0000
2261
0.3921
1468
0.7500
1805
0.7361
St.210031 -11423
1.5452
-8455
1.4425
-5768
2.5506
0
1.0000
7679
1.2144
-3252
2.0299
St.210117 -2834
0.7184
-3421
0.7566
-1958
1.3333
-6323
0.8235
0
1.0000
1711
0.8892
St.210097 -3336
0.7316
-2755
0.7190
-2452
1.3586
1602
0.4926
-1924
1.1245
0
1.0000
Of each pair of values shown in the table, the first 
is the a parameter and the second is the b parameters. 
For example, if the data of station 210021 are Y's and 
the data of station 210007 are X's, then a = -594 and 
b = 1.0083. Some of the calculated parameters have 
extremely large values (the month of October, between 
stations 210031 and 210007 for example - see Appendix 
A.2). This is because the corresponding correlation 
coefficients are near zero. Fortunately, these param­
eters have not to be used, since either the data are 
available or there are other stations with high corre­
lation.
If the estimated data have negative values, then 
they are regarded as zeros. The results of the filling 
in procedure outlined above are shown as a complete 
historical streamflow record in Appendix A.3. From 
now on, these data will be used in this study. Alto­
gether, 118 out of 1440 months of data were estimated 
in this way.
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3.3 Water Demand Data
In the Hunter river basin, the significant water 
demand components are Irrigation and Water Supply. 
Together both of these two components make up the 
water demand. Included in Water Supply are Domestic 
Use and Industrial Use. As has been mentioned before, 
the locations of the demand points are widely distri­
buted over the basin. For the purpose of this study, 
the water demand locations are ' lumped' together into 
7 major areas, or points, of water demand:
Area No. 1 : In the main Hunter river, between the 
Glenbawn reservoir and the confluence of 
- Goulburn river with Hunter river. Only 
irrigation demand exists here.
Area No. 2 : In the main Hunter river, between the
confluence of Goulburn river with Hunter 
river and the confluence of Glennies
Creek with Hunter river . Only irrigation 
demand exists here.
Area No. 3 : In Glennies Creek, between Glennies 
reservoir and the confluence of Glennies 
Creek with Hunter river . Only irrigation 
demand exists here.
Area No. 4 : In the main Hunter river, between the
confluence of Glennies Creek with Hunter 
river and the confluence of Wollombi
river with Hunter river. Both irrigation 
and water supply demands exist here.
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Area No. 5 : In the main Hunter river, between the
confluence of Wollombi river with Hunter 
river and the confluence of Paterson 
river with Hunter river. Both irrigation 
and water supply demands exist here.
Area No. 6 : In the Paterson river, between Lostock 
reservoir and the confluence of Paterson 
river with Hunter river . Only irrigation 
demand exists here.
Area No. 7 : At the end of the main Hunter river be­
fore flowing out into the sea, at the
City of Newcastle. Only water supply de­
. mand exists here.
In this study, the total water demand is con­
sidered constant from year to year. However, it va­
ries seasonally (i.e. from month to month). Thus, for 
each demand point, the monthly water demand must be 
obtained.
The data of the water demand areas no. 1 through 
to no. 6 were obtained from the Department of Water 
Resources. Data for all seven areas span the eight 
years from 1980 through to 1987. This is considered 
to be sufficient for estimating the average monthly 
water demand.
The data of the water demand area no. 7, the City 
of Newcastle, are obtained from a report (The First 
National Survey Of Water Use In Australia - Australian 
Water Resources Council, 1981). The water demand in
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Newcastle is only for water supply. There are four 
components of water supply here, namely Domestic use, 
Commercial use, Industrial use, and other uses. The 
other uses include water used for fire fighting, 
street cleaning, mains scouring, and distribution 
losses.
The water demand data of the 7 demand points are 
listed in Appendix A. 4. The calculation table of 
water demand in the city of Newcastle is also listed.
3.4 Reservoirs Storage Capacity Data
The reservoirs storage capacity data are needed to 
give values of maximum and minimum storage volumes as 
well as surface area data for evaporation. For oper­
ational purposes, a reservoir storage can be divided 
into three zones by two specific levels (elevations). 
The normal pool level is the maximum elevation to 
which the reservoir water level will rise during nor­
mal operating conditions. In this case, the normal 
pool level is the elevation of the spillway crest, 
except for Glenbawn reservoir, which has the normal 
pool level below the spillway crest for flood mitiga­
tion purposes. The minimum pool level is the lowest 
elevation to which the reservoir water level is to be 
drawn during normal operating conditions. In this 
case, the minimum pool level is the elevation of the 
lowest outlet in the dam (if it does not involve any 
hydroelectric reservoir operation, as is the case in
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this study). Above the normal pool level is the sur­
charge storage (flood storage). Between the minimum 
pool level and the normal pool level is the useful 
storage. Below the minimum pool level is the dead
storage. For the Glenbawn reservoir, the storage
between the normal pool level and the spillway crest 
level is reserved for flood mitigation purposes. As 
the aim of the present study is to optimise the allo­
cation of water for irrigation and water supply, and 
not involving any flood mitigation, so the useful 
storage of Glenbawn does not include the storage re­
served for flood mitigation.
The useful storage is used for the operational 
purpose of supplying water demand, which is the con­
cern of this study. For the four reservoirs, the 
useful storage capacities are as follows:
- Glenbawn reservoir : 213,700 megalitres
- Glennies reservoir : 282,300 megalitres
- Lostock reservoir : 20,200 megalitres
- Chichester reservoir : 16,900 megalitres
Also of concern in this study is the relationship 
between elevation, water surface area, and storage. 
Tables and figures, showing this relationship for the 
four reservoirs, are given in Appendix A.5.
3.5 Evaporation Losses From Reservoirs
The data of evaporation losses from the reservoirs 
were obtained from Water Resources of the Upper Hunter
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Valley - Water Conservation & Irrigation Commission - 
Report No.15 - September 1969, and Water Resources of 
the Lower Hunter Valley - Water Conservation & Irriga­
tion Commission Report No.4 - September 1966. These 
data show the monthly water losses (in mm) from an 
open water surface due to evaporation. Thus, the 
volume of water in the evaporation losses depends on 
the month and the concurrent reservoir surface area. 
Tables of evaporation losses are given in Appendix 
A.6.
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MONTHLY STREAMFLOW: Station 210007 
YEAR 1968 - YEAR 1987
Y E A R S  (beginning at)
MONTHLY STREAMFLOW: Station 210021 
YEAR 1968 - YEAR 1987
Y E A R S  (beginning of)
Figure 3.1
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YEARLY STREAMFLOW: Station 210117
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CHAPTER 4: THE SYNTHETIC DATA
The monthly synthetic streamflow data will be needed 
as input into the Stochastic Simulation procedure. By 
doing so, it is expected that the simulation covers all 
reasonable streamflow sequences. The synthetic streamflow 
data must represent a time series that covers a time span 
so long that periods of very high flow and periods of very 
low flow are included. Of the six supply points con­
cerned, station 210007 (downstream of Chichester 
reservoir) has the longest streamflow record, which goes 
back as far as the year 1913. Other stations have not 
such long records. In this study, it was decided to 
generate a number of synthetic streamflow sequences, so 
each station will cover the same period. Each series will 
be one hundred years long. The number of series will be 
twenty. So, 20 x 100 years long monthly synthetic stream- 
flow data will be generated for each of the six supply 
points.
The monthly historic streamflow data, from which the 
monthly synthetic streamflow data will be generated, are 
the 20 year long series of data, which were extracted from 
the record at each of the six supply points (1968 - 1987). 
The generation of the synthetic streamflow data must be in 
such a way that:
- mean of each month
- standard deviation of each month
- serial correlation at a station
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- correlation between stations
of the historic streamflow data are preserved. The pro­
cedure of generating the synthetic streamflow seguences 
was done on an IBM PC computer, using computer programs 
written in Turbo Pascal Language by the author.
4.1 Synthetic Streamflow Data Generation Technique
The planning water resources systems, which in­
volving several river flows at different sites, in­
spires the appearance of a number of multivariate 
model (Camacho et al., 1985). The example of such 
models are Multisite Autoregressive Moving Average 
(ARMA) and Multi Lag-One Streamflow Model (Louck et 
al., 1981). According to Srikanthan et al. (1984), 
there are at least four basic approach in generating 
mutisite synthetic streamflow:
- Key station approach
- Principal component approach
- Regression method
- Residual approach.
To generate the multisite synthetic streamflow in 
this study, a technique using residuals will be used. 
This technique was developed by Matalas (1967), and 
was applied by Young and Pisano (1968). The advanta­
ges of the technique being a straightforward approach, 
easy, and widely applicable.
The idea of the technique is to transform the 
historic data into their standarized form (residuals).
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The purpose of this transformation is to remove the 
cyclical seasonal pattern from the historic data. 
The cyclical pattern of the historic data can be ob­
served through plotting the serial correlation for 
each station, in the form of correlogram, as shown in 
Appendix B.l. The cyclical pattern of the six sta­
tions is not strong, although it can still be ob­
served. The transformation equation for removing the 
cyclic pattern, called a Cyclic Linear Transform
(4.1)
residual of month j and year i 
historic streamflow of month j and 
year i
mean of the historic streamflows of 
month j over the historic years 
standard deviation of the historic 
stream-flows of month j over the his­
toric years
(CLT), is:
_ xij " mi ij — i:s j
where: r^
xij
si
To generate a synthetic data series, the residuals 
must have a skewness near to zero to conform closely 
to a normal distribution. In an effort to achieve 
this condition, before the cyclic linear transform 
equation is applied, a normality transformation is 
done by performing log10 or square root transformation
51
on the historical streamflow data sequences, or per­
forming no operation at all. The option to be selec­
ted is the one that yields an average coefficient of 
skewness for the six stations closest to zero. The 
chosen option in this study is the square root 
transformation, because it yields an average skewness 
value closest to zero, as can be seen in the following 
table:
Table 4.1 Skewness of historical data
SKEWNESS OF STREAMFLOW SEQUENCE OR ITS RESIDUALS
Historical Historical residual sequences
station streamflow
sequences No operation Log(base 10) Square root
210007 7.012 1.917 -0.045 1.084
210021 3.272 1.921 -0.130 1.160
210028 4.094 1.970 -2.108 1.012
210031 7.585 2.067 -1.552 1.140
210117 3.854 2.120 -2.268 1.166
210097 2.893 1.833 -1.330 0.936
a v ì r a g e 1.971 -1.239 1.083
It can also be seen that the skewness values of the 
historical streamflow sequences are always larger than 
the skewness values of their corresponding residual 
sequences after normality transformation. The formula 
for calculating the coefficient of skewness of a se­
quence of data is:
N
(N - 1)(N ____ L.£(x - X)32) S3
(4.2)
where: C = coefficient of skewnesss
S = standard deviation of X 
X
X
= data of the sequence 
= average of X
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N = the number of data in the sequence
The residual technique of Matalas (1967) is to 
generate synthetic residuals rather than streamflow 
data. These synthetic residuals can be put back into 
the original form by using first the cyclic linear 
transform equation to give the cyclic pattern. And 
then, if a normality transformation has been used 
before, apply the inverse of the normality 
transformation. This will give the synthetic stream- 
flow data.
The model for generating these synthetic residuals 
is a multisite, lag one model. This means that the 
model produces synthetic residuals for all sites sim­
ultaneously from the synthetic residuals of the previ­
ous time period (in this case, the time period is one 
month). If n is the number of stations to be gener­
ated for, then the model can be expressed as follows:
— A. + B . eL (4.3)
where: RL = n x 1 matrix of synthetic residuals
(one for each station) at time pe­
riod 1
Rm  = n x 1 matrix of synthetic residuals 
(one for each station) at time pe­
riod 1-1
1 = time index
A, B = n x n matrices of the model' s param-
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eters
e = n x 1 matrix of standard normal ran­
dom numbers
The matrices A and B can be estimated from the 
historical residuals. If the historical residuals 
sequence for each station is put in as a row of a 
matrix R, then R - n x m matrix of historical resid­
uals, where n is the number of stations (6 in this 
case), and m is the number of residuals in the 
historical sequence of a station (20 year x 12 month = 
240 in this case). We obtain n x n matrices Mq and 
as follows:
(4.4)
(4.5)
is obtained by shifting forward each 
column of R one time step, and the first * 
column of R becomes the last column of 
R.
index for matrix transpose operation
The matrix Mq is the estimation of cross correla­
tion between stations, and the matrix is the esti­
mation of lag one serial correlation. Matrices A and
Mo = R.Rt.(I) 
and
M, = R.i?.(i) 
where: R =
T =
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B can be obtained by:
A = M.-, . Mq' 
and
B.Bt = Me - M_i.Mj1.M_,
(4.6)
(4.7)
where: the superscript index for matrix
inverse operation
The solution of matrix A is straightforward. For the 
matrix B, it can be proved that its upper right trian­
gular elements, excluding the main diagonal elements, 
are all zero, and the rest of the elements can be
obtained recursively (Young and Pisano, 1968). The
matrices A and B for the 6 stations and
this study are :
-0.178 -0.121 0.235 -0.015 0.304 0.228
-0.232 -0.058 0.151 -0.050 0.304 0.351
-0.266 -0.278 0.415 0.005 0.351 0.216A = -0.215 0.068 -0.146 0.557 -0.075 0.256
-0.298 -0.088 0.065 -0.008 0.352 0.432
-0.328 -0.062 0.024 -0.007 0.137 0.726
0.935 0.000 0.000 0.000 0.000 0.000
0.818 0.408 0.000 0.000 0.000 0.000
B = 0.614 0.167 0.647 0.000 0.000 0.0000.0000.372 0.199 0.359 0.659 0.000
0.742 0.276 0.165 0.212 0.324 0.000
0.576 0.177 0.231 0.266 0.066 0.448
From the calculation of the matrices A and B, it 
can be seen that cross correlation between stations,
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and lag one serial correlation in the historical 
streamflow sequences are included in the two matrices. 
Thus, the generated synthetic data also contain these 
two characteristics.
As can be seen from the synthetic generation model 
equation, at each time step it produces n synthetic 
streamflows, one for each station. At each time it
needs n standard normal random numbers as input. 
Therefore, the number of the required random numbers 
is the same as the number of synthetic streamflows to 
be generated (20 series x 6 stations x 100 year x 12 
month or 20 series x 7200 or 144 000). The generation 
of standard normal random numbers is explained in 
section 4.2. Some of the generated random numbers are 
also shown in Appendix B.2.
The procedure of synthetic data generation can be 
summarised in the following steps:
1. Perform Normality Transformation on historical data 
if necessary.
2. Transform the historic data into residuals using 
the cyclic linear transform equation.
3. Calculate the parameters of synthetic generation 
model, using the computed residuals.
4. Generate synthetic residuals.
5. Transform the synthetic residuals into synthetic 
data.
6. Perform the inverse of Normality Transformation if
necessary.
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Some of the generated synthetic streamflows are shown 
in Appendix B.3. This generated data used the random 
numbers shown in Appendix B.2.
4.2 Generation Of Standard Normal Random Numbers
As can be seen in the synthetic generation model, 
standard normal random numbers are needed. Standard 
normal random numbers have a normal distribution with 
mean 0 and standard deviation 1. As has been men­
tioned in section 4.1, 144,000 standard normal random
numbers are needed in this study. These random number 
are generated by computer. However, the random num­
bers generated by computer do not have a normal 
distribution, but rather a uniform (rectangular) 
distribution with range between 0 and 1. A number of 
methods are available to transform these computer 
generated random numbers into standard normal random 
numbers. One method, originated by Box and Muller 
(Kottegoda, 1980), can transform 2 uniform 
distribution random numbers, with range between 0 and 
1, into 2 standard normal random numbers. The 
transformation formulas are (Kottegoda, 1980):
N, = [-2ln(Ui)]°-5cos(2iTUi+1) 
and
N1t1 = [-2111(0,) ]°-5sin(27iUi+1)
(4.8)
(4.9)
where: N = standard normal random number
U = computer generated random number 
n = 3.14159
The generated standard normal random numbers 
(144,000 in all) were sampled (7200 of them), and this 
sample (shown in Appendix B.2) was tested statistical­
ly to see if they are really standard normal random 
numbers. The test shows that the sample has mean of -
0.004 (close to zero), standard deviation of 1.007 
(close to 1). Serial correlation lag 1 through to 12 
all 0 or close to 0 (shown as a graph in Appendix 
B.2). When the sample data are grouped into intervals 
of 0.25 and the freguencies of the intervals are plot­
ted, the resulting graph shows a near perfect normal 
curve (shown in Appendix B.2). Thus, it is assured 
that the generated random numbers are standard normal 
random numbers, and they can be used for the synthetic 
streamflow generation.
4.3 Testing The Synthetic Streamflow Data
The generated synthetic streamflow data must 
undergo some tests before they can be used in the 
Stochastic Simulation procedure. What is wanted to be 
known is whether the generated synthetic data statis­
tically belong to the same population as the historic 
data. In this case, a test of difference between 
means of two independent samples will be used. The 
first sample is the historic streamflow data. The
58
second sample is the generated synthetic streamflow 
data. Moreover since there is cyclic (seasonal) pat­
tern in the data, the test will be done only in the 
same month. For example, the historic data for 
January are tested against the synthetic data for 
January, and so on. In this test, a t distribution is 
used, with t score formula (Korin, 1977):
(4.10)
and
S =
\
(N, - 1 ) +  (N2 - 1)S*
i- - -lN1 + N2 - 2 Hi N2J
(4.11)
where: T
5,
si
S2
N1
t score
average of X1 (first sample data = 
historical data)
average of X2 (second sample data = a
file of synthetic data)
standard deviation of X<,
standard deviation of X2
number of first sample data = 20
number of second sample data = 100
After the t score is calculated, then it is 
checked with the t distribution table. In this case, 
the degree of freedom is ^  + N2 - 2. After testing
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all twenty series of synthetic data, the results show 
that no significant difference at 5 % level (two­
tailed t0 Q5 = 1.960), or even at 10 % level (two-tailed 
tQ 10 = 1.645). T scores of file no.l are shown in the 
following table:
Table 4.2 T test of mean
Historical data vs. synthetic data f ile  no.1
Month
S t a t i o n s
210007 210021 210028 210031 210117 210097
January 0.191 0.090 0.093 0.223 0.005 0.400
February 0.183 0.189 0.467 0.342 0.224 0.402
March 0.067 0.478 0.047 0.046 0.459 0.278
Apri l 0.964 0.790 0.784 0.374 0.490 0.459
May 0.298 0.135 0.017 0.087 0.002 0.077
June 0.080 0.181 0.382 0.076 0.233 0.340
July 0.121 0.040 0.776 0.302 0.129 0.360
August 0.505 0.769 0.053 0.050 0.505 0.464
September 0.236 0.049 0.053 0.548 0.045 0.120
October 0.187 0.248 0.357 0.519 0.278 0.046
November 0.123 0.295 0.083 0.048 0.152 0.097
December 0.704 0.276 0.490 0.412 0.433 0.459
To test the variance (i.e. the guadratic of 
standard deviation) the F test has been used. Here 
the variance is the unbiased one. Therefore:
§2 = N S2 (4.12)N - 1
where : S = standard deviation.
S2 = unbiased estimation of variance.
N = number of data. For historical data, N 
= Nh = 20. For synthetic data, N = Ns = 
1 0 0 )
Firstly, it want to be tested whether the 
historical variance is significantly greater that the
synthetic variance. Therefore:
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F
§s
(4.13)
where : F = F score for degrees of freedom of n1 and 
n2, where n<, = Nh - 1 = 19 and n2 = Ns - 
1 = 99.
= unbiased estimation of historical vari­
ance
= unbiased estimation of synthetic vari­
ance
The results are:
Table 4.3 F test of variance
Historical data vs. synthetic data f ile  no.1
Month
S t a t i o n s
210007 210021 210028 210031 210117 210097
January 1.173 1.195 0.774 1.121 1.178 1.441
February 0.976 1.476 3.975* 7.735* 2.445* 3.194*
March 1.235 1.953* 1.592 2.063* 1.932* 1.882*
Apri l 1.172 1.487 0.863 0.944 1.487 1.554
May 1.546 2.585* 1.361 1.381 2.468* 1.606
June 0.977 1.372 1.929* 1.401 1.543 1.249
July 1.415 1.824* 0.839 1.148 1.416 0.791
August 1.256 1.805* 1.062 1.157 1.594 1.392
September 1.049 0.921 1.195 1.426 0.794 1.091
October 2.864* 1.858* 1.815* 2.873* 2.266* 1.444
November 2.938* 2.172* 1.427 1.428 1.633 1.489
December 1.932* 1.460 1.401 2.496* 2.245* 1.213
(*) __> p score with level of significance less than 5%.
F value for 5% level of significance, n1 = 19 and n2 = 99 is 1.733.
It can be seen that 23 out of the total 72 F scores 
show that the probability of the historical variance 
exceeds the synthetic variance by chance is less than 
5%. While it comprises only a third of the total, 
this is somewhat rather significant. When it was 
tried in the reverse direction by using:
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F
A 2
Î
Ê2b h
(4.14)
The results are:
Table 4.4 F test of variance (in reverse direction)
Historical data vs. synthetic data f ile  no.1
Month
S t a t i o n s
210007 210021 210028 210031 210117 210097
January 0.852 0.837 1.292 0.892 0.849 0.694
February 1.025 0.678 0.252 0.129 0.409 0.313
March 0.809 0.512 0.628 0.485 0.518 0.531
Apri l 0.853 0.672 1.159 1.060 0.672 0.643
May 0.647 0.387 0.735 0.724 0.405 0.622
June 1.024 0.729 0.518 0.714 0.648 0.801
July 0.706 0.548 1.192 0.871 0.706 1.265
August 0.796 0.554 0.942 0.864 0.627 0.718
September 0.953 1.085 0.837 0.701 1.259 0.916
October 0.349 0.538 0.551 0.348 0.441 0.692
November 0.340 0.460 0.701 0.700 0.612 0.672
December 0.518 0.685 0.714 0.401 0.445 0.824
F value for 5% level of significance, n1 = 99 and n2 = 19 is 1.878.
It can be seen that all F scores show the probability
of the synthetic variance exceeds the historical vari­
ance by chance is more than 5%. From the F test re­
sults in both directions, it can be concluded that the 
historical variance tends to exceed the synthetic
variance. Since the standard deviation is the square
root of the variance, so the conclusion also means 
that the historical standard deviation tends to exceed
the synthetic standard deviation. The reason of the 
differences is, possibly, that the normality transfor­
mation which have been done on the historical data
series is not quite appropriate.
The graph of serial correlation of synthetic data 
(taken from series no.l) also shows a same cyclic 
pattern as the historical sequences. This graph can
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be seen in Appendix B.l.
The skewness of the synthetic data series does not
very much resemble the skewness of the historic data
series, as can be iseen in the following table of C O -
efficient of skewness:
Table 4.5 Comparison of historical and synthetic skewness
Synthetic
series
S t a t i o n s
210007 210021 210028 210031 210117 210097
1 3.984 3.171 4.005 4.932 4.640 2.281
2 3.474 3.581 4.542 4.279 4.032 2.057
3 3.949 3.949 3.175 3.717 4.867 1.839
4 3.279 3.433 3.390 4.315 3.533 2.345
5 3.286 3.678 3.660 3.646 4.224 2.218
6 3.717 2.995 3.864 4.038 3.267 1.968
7 4.631 3.651 3.225 3.670 5.659 1.959
8 3.622 3.310 3.486 5.049 4.353 1.930
9 4.217 3.340 4.043 3.851 4.258 2.174
10 3.435 3.481 4.120 4.092 3.720 2.421
11 3.762 3.332 3.221 3.568 3.579 2.203
12 3.221 3.193 4.059 5.401 4.724 2.981
13 4.774 3.625 3.683 3.480 4.314 2.359
14 4,015 2.967 4.178 3.998 3.900 1.943
15 3.258 3.469 3.898 4.262 4.062 2.159
16 3.920 3.894 5.261 4.525 4.350 2.712
17 4.128 3.586 3.323 3.411 5.069 2.063
18 4.022 2.832 3.509 3.408 3.798 2.141
19 4.727 4.106 4.336 4.777 4.985 2.564
20 4.752 2.827 3.826 3.458 4.135 2.322
Average 3.909 3.421 3.840 4.094 4.273 2.232
Historical
series 7.012 3.272 4.094 7.585 3.854 2.893
T scores 26.892 1.869 2.201 26.337 3.183 10.434
The T scores obtained by the t test formula as ex­
plained by Langley (1979):
T I M - m| ~s
(4.15)
where: T 
n 
M 
m 
s
t score
number of data in the sample group 
mean of the large parent group 
mean of the sample group
unbiased estimated of the standard devi-
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ation of the sample group
In this case the sample group refers to the skewness 
of synthetic data and the parent group refers to 
historical data. Therefore M = the skewness of the 
historical series, m is the mean of skewness of the 20 
synthetic series, and n = 20. The result, showed in 
the last line of the above table, indicates that only 
stations 210021 have no significant differences at 5% 
level of significance (two-tailed t0^ = 2.093).
Station 210028 have no significant differences at 1% 
level of significance (two-tailed t0 ̂  = 2.861). The 
other stations differ significantly. Again the reason 
of the differences is, possibly, that the normality 
transformation which have been done on the historical 
data series is not quite appropriate.
However, these differences in standard deviation 
and skewness have not much influence, as the test of 
the means of the synthetic series have already shown 
no significant difference to the means of the 
historical series.
For comparison purpose, in Appendix B.4 some stat­
istical properties of a file of synthetic streamflow 
data are compared to the historical data. The statis­
tical properties being compared are monthly mean, 
monthly standard deviation, skewness, lag 1 serial 
correlation, and cross correlation between stations.
All procedures of testing the synthetic streamflow 
data was done using an IBM PC computer. The computer
*
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programs used in these procedures were written in 
Turbo Pascal Language by the author.
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CHAPTER 5: GOAL PROGRAMMING
5.1 Multiple Objective Decision Making
Some planning models, such as linear programming 
models, have a single objective. The objective can be 
to maximise profit, maximise water yield, minimise 
cost, or minimise flood damage. Profit maximisation 
is often regarded as the sole purpose of a business 
firm, but it is not always the only objective (Lee et 
al., 1985). Other non-economic objectives, such as 
social responsibility, social contributions, public 
relations, and environmental protection, may have 
higher priorities than profit maximisation. In fact, 
many public organisations, like government agencies, 
have no profit objective at all (Lee et al., 1985). 
Instead they have multiple objectives other than prof­
it, such as to satisfy public demands in different 
places, to minimise environmental damage, to make more 
equal distribution of resources for various parties of 
interest, and so on.
One approach, based on the concept of bounded 
rationality, is considered as a pragmatic methodology 
of decision making of such multiple objective problems 
(Lee et al., 1985). This approach, called Multiple 
Criteria Decision Making (MCDM) or Multiple Objective 
Decision Making (MODM), is a practical way to seek a 
satisfactory solution to the problem (Lee et al., 
1985). In this approach, one of the most powerful and
66
widely applied techniques is Goal Programming. In 
this study, the technique will be used to solve the 
deterministic model for river basin water management.
5.2 Goal Programming
Goal Programming is a modification of another 
highly developed and tested technique: Linear Program­
ming. If Linear Programming provides a simultaneous 
solution to a linear system with a single objective, 
Goal Programming can provide a simultaneous solution 
to a linear system with multiple, competing objec­
tives. The main features of Goal Programming are:
- The objectives can have different units of measure.
- It has a goal levels system. More than one objec­
tive can be in a same goal level. However, only 
objectives of the same unit of measure can be in the 
same goal level.
- A priority level is assigned to each one of the goal 
levels. Priority levels are ordinal.1
- Within a goal level, objectives can have different 
weights. These weights are cardinal.2 The weight 
system within a goal level forms a subgoal level 
system.
- Goal programming is a form of linear programming. 
So a goal programming model must be formulated under 
the same limitations, assumptions, and conditions as
1 If Pj denotes priority levels (i = 1, 2, then Pj >> >  Pj+1. 
 ̂The weights are real numbers.
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linear programming, such as linearity, divisibility, 
and determinism.
- Like linear programming, goal programming can be 
solved by using the simplex method but in a modified 
form.
- In the process of solution, objectives in a goal 
level are considered only after all higher goal 
levels have been satisfied. So it will begin with 
the highest priority goal level, and go down to the 
lowest priority goal level. It may not be possible 
to optimise every goal due the limited resources. 
But the result represents the best solution under 
the prevailing priority scheme and resources avail­
ability. Moreover, the priority scheme can be 
modified if desired.
A problem, which is to be solved using goal pro­
gramming, must be formulated into a goal programming 
model. A goal programming model consists of an objec­
tive function and a number of constraints. The con­
straints will be explained in section 5.2.1, and the 
objective function will be explained in section 5.2.2. 
A goal programming model can then be solved iterative­
ly by using a modified simplex method to obtain an 
optimal solution. This method will be explained in 
section 5.2.3.
5.2.1 Constraints of goal programming model
Constraints of the goal programming model are
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similar to those of linear programming, but with 
certain characteristics. Of course they are lin­
ear. But they are also always in the form of 
equations (in linear programming, constraints can 
be equations or inequations). This last feature 
is possible with the introduction of a pair of 
deviational variables for each constraint, denoted 
by dj and d t respectively (j is the constraint 
number). If a goal programming constraint is 
expressed in its standard form (like linear pro­
gramming), all variables (decision and deviation) 
are put in the left hand side (LHS) and all con­
stants are put in the right hand side (RHS), and 
constraint no. j is expressed as:
where: Xi = decision variables (i = 1, 2, ...,
C/|j.X̂  + C2 j • X2 +
or
n (5.2)E  qj.x, + df - a; = TVj1=1
n )
= coefficients of the decision vari
ables (i = 1, 2, ..., n) 
dT = underachieved deviation variable
 • •,
d+. = overachieved deviation variable
TV- = Target Value = the sum of all con­
stants in the RHS
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As in linear programming, all variables always 
have nonnegative values. The target value is the 
value which the sum 2 Cij.Xi of this particular 
constraint is desired to have, and represents the 
goal which must be achieved. In the solution 
process of goal programming, there are three pos­
sible states of a constraint:
1. 2 Cij.Xi = TVj, and therefore both dj and dt are 
equal to zero. In this case, the goal j has 
been achieved.
2. 2 Cij. Xi < TVj, and therefore dt is equal to zero 
and dj has a positive value (underachieved situ­
ation) .
3. 2 Cij.Xi > TVj, and therefore dj is equal to zero 
and dt has a positive value (overachieved situa­
tion) .
Of the three states above, it is desired to have 
the first one as the solution, but there is also 
the possibility of having the second or the third 
state. In the real situation, it is common that 
not all goals can be achieved due to limitation of 
the available resources.
So, a constraint in a goal programming model 
represents a goal (in the form of target value) 
which must be approached from one direction (mini­
mising either dt or dt) or from two directions 
(minimising both dj and dt). It is obvious that 
the number of deviation variables (dy and dt) is
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twice of the number of constraints.
. *
5.2.2 Objective function of goal programming model
The objective function of a goal programming 
model contains the deviation variables of the 
constraints which are to be minimised. The devi­
ation variables which are not to be minimised, do 
not appear in the objective function.
A priority level is assigned to each of the 
deviation variables in the objective function. 
More than one deviation variable can be in a same 
priority level. Here priority levels are denoted 
by Pi- (i = 1, 2, . .., p). P-, is the highest pri­
ority level and Pp the lowest. Priority levels are 
ordinal, which means a priority level will be 
ignored (i.e. its deviation variables will not be 
minimised) until all higher priority levels are 
satisfied. ,
Within a priority level, the deviation vari­
ables can have different weights. These weights, 
denoted by Wk (k = 1, 2, ..., w), are cardinal and
then set sublevels inside the priority level.
The objective function of goal programming can 
be expressed as:
p w
M in im iz e  Z  = E E Pj.Wk.dj
where : Z = objective function
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Pi = priority levels 
Wk = weights
dj = deviation variables (both dy and 
dt)
p = the number of priority levels 
w = the number of sublevels within 
each priority level (can have dif­
ferent values for each priority 
levels).
5.2.3 Modified simplex method for solving goal program­
ming model
If the objective function and the constraints 
are put together, the complete goal programming 
model is :
p w
M in im iz e  Z = E E Pj.Wk.d:
i=l k=l J
s u b je c t  to  
nE C ij-X j + d x" -  d x = T V X
i=l
£ C^X, ♦ d- - d; = TVj1=1 J J J
n
e  c im.X i + d„; - d„; = Tvm 
1=1
where: m = the number of constraints in the
model
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p = the number of priority levels 
w = the number of sublevels within each 
priority level (can have different 
values for each priority levels) 
n = the number of decision variables.
It can be seen from the objective function 
that goal programming models are always a minimi­
sation problem (linear programming models can be 
minimisation or maximisation problems). To solve 
a goal programming model, a modified simplex pro­
cedure can be used (Lee et al., 1985). This 
solution procedure basically is very similar to 
the simplex method of linear programming, but 
there are several distinct differences. In this 
section, the modified simplex procedure will be 
explained briefly. Then, an example of a goal 
programming problem solution will be given in 
Appendix C .1.
The modified simplex procedure, like the lin­
ear programming simplex procedure, proceeds in a 
series of iterations. Each of the iterations can 
be expressed in a simplex table.
The explanation of the modified simplex pro­
cedure begins with the simplex table. This sim­
plex table is similar to the simplex table of 
linear programming, except that there are p rows 
of Zj and Zj-Cj rows (p is the number of priority 
levels) instead of one. Z. and Ẑ -Ĉ  are calculat­
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ed values, which will be used to assess the goal 
achievement in each of the priority levels. The 
arrangement of the initial simplex table is as 
follows:
Simplex table for Goal Programming
c j basis b*i 1
cb
2 3 4 5
Zj-Cj 6 7 8
The table above is divided into a number of rec­
tangular blocks. As can be seen, some blocks are 
already filled with column or row headings: Ĉ , Cb, 
Zj-Cj, basis, and bj. The other blocks, numbered 1 
to 8, will be filled with matrices of symbols or 
values, which depend on the goal programming model 
to be solved.
The goal programming model has a number of 
constraints = m, a number of decision variables = 
n, and a number of priority levels = p. The total 
number of variables (decision and deviation), 
denoted by t, is t = n + 2m.
The block number 1 consists of two parallel 
rows of items. Each rows has t items. So the 
block number 1 is a (2 x t) matrix of items. Each 
pair of items in the two rows corresponds to a
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column of matrices in block number 5 and number 8. 
Each item in the lower row indicates a variable 
name (decision or deviation) attributed to each 
column (variable X,, for example). Each item of the 
upper row indicates the weights and priority 
levels (if there are any) of the variables in the 
corresponding columns (2P3 for example - 2 for the 
weight of 2, and P3 for the priority level 3 ). 
Thus/ this row represents the objective function 
in the table. The block number 6 consists of a 
column of items. Each items in the column corres­
ponds to a row of matrix in blocks number 8. Each 
items, in this columns indicates the level of pri­
ority attributed to each row (P3 for example). The 
contents of the block number 1 and number 6 will 
be remain unaltered throughout the process of 
solution.
The block number 5 is an (m x t) matrix of 
coefficients of variables (decision and deviation) 
in the LHS of the constraints. Each of the block 
number 2, number 3, and number 4 consists of a 
column of symbols or values. Each symbol or value 
corresponds to a row of the matrix in block number 
5. The column in the block number 4 consists of 
target values in the RHS of constraints. Thus, 
the matrices in blocks number 4 and 5 represent 
the constraints in the table. The column in block 
number 3 consists of the name of variables in the
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corresponding rows. The column in the block
number 2 consists of the weights and priority- 
levels (if there are any) of the variables in the 
corresponding rows. The symbols or values in
block number 2, 3, 4, and 5 will be changed at 
each iteration in the process of solution.
Block number 8 is a (p x t) matrix which con­
sists of the computed Zj-Cj values. Each Zj-Cj is 
attributed to a certain priority level, shown in 
the same row in block number 6. Each of Zj-Cj 
values is calculated from the values in the jth 
column of matrix in block number 5. The calcula­
tion can be expressed as the following formula:
m
Zj-Cj = 12 Ai j . C bi -  Cj 
1 =1
(5.3)
where: = element of matrix in block number
5, in ith row and jth column 
Cbi = the weight of the corresponding
variable in the ith row (can be 
checked in variable names in the 
block number 3).
Cj = the weight of the corresponding
variable in the jth column (can be 
checked in variable names in lower 
row of the block number 3).
However, the Cbi value will be counted only if the 
priority level of the ith row (can be checked in 
the block number 2) is same as the corresponding
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priority level of the Ẑ  element being calculat­
ed (can be checked in block number 6), otherwise 
the Cbi = 0. Similarly, the Cj value will be 
counted only if the priority level of the jth row 
(can be checked in the upper row of block number 
1) is same as the corresponding priority level of 
the Zj-Cj element being calculated (can be checked 
in block number 6), otherwise C. = 0. These values 
of Zj-Cj of the block number 8 must be updated at 
each iteration using the above equation.
The last block to be completed is block number
7. This block is a (p x 1) matrix which consists 
of the computed Z- values. Like the Zj-Cj ele­
ments, each Zj is attributed to a certain priority 
level, shown in the same row in the block number
6. Each of Zj values is calculated from the values 
in the column of values in block number 4. The 
calculation can be expressed as the following 
formula:
in
Zj -  52 b.j . cbi1=1
(5.4)
where: bj = element in the column of values 
in block number 4, in ith row 
Cbi = the weight of the corresponding 
variable in the ith row (can be 
checked in variable names in the 
block number 3).
Like in the calculation of Zj-Cj, the Cbi value will
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be counted only if the priority level of the ith 
row (can be checked in the block number 2) is same 
as the corresponding priority level of the Z. 
element being calculated (can be checked in block 
number 6), otherwise the Cbi = 0. Also the values 
of Z. of the block number 7 must be updated at each 
iteration using the above eguation.
As an example, consider the following goal 
programming model:
Minimize Z = P^dj + Pj.d̂  + P3.d2 + 2P3.d3 + P3.d3 
subject to
X t + X 2 + df - dj = 120 
5Xj + 4X2 + ¿2 - d2+ = 550 
Xa - X2 + d3 - d3 = 0
Putting this model into the initial simplex table 
will result:
Simplex table (Initial)
As can be seen, there are three variables in the
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basis, d̂ , d2, dj, and so they are called basic
variables. These basic variables have values = b? 
_> 0. Their values can be seen in the column under 
the b? heading. Thus, in this initial table: 
d; = 120 
d“ = 550 
dj = 0
The number of basic variables is equal to the 
number of constraints in the model. The rest of 
the variables are nonbasic variables (i.e. not in 
the basis). A nonbasic variable always has value 
= 0. Thus, in this initial table:
X1 = 0
x2 = 0
d ; = o
d+ = 0
3  = o
Thus, the initial simplex table provides a 
solution. This solution, however, may not be 
optimal (in this example, it is not). So, the
modified simplex procedure is then applied to 
obtain an optimal solution. This procedure is 
much like the simplex, procedure of linear program­
ming. The modified simplex procedure proceeds
iteratively. At each iteration, there is a 
solution. It moves toward the optimal solution by 
changing one of the basic variables with one of 
the nonbasic variables at each iteration, in such
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a way that the next solution is always better than 
or at least the same as the previous solution. 
The way of changing the basic variables and the 
optimality criterion are included in following 
explanation of the solution steps of modified 
simplex procedure.
The solution steps can be briefly explained as 
follows:
1. Set up the initial simplex table, as has al­
ready been done.
2. Determine the new entering variable (i.e. one
of the nonbasic variables will become a basic 
variable). First, find the highest priority 
level that has not been fully satisfied by 
examining the Z. values in block number 7 (a 
priority level is not fully satisfied if the Z. 
value is still not zero). When the priority 
level is determined, look in the corresponding 
row in block number 8 for the largest positive 
Zj-Cj a negative value at a higher pri­
ority level at the same column. The variable 
that satisfies this condition will be the new 
entering variable. If there is a tie between 
two or more qualified new entering variables, 
check the values at the next lower priority 
level in the corresponding columns. Select the 
one that has the greatest value at the next 
lower priority level. If the tie still cannot
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be broken, arbitrarily choose one of the quali­
fied new entering variables.
3. Determine the leaving variable from the basis 
(i.e. one of the current basic variables will 
be replaced by the new entering variable). 
This can be checked in the values in block no. 
5 (Aij) and in block no. 4 (bj). For each
positive values in the same column with the 
new entering variable, calculate:
for A^ > 0 (5.5)
The smallest Yi will decide the leaving 
variable. It means that the current basic
variable in the ith column will be the leaving 
variable. If there is tie between two or more 
Yi, choose the row which has the highest corres­
ponding priority level (can be checked in col­
umn of items in block number 2). If the tie 
still cannot be broken, arbitrarily choose one 
of the qualified leaving variables.
4. Determine the new solution by recalculating the 
values in matrices of blocks number 5 and 4. 
The corresponding column of the new entering 
variable is the pivot column. The correspond­
ing row of the leaving variable is the pivot
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row. The at the intersection of the pivot 
row and the pivot column is the pivot element. 
Find the new bj and A^ values in the pivot row 
by dividing the previous b? and Aij values by 
the pivot element. Then find the new b? and A^ 
values in other rows by using the relationship:
New
value
Previous
value
Previous element New value
in the in the
pivot column X pivot row
&e in the
same row same column
The new matrix of Aij (block number 5) should 
have all values in the pivot column equal to 
zero, except the pivot element which is equal 
to one.
5. Complete the new simplex table by finding the 
new values of and Z--Cj, using the way when 
filling in the initial simplex tables. The 
corresponding items of the pivot row in blocks 
number 2 and 3 must also be updated in accord 
with the new basic variable.
The optimality is reached when, in step no. 2, no 
new entering variable can be found. In this case, 
there are two possible states:
1. All Zj values are zero. This means that all 
goals have been attained and the solution is 
optimal.
2. At least one of the Ẑ  values is still not zero.
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This means that some of the goals cannot be 
attained. But still the solution is optimal. 
When the optimality has not yet been reached (i.e. 
there is an eligible new entering variable), re­
turn to step number 2.
The procedure of solution of a goal program­
ming model is depicted as a flowchart in Fig. 5.1. 
The complete solution of the above example can be 
seen in Appendix C.l.
5.3 Fitting The Deterministic Planning Model Into The 
Format Of A Goal Programming Model
Fitting the deterministic planning model of the 
river basin water management into the format of a goal 
programming model means:
- Transform the four groups of constraints (see sec­
tion 2.3) into the format of constraints of goal 
programming model. For each constraint, add a pair 
of deviation variables (dy and d p . Thus all con­
straints become equations. Then put all constants 
in the right hand side. This is the format of goal 
programming constraints.
- Transform the objective function into the format of 
an objective function for the goal programming 
model. Put all deviation variables to be minimised 
in the objective function (in accord to the original 
constraints of the deterministic planning model). 
Assign a level of priority and weight to each of the
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deviation variables in the objective function (in 
accord to the level of priority scheme).
As with the deterministic planning model, here each 
reservoir has a separate goal programming model. Each 
of them is the same except for the number of the ac­
cessible demand points and, of course, the value as­
signed to the parameters of the model. Before going 
further with these transformations, terms and nota­
tions will be first explained.
The decision variables in the goal programming 
model are the monthly reservoir releases (twelve) and 
the initial water storage (one). So there are 13 
decision variables in each reservoir goal programming 
model.
The monthly reservoir releases are the volume of 
water released from a reservoir each month. The unit 
is megalitre. They are denoted by Xi (i = 1, 2, ..., 
12) .
Initial water storage, denoted by Iws, is the 
volume of water in useful storage at the beginning of 
the January (month 1), or the end of December. The 
unit is megalitre.
Monthly inflow volume into the reservoir is denot­
ed by Ii (i = 1, 2, ..., 12). The unit is megalitre. 
As has been stated in Chapter 2, in the deterministic 
model, and therefore in the goal programming model, 
the inflow Ii is the monthly average values, averaged 
over all 20 years of record.
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Reservoir useful storage capacity is denoted by 
Rus. The unit is megalitre.
Dead water storage, denoted by Dws, is the volume 
of water in the dead storage. The unit is megalitre.
Monthly water demand of the demand point with 
priority level k, to be supplied by the reservoir in 
the current goal programming model in month i is de­
noted by Wdki. The unit is megalitre.
The volume of water in the useful storage at the 
end of the month i is denoted by Si (i = 0, 1, 2, ...,
12). The unit is megalitre. Si can be expressed as 
the follows:
i 1 1si = iws + E  ij - £  Xj - E  Ejj =1 j =1 j =1
(5.6)
The volume of monthly evaporation loss is denoted 
by Ei (i = 1, 2, . .., 12). The unit is megalitre. 
Here, Ei is a function of the average reservoir water 
surface area, approximated by averaging the values at 
the beginning and at the end of the month. If Ai is 
the reservoir water surface area (in hectares) at the 
end of month i (i = 0, 1, 2, ..., 12), and ei is the
monthly evaporation loss in height (in 100 mm) in 
month i (i = 1, 2, ..., 12), then:
Ei = ©i 2
(5.7)
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As has been mentioned before (Chapter 2), in the de­
terministic planning model, and therefore in the goal 
programming model, Ai is approximated by a linear 
function of water storage volume (including dead stor­
age) in the reservoir. Accordingly:
Ei = ei
[a + b(Si_q + Dws)] + [a- + b(Si + Dws)] (5.8)
or
E i = e i
2a + b(Si_q + Si + 2Dws) (5.9)
where a and b are coefficients of the linear reservoir 
storage-area relationship (see Appendix C.2). Since Si 
is not known yet, in this evaporation equation it is 
approximated as :
Si » Si_n + Ij -  Xj ( 5 . 1 0 )
or
S, -;IWB + ¿1. - ¿Xj i5-11)
j=1 j=1
This approximation can be justified as the evaporation 
is small compared to the inflow into reservoir (about 
ten percent or less). So Ei can be expressed as:
/ i - 1
2a + b
E, = ê
i-1
ÏElj + Elj - EXj - EXj + 2Iws + 2Dsw 
j=l j=1 j=l _____________ l ( 5 . 12)
or
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(  i-1
2a + b
El = ei
2 E I, + I,
j=1
i-12E
j=1
Xi + 2Iws + 2Dws
(5.13)
The constraint group 1 (availability of yearly 
streamflow) actually consists of only one constraint:
12 12 12
EXi + EEi = Eli
i =1 i =1 i =1
or
12 12 12E Xi + E Ei + dr - cL+ = E ii
i=1 i=1 J J i=1
where both dj and dt must be minimised.
The constraint group 2 (initial water storage in 
the reservoir) also consists of only one constraint:
Iws <, Rus (5.16)
or
Iws + dr - dj+ = Rus (5*17)
where dt must be minimised.
The constraint group 3 (availability of reservoir 
storage capacity) consists of twelve constraints. For 
month i the constraint is:
(5.14)
(5.15)
Si.-, + Ii -  Xi -  ^  < Rus (5.18)
87
or
Iws + E  L - EX: - E  Ei < Rus
j=1 j=1 J j=1 J
(5.19)
or
EX: + E e1
j=1 J j=1 J
- Iws > E  I. - Rus
j=1
(5.20)
or
EXi + EEi - Iws + dr - d^
j=1 J j=1 J J J
= E l  - Rus
j=i
(5.21)
where d" must be minimised. It can happen that, after 
the all constants are put in the RHS, the RHS is 
negative, which is not allowed in simplex procedure. 
This problem can be fixed by multiplying both sides by 
a factor -1. The consequence is that it is dj which 
must be minimised instead of dj. This occurs in the 
Goal Programming models of Glenbawn and Glennies res­
ervoirs but not for Lostock and Chichester reservoirs 
(see Appendix C.3).
The constraint group 4 (nonnegativity of reservoir - 
water storage) consists of twelve constraints. For 
month i the constraint is:
+ Ii - Xi - Ei > 0 (5.22)
or
Iws + Eli - E  x< - I e, i oj=i J j=i J ĵi J
(5.23)
or
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l i  iEX; + IE: - Iws < E I,
j=1 j=1 J j=1 3
or
i 1 i
E x i + E e ì - iws + d: - d; = E  i, 
j=i j=i J J j=i J
where dt must be minimised.
(5.24)
(5.25)
The constraint group 5 (fulfilling water require­
ment at demand points accessible to reservoir) con­
sists of 12 x k constraints, where k is the number of 
the accessible demand points to the reservoir. For 
month i and demand point with priority level k to be 
supplied by the reservoir in the current goal program­
ming model, the constraint is:
k
Xi > E w d pi (5.26)
P=1 H
or
k
X, + dj" - d,+ = E W d Di (5-27)P=1
where d7 must be minimised. S Wd . includes the con- 
j pi
cerned demand point (priority level k) and all higher 
priority demand points (priority levels less than k) 
accessible to the reservoir being modelled. It must 
be noted that each time a reservoir goal programming 
model is solved, the value of all Wd . involved in thepi
model must be revised to be used for the next down­
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stream reservoir goal programming model.
The coefficients of decision variables in the 
constraints of the goal programming model of each 
reservoir can be seen in Appendix C.3. Xi (i = 1, 2 , 
. .., 12) are the monthly reservoir releases and X13 is 
Iws. Also shown in Appendix C.3 are the right hand 
side (RHS) values of the constraints.
As can be seen in Section 5.2.2, the objective 
function of a goal programming model contains only the 
deviation variables, each with its own priority level 
(P) and numerical weight (W). As has been mentioned 
in Section 2.3, the first four groups of constraints 
must be satisfied. Accordingly, the priority levels 1 
to 4 are assigned to constraints in the groups 1 to 4 
respectively. The constraints in group 5 are assigned 
the priority level 5 for the closest demand point, the 
priority level of 6 for the next closest demand point, 
and so on. Therefore the number of priority levels of 
each reservoir goal programming model is four plus the 
number of accessible demand points. The number of
priority levels of each reservoir goal programming
model are:
- Glenbawn reservoir : 9 priority levels (accessible
demand points = 5). 
- Glennies reservoir : 8 priority levels (accessible
demand points = 4).
- Lostock reservoir : 6 priority levels (accessible
demand points = 2).
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- Chichester reservoir : 5 priority levels (accessible 
demand points = 1).
Since there are no sublevels, all deviation variables 
have numerical weight (W) of 1. This priority level 
scheme can be seen in Appendix C.3.
As has been explained in Chapter 2, the two rivers 
(Goulburn and Wollombi) are involved in the determin­
istic model as uncontrolled reservoirs without any 
storage capacity. Therefore, in the process of 
solution of the goal programming models of the four 
reservoirs, they are included as constant water sup­
pliers. The priority of the accessible demand points 
to be satisfied by the rivers, as in the reservoir 
goal programming model, also goes from upstream to 
downstream. The number of the accessible demand 
points for each river is (can refer Figure 2.2):
- Goulburn river : 4 accessible demand points.
- Wollombi river : 2 accessible demand points.
5.4 Result Of Model Solution
The goal programming model of each reservoir was 
solved using the modified simplex method procedure. 
This procedure was put into computer codes, using 
Turbo Pascal Language, written by the author in code 
form, and compiled using Turbo Pascal compiler. The 
sequence of solution of the goal programming models, 
as has been explained in Chapter 2, is from upstream 
to downstream: Glenbawn reservoir - Goulburn river -
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Glennies reservoir - Wollombi river - Lostock 
reservoir - Chichester reservoir. The two rivers here 
are only as constant suppliers.
The result is that all priority levels in each 
reservoir goal programming model have been satisfied. 
The final result of the goal programming is shown in 
the following table. The monthly reservoir releases Xi 
(i = 1, 2, .../ 12) and the initial water storage (IWs 
or X13) values resulting from goal programming model 
solution are (units in megalitre):
Table 5.1 Optimal solution of goal programming model
DECISION
VARIABLES
R E S E R V O I R S
X Description Glenbawn Glennies Lostock Chichester
1 Jan. release 13758.73 140.95 20971.38 21316.23
2 Feb. release 12170.09 118.74 9088.16 14290.88
3 Mar. release 12583.40 99.95 24055.50 22390.70
4 Apr. release 12752.32 79.36 7809.98 8489.64
5 May release 12160.00 42.90 11542.73 11348.89
6 Jun. release 10939.85 35.68 11152.95 11933.84
7 Jul. release 11644.03 68.00 6955.90 6169.37
8 Aug. release 11281.19 101.13 3431.37 4056.28
9 Sep. release 12451.78 120.19 3480.11 3468.08
10 Oct. release 12143.66 128.00 10215.92 10350.42
11 Nov. release 11831.11 130.18 10468.07 30183.59
12 Dec. release 12873.21 51888.85 5066.58 7321.60
13 Iws 4320.77 0.00 20222.00 16896.50
The table above shows that releases from each 
reservoir are not well proportioned from month to 
month, except for Glenbawn reservoir. Glennies 
reservoir is very extreme in this case. On the other 
hand, the monthly water demand of all 7 demand points
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are fairly well proportioned (see Appendix A.4). The 
explanation that can be given at this stage is that 
the available water supply of the 6 supply points are 
far exceeded the water demand at the 7 demand points. 
In the course of solution, Goal Programming procedure 
put the excess water volume at some month. It must be 
remembered that the available water supply at used in 
this stage is average value. The probabilistic nature 
of the variation of streamflows at the supply points 
is taken into account at the stochastic simulation, 
which will be the next. Complete results of solution 
of goal programming can be seen in Appendix C.4.
THE MODIFIED SIMPLEX PROCEDURE OF SOLUTION OF A GOAL PROGRAMMING MODEL
t
( END )
Figure 5.1
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CHAPTER 6: STOCHASTIC SIMULATION PROCEDURE
The simulation procedure, which is described in this 
chapter, has a stochastic nature due to the fact that it 
receives the stochastically generated synthetic streamflow 
data (see Chapter 4) as input. As has been stated in 
Section 2.4, all the six reservoir and river supply points 
are now taken into account. With the stochastic planning 
model described Section 2.4 as a guideline, the stochastic 
simulation procedure is derived in the following sections. 
This simulation procedure later will be put into the form 
of computer program for the stochastic simulation.
6.1 The Stochastic Simulation Procedure
There are two objectives of the stochastic 
planning model in this study (Section 4.2):
1. Try to follow the tentative reservoir operating 
policy, produced by the solution of the goal pro­
gramming model (see Section 5.4).
2. Try to satisfy the water requirements at the demand 
points.
The first objective holds preference over the second 
objective.
The reservoir operating policy from the solution 
of the goal programming model is still in the form of 
reservoir monthly water releases. As has been ex­
plained in -Section 2.3, this must be converted into a 
reservoir monthly water volume schedule before being
used in simulation procedure. This conversion is 
explained in Section 6.2.
Using the reservoir monthly water volume schedule, 
the average of the synthetic monthly inflows into the 
reservoir, and the monthly evaporation losses, the 
available monthly water releases to supply the acces­
sible demand points at downstream can be calculated. 
If the reservoir water volume schedule of the next 
month cannot be met, the water release is zero, since 
all available water is used to fill up the reservoir. 
This procedure of calculating the simulated water 
release from reservoirs is explained in Section 6.3. 
The available monthly water from a river supply point 
is equal to the synthetic monthly streamflow for that 
supply point.
The distribution of the monthly water released 
from all six supply points (reservoir and river) to 
the seven demand points can be regarded as a transpor­
tation model problem (Section 2.4). The solution of 
this problem by using Transportation Method is ex­
plained in Section 6.4.
6.2 The Tentative Reservoir Monthly Water Volume Schedule
In this study, the reservoir monthly water volume 
schedule is the target reservoir volume at the begin­
ning of each month. To obtain this form of reservoir 
operating policy for a reservoir from the optimum 
monthly release schedule in Section 5.4, the following
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steps have been taken:
1. Calculate the average historical inflow into the 
reservoir for each month.
2. Obtain the monthly releases produced by the 
solution of the reservoir goal programming model.
3. The reservoir water volume schedule for the first
month is the initial water storage in the
reservoir, produced by the solution of the
reservoir goal programming model. For the follow-
ing months, follow steps 4 to 9 iteratively.
4. Estimate the reservoir water volume schedule at the 
end of the previous month using the equation:
EV2 = V1 + I - R ( 6 . 1 )
where: EV2 = estimated reservoir water volume at 
the end of the previous month.
V,, = reservoir water volume at the begin­
ning of the previous month.
I = average historical inflow of the 
previous month (from step 1).
R = reservoir release in the previous 
month (from step 2).
5. Use V,, and EV2 to estimate the average reservoir 
water volume in the previous month EV :
EV = 2
( 6 . 2 )
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6. Obtain the estimated reservoir water surface area 
of the previous month by using the nonlinear func­
tion which relates the reservoir water surface area 
and total water volume (see Appendix C.2). The 
total water volume is the volume of water in the 
useful storage (in this case = EV) plus dead stor­
age. The area is in hectares. The volume is in 
megalitres.
7. Obtain the volume of evaporation loss from the 
reservoir water surface of the previous month by 
using:
E A.Eh100
(6.3)
where: E = volume of evaporation loss (mega­
litre) .
A = reservoir water surface area, ob­
tained from step 6 (hectare).
Eh = height of monthly evaporation loss in 
mm (see Appendix A.6)
8. Calculate the reservoir water volume schedule by 
using:
V2 = V 1 + I - R - E  (6.4)
where: V2 = reservoir water volume at the end of 
the previous month, or, the present 
month water volume schedule.
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9. To obtain the reservoir water volume schedule of 
the next month, return to step 4. These iterative 
steps are done until all 12 months of the reservoir 
water volume schedule are obtained.
6.3 The Calculation Procedure Of Simulated Water Release 
From Reservoirs
The simulated monthly water release from each 
reservoir depends on whether the next state of 
reservoir water volume schedule can or cannot be met. 
If the next state can be met, the simulated water 
release is:
SR = I - E + (V, - V2) (6.5)
where: SR = Simulated Release of the month.
I = Synthetic inflow of the month.
E = Evaporation loss of the month.
V,, = reservoir water volume at the beginning 
of the month.
V2 = reservoir water volume at the end of the 
month, which in this case is equal to 
the reservoir water volume schedule of 
the next month.
If the next state cannot be met, the simulated water 
release is zero.
To obtain the evaporation loss of the month, first
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the reservoir water volume at the end of the month 
must be estimated using the following condition:
If V1 + I <
next month 
reservoir water 
volume schedule
then EV2 = V1 + I
otherwise
EV2 <
next month 
reservoir water 
volume schedule
where: EV2 = estimated reservoir water volume at the 
end of the month.
Then the - evaporation loss of the month can be calcu­
lated by following steps 5, 6, and 7 in Section 6.2.
To know whether the next state can be met, the 
following condition is applied:
Vt + I - E >
next month 
reservoir water 
volume schedule
Finally, the reservoir water volume at the end of 
the month (which also means the beginning of the next 
month) must be calculated for the next month simulated 
release calculation. If the next month reservoir 
water volume schedule cannot be met, then:
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V2 = V 1 + I - E  (6.6)
In this case, the release is 0. If the next month 
reservoir water volume schedule can be met, then:
V2
next month 
reservoir water 
volume schedule
(6.7)
In this case, the release can be calculated using 
equation ester .
6.4 Transportation Method as Water Allocation Procedure
The simulated monthly water releases calculated in 
the preceding section are the amount of water avail­
able at the six supply points to supply the require­
ments at the seven demand points. Now the problem is 
to determine the allocation of water for each month. 
In this study, it has been decided that the transpor­
tation method is suitable to calculate this.
The transportation method deals with the problem 
of how to transport a product from a number of sour­
ces, with limited supplies, to a number of destina­
tions, with specified demands, at the minimum total 
transportation cost (Lee et al., 1985). For trans­
porting a unit of product from each source to each 
destination, there is a certain cost. Or in other 
words, for a path connecting a certain source to a
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certain destination there is a unit cost. The trans­
portation cost of a path is the amount of product 
flowing through it multiplied by the unit cost. The 
total transportation cost is the sum of the transpor­
tation cost of all paths.
In this case the product is the simulated monthly 
water release. The sources are the six supply points 
(reservoirs and rivers). The destinations are the 
seven demand points. The unit cost assigned to each 
path is such that it fits the scheme of priorities for 
fulfilling the requirements at demand points (see 
Section 2.3) and the fact that certain paths are actu­
ally nonexistent. Accordingly a path with higher 
priority is assigned a lower unit cost, a path with 
lower priority is assigned a higher unit cost, and a 
nonexistent path is assigned with a very high unit 
cost.
When the amount of product available at the sour­
ces is equal to amount required at the destinations, 
the problem is referred to as a balanced transporta­
tion problem. Otherwise, the problem is an unbal- * 
anced one, which is the general case. If the total 
amount of product at the sources exceeds the total re­
quirement at the destinations, the problem can be 
modified into the balanced transportation problem by 
adding a dummy destination which accepts the excess 
product. If the total requirement at the destinations 
exceeds the total amount of product at the sources,
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the problem can be modified into the balanced trans­
portation problem by adding a dummy source which pro­
duces the necessary amount of fictitious product. 
Since the simulated monthly water release at supply 
point sometimes can be more and other times can be 
less than water requirement at demand point (which are 
constant), then it is decided to add a dummy supply 
point and a dummy demand point to make the problem 
always a balanced one. These dummies are very useful 
as indicators of condition of deficit of demand points 
and surplus of supply points. It will be used for 
evaluating the tentative reservoir operating policy 
being simulated.
For an explanation purpose, suppose there are 
three supply points and four demand points with the 
following scheme:
Supply Demand Priority/
point point condition
1 1
1 2 2
3 3
4 No path
1 1
2 2 2
3 No path
4 No path
3
1
2
No ^ath
3 2
4 3
The amount of water available for release at supply 
points and required at demand points in a particular
month are:
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Supply
point
Water 
avai table 
(megalitres)
Demand
point
Water
required
(megalitres)
1 600 1 1100
2 2600 2 1300
3 500 3 700
4 500
The problem then can be put into the transportation 
table as follows:
To Demand
point
1
Demand
point
2
Demand
point
3
Demand
point
4
Demand
point
Dummy
Supply
volume
From
Supply
point
1
1 2 3 1000 100
600.0
Supply
point
2
1 2 1000 1000 100
2600.0
Supply
point
3
1000 1 2 3 100
500.0
Supply
point
Dummy
300 300 300 300 1
16300.0
Demand
volume 110Q.0 1300.0 700.0 500.0 16400.0 20000.0
In the transportation table above, each cell (except 
the perimeter cells) represents a path between a sup­
ply point and a demand point. At each of these path 
cells, the corresponding unit cost is put in the small 
box at the upper right. The first priority path gets 
a unit cost of 1, the second priority path gets a unit 
cost of 2, and so on. Each of the paths from the 
real supply points to the dummy demand point gets a 
unit cost of 100 (excess or surplus water allocation 
must be avoided if possible). Each of the paths from 
the dummy supply point to the real demand points gets 
a unit cost of 300 (lack or deficit water requirement 
must be avoided, if possible, even more than surplus 
water allocation). Each of the non-existent paths 
gets a unit cost of 1000 (water allocation in the
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forbidden paths must be avoided).
The volume of available water released at each 
supply point can be seen along the right most column 
(supply volume). The volume of water requirement at 
each demand point can be seen along the bottom row 
(demand volume). To make the problem a balanced one, 
the sum of demand volume must be equal to the sum of 
supply volume. This sum is taken up as an arbitrarily 
large value 20000. This value can be seen in the 
lower-right corner cell. Accordingly, the supply 
volume of the dummy supply point is 16300 and the 
demand volume of the dummy demand point is 16400. 
Finally the path from the dummy supply point to the 
dummy demand point gets a unit cost of 1 (no restric­
tion on the volume of water transferred between these 
points). In the process of solution, only the values 
in path cells which can be changed.
The solution of the transportation problem begins 
with obtaining the initial solution, that is to allo­
cate the path cells. To obtain the initial solution, 
there are three popular methods available (Lee et al., 
1985)s
- Northwest Corner Method.
- Least-Cost Method.
- Vogel's Approximation Method.
In this study, it is decided to use the Northwest 
Corner Method since easy to it into the computer pro­
gram of the simulation procedure.
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The Northwest Corner allocation method begins with 
the assignment to the northwest (upper-left) path 
cell. The allocation is to be as much water as pos­
sible without violating the supply or demand con­
straints (that is, not to exceed the value of supply 
volume in the same row, or the value of demand volume 
in the same column. The next step is to move one cell 
to right if the demand volume in the same column is 
already satisfied, or one cell downward if the supply 
volume in same row is already exhausted, or diagonally 
to the next southeast (lower-right) cell if both the 
demand volume in the same column is already satisfied 
and the supply volume in same row is already exhaust­
ed. This procedure is done until the most south-east 
path cell is reached. In this example, the result 
should be the following table (first iteration table). 
An occupied (allocated) cell is a basic cell (or 
variable). An empty cell (not allocated) is a non­
basic cell. It can be seen from the table that the 
sum of values in a row of path cells is equal to the 
value of the corresponding supply volume (most right 
cell). Similarly, the sum of values in a column of 
path cells is equal to the value of the corresponding 
demand volume (most bottom cell).
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Transportation table: iteration no. 1
To Demand
point
1
Demand
point
2
Demand
point
3
Demand
point
4
Demand
point
bummy
Supply
volume
From
Supply
point
1
1 2 3 1000 100
600.0
600.0 0.0 0.0 0.0 0.0
Supply
point
2
1 2 1000 1000 100
2600.0
500.0 1300.0 700.0 100.0 0.0
Supply
point
3
1000 1 2 3 100
500.0
0.0 0.0 0.0 400.0 100.0
Supply
point
Dummy
300 300 300 300 1
16300.0
0.0 0.0 0.0 0.0 16300.0
Demand
volume 1100.0 1300.0 700.0 500.0 16400.0 20000.0
After the initial solution has been achieved, the 
next step is to determine whether the present solution 
is optimal. In this case a systematic method, called 
the Modified Distribution Method (abbreviated as 
MODI), can be used (Lee et al., 1985). In this 
optimality checking method a value, u.f is defined for 
each row of path cells (i is the row number), and a 
value, Vj is defined for each column of path cells (j 
is the column number). For each basic cell (occupied 
cell), the following relationship exists:
^  +'vj =‘cij (6.8)
where: c^ = the unit cost of the cell 
For a start, the u,, is assigned the value of 0. Then, 
using the other basic cells as stepping-stones, obtain 
the rest of ui and Vj values. The result are: 
u1 = 0 v,, = 1
u2 = 0 v2 = 2
u3 = -997 v3 = 1000
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uA = -1096 v4 = 1000
v5 = 1097
Next, for each nonbasic cell, determine the value of 
net cost change (i.e. the amount of cost change for 
reallocation of 1 unit of water, or product, to that 
cell). This value, denoted by c^*, is determined by 
the following relationship:
c •. * j ui - V, (6.9)
The results are :
■KCM«-Ü = 0 *C13 = -997 o ** n o c * Hs = -997
c *2̂5 = -997
C * U31 = 1998 C * = c32 996 c * = -1c33 x
*C41 = 1395 C * = 4̂2 1394 c43* = 396 c * c44 = 396
If there is at least one negative c^*, the solution is
not optimal. The nonbasic cell with the most negative 
Cij* will become a basic cell. In this example, there 
are three cells with c^* = -997. Each of them is eli­
gible to become a basic cell. Arbitrarily, cell [1,3] 
was chosen as a new basic cell.
Next, reallocation of water volume is done. For 
each empty cell (nonbasic cell), there is one unique 
closed path which includes the empty cell, such that 
it only changes direction at the occupied cells, with 
the exception the nonbasic cell concerned. For the 
new basic cell (still empty), the path is [1,1] 
[1,3] -> [2,3] -» [2,1]. The rule of reallocation is:
m
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- As much water as possible is assigned to the new 
basic cell.
- The allocation is such that the sum of each row or 
column of path cells does not change. Therefore, 
for a unit of water volume which is added to a cell, 
another unit must be reduced from the next cell, 
still another unit must be added to the cell after 
that, and so on.
Accordingly, 600 is added respectively to cells [1,3] 
and [2,1], and the same amount is reduced respectively 
from cells [1,1] and [2,3]. The new table is then:
Transportation table: iteration no. 2
To Demand 
point 
1 •
Demand
point
2
Demand
point
3
Demand
point
4
Demand
point
Dummy
Supply
volume
From
Supply
point
1
1 2 3 1000 100
600.0
0.0 0.0 600.0 0.0 0.0
Supply
point
2
1 2 1000 1000 100
2600.0
1100.0 1300.0 100.0 100.0 0.0
Supply
point
3
1000 1 2 3 100
500.0
0.0 0.0 0.0 400.0 100.0
Supply
point
Dummy
300 300 300 300 1
16300.0
0.0 0.0 0.0 0.0 16300.0
Demand
volume 1100.0 1300.0 700.0 500.0 16400.0 20000.0
The iteration procedure will be done again and again 
until the c^* minimum is _> 0. In this example, the 
optimal solution was achieved at the sixth iteration:
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Transportation table: iteration no. 6
To Demand
point
1
Demand
point
2
Demand
point
3
Demand
point
4
Demand
point
bummy
Supply
volume
From
Supply
point
1
1 2 3 1000 100
600.0
0.0 0.0 600.0 0.0 0.0
Supply
point
2
1 2 1000 1000 100
2600.0
1100.0 1300.0 0.0 0.0 200.0
Supply
point
3
1000 1 2 3 100
500.0
0.0 0.0 100.0 400.0 0.0
Supply
point
Duumy
300 300 300 300 1
16300.0
0.0 0.0 0.0 100.0 16200.0
Demand
volume 1100.0 1300.0 700.0 500.0 16400.0 20000.0
In this final table, the important things is the 
values in the row of cells of the dummy supply point 
and the column of cells of the dummy demand point, 
while the optimum value of the total transportation 
cost is not a matter of concern here. The value in a 
cell in the dummy supply point row indicates whether a 
real demand point is in deficit (positive value, which 
means it was forced to take water from an imaginary 
supply point) or not (zero value), and how much is the 
deficit. The value in a cell in the dummy demand 
point column indicates whether a real supply point is 
in surplus (positive value, which means it was forced 
to dump water to an imaginary demand point). The com­
plete iteration tables of transportation can be seen 
in Appendix D .1.
6.5 Retaining Of Excess Water In Reservoir
After calculation of water allocation by the
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Transportation Method, there is a possibility that 
water released from a reservoir is not fully used 
(i.e. some of it goes into a dummy demand point). In 
this case, it is more useful to retain the excess 
amount of water in the reservoir. The limit is the 
reservoir storage capacity. If the reservoir is 
filled to its storage capacity, any excess water will 
be spilled out. The additional evaporation losses due 
to this policy are incorporated in the simulation cal­
culation procedure.
6.6 The Results
The Reservoir Operation Rule used in this simula­
tion (from the Goal Programming model solution) can be 
seen in Appendix D.2. The assignment of the unit cost 
can be seen in the following table:
Transportation table: assignment of unit cost
To
From
Demand
point
1
Demand
point
2
Demand
point
3
Demand
point
4
Demand
point
5
Demand
point
6
Demand
point
7
Demand
Eoint urnrny
Sue
volume
Supply 
point 1 
(210007)
1000 1000 1000 1000 1000 1000 1 130
Supply 
int 2po
(210021
1000 1000 1000 1000 1000 120
Supply 
point 3 
(210028)
1000 1000 1000 1000 1000 140
Supply 
int 4 
)
poi
(210031
1000 1000 1000 140
Supply 
point 5 
(210117)
1000 1000 1000 100
Supply 
point 6 
(210097)
1000 1000 110
Supply
point
Dummy
300 300 300 300 300 300 300
Demand
volume
Ill
It can be seen that the assignment of unit cost is 
following what have been explained in Section 6. 4, 
except a slight variation in unit cost in paths to the 
dummy demand point. Here the unit cost varies accord­
ing the storage capacities from the corresponding 
supply points. The larger is the storage capacity, 
the lower is the unit cost. It is desirable to allo­
cate water to dummy demand points from supply points 
with larger storage capacities, because those water 
actually go nowhere, and thus can be retained for next 
time. In this case, it is better have more retained 
water in supply points with larger storage capacities.
The running of the computer program of the simula­
tion procedure was done on an IBM PC. For each month 
of simulation, the deficit of each demand point and 
the surplus of each supply point have been recorded. 
After running the 20 synthetic data files (or 24 000 
monthly data of each supply points), the result can be 
summed up as the average performance in 100 years, 
which can be seen in the following tables:
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Number of times a demand point in deficit in 100 years
Month Area 1 Area 2 Area 3 Area 4 Area 5 Area 6 Area 7
1 0.45 0.20 0.75 0.20 0.15 21.15 0.15
2 0.35 0.25 0.80 0.25 0.20 8.15 0.15
3 0.30 0.10 0.85 0.10 0.10 13.90 0.20
4 0.10 0.10 0.85 0.10 0.10 13.70 0.15
5 0.00 0.00 0.80 0.00 0.00 6.50 0.00
6 0.00 0.00 0.85 0.00 0.00 3.90 0.15
7 0.05 0.00 0.90 0.00 0.00 3.25 0.05
8 0.00 0.00 0.90 0.00 0.00 1.90 0.10
9 0.00 0.00 0.90 0.00 0.00 0.30 0.00
10 0.00 0.00 0.80 0.00 0.00 8.85 0.05
11 0.00 0.00 0.90 0.00 0.00 6.65 0.00
12 0.00 0.00 0.00 0.00 0.00 14.45 0.00
Total 1.25 0.65 9.30 0.65 0.55 102.70 1.00
Total number of times of deficit of a ll 7 demand points in 100 year = 116.1
Volume of deficit of a demand point in 100 years (megalitres)
Month Area 1 Area 2 Area 3 Area 4 Area 5 Area 6 Area 7
1 1251.05 194.83 105.71 40.47 222.92 4393.03 886.82
2 847.09 224.49 94.99 43.32 331.38 1098.82 635.70
3 641.46 92.11 84.96 15.33 201.27 1887.52 770.42
4 88.99 17.57 67.46 13.28 115.26 1447.22 546.21
5 0.00 0.00 34.32 0.00 0.00 261.25 0.00
6 0.00 0.00 30.33 0.00 0.00 85.07 218.77
7 41.19 0.00 61.20 0.00 0.00 32.55 263.60
8 0.00 0.00 86.24 0.00 0.00 95.82 385.44
9 0.00 0.00 108.17 0.00 0.00 25.13 0.00
10 0.00 0.00 102.40 0.00 0.00 1368.04 190.11
11 0.00 0.00 117.16 0.00 0.00 998.00 0.00
12 0.00 0.00 0.00 0.00 0.00 3144.69 0.00
Total 2869.78 528.99 892.94 112.40 870.83 14837.15 3897.06
Total volume of deficit of a ll 7 demand points in 100 years = 24009.12
It can be seen from the tables above that most of
the total number of deficits of the 7 demand points 
come from Demand Area 6, which endures deficits about 
9% of the time. Area 3 endures deficits about 1% of 
time. The other 5 Demand Areas endure almost no defi­
cit at all.
For the Areas which have large water demand (Areas 
l f 2, 5, and 7 - see Appendix A.4), the average volume 
for each time of deficit is only a fraction of the 
corresponding water demand volume. For the other 
Areas which have small water demand volume, the aver­
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age volume for each time of deficit is about equal to 
the corresponding water demand volume.
Number of times a supply point in surplus in 100 years
Month St.210007 St.210021 St.210028 St.210031 St.210117 St.210097
1 70.95 73.40 35.35 57.35 43.85 44.15
2 79.30 81.80 48.25 60.70 39.50 42.00
3 84.10 82.60 57.10 60.80 47.90 46.35
4 64.85 70.15 27.55 40.75 34.95 40.40
5 76.65 79.10 45.80 61.40 46.40 48.25
6 77.45 82.00 40.30 58.50 56.15 60.30
7 65.60 74.50 12.35 45.60 54.10 65.50
8 65.10 72.90 3.65 50.30 44.90 67.15
9 47.85 64.80 0.40 33.00 23.80 65.45
10 63.05 70.70 18.60 49.90 36.90 62.45
11 71.55 76.20 38.05 59.15 31.60 57.45
12 47.80 59.15 0.00 20.85 10.70 36.60
Total 814.25 887.30 327.40 598.30 470.75 636.05
Total number of times of surplus of a ll 6 supply points in 100 year = 3734.0
Volume of surplus of a supply point in 100 years (megalitres)
Month St.210007 St.210021 St.210028 St.210031 St.210117 St.210097
1 1983844.8 2022578.2 649344.3 2032690.3 837035.3 922861.4
2 1296293.7 858786.9 1244116.4 2412123.4 328960.9 721646.2
3 2152593.1 2412269.2 2084288.9 2156665.3 671516.4 1087799.4
4 647287.6 737013.7 261957.3 309890.1 118651.4 364412.5
5 1061225.2 1153729.3 750423.3 735809.3 298466.7 532970.3
6 1120089.8 1150950.3 672462.6 686970.8 332220.0 1367813.2
7 479193.3 674937.4 58065.2 393622.2 184335.5 1169539.9
8 299345.6 294825.5 7714.9 439991.5 82639.5 1046796.0
9 177877.6 240317.5 600.0 222002.0 21409.6 755860.1
10 912784.3 964941.3 113761.4 740824.6 179193.9 657002.8
11 2936380.8 975602.9 582572.1 1419810.2 174436.4 788304.8
12 400762.9 321774.4 0.0 170400.6 21748.8 194692.9
Total 13467678 11807726 6425306 11720800 3250614 9609699
Total volume of surplus of a ll 6 supply points in 100 year = 56281826 megalitres
It can be seen from the two tables above that there is 
still a huge amount of water which cannot be used in 
the 6 supply points. This surplus water is wasted. 
From this fact, came the idea that perhaps the current 
reservoir operating policy can still be improved in 
order to minimise the deficit in the demand points 
still further. This is done in Chapter 7.
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CHAPTER 7: IMPROVING THE RELIABILITY OF OPERATING POLICY
In an effort to increase the reliability of the 
reservoir operating policy against deficit at the demand 
points, as has been mentioned in the general procedure of 
solution (Section 2.5), the planned measures are:
1. Revising the water requirement at the demand points.
2. Revising the available water supply at the supply 
points.
3. Changing the level of priority scheme of the demand 
points.
4. Changing the order of sequence of supply points being 
modelled and solved.
5. Any combination of the measures 1, 2, 3, and 4.
From the results shown in Chapter 6, it can be seen 
that most of the deficits occur in demand point 3 (solely 
supplied by the Glennies reservoir) and demand point 6 
(solely supplied by the Lostock reservoir). It can be 
concluded that the measure no. 3 (changing the level of 
priority scheme of the demand points) will not gain any 
improvement in the performance of the reservoir operating 
policy. Therefore, measure no. 3 will not be carried out.
7.1 Changing The Demand Values
In this effort to increase the reliability of the 
reservoir operating policy against deficit at the 
demand points, the water demands at each of the demand 
points are increased by a factor (Demand Factor) which
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is larger than 1. Then the goal programming model is 
formed and solved by the goal programming method. The 
resulting tentative reservoir operating policy is then 
evaluated by the stochastic simulation procedure, 
using the normal demand (i.e. not increased by the 
Demand Factor). The results of applying various De­
mand Factors is summarised in the following table:
Table 7.1 Deficit and Surplus at various Demand Factors
Demand
Factor
Total number 
times of 
deficit of 
a ll demand 
points
Total volume 
of deficit 
of a ll
demand points 
(megalitres)
Total number 
times of 
surplus of 
a ll supply 
points
Total volume 
of surplus 
of a ll
supply points 
(megalitres)
1.00 116.1 24009.1 3734.0 56281826.0
2.00 111.7 22861.0 3725.6 56233074.6
3.00 49.2 8608.7 3700.7 56138554.7
4.00 20.6 6323.5 3800.5 56064880.8
5.00 19.0 4070.6 3816.7 56092876.6
5.50 7.2 4503.1 3827.6 56102994.6
5.60 7.1 5131.5 3828.2 56094927.4
The reservoir operating policy, resulting from the 
goal programming model solution, of each of these 
Demand Factors are shown in Appendix E . 1. Some of
them are picked to be presented in bar graphs, as can 
be seen in Fig.7.5.a-d, Fig.7.6.a-d, Fig.7.7.a-d, and 
Fig.7.8.a-d.
The table 7.1 gives the average values in 100 
years (averaging the result of simulation using 20 
synthetic data files). The Demand Factor is given 
various values of more than 1 (first column). The 
result of the Demand Factor of 1 (see Chapter 6) is 
included here for comparison. The second column is 
the number times of deficit of the all 7 demand points
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in 100 years. The third column is the total volume of 
deficit of the all 7 demand points in 100 years. The 
fourth column is the number times of surplus of the 
all 6 supply points in 100 years. The fifth column is 
the total volume of surplus of the all 6 supply points 
in 100 years.
It can be seen from the table 7.1 that lowest 
number times of deficit is for Demand Factor of 5.6. 
But the lowest total volume of deficit is for the 
Demand Factor of 5.0. This is considered to be the 
best result. The corresponding number times of sur­
plus of the 6 supply points is not the lowest, however 
this is not necessary. Regarding the fixed amount of 
total supply volume, the corresponding total volume of 
surplus should might be also the lowest, which is not 
so (the lowest is for the Demand Factor of 4.0). This 
inconsistency can be explained as the result of error 
in the estimation of evaporation losses in 4 reser­
voirs (see Section 6.2), and the difference of evapo­
ration losses for various reservoir operating poli­
cies . This error in the estimation of evaporation 
losses, however, is not considered to seriously affect 
the simulation result in regard of the large amount of 
total volume of inflow into the 6 supply points (aver­
aging 75,535,164 megalitres in 100 years) compared to 
the total evaporation losses in 4 reservoirs (estimat­
ed at about 5 % of inflow volume). The values of the 
above table are plotted in Fig.7.1.a-d.
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7.2 Changing The Supply Values
Instead of increasing the demand at demand points 
by a Demand Factor, alternatively the supply in each 
of the supply points could be decreased by a factor 
(Supply Factor) to see whether it will be better in 
improving the reliability of the reservoir operating 
policy against deficit of the demand points. The goal 
programming model is then formed and solved by the 
goal programming method. The resulting tentative 
reservoir operating policy is then evaluated by the 
stochastic simulation procedure, using the normal 
supply (i.e. not decreased by the Supply Factor). The 
results of applying various Supply Factors is summa­
rised in the following table:
Table 7.2 Deficit and Surplus at various Supply Factors
Supply
Factor
Total number 
times of 
deficit of 
a ll demand 
points
Total volume 
of deficit 
of a ll
demand points 
(megalitres)
Total number 
times of 
surplus of 
a ll supply 
points
Total volume 
of surplus 
of a ll
supply points 
(megalitres)
1.00 116.1 24009.1 3734.0 56281826.0
0.90 115.7 24043.8 3730.7 56258748.2
0.80 114.4 23637.3 3727.9 56244036.7
0.70 112.5 23387.7 3724.7 56232714.2
0.50 111.4 23297.2 3716.4 56197712.4
0.20 6.2 5562.4 3827.3 56056918.3
0.10 5.6 3934.4 3826.8 56058079.6
0.05 5.8 5538.7 3825.6 56040571.3
The reservoir operating policy, resulting from the 
goal programming model solution, of each of these 
Supply Factors are shown in Appendix E . 1. Some of 
them are presented in bar graphs, as can be seen in 
Fig.7.9.a-d, Fig.7.10.a-d, Fig.7.11.a-d, and
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Fig.7.12.a-d. Like the previous table of Demand 
Factor, table 7.2 is the average values in 100 years 
(averaging the result of simulation using 20 synthetic 
data files)
It can be seen from table 7.2 that lowest number 
of deficits is for a Supply Factor of 0.1. The cor­
responding total volume of deficit is also lowest. 
This is considered to be the best result obtained by 
varying the Supply Factor. This result is better than 
that of varying Demand Factor. The values of the 
above table are plotted in Fig.7.2.a-d.
7.3 Using Different Sequences Of Goal Programming Optimi­
sation
The sequence of supply points being modelled by 
the Goal Programming model and solved so far is from 
the most upstream supply point, moving downstream. We 
will now see what can be done to improve of the 
reservoir operating policy if the sequence of this 
Goal Programming optimisation is changed. These are 
done in combination with three sets of Demand and 
Supply Factors: Demand Factor and Supply Factor of 
1.0, Demand Factor of 5.0 with Supply Factor of 1.0, 
and Supply Factor of 0.1 with Demand Factor 1.0. The 
result is summarised in the following table:
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Table 7.3 Deficit and Surplus at various Sequences
The sequence of supply Total number Total volume Total number Total volume
Demand Supply points modelled as times of of deficit times of of surplus
Factor Factor Goal Programming model deficit of of a ll surplus of of a ll
and solved a ll demand demand points a ll supply supply points
points (megalitres) points (megalitres)
Upstream to Downstream 116.1 24009.1 3734.0 56281826.0
1.0 1.0 Downstream to Upstream 
17-97-21-07-31-28*
120.0 41626.3 3787.0 56340005.5
113.3 30696.9 3713.4 56211363.7
31-28-17-97-21-07 130.4 45902.9 3737.2 56343374.7
Upstream to Downstream 19.0 4070.6 3816.7 56092876.6
5.0 1.0 Downstream to Upstream 
17-97-21-07-31-28*
11.1 6724.7 3839.3 56121627.0
3.2 1924.9 3826.6 56083138.4
31-28-17-97-21-07 22.2 8503.1 3800.7 56078205.6
1.0 0.1
Upstream to Downstream 5.6 3934.4 3826.8 56058079.6
Downstream to upstream 
17-97-21-07-31-28*
5.9 5450.0 3826.1 56044150.2
5.1 2668.7 3827.9 56071785.2
31-28-17-97-21-07 5.9 5594.3 3826.1 56044743.2
97 -*■ Glenbawn reservoir (210097) 17 Glennies reservoir (210117) 
21 -► Lostock reservoir (210021) 07 ♦ Chichester reservoir (210007) 
31 ♦ Goulburn river (210031) 28 ■* Uollombi river (210028)
From the table 7.3, it can be seen that three
different' sequences of the Goal Programming optimisa­
tion are used. The results of the previous Upstream 
to Downstream sequence are included here for compari­
son. There is indeed some improvement in the perform­
ance of the reservoir operating policy. The best
improvement is the one which uses the combination of 
sequence 17-97-21-07-31-28 (Glennies-Glenbawn-Lostock- 
Chichester-Goulburn-Wollombi) and the Demand Factor of 
5.0, which gives the total number of deficits 3.2 and 
the total volume of deficit 1924.9 megalitres in one
hundred years.
7.4 Implementing Lower Limit On Initial Water Storage
From Appendix E.l it can be seen that the initial 
water storage (i.e. Iws = the volume of water in use­
ful storage at the beginning of January - see Section
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5.3) is frequently empty or near empty. This is par­
ticularly so for Glenbawn and Glennies reservoirs. 
The idea in this section is to give the Iws some lower 
limiting value, and to see whether the Goal Program­
ming solution indeed produces the right Iws values. 
This is done by adding one more constraint in the Goal 
Programming model.
Iws > Lower Limit of Iws (7 .1)
or
Iws + dj” - dj+ = Lower Limit of Iws (7 • 2)
where dj must be minimised.
The results are as follows:
Table 7.4 Deficit and Surplus at various Lower Limit of Iws.
Percentage of Total number Total volume Total number Total volume
Demand Supply lower limit of times of of deficit times of of surplus
Factor Factor Iws to the deficit of of a ll surplus of of a ll
useful storage a ll demand demand points a ll supply supply points
points (megalitres) points (megalitres)
No lower limit 116.1 24009.1 3734.0 56281826.0
1.0 1.0 10 116.3 24084.4 3751.3 56405014.1
50 118.5 25348.6 3786.9 56710727.0
90 679.3 514387.8 3833.8 57396105.1
No lower limit 19.0 4070.6 3816.7 56092876.6
5.0 1.0 10 19.0 3472.6 3846.7 56246747.1
50 22.6 3887.1 3887.1 56626579.8
90 97.6 54557.9 3894.9 56914914.4
1.0 n 1
No lower limit 5.6 3934.4 3826.8 56058079.6
10
50
6.2 3666.9 3855.6 56251177.2
90
For the Supply Factor of 0.10 and Lower Limit of 
Iws equal to 50% and 90% of useful storage capacity,
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the goal programming model of the Glennies reservoir 
(210117) cannot be solved satisfactorily (i.e. the 
first four essential groups of constraints cannot be 
satisfied completely). This is because the evapora­
tion is greater than the inflow (which is reduced to 
one-tenth in this case), and the inflow into the 
Glennies reservoir is relatively small. It can be 
seen that the best reservoir operating policy is 
achieved by using a Lower Limit of Iws equal to 50% of 
useful storage capacity combined with the Demand 
Factor of 5.0 (giving the total number of deficits 
19.0 and the total volume of deficit 3472.6 megalitres 
in one hundred years). On the other hand, the combi­
nation of the Demand Factor of 5.0 and sequence 17-97­
21-07-31-28 (Glennies-Glenbawn-Lostock-Chichester- 
Goulburn-Wollombi), as shown in Section 7.3, is giving 
the best improvement among the various sequences of 
supply point being modelled and solved. Accordingly, 
we will now try a combination of the Lower Limit of 
Iws equal to 50% of useful storage capacity, the se­
quence 17-97-21-07-31-28 (Glennies-Glenbawn-Lostock- 
Chichester-Goulburn-Wollombi), and the Demand Factor 
of 5.0. The result is:
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Table 7.5 Deficit and Surplus with combination.
Sequence of supply points modelled as goal programming model and solved:
17-97-21-07-31-28 (Glennies-Glenbawn-Lostock-Chichester-Goulburn-Uollombi).
Demand
Factor
Supply
Factor
Percentage of 
lower limit of 
Iws to the 
useful storage
Total number 
times of 
deficit of 
a ll demand 
points
Total volume 
of deficit 
of a ll
demand points 
(megalitres)
Total number 
times of 
surplus of 
a ll supply^ 
points
Total volume 
of surplus 
of a ll
supply points 
(megalitres)
5.0 1.0 50 5.7 1935.8 3838.3 56241204.5
It can be seen that this combination without a 
lower limit of Iws (see Table 7.3) gives a better of 
reservoir operating policy than the one with a lower 
limit of Iws. So the Goal Programming solution indeed 
produces the right Iws values.
7.5 Summary And Interpretation Of Results
From the Section 7.1 the results show that of the 
various Demand Factors which have been tried, the best 
is 5.0 since it gives the lowest total volume of defi­
cit (4070.6 megalitres) while the number times of 
deficit is also low (19.0). From Section 7.2 the 
results show that of the various Supply Factors which 
have been tried, the best is 0.10 since it gives the 
lowest total volume of deficit (3934.4 megalitres) 
while the number times of deficit is also low^(5.6). 
Varying Supply Factor gives a better result, although 
the results are comparable.
From Section 7.3 it can be seen that the best 
result is the combination of the Demand Factor 5.0 and 
the sequence 17-97-21-07-31-28 (Glennies-Glenbawn- 
Lostock-Chichester-Goulburn-Wollombi), which gives
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total volume of deficit 1924.9 megalitres while the 
number of deficits is 3.2. On the other hand, the 
combination of the Supply Factor of 0.10 and the se­
quence 17-97-21-07-31-28 (Glennies-Glenbawn-Lostock- 
Chichester-Goulburn-Wollombi) gives total volume of 
deficit 2668.7 megalitres while the number of deficits 
is 5.1. Again, both of these results are comparable.
In general, the combination with the sequence 17-97­
21-07-31-28 (Glennies-Glenbawn-Lostock-Chichester- 
Goulburn-Wollombi) with demand or supply factors gives 
better results than this sequence without demand and 
supply factors.
From Section 7.4 it can be concluded that in 
general the Goal Programming still gives correct Iws 
values. Therefore, there is no need to gives Iws a 
lower limit restriction.
So, the best reservoir operating policy which has 
been obtained is the one which combines the Demand 
Factor of 5.0 and the sequence 17-97-21-07-31-28 
(Glennies-Glenbawn-Lostock-Chichester-Goulburn-
Wollombi), which gives total volume of deficit 1924.9 -
megalitres while the number times of deficit is 3.2.
The reservoir operation rule of this operating policy 
is shown in Appendix E . 1 and plotted as bar graphs in 
Fig.7.3.a-d. The comparable result is the one which 
combines the Supply Factor of 0.10 and the sequence 
17-97-21-07-31-28 (Glennies-Glenbawn-Lostock-
Chichester-Goulburn-Wollombi), which gives a total
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volume of deficit 2668.7 megalitres while the number 
of deficits is 5.1. The reservoir operation rule of 
this operating policy is shown in Appendix E.l and 
plotted as bar graphs in Fig.7.4.a-d.
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CHAPTER 8: EFFECT OF TRANSMISSION LOSSES
8.1 Transmission Losses In Natural River Channels
Transmission losses are the water which is lost in 
the river channel between the supply point upstream 
and the demand point downstream. Streamflows in arid 
and semiarid regions usually are subjected to some 
significant losses along their courses, unless supple­
mented by lateral flows (Walters, 1990). Depending on 
the amount of water to be lost or added, streamflows 
can increase or decrease in magnitude in the down­
stream direction. Therefore, in general, transmission 
losses are not constant for a given channel, but vary 
from time to time. The great variation of transmis­
sion losses with time can be seen in a report of 
streamflow transmission losses in Western Kansas - USA 
by P. R. Jordan (1977). Another example is a report 
by A. L. Sharp and K. E. Saxton in a study of eighteen 
rivers in the Great Plains, U.S.A. (1962). There is 
much uncertainty regarding transmission losses because 
of its dependence upon the antecedent condition of the 
channel. This antecedent condition in turn depends on 
the weather and the previous flow condition. Uncer­
tainty about the magnitude of the transmission losses 
is the reason why they were ignored in the first part 
of this study. Now the transmission losses will be 
accounted for the sensitivity analysis.
The main cause of the transmission losses is as
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'flood-water storage' in or near the river channel 
(Sharp and Saxton, 1962). Accordingly, there are 
three major categories of this flood-water storage:
1. Storage beneath the channel bottom in rivers, where 
the ground water is below the channel bottom. The 
entering water usually does not go back immediately 
into the river channel.
2. Bank storage in the sides of channel where the lost 
water enters as the stream stage rises. Some of 
the entering water will return back into the river 
channel as the streamflow recedes.
3. Overbank storage in the overbank area of the 
channel, in the form of down-soak and 'pot-hole' 
storage. The loss occurs when there is an overbank 
flow. Some of this water may eventually return to 
the river channel in a quantity which depends on 
the antecedent soil moisture and the position of 
the water table relative to the channel bottom.
Besides the flood-water storage mentioned above, 
evaporation from the water surface in the channel, and 
transpiration by vegetation along the channel bank can 
also contribute to the transmission losses. However, 
these evaporation and transpiration losses are usually 
small and can be neglected (Linsley and Franzini, 
1979).
8.2 Transmission Losses In Hunter River Basin
In this study, an attempt was made to estimate the
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transmission losses in the Hunter River Basin. A 
direct method of measuring transmission loss is by 
using two gauging stations on the same river channel, 
preferably where there are no large tributaries be­
tween the stations (Jordan, 1977). The data which 
have been used are reservoir releases of two reser­
voirs, Glenbawn (gauging station no. 210097) and 
Glennies (gauging station no. 210117), and gauging 
stations about a mile downstream of each reservoir 
(gauging stations no. 210015 and no. 210084 respec­
tively) . These are monthly data. If there is no 
additional lateral inflow in between, the amount of 
streamflow recorded in the upstream gauging station 
minus that of the downstream gauging station should be 
the transmission losses over the length of river 
channel connecting the two gauging station. Of 20 
years ranging from 1968 to 1987, there are 195 months 
of data are available at the 4 gauging stations. When 
the differences have been calculated, the total trans­
mission loss between 210097 and 210015 in 195 months 
are 70525 megalitres, while the total transmission 
loss between 210117 and 210084 at the same time are 
213173 megalitres. The possible explanation for this 
discrepancy is that different reservoir operations are 
used in the two reservoirs, which strongly affects the 
transmission losses. This means that these data can­
not be used as the transmission losses estimate.
Boughton (1966), in his paper about a mathematical
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model for rainfall-runoff relationship with daily 
data, mentioned the transmission loss in South Creek 
catchment - N.S.W. This transmission loss was esti­
mated at about 2 acre-feet per mile (Boughton, 1966). 
This is equivalent to 1.53 megalitre per km. Since 
this loss is for daily flow, it must be multiplied up 
to give monthly value for this study. However, after 
applying the corresponding length of river channel in 
the Hunter river system, it seems that this transmis­
sion loss estimate is too large considering the amount 
of available inflow in the six supply points. Take 
for example the Glennies reservoir. The length of the 
river between Glennies reservoir and its confluence 
with the main Hunter river is about 39 km (see Fig. 
2.1). This means a monthly loss of 1820 megalitres, 
or an annual loss of 21840 megalitres, in this reach 
alone. This is about 40% of average annual inflow 
into Glennies reservoir (56144 megalitres/year). For 
months of August, September, and December, the loss 
exceeds the average monthly inflow to Glennies. 
Therefore, it was decided to take several values, each 
of them a fraction of 2 acre-feet per mile loss, and 
use them in the sensitivity analysis.
8.3 Modifications For Incorporating Transmission Losses
To incorporate transmission losses in this study, 
a minor modification has been made to both the goal 
programming procedure and the stochastic simulation
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procedure. Actually, it is only an adjustment of the 
inflow values at the six supply points to account for 
the transmission losses. Thus, both in the goal pro­
gramming and stochastic simulation, there is less 
water available for supplying the demand points. 
Other things remain the same.
8.4 The Result
Two values of transmission losses have been used. 
Also included here is zero transmission loss for com­
parison. The results are:
Demand
Factor
Supply
Factor
Transmission
Loss
(megalitres/km)
No. times 
of deficit 
of demand
Total volume 
of deficit
(megalitres)
No. times 
of surplus 
of supply
Total volume 
of surplus
(megalitres)
0 116.1 24009.1 3734.0 56281826.0
1.00 1.00 0.10 187.1 34645.2 3562.0 54543576.7
0.20 217.4 41530.1 3406.1 52854132.7
From the table above, it can be seen that the 
presence of transmission losses indeed increases the 
volume of deficit at the demand points. It also in­
creases the number times of deficit. But the larger 
decrease in the total volume of surplus in the last 
column indicates that most of the transmission losses 
volume are not taken from the water intended solely 
for supplying the demand points.
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CHAPTER 9: CONCLUSION AND RECOMMENDATION
9.1 Conclusions
This optimisation study has demonstrated an im­
plementation of deterministic Goal Programming and 
stochastic Simulation used together to obtain the 
solution of a planning model. The conclusions which 
can be drawn are presented in this section.
Goal Programming has been used to produce the 
tentative optimal operating policy of the four 
reservoirs being considered. Simulation has been used 
to evaluate this tentative operating policy by indi­
cating its reliability. The main criterion of relia­
bility is the total volume of deficit at the demand 
points. The total number of occurrences of deficit at 
the demand points has also been used as a criterion.
There are some missing data in the historical 
monthly streamflow in four of the six supply points. 
The number of missing data, however, is never more 
than 20% in each supply point. Linear regression has 
been applied to fill in missing records, by using the 
data from another supply point which has the highest 
correlation.
To obtain a long record of streamflow data as an 
input to stochastic simulation, 20 x 100 years of 
monthly synthetic streamflow data for each of the six 
supply points have been generated. A method using 
residuals was used. First the data undergo e normali­
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ty square root transformation to bring skewness of the 
residuals as close to zero as possible. This was not 
quite successful. When the generated synthetic 
streamflow data were tested against the historical 
data, the mean and serial correlation agreed well, but 
the standard deviation and skewness showed some depar­
ture from the historical ones. Possibly the square 
root transformation is not quite appropriate. A loga­
rithmic transformation was found to give poorer re­
sults, and transformations needed to remove skew from 
the residuals should be further investigated.
The deterministic planning model was put into the 
form of a goal programming model. The solution of the 
goal programming model produced a fixed operating pol­
icy for the four reservoirs, Glenbawn, Glennies, 
Lostock, and Chichester. This operating policy 
showed that Glennies reservoir has a much greater re­
lease in December than in the other months. This 
operating policy was evaluated using the stochastic 
simulation procedure. The result indicates that the 
reliability is satisfactory. The total deficit of the 
7 demand points in 100 years is 24,000 megalitres (the 
total demand in the same period is 14,935,500 
megalitres). Total number of months in which this 
deficit occurs is 116.1 (the total number of months 
considering the 7 demand points is 7 x 1200 months = 
8400 months over this period).
Considering the amount of surplus water
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(56,281,800 megalitres) and disproportional release of 
Glennies, some efforts have been made in Chapter 7 in
Demand and Supply Factors, changing the order of se­
quence of supply points being modelled and solved 
using goal programming, setting lower limits on the 
initial water storage, and some combinations of these. 
In this heuristic manner, some improvement on the 
reservoir operating policy has been achieved. Also 
the Glennies releases became more evenly distributed 
throughout the year (can be observed in the graphics 
of reservoir operation rule in Chapter 7).
The most satisfactory result obtained was by com­
bining the use of Demand Factor of 5.0 and the se­
quence of supply points Glennies-Glenbawn-Lostock- 
Chichester-Goulburn-Wollombi, without any lower limit 
on the initial water storage. This gave both the 
lowest total volume of deficit and total number of 
deficits of demand points, as can be seen in Section 
7.3. The total deficit of the 7 demand points in 100 
years is now 1,925 megalitres and the total number of 
months in which this deficit occurs is 3.2 months. It 
can also be concluded that a particularly high Demand 
Factor (5.0) or a low Supply Factor (0.1) is very 
effective in improving the reliability.
The need to use these extreme factors to give the 
optimum results in the stochastic simulation model
the reliability of the operating 
policy. These efforts were the implementation of
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indicates that the goal programming approach is seri­
ously deficient because it uses fixed monthly inflows, 
whereas in the real catchment the monthly streamflows 
vary from year to year. From the comparison of 
Reservoir Operation Rules of various Demand and Supply 
Factors (Fig. 7.5-12 .a-d), it can be seen that extreme 
factors tend to regulate the reservoir releases more 
evenly within the year.
The combination of Demand and Supply Factors with 
various sequences of supply points being modelled and 
solved using Goal Programming did improve the operat­
ing policy. Whereas, the implementation of lower 
limit on -initial water storage (Iws) did not produce a 
better operating policy. Therefore, there is no need 
to set a lower limit on the Iws in the goal program­
ming model.
The results of this study are considered to be the 
best which can be obtained using fixed monthly inflows 
in the goal programming model. If further improve­
ments are to be achieved, stochastic optimisation 
models, which consider year by year variations of 
streamflows, should be considered.
9.2 Recommendations
The residual method for generating the synthetic 
streamflow data, seems adequate. However, normality 
transformations other than square root or logarithmic, 
which have been used in this study, may be more suit­
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able.
It must be remembered that the goal programming 
approach is based on one average year of streamflow, 
and produces a fixed reservoir operating policy for 
every year, regardless of the fact that in reality in­
flows vary with time. Tests of this operating policy, 
using time varying streamflows in a stochastic simula­
tion procedure, showed the limitations of this ap­
proach.
This study indicates the need of a more flexible 
and more sophisticated reservoir operating rule than 
can be obtained by goal programming. This flexible 
reservoir operating rule will not be merely a fixed 
rule, but it will also contain stochastic components, 
which take into account factors such as performance in 
the immediate past. This operating policy will also 
be able to deal with changing demands. A stochastic 
optimisation method is recommended for this approach.
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APPENDIX A.l: The Incomplete Historical Streamflow Data
Unit in megaLitres
Year Month St.210007 St.210021 St.210028 St.210031 St.210117 St.210097
1968 1 62417.00 36718.42 51555.22 39000.00 55900.00
2 4265.00 1461.31 3760.36 2300.00 6970.00
3 13134.00 1824.63 1573.09 2800.00 7580.00
4 2551.00 790.97 702.21 800.00 3670.00
5 7279.00 2182.09 9159.95 4400.00 23850.00
6 2372.00 449.66 3280.84 900.00 6970.00
7 2105.00 516.74 2666.73 800.00 16030.00
8 9125.00 1796.50 6923.78 6900.00 57740.00
9 2569.00 530.64 3647.81 1600.00 23730.00
10 1335.00 20.28 2075.88 600.00 12720.00
11 895.00 4.15 253.64 0.00 5140.00
12 2291.00 33.75 154.08 200.00 3790.00
1969 1 658.00 0.00 0.00 0.00 2450.00
2 1436.00 18.11 351.06 0.00 3910.00
3 9235.00 1364.45 726.58 1500.00 1960.00
4 3589.00 4039.28 2519.95 600.00 3060.00
5 6133.00 802.48 626.06 500.00 3670.00
6 31358.00 13088.71 3498.57 12600.00 52600.00
7 4645.00 2997.03 4083.31 5500.00 26910.00
8 12622.00 7855.93 8866.40 5500.00 30580.00
9 5364.00 7488.96 11131.91 3500.00 31440.00
10 10695.00 2559.10 8416.18 5100.00 16640.00
11 36817.00 32967.59 66605.53 13500.00 32170.00
12 3457.00 3789.74 7902.43 1000.00 9050.00
1970 1 7676.-00 1697.88 7028.98 13400.00 10400.00
2 12129.00 3151.91 3361.58 1900.00 8500.00
3 14268.00 360.87 1158.14 700.00 4830.00
4 5900.00 337.85 1141.07 500.00 5990.00
5 2123.00 59.19 1732.10 300.00 3720.00
6 1611.00 721.86 28.35 1071.56 300.00 3350.00
7 995.00 311.71 7.29 784.14 100.00 1920.00
8 1031.00 414.56 0.73 615.04 100.00 2230.00
9 1787.00 1826.95 1624.50 2179.89 700.00 5300.00
10 1784.00 1943.89 203.55 5416.73 600.00 7620.00
11 2954.00 2253.82 103.49 2725.47 400.00 5020.00
12 12354.00 15763.27 5846.79 25923.90 10500.00 14300.00
1971 1 104325.00 82660.15 35367.68 61020.02 70700.00 40100.00
2 48053.00 38493.24 81365.74 385947.24 46900.00 109000.00
3 21509.00 29357.67 4276.63 12753.93 12200.00 19700.00
4 12229.00 15387.48 4658.23 9700.63 4800.00 11300.00
5 5589.00 5171.64 18439.83 7824.15 3000.00 7200.00
6 15709.00 13991.71 4599.56 5536.59 5900.00 10900.00
7 3585.00 3066.89 2627.62 6975.16 1500.00 9040.00
8 2257.00 2346.32 2008.63 9578.31 1300.00 15300.00
9 3652.00 3324.03 381.66 5996.56 1300.00 13900.00
10 1404.00 1733.73 0.00 2493.05 200.00 6250.00
11 1227.00 1769.85 63.61 883.19 0.00 3660.00
12 31674.00 8033.09 2422.79 2992.13 1900.00 16400.00
1972 1 70173.00 80112.30 59662.18 57690.22 55300.00 20000.00
2 6626.00 5810.22 6671.80 10148.39 3200.00 8120.00
3 24951.00 20513.40 7523.22 5079.10 4700.00 11100.00
4 15254.00 19577.04 10767.38 12675.70 10000.00 8930.00
5 5548.00 4681.17 1803.08 1729.76 2000.00 4420.00
6 18940.00 14206.32 2962.75 2338.91 4400.00 11900.00
7 5678.00 3200.62 1629.86 2059.99 1200.00 5500.00
8 3618.00 3308.36 337.83 1389.57 1300.00 4760.00
9 1786.00 1160.96 131.58 425.45 500.00 2550.00
10 20937.00 20912.65 20470.49 3309.68 7000.00 18700.00
11 18369.00 7272.98 7418.04 12043.47 3100.00 13300.00
12 6843.00 3394.30 1049.80 2383.08 900.00 4550.00
The Incomplete Historical Streamflow Data (continued)
Unit in megalitres
Year Month St.210007 St.210021 St.210028 St.210031 St.210117 St.210097
1973 1 A257.00 2877.52 1369.53 333.69 600.00 1020.00
2 27017.00 22831.55 48264.81 34521.10 12100.00 6200.00
3 8068.00 3751.09 6737.85 8772.96 2100.00 3440.00
A 2999.00 1064.10 1550.55 1409.61 400.00 1540.00
5 1793.00 789.78 1099.47 4624.17 200.00 1040.00
6 1A31.00 279.65 658.92 3624.03 300.00 4020.00
7 A967.00 8402.70 1349.59 7777.23 2000.00 16600.00
8 2026.00 1770.37 1115.27 16627.34 600.00 9070.00
9 1A37.00 1367.88 612.22 16874.37 400.00 8910.00
10 7176.00 4493.86 7336.80 102464.96 1500.00 10900.00
11 55A0.00 5141.29 3050.31 78866.81 2300.00 17400.00
12 1A719.00 14901.60 1166.13 16962.02 3400.00 6670.00
197A 1 69129.00 78419.54 41355.83 134024.50 38700.00 62300.00
2 116A8.00 7391.57 3280.29 16007.98 1800.00 7830.00
3 15A17.00 7772.04 15858.17 1300.00 5090.00
A 10576.00 7549.47 42630.53 1700.00 6960.00
5 25628.00 22854.49 46280.87 13874.90 8400.00 18500.00
6 33550.00 35830.52 91383.20 29244.68 19300.00 38200.00
7 51A1.00 3431.75 6428.97 7842.19 2100.00 18500.00
8 285A.00 2890.48 4462.27 800.00 8680.00
9 187A.00 1941.70+ 2250.82 3045.17 600.00 7450.00
10 1862.00 2315.26 778.29 3281.14 400.00 6990.00
11 36AA.OO 2026.71 1619.59 1698.42 400.00 6800.00
12 29A5.00 1562.77 348.70 44.79 100.00 3590.00
1975 1 2817.00 1467.50 0.00 0.00 300.00 1780.00
2 12968.00 8765.62 1133.67 5586.98 2100.00 4960.00
3 14899.00 17796.37 4038.50 8105.63 2700.00 7280.00
A 3916.00 2851.68 2549.12 4377.22 800.00 1960.00
5 6201.00 4383.30 1472.51 2068.98 800.00 2860.00
6 23798.00 21578.96 28280.22 10385.44 8200.00 29200.00
7 556A.00 5594.33 15337.62 5045.55 800.00 12200.00
8 2575.00 1796.17 2330.33 3724.96 2200.00 5920.00
9 5A95.00 7254.53 1062.48 5268.49 2000.0Q 8030.00
10 A615.00 3781.75 2181.91 6082.13 1100.00 9190.00
11 1326A.00 27062.72+ 2654.78 2094.00 6700.00 13700.00
12 5933.00 205.04 33.31 1600.00 4750.00
1976 1 A2672.00 46185.02 85361.79 28100.00 59200.00
2 29785.00 138881.62 50892.24 32900.00 31500.00
3 7755A.00 156997.52 102633.57 47200.00 57600.00
A 13A29.00 12130.44 11572.98 17832.32 4000.00 12900.00
5 5679.00 5782.10 3950.46 7865.93 2300.00 6650.00
6 2099A.00 24674.03 6708.84 9171.28 7200.00 19500.00
7 12152.00 14582.25 10101.16 21724.41 8100.00 26500.00
8 A175.00 2508.90 7647.10 1800.00 12100.00
9 2819.00 1897.06 1075.69 6089.36 800.00 6690.00
10 3786.00 3099.51 6332.73 8353.39 1500.00 11300.00
11 4626.00 1752.26 6276.98 5569.65 600.00 8200.00
12 1789.00 1643.02 62.02 580.14 100.00 2540.00
1977 1 2104.00 1461.51 1.76 198.95 100.00 4330.00
2 11313.00 1907.15 5392.15 9770.53 800.00 10400.00
3 A9A82.00 81715.58 126038.00 259026.24 42100.00 92700.00
A A275.00 2702.85 119.31 11232.96 1200.00 15200.00
5 A1A39.00 67496.29 49322.29 43085.33 33900.00 47200.00
6 10461.00 10517.58 8913.29 15097.74 3600.00 49900.00
7 5512.00 7770.81 3688.15 10819.99 3600.00 20700.00
8 2809.00 2325.47 1633.39 8881.32 1200.00 12700.00
9 2916.00 3128.83 1576.15 8690.88 1300.00 11400.00
10 1745.00 1665.05 553.23 3255.65 500.00 4890.00
11 1190.00 911.37 72.62 1001.51 200.00 2300.00
12 722.00 1480.95 60.57 128.71 0.00 830.00
The Incomplete Historical Streamflow Data (continued)
Unit in megalitres
Year Month St.210007 St.210021 St.210028 St.210031 St.210117 St.210097
1978 1 5650.00 1334.36 4556.70 9559.81 2300.00 4410.00
2 6880.00 3861.06 9166.00 1500.00 8010.00
3 83700.00 102733.57 18948.20 58500.00 85600.00
4 15800.00 16909.86 12284.99 7169.29 8800.00 29200.00
5 5200.00 7301.58 5910.79 9059.14 5500.00 15800.00
6 25240.00 38147.21 46685.61 36697.59 18700.00 77800.00
7 5863.00 5971.09 10669.14 22692.05 3600.00 39100.00
8 3445.00 2846.36 3045.77 6788.61 1400.00 17400.00
9 3932.00 5240.02 7009.13 26598.55 1700.00 23700.00
10 6326.00 5357.15 6192.54 12345.65 1900.00 15500.00
11 14180.00 10106.05 15092.27 9862.57 2100.00 13000.00
12 6445.00 2244.59 1842.55 3034.22 900.00 9120.00
1979 1 17600.00 5839.50 1084.60 1153.62 1900.00 5360.00
2 6310.00 2279.25 467.91 55.15 600.00 1870.00
3 11100.00 4615.13 1334.01 3404.72 1100.00 4060.00
4 5210.00 2101.99 292.84 1389.72 800.00 2580.00
5 34800.00 47303.59 14521.88 25763.46 22300.00 15600.00
6 12700.00 8641.53 3731.94 8055.91 4600.00 12000.00
7 5702.00 2447.36 2107.23 4561.40 1300.00 5910.00
8 2775.00 1487.03 3548.21 800.00 4440.00
9 1816.00 1935.73 1140.86+ 10372.05 800.00 11000.00
10 1374.00 1065.90 207.75 2170.47 200.00 3370.00
11 1138.00 1118.53 79.98 473.50 100.00 2000.00
12 378.00 1410.35 0.00 3.70 0.00 0.00
1980 1 921.00 1229.56 9.67 382.30 0.00 0.00
2 967.00 1002.55 0.00 23.77 0.00 0.00
3 1023.00 984.25 0.00 0.00 0.00 960.00
4 304.00 927.92 0.00 0.00 0.00 250.00
5 3790.00 530.26 13.07 3.30 100.00 3400.00
6 3602.00 320.93 56.52 493.20 300.00 4170.00
7 1709.00 398.30 47.10 1462.84 200.00 6270.00
8 1019.00 742.96 0.00 537.89 100.00 4000.00
9 518.00 1151.01 0.00 49.83 0.00 1240.00
10 912.00 1382.60 0.00 503.28 0.00 1660.00
11 704.00 2468.05 0.00 42.27 0.00 1720.00
12 446.00 1489.59 0.00 0.00 100.00 2060.00
1981 1 481.00 1118.04 0.00 0.00 100.00 1770.00
2 26378.00 9048.32 34933.09 15458.52 6000.00 4070.00
3 3421.00 993.79 3281.41 531.34 300.00 1120.00
4 7099.00 2428.66 12919.64 882.05 300.00 3180.00
5 15906.00 6737.34 44996.81 8352.69 900.00 5380.00
6 3744.00 4058.59 5934.70 19097.10 800.00 17900.00
7 2146.29 2061.64 12607.71 1100.00 11600.00
8 1424.29 1312.75 11440.35 500.00 7810.00
9 997.83 324.36 1599.60 100.00 3140.00
10 935.93 5514.41 5669.45 100.00 4130.00
11 7298.93 19620.91 45286.76 4000.00 5920.00
12 2372.59 1385.58 4960.47 400.00 1310.00
1982 1 9880.00 20312.67 1698.52 1069.18 3930.00 620.00
2 19800.00 12715.63 471.79 1223.81 2000.00 500.00
3 46200.00 46779.53 53308.95 53025.19 16800.00 5330.00
4 10500.00 7861.76 5631.16 7079.91 2400.00 2330.00
5 2530.00 1220.19 1136.31 2824.12 600.00 670.00
6 3310.00 1727.79 683.04 2439.62 800.00 2300.00
7 7440.00 4522.96 367.69 2284.68 700.00 4750.00
8 2870.00 1229.07 1295.20 250.00 2240.00
9 8727.00 7322.89 792.21+ 497.60 1000.00 5030.00
10 28007.00 37579.27 1709.23 348.97 10900.00 13700.00
11 2820.00 1301.75 63.91 0.10 250.00 1040.00
12 1790.00 969.33 0.18 0.00 30.00 1920.00
The Incomplete Historical Streamflow Data (continued)
Unit in megalitres
Year Month St.210007 St.210021 St.210028 St.210031 St.210117 St.210097
1983 1 2150.00 947.91 0.35 0.00 45.00 3164.00
2 1130.00 1684.10 1.10 1147.60 149.00 2142.00
3 3070.00 1083.12 112.57 33.54 0.00 1442.00
4 4250.00 506.83 40.74 32.09 272.00 972.00
5 9760.00 3278.26 6253.87 18972.10 1680.00 5558.00
6 5380.00 4051.91 2578.36 7569.77 1100.00 1183.00
7 3007.00 1505.91 1121.67 3491.77 242.00 9519.00
8 2088.00 1458.03 801.39 7501.76 427.00 6611.00
9 1818.00 1367.20 249.93 9563.74 335.00 8100.00
10 6137.00 7151.48 344.66 4609.48 1370.00 6817.00
11 2162.00 1319.23 179.55 61146.70 407.00 3895.00
12 10563.00 5138.34 265.74 28186.29 966.00 8892.00
1984 1 13100.00 19604.72 9377.99 53619.27 6550.00 33147.00
2 32400.00 8867.05 23689.45 22705.32 2360.00 23713.00
3 33700.00 22395.82 32029.40 7152.68 5480.00 18592.00
4 33700.00 48687.32 26876.04 12914.04 11300.00 26518.00
5 5770.00 3593.99 4942.35 8130.17 1160.00 7532.00
6 10300.00 4770.02 2036.59 3711.86 1620.00 5296.00
7 11719.00 16825.54 21146.53 25112.74 7910.00 37662.00
8 4463.00 4434.82 9156.85 23126.03 1900.00 20241.00
9 1890.00 1581.94 1646.74 8041.51 643.00 13032.00
10 5402.00 8087.86 888.56 3861.86 1330.00 9283.00
11 293133.00 63872.98 72694.52 17571.87 26300.00 59720.00
12 2942.00 2159.56 1223.02 801.00 7072.00
1985 1 1600.00 2241.05 74.11 1030.00 2091.00
2 14254.00 4751.30 0.00 762.00 1694.00
3 6728.00 5179.76 0.00 512.00 1872.00
4 7466.00 6421.94 0.00 390.00 1668.00
5 32408.00 34834.95 1990.79 6660.00 11044.00
6 7839.00 8710.01 5767.54 3040.00 11970.00
7 44203.01 2050.66 14100.00 41571.00
8 6739.95 8629.12 1350.00 24658.00
9 6913.05 5206.16 2960.00 24405.00
10 75990.87 31542.27 35800.00 47158.00
11 6399.02 11940.48 3290.00 16949.00
12 3196.20 7252.65 1700.00 8335.00
1986 1 11894.26 2000.00 8209.00
2 1646.27 522.00 2471.00
3 1412.89 16.43 326.00 209.00
4 1338.72 0.00 0.00 0.00
5 1225.12 0.00 0.00 598.00
6 691.66 0.00 1530.00 644.00
7 962.64 1413.80 0.00 6586.00
8 3369.30 22359.22 1050.00 22670.00
9 5563.87 3489.84 1960.00 12345.00
10 3553.98 3663.31 1200.00 8618.00
11 7092.51 9208.04 3530.00 13110.00
12 1519.90 666.12 1100.00 4557.00
1987 1 1423.45 9105.33 1900.00 2199.00
2 1191.41 44.27 1370.00 890.00
3 3512.42 3095.79 2450.00 3236.00
4 312.98 831.00 685.00
5 845.92 833.00 4721.00
6 1722.01 344.00 4051.00
7 1977.61 56.00 3581.00
8 22443.67 6390.00 17656.00
9 7847.71 1480.00 15703.00
10 3503.05 2060.00 8814.00
11 1471.73 9340.00 26849.00
12 909.02 3910.00 5031.00
Tota data 240 240 240 240 240 240
Hissing data 36 46 39 4 0 0
(+) data 0 2 2 0 0 0
(+) __> data estimated using 20 or more days per month.
APPENDIX A.2: Monthly Correlation Coefficients And Regression Parameters
Monthly Correlation Coefficients:
Month : January (data available : 13)
St.
210007
St.
210021
St.
210028
St.
210031
St.
210117
St.
210097
St.210007 1.000 0.965 0.888 0.771 0.986 0.781
St.210021 0.965 1.000 0.952 0.849 0.961 0.817
St.210028 0.888 0.952 1.000 0.803 0.913 0.723
St.210031 0.771 0.849 0.803 1.000 0.722 0.974
St.210117 0.986 0.961 0.913 0.722 1.000 0.718
St.210097 0.781 0.817 0.723 0.974 0.718 1.000
Month : March (data available : 11)
St.
210007
St.
210021
St.
210028
St.
210031
St.
210117
St.
210097
St.210007 1.000 0.917 0.833 0.691 0.821 0.675
St.210021 0.917 1.000 0.932 0.892 0.972 0.868
St.210028 0.833 0.932 1.000 0.957 0.955 0.902
St.210031 0.691 0.892 0.957 1.000 0.959 0.955
St.210117 0.821 0.972 0.955 0.959 1.000 0.930
St.210097 0.675 0.868 0.9Ò2 0.955 0.930 1.000
Month : February (data available : 12)
St.
210007
St.
210021
St.
210028
St.
210031
St.
210117
St.
210097
St.210007 1.000 0.868 0.889 0.738 0.784 0.759
St.210021 0.868 1.000 0.907 0.864 0.927 0.823
St.210028 0.889 0.907 1.000 0.834 0.903 0.810
St.210031 0.738 0.864 0.834 1.000 0.983 0.985
St.210117 0.784 0.927 0.903 0.983 1.000 0.950
St. 210097 0.759 0.823 0.810 0.985 0.950 1.000
Month : April (data available : 13)
St.
210007
St.
210021
St.
210028
St.
210031
St.
210117
St.
210097
St.210007 1.000 0.980 0.921 0.646 0.894 0.768
St.210021 0.980 1.000 0.881 0.617 0.896 0.750
St.210028 0.921 0.881 1.000 0.533 0.784 0.688
St.210031 0.646 0.617 0.533 1.000 0.663 0.626
St.210117 0.894 0.896 0.784 0.663 1.000 0.794
St.210097 0.768 0.750 0.688 0.626 0.794 1.000
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Monthly Correlation Coefficients (continued):
Month : May (data available : 14)
St.
210007
St.
210021
St.
210028
St.
210031
St.
210117
St.
210097
St.210007 1.000 0.956 0.755 0.891 0.919 0.835
St.210021 0.956 1.000 0.627 0.919 0.993 0.902
St.210028 0.755 0.627 1.000 0.617 0.572 0.682
St.210031 0.891 0.919 0.617 1.000 0.926 0.889
St.210117 0.919 0.993 0.572 0.926 1.000 0.917
St.210097 0.835 0.902 0.682 0.889 0.917 1.000
Month : July (data available : 14)
St.
210007
St.
210021
St.
210028
St.
210031
St.
210117
St.
210097
St.210007 1.000 0.900 0.679 0.752 0.874 0.639
St.210021 0.900 1.000 0.738 0.842 0.937 0.764
St.210028 0.679 0.738 1.000 0.760 0.701 0.760
St.210031 0.752 0.842 0.760 1.000 0.917 0.961
St.210117 0.874 0.937 0.701 0.917 1.000 0.816
St.210097 0.639 0.764 0.760 0.961 0.816 1.000
*
Month : June (data available : 15)
St.
210007
St.
210021
St.
210028
St.
210031
St.
210117
St.
210097
St.210007 1.000 0.948 0.795 0.632 0.908 0.637
St.210021 0.948 1.000 0.819 0.789 0.968 0.787
St.210028 0.795 0.819 1.000 0.797 0.905 0.642
St.210031 0.632 0.789 0.797 1.000 0.838 0.878
St.210117 0.908 0.968 0.905 0.838 1.000 0.787
St.210097 0.637 0.787 0.642 0.878 0.787 1.000
Month : August (data available : 10)
St.
210007
St.
210021
St.
210028
St.
210031
St.
210117
St.
210097
St.210007 1.000 0.973 0.744 0.536 0.785 0.694
St.210021 0.973 1.000 0.773 0.616 0.736 0.749
St.210028 0.744 0.773 1.000 0.783 0.643 0.795
St.210031 0.536 0.616 0.783 1.000 0.356 0.745
St.210117 0.785 0.736 0.643 0.356 1.000 0.560
St.210097 0.694 0.749 0.795 0.745 0.560 1.000
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Monthly Correlation Coefficients (continued):
Month : September (data available : 14)
St.
210007
St.
210021
St.
210028
St.
210031
St.
210117
St.
210097
St.210007 1.000 0.925 0.141 -0.058 0.629 0.129
St.210021 0.925 1.000 0.314 0.095 0.798 0.268
St.210028 0.141 0.314 1.000 0.723 0.500 0.787
St.210031 -0.058 0.095 0.723 1.000 0.344 0.846
St.210117 0.629 0.798 0.500 0.344 1.000 0.590
St.210097 0.129 0.268 0.787 0.846 0.590 1.000
Month : November (data available : 14)
St.
210007
St.
210021
St.
210028
St.
210031
St.
210117
St.
210097
St.210007 1.000 0.933 0.984 0.044 0.977 0.953
St.210021 0.933 1.000 0.922 0.017 0.985 0.944
St.210028 0.984 0.922 1.000 0.048 0.961 0.963
St.210031 0.044 0.017 0.048 1.000 0.069 0.198
St.210117 0.977 0.985 0.961 0.069 1.000 0.972
St.210097 0.953 0.944 0.963 0.198 0.972 1.000
Month : October (data available : 14)
St.
210007
St.
210021
St.
210028
St.
210031
St.
210117
St.
210097
St.210007 1.000 0.979 0.525 -0.002 0.991 0.723
St.210021 0.979 1.000 0.355 -0.111 0.987 0.614
St.210028 0.525 0.355 1.000 0.230 0.462 0.792
St.210031 -0.002 -0.111 0.230 1.000 -0.076 0.166
St.210117 0.991 0.987 0.462 -0.076 1.000 0.687
St.210097 0.723 0.614 0.792 0.166 0.687 1.000
Month : December (data available : 12)
St.
210007
St.
210021
St.
210028
St.
210031
St.
210117
St.
210097
St.210007 1.000 0.630 0.533 0.371 0.402 0.874
St.210021 0.630 1.000 0.761 0.739 0.863 0.682
St.210028 0.533 0.761 1.000 0.537 0.934 0.798
St.210031 0.371 0.739 0.537 1.000 0.691 0.564
St.210117 0.402 0.863 0.934 0.691 1.000 0.654
St.210097 0.874 0.682 0.798 0.564 0.654 1.000
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Monthly Regression Parameters:
(F irs t of the pair is a parameter, and the second is b parameter)
Month : January (data available : 13)
St.
210007
St.
210021
St.
210028
St.
210031
St.
210117
St.
210097
S t.210007 0
1.0000
589
0.9917
5128
1.5272
7393
0.6472
3945
1.3920
4560
1.3669
S t.210021 -594
1.0083
0
1.0000
3942
1.5933
5861
0.6933
4521
1.3217
3832
1.3908
St.210028 -3358
0.6548
-2474
0.6276
0
1.0000
2261
0.3921
1468
0.7500
1805
0.7361
St.210031 -11423
1.5452
-8455
1.4425
-5768
2.5506
0
1.0000
7679
1.2144
-3252
2.0299
St.210117 -2834
0.7184
-3421
0.7566
-1958
1.3333
-6323
0.8235
0
1.0000
1711
0.8892
St.210097 -3336
0.7316
-2755
0.7190
-2452
1.3586
1602
0.4926
-1924
1.1245
0
1.0000
Month : March (data available : 11)
St.
210007
St.
210021
St.
210028
St.
210031
St.
210117
St.
210097
S t.210007 0
1.0000
6569
0.6312
11687
0.3723
14737
0.1546
10842
1.1221
13210
0.4351
S t.210021 -10408
1.5843
0
1.0000
7782
0.6049
11480
0.2898
5559
1.9300
8657
0.8131
S t.210028 -31390
2.6859
-12864
1.6531
0
1.0000
6096
0.4795
-1530
2.9208
2093
1.3013
St. 210031 -95343
6.4697
-39619
3.4511
-12713
2.0853
0
1.0000
-14044
5.8570
-8920
2.7516
S t.210117 -9662
0.8912
-2880
0.5181
524
0.3424
2398
0.1707
0
1.0000
1344
0.4387
S t.210097 -30358
2.2981
-10647
1.2298
-1608
0.7685
3242
0.3634
-3063
2.2796
0
1.0000
Month : February (data avai table : 12)
St.
210007
St.
210021
St.
210028
St.
210031
St.
210117
St.
210097
St.210007 0
1.0000
5619
1.1356
8669
0.4891
13029
0.0960
11562
0.8444
11766
0.3547
St.210021 -4948
0.8806
0
1.0000
3532
0.3812
6471
0.0858
5113
0.7620
5690
0.2937
St.210028 -17726
2.0448
-9266
2.6231
0
1.0000
8877
0.1973
5651
1.7672
6888
0.6880
St.210031 -135698
10.415
-75380
11.649
-44998
5.0691
0
1.0000
-10991
8.1335
-10824
3.5373
St.210117 -13692
1.1843
-6709
1.3123
-3198
0.5659
1351
0.1229
0
1.0000
356
0.4124
St.210097 -33171
2.8193
-19374
3.4048
-10013
1.4536
3060
0.2827
-862
2.4247
0
1.0000
Month : April (data available : 13)
St.
210007
St.
210021
St.
210028
St.
210031
St.
210117
St.
210097
St.210007 0
1.0000
3366
0.6400
2877
1.0258
3505
0.9620
3226
1.9307
3726
0.6891
St.210021 -5259
1.5625
0
1.0000
-69
1.5016
860
1.4068
-33
2.9633
983
1.0299
St.210028 -2804
0.9748
46
0.6660
0
1.0000
2114
0.7126
1595
1.5205
1887
0.5539
St.210031 -3643
1.0395
-611
0.7108
-2966
1.4033
0
1.0000
3337
0.9609
3279
0.3771
St.210117 -1671
0.5179
11
0.3375
-1049
0.6577
-3473
1.0407
0
1.0000
502
0.3298
St.210097 -5407
1.4512
-955
0.9710
-3407
1.8053
-8697
2.6521
-1523
3.0319
0
1.0000
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Monthly Regression Parameters (continued):
Month : May (data available : 14)
St.
210007
St.
210021
St.
210028
St.
210031
St.
210117
St.
210097
St.210007 0
1.0000
4269
0.6066
4676
0.5205
1384
0.9746
5160
1.1756
3190
0.8812
St.210021 -7037
1.6485
0
1.0000
3200
0.6811
-4492
1.5827
1108
1.9991
-2262
1.5005
St.210028 -8984
1.9213
-4699
1.4682
0
1.0000
3516
0.9789
8018
1.0610
3714
1.0447
St.210031 -1420
1.0261
2838
0.6318
-3592
1.0216
0
1.0000
4607
1.0826
2316
0.8586
St.210117 -4389
0.8506
-554
0.5002
-7556
0.9425
-4255
0.9237
0
1.0000
-1750
0.7569
St.210097 -3620
1.1348
1507
0.6664
-3555
0.9572
-2698
1.1647
2312
1.3212
0
1.0000
Month : July (data available : 14)
St.
210007
St.
210021
St.
210028
St.
210031
St.
210117
St.
210097
St.210007 0
1.0000
2423
0.5781
3829
0.3318
3127
0.2874
3123
1.0590
3054
0.1694
St.210021 -4191
1.7297
0
1.0000
2501
0.5615
1188
0.5006
1362
1.7679
745
0.3156
St.210028 -11540
3.0137
-4454
1.7811
0
1.0000
270
0.5941
1333
1.7382
-835
0.4124
St.210031 -10880
3.4790
-2373
1.9974
-454
1.6832
0
1.0000
1830
2.9088
-1447
0.6672
St.210117 -2949
0.9443
-770
0.5656
-767
0.5753
-629
0.3438
0
1.0000
-351
0.1787
St.210097 -18023
5.9025
-2361
3.1683
2025
2.4249
2169
1.4988
1964
5.5970
0
1.0000
Month : June (data available : 15)
St.
210007
St.
210021
St.
210028
St.
210031
St.
210117
St.
210097
St.210007 0
1.0000
3498
0.7536
8369
0.3179
6613
0.5926
5200
1.4623
7062
0.2950
St.210021 -4643
1.3270
0
1.0000
6600
0.4118
2636
0.9317
2153
1.9609
3445
0.4584
St.210028 -26326
3.1458
-16026
2.4283
0
1.0000
-5584
1.8701
-5059
3.6453
-553
0.7424
St.210031 -11160
1.6875
-2829
1.0733
2986
0.5347
0
1.0000
2904
1.4391
1998
0.4331
St.210117 -3556
0.6839
-1098
0.5100
1388
0.2743
-2018
0.6949
0
1.0000
809
0.2260
St.210097 -23944
3.3904
-7517
2.1816
744
1.3470
-4613
2.3090
-3579
4.4256
0
1.0000
Month : August (data available : 10)
St.
210007
St.
210021
St.
210028
St.
210031
St.
210117
St.
210097
St.210007 0
1.0000
612
0.8960
1913
0.3035
1897
0.0808
1277
1.1935
1327
0.1228
St.210021 -683
1.1161
0
1.0000
1445
0.3423
1350
0.1008
864
1.2167
730
0.1440
St.210028 -6303
3.2947
-4222
2.9214
0
1.0000
-236
0.2893
-483
2.3997
-1347
0.3451
St.210031 -23492
12.383
-13394
9.9196
816
3.4561
0
1.0000
4094
3.5934
-726
0.8758
St.210117 -1070
0.8378
-710
0.8219
201
0.4167
-1139
0.2783
0
1.0000
413
0.0651
St.210097 -10806
8.1439
-5065
6.9431
3904
2.8974
829
1.1418
-6337
15.351
0
1.0000
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Monthly Regression Parameters (continued):
Month : September (data available : 14)
St.
210007
St.
210021
St.
210028
St.
210031
St.
210117
St.
210097
St.210007 0
1.0000
298
0.8962
2654
0.1692
3015
-0.0168
819
2.4015
2454
0.0484
St.210021 -332
1.1158
0
1.0000
2349
0.3894
2682
0.0285
183
3.1414
1960
0.1034
St.210028 -15690
5.9114
-6033
2.5682
0
1.0000
105
0.1744
26
1.5891
-818
0.2454
St.210031 179759
-59.627
-94086
35.083
-601
5.7332
0
1.0000
3497
4.5322
-2457
1.0931
St.210117 -341
0.4164
-58
0.3183
-16
0.6293
-772
0.2206
0
1.0000
341
0.0579
St.210097 -50746
20.678
-18948
9.6690
3333
4.0746
2248
0.9148
-5884
17.280
0
1.0000
Month : November (data available : 14)
St.
210007
St.
210021
St.
210028
St.
210031
St.
210117
St.
210097
St.210007 0
1.0000
-12287
4.1828
-4872
3.9604
24140
0.1391
-7144
10.849
-26892
4.8857
St.210021 2938
0.2391
0
1.0000
2703
0.8277
9001
0.0122
1695
2.4418
-2532
1.0796
St.210028 1230
0.2525
-3266
1.2081
0
1.0000
7292
0.0375
-315
2.6550
-5484
1.2267
St.210031 -173487
7.1867
-736786
81.860
-194244
26.638
0
1.0000
13112
0.2430
10345
0.3239
St.210117 658
0.0922
-694
0.4095
119
0.3766
-53955
4.1150
0
1.0000
-1803
0.4487
St.210097 5504
0.2047
2346
0.9263
4471
0.8152
-31940
3.0875
4018
2.2285
0
1.0000
t
Month : October (data available : 14)
St.
210007
St.
210021
St.
210028
St.
210031
St.
210117
St.
210097
St.210007 0
1.0000
978
0.7734
3983
0.7565
6541
-0.0006
1296
2.5727
-4550
1.2298
St.210021 -1264
1.2930
0
1.0000
5000
0.6478
7665
-0.0425
579
3.2444
-4733
1.3222
St.210028 -5265
1.3219
-7718
1.5437
0
1.0000
2823
0.0484
1676
0.8326
-5054
0.9348
St.210031 102 105 
-1559.5
180316
-23.525
-58309
20.653
0
1.0000
12651
-0.6531
2942
0.9297
St.210117 -504
0.3887
-178
0.3082
-2014
1.2011
19369
-1.5311
0
1.0000
-2019
0.4499
St.210097 3700
0.8131
3579
0.7563
5406
1.0697
-3165
1.0756
4488
2.2225
0
1.0000
Month : December (data available : 12)
St.
210007
St.
210021
St.
210028
St.
210031
St.
210117
St.
210097
St.210007 0
1.0000
2350
1.0764
4467
2.8371
5438
0.3167
5634
1.2204
-1252
1.4913
St.210021 -2183
0.9290
0
1.0000
2254
2.3716
2368
0.3691
2422
1.5328
813
0.6812
St.210028 -1574
0.3525
-950
0.4217
0
1.0000
513
0.0861
251
0.5322
-422
0.2558
St.210031 -17171
3.1576
-6416
2.7094
-5964
11.619
0
1.0000
2818
2.4567
26
1.1278
St.210117 -4616
0.8194
-1580
0.6524
-471
1.8790
-1147
0.4070
0
1.0000
-598
0.3679
St.210097 840
0.6705
-1193
1.4679
1649
3.9096
-23
0.8867
1626
2.7179
0
1.0000
153
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APPENDIX A.3: The Complete Historical Streamflow Data
Unit in megalitres (* : data fille d  in by regression)
Year Month St.210007 St.210021 St.210028 St.210031 St.210117 St.210097
1968 1 62417.00 62342.85* 36718.42 51555.22 39000.00 55900.00
2 4265.00 6865.28* 1461.31 3760.36 2300.00 6970.00
3 13134.00 10963.01* 1824.63 1573.09 2800.00 7580.00
4 2551.00 0.00* 790.97 702.21 800.00 3670.00
5 7279.00 9904.50* 2182.09 9159.95 4400.00 23850.00
6 2372.00 3917.59* 449.66 3280.84 900.00 6970.00
7 2105.00 2776.39* 516.74 2666.73 800.00 16030.00
8 9125.00 9501.69* 1796.50 6923.78 6900.00 57740.00
9 2569.00 2534.17* 530.64 3647.81 1600.00 23730.00
10 1335.00 2525.48* 20.28 2075.88 600.00 12720.00
11 895.00 1695.05* 4.15 253.64 0.00 5140.00
12 2291.00 2728.79* 33.75 154.08 200.00 3790.00
1969 1 658.00 69.50* 0.00 0.00 0.00 2450.00
2 1436.00 5112.62* 18.11 351.06 0.00 3910.00
3 9235.00 8454.00* 1364.45 726.58 1500.00 1960.00
4 3589.00 348.80* 4039.28 2519.95 600.00 3060.00
5 6133.00 2107.98* 802.48 626.06 500.00 3670.00
6 31358.00 26860.53* 13088.71 3498.57 12600.00 52600.00
7 4645.00 11085.58* 2997.03 4083.31 5500.00 26910.00
8 12622.00 13404.76* 7855.93 8866.40 5500.00 30580.00
9 5364.00 5652.91* 7488.96 11131.91 3500.00 31440.00
10 10695.00 17125.46* 2559.10 8416.18 5100.00 16640.00
11 36817.00 34658.94* 32967.59 66605.53 13500.00 32170.00
12 3457.00 3955.06* 3789.74 7902.43 1000.00 9050.00
1970 1 7676.00 7145.95* 1697.88 7028.98 13400.00 10400.00
2 12129.00 6560.47* 3151.91 3361.58 1900.00 8500.00
3 14268.00 6910.00* 360.87 1158.14 700.00 4830.00
4 5900.00 3959.66* 337.85 1141.07 500.00 5990.00
5 2123.00 1708.15* 59.19 1732.10 300.00 3720.00
6 1611.00 721.86 28.35 1071.56 300.00 3350.00
7 995.00 311.71 7.29 784.14 100.00 1920.00
8 1031.00 414.56 0.73 615.04 100.00 2230.00
9 1787.00 1826.95 1624.50 2179.89 700.00 5300.00
10 1784.00 1943.89 203.55 5416.73 600.00 7620.00
11 2954.00 2253.82 103.49 2725.47 400.00 5020.00
12 12354.00 15763.27 5846.79 25923.90 10500.00 14300.00
1971 1 104325.00 82660.15 35367.68 61020.02 70700.00 40100.00
2 48053.00 38493.24 81365.74 385947.24 46900.00 109000.00
3 21509.00 29357.67 4276.63 12753.93 12200.00 19700.00
4 12229.00 15387.48 4658.23 9700.63 4800.00 11300.00
5 5589.00 5171.64 18439.83 7824.15 3000.00 7200.00
6 15709.00 13991.71 4599.56 5536.59 5900.00 10900.00
7 3585.00 3066.89 2627.62 6975.16 1500.00 9040.00
8 2257.00 2346.32 2008.63 9578.31 1300.00 15300.00
9 3652.00 3324.03 381.66 5996.56 1300.00 13900.00
10 1404.00 1733.73 0.00 2493.05 200.00 6250.00
11 1227.00 1769.85 63.61 883.19 0.00 3660.00
12 31674.00 8033.09 2422.79 2992.13 1900.00 16400.00
1972 1 70173.00 80112.30 59662.18 57690.22 55300.00 20000.00
2 6626.00 5810.22 6671.80 10148.39 3200.00 8120.00
3 24951.00 20513.40 7523.22 5079.10 4700.00 11100.00
4 15254.00 19577.04 10767.38 12675.70 10000.00 8930.00
5 5548.00 4681.17 1803.08 1729.76 2000.00 4420.00
6 18940.00 14206.32 2962.75 2338.91 4400.00 11900.00
7 5678.00 3200.62 1629.86 2059.99 1200.00 5500.00
8 3618.00 3308.36 337.83 1389.57 1300.00 4760.00
9 1786.00 1160.96 131.58 425.45 500.00 2550.00
10 20937.00 20912.65 20470.49 3309.68 7000.00 18700.00
11 18369.00 7272.98 7418.04 12043.47 3100.00 13300.00
12 6843.00 3394.30 1049.80 2383.08 900.00 4550.00
The Complete Historical Streamflow Data (continued)
Unit in megalitres
Year Month St.210007 St.210021 St.210028 St.210031
1 4257.00 2877.52 1369.53 333.69
2 27017.00 22831.55 48264.81 34521.10
3 8068.00 3751.09 6737.85 8772.96
4 2999.00 1064.10 1550.55 1409.61
5 1793.00 789.78 1099.47 4624.17
6 1431.00 279.65 658.92 3624.03
7 4967.00 8402.70 1349.59 7777.23
8 2026.00 1770.37 1115.27 16627.34
9 1437.00 1367.88 612.22 16874.37
10 7176.00 4493.86 7336.80 102464.96
11 5540.00 5141.29 3050.31 78866.81
12 14719.00 14901.60 1166.13 16962.02
1 69129.00 78419.54 41355.83 134024.50
2 11648.00 7391.57 3280.29 16007.98
3 15417.00 7772.04 15858.17 0.00*
4 10576.00 7549.47 42630.53 4970.95*
5 25628.00 22854.49 46280.87 13874.90
6 33550.00 35830.52 91383.20 29244.68
7 5141.00 3431.75 6428.97 7842.19
8 2854.00 2502.50* 2890.48 4462.27
9 1874.00 1941.70 2250.82 3045.17
10 1862.00 2315.26 778.29 3281.14
11 3644.00 2026.71 1619.59 1698.42
12 2945.00 1562.77 348.70 44.79
1 2817.00 1467.50 0.00 0.00
2 12968.00 8765.62 1133.67 5586.98
3 14899.00 17796.37 4038.50 8105.63
4 3916.00 2851.68 2549.12 4377.22
5 6201.00 4383.30 1472.51 2068.98
6 23798.00 21578.96 28280.22 10385.44
7 5564.00 5594.33 15337.62 5045.55
8 2575.00 1796.17 2330.33 3724.96
9 5495.00 7254.53 1062.48 5268.49
10 4615.00 3781.75 2181.91 6082.13
11 13264.00 27062.72 2654.78 2094.00
12 5933.00 4874.77* 205.04 33.31
1 42672.00 42433.40* 46185.02 85361.79
2 29785.00 30183.22* 138881.62 50892.24
3 77554.00 96655.23* 156997.52 102633.57
4 13429.00 12130.44 11572.98 17832.32
5 5679.00 5782.10 3950.46 7865.93
6 20994.00 24674.03 6708.84 9171.28
7 12152.00 14582.25 10101.16 21724.41
8 4175.00 3976.90* 2508.90 7647.10
9 2819.00 1897.06 1075.69 6089.36
10 3786.00 3099.51 6332.73 8353.39
11 4626.00 1752.26 6276.98 5569.65
12 1789.00 1643.02 62.02 580.14
1 2104.00 1461.51 1.76 198.95
2 11313.00 1907.15 5392.15 9770.53
3 49482.00 81715.58 126038.00 259026.24
4 4275.00 2702.85 119.31 11232.96
5 41439.00 67496.29 49322.29 43085.33
6 10461.00 10517.58 8913.29 15097.74
7 5512.00 7770.81 3688.15 10819.99
8 2809.00 2325.47 1633.39 8881.32
9 2916.00 3128.83 1576.15 8690.88
10 1745.00 1665.05 553.23 3255.65
11 1190.00 911.37 72.62 1001.51
12 722.00 1480.95 60.57 128.71
St.210117 St.210097
1973
1974
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600.00
12100.00
2100.00
400.00
200.00
300.00
2000.00
600.00
400.00
1500.00
2300.00
3400.00
38700.00
1800.00
1300.00
1700.00
8400.00
19300.00
2100.00
800.00
600.00
400.00
400.00
100.00
300.00
2100.00
2700.00
800.00
800.00
8200.00
800.00
2200.00
2000.00
1100.00
6700.00
1600.00
28100.00
32900.00
47200.00
4000.00
2300.00
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600.00
100.00
100.00
800.00
42100.00
1200.00
33900.00
3600.00
3600.00
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1300.00
500.00
200.00 
0.00
1020.00
6200.00
3440.00
1540.00
1040.00
4020.00
16600.00
9070.00
8910.00
10900.00
17400.00
6670.00
62300.00
7830.00
5090.00
6960.00
18500.00
38200.00
18500.00
8680.00
7450.00
6990.00
6800.00
3590.00
1780.00
4960.00
7280.00
1960.00
2860.00
29200.00
12200.00
5920.00
8030.00
9190.00
13700.00
4750.00
59200.00
31500.00
57600.00
12900.00
6650.00
19500.00
26500.00
12100.00
6690.00
11300.00
8200.00
2540.00
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10400.00
92700.00
15200.00
47200.00
49900.00
20700.00
12700.00
11400.00
4890.00
2300.00
830.00
The Complete Historical Streamflow Data (continued)
Unit in megalitres
Year Month St.210007 St.210021 St.210028 St.210031 St.210117 St.210097
1978 1 5650.00 1334.36 4556.70 9559.81 2300.00 4410.00
2 6880.00 6255.66* 3861.06 9166.00 1500.00 8010.00
3 83700.00 118464.28* 102733.57 18948.20 58500.00 85600.00
4 15800.00 16909.86 12284.99 7169.29 8800.00 29200.00
5 5200.00 7301.58 5910.79 9059.14 5500.00 15800.00
6 25240.00 38147.21 46685.61 36697.59 18700.00 77800.00
7 5863.00 5971.09 10669.14 22692.05 3600.00 39100.00
8 3445.00 2846.36 3045.77 6788.61 1400.00 17400.00
9 3932.00 5240.02 7009.13 26598.55 1700.00 23700.00
10 6326.00 5357.15 6192.54 12345.65 1900.00 15500.00
11 14180.00 10106.05 15092.27 9862.57 2100.00 13000.00
12 6445.00 2244.59 1842.55 3034.22 900.00 9120.00
1979 1 17600.00 5839.50 1084.60 1153.62 1900.00 5360.00
2 6310.00 2279.25 467.91 55.15 600.00 1870.00
3 11100.00 4615.13 1334.01 3404.72 1100.00 4060.00
4 5210.00 2101.99 292.84 1389.72 800.00 2580.00
5 34800.00 47303.59 14521.88 25763.46 22300.00 15600.00
6 12700.00 8641.53 3731.94 8055.91 4600.00 12000.00
7 5702.00 2447.36 2107.23 4561.40 1300.00 5910.00
8 2775.00 1487.03 185.10* 3548.21 800.00 4440.00
9 1816.00 1935.73 1140.86 10372.05 800.00 11000.00
10 1374.00 1065.90 207.75 2170.47 200.00 3370.00
11 1138.00 1118.53 79.98 473.50 100.00 2000.00
12 378.00 1410.35 0.00 3.70 0.00 0.00
1980 1 921.00 1229.56 9.67 382.30 0.00 0.00
2 967.00 1002.55 0.00 23.77 0.00 0.00
3 1023.00 984.25 0.00 0.00 0.00 960.00
4 304.00 927.92 0.00 0.00 0.00 250.00
5 3790.00 530.26 13.07 3.30 100.00 3400.00
6 3602.00 320.93 56.52 493.20 300.00 4170.00
7 1709.00 398.30 47.10 1462.84 200.00 6270.00
8 1019.00 742.96 0.00 537.89 100.00 4000.00
9 518.00 1151.01 0.00 49.83 0.00 1240.00
10 912.00 1382.60 0.00 503.28 0.00 1660.00
11 704.00 2468.05 0.00 42.27 0.00 1720.00
12 446.00 1489.59 0.00 0.00 100.00 2060.00
1981 1 481.00 1118.04 0.00 0.00 100.00 1770.00
2 26378.00 9048.32 34933.09 15458.52 6000.00 4070.00
3 3421.00 993.79 3281.41 531.34 300.00 1120.00
4 7099.00 2428.66 12919.64 882.05 300.00 3180.00
5 15906.00 6737.34 44996.81 8352.69 900.00 5380.00
6 3744.00 4058.59 5934.70 19097.10 800.00 17900.00
7 3663.80* 2146.29 2061.64 12607.71 1100.00 11600.00
8 1887.96* 1424.29 1312.75 11440.35 500.00 7810.00
9 1192.14* 997.83 324.36 1599.60 100.00 3140.00
10 1553.30* 935.93 5514.41 5669.45 100.00 4130.00
11 72835.99* 7298.93 19620.91 45286.76 4000.00 5920.00
12 701.51* 2372.59 1385.58 4960.47 400.00 1310.00
1982 1 9880.00 20312.67 1698.52 1069.18 3930.00 620.00
2 19800.00 12715.63 471.79 1223.81 2000.00 500.00
3 46200.00 46779.53 53308.95 53025.19 16800.00 5330.00
4 10500.00 7861.76 5631.16 7079.91 2400.00 2330.00
5 2530.00 1220.19 1136.31 2824.12 600.00 670.00
6 3310.00 1727.79 683.04 2439.62 800.00 2300.00
7 7440.00 4522.96 367.69 2284.68 700.00 4750.00
8 2870.00 1229.07 0.00* 1295.20 250.00 2240.00
9 8727.00 7322.89 792.21 497.60 1000.00 5030.00
10 28007.00 37579.27 1709.23 348.97 10900.00 13700.00
11 2820.00 1301.75 63.91 0.10 250.00 1040.00
12 1790.00 969.33 0.18 0.00 30.00 1920.00
The Complete Historical Streamflow Data (continued)
Unit in megalitres
Year Month S t . 210007 S t . 2 1 X 2 1 S t .  2 1 X 2 8 S t . 2 1 X 3 1 S t . 210117 S t . 210097
1983 1 2 150.00 947.91 0 .3 5 O . X 4 5 . X 3 1 6 4 .X
2 1130.00 1684.10 1 .1 0 1147.60 1 4 9 .X 2 1 4 2 .X
3 3 070.00 1 X 3 .1 2 112.57 3 3 .5 4 O . X 1 4 4 2 .X
4 4 250.00 5 X .8 3 4 0 .7 4 3 2 .0 9 2 7 2 .X 9 7 2 .X
5 9 760.00 3278.26 6253.87 18972.10 1 6 X . X 5 5 5 8 .X
6 5380.00 4051.91 2 578.36 7569.77 1 1 X . X 1 1 8 3 .X
7 3 007.00 1505.91 1121.67 3491.77 2 4 2 .X 9 5 1 9 .X
8 2 088.00 1458.03 X 1 .3 9 7501.76 4 2 7 .X 6 6 1 1 .X
9 1818.00 1367.20 2 4 9.93 9563.74 3 3 5 .X 8 1 X . X
10 6 137.00 7151.48 3 4 4 .6 6 4609.48 1 3 7 0 .X 6 8 1 7 .X
11 2162.00 1319.23 179.55 61146.70 4 0 7 .X 3 8 9 5 .X
12 10563.00 5138.34 2 6 5 .7 4 28186.29 9 X . X 8 8 9 2 .X
1984 1 13100.00 19604.72 9377.99 53619.27 6 5 5 0 .X 3 3 1 4 7 .X
2 32400.00 8867.05 23689.45 22705.32 2 3 X . X 2 3 7 1 3 .X
3 33700.00 22395.82 32029.40 7 152.68 5 4 X . X 1 8 5 9 2 .X
4 33700.00 48687.32 2 6 8 7 6 .X 1 2 9 1 4 .X 1 1 3 X . X 2 6 5 1 8 .X
5 5770.00 3593.99 4942.35 8130.17 1 1 6 0 .X 7 5 3 2 .X
6 10300.00 4770.02 2036.59 3 7 1 1 .X 1 6 2 0 .X 5 2 9 6 .X
7 1 1 7 1 9 .X 16825.54 21146.53 25112.74 7 9 1 0 .X 3 7 6 6 2 .X
8 4 4 6 3 .X 4434.82 9156.85 23126.03 1 9 X . X 2 0 2 4 1 .X
9 1 8 9 0 .X 1581.94 1646.74 8 X 1 .5 1 X 3 . X 1 3 0 3 2 .X
10 5 4 0 2 .X 8 X 7 .8 6 8 X .5 6 3 X 1 .  X 1 3 3 0 .X 9 2 8 3 .X
11 2 9 3 1 3 3 .X 63872.98 72694.52 17571.87 2 6 3 X . X 5 9 7 2 0 .X
12 2 9 4 2 .X 2159.56 6 7 7 .X * 1223.02 X 1 . X 7 0 7 2 .X
1985 1 1 6 X . X 2241.05 0 .0 0 * 74.11 1 0 3 0 .X 2 0 9 1 .X
2 1 4 2 5 4 .X 4751.30 3197.41* O . X 7 6 2 .X 1 6 9 4 .X
3 6 7 2 8 .X 5179.76 6096.28* O . X 5 1 2 .X 1 8 7 2 .X
4 7 4 6 6 .X 6421.94 4473.74* O . X 3 9 0 .X 1 6 6 8 .X
5 3 2 4 X . X 34834.95 53282.66* 1990.79 6 6 X . X 1 1 0 4 4 .X
6 7 8 3 9 .X 8710.01 6022.70* 5767.54 3 0 4 0 .X 1 1 9 7 0 .X
7 27977.80* 44203.01 1 4 8 7 .X * 2 0 5 0 .X 1 4 1 X . X 4 1 5 7 1 .X
8 6650.59* 6739.95 7163.01* X 2 9 .1 2 1 3 5 0 .X 2 4 6 5 8 .X
9 6493.33* 6913.05 5171.59* 5 2 X .1 6 2 9 X . X 2 4 4 0 5 .X
10 93399.56* 75990.87 39031.99* 31542.27 3 5 8 X . X 4 7 1 5 8 .X
11 28550.09* 6399.02 1 5 3 X .1 7 * 11940.48 3 2 9 0 .X 1 6 9 4 9 .X
12 11178.11* 3196.20 1155.47* 7252.65 1 7 X . X 8 3 3 5 .X
1986 1 6729.32* 11894.26 4991.00* 13411.79* 2 0 X . X 8 2 0 9 .X
2 7488.57* 1646.27 0 .0 0 * 0 .0 0 * 5 2 2 .X 2 4 7 1 .X
3 7461.00* 1412.89 6 1 X .1 6 * 16 .4 3 3 2 6 .X 2 0 9 .X
4 4222.56* 1338.72 937.55* O . X O . X O . X
5 5011.71* 1225.12 4338.98* O . X O . X 5 9 8 .X
6 4019.70* 6 9 1 .6 6 518.23* O . X 1 5 3 0 .X 6 4 4 .X
7 2979.50* 9 6 2 .6 4 1109.49* 1 4 1 3 .X O . X 6 5 8 6 .X
8 3630.62* 3 369.30 6476.88* 22359.22 1 0 5 0 .X 2 2 6 7 0 .X
9 5284.20* 5563.87 2211.82* 3 4 8 9 .X 1 9 6 0 .X 1 2 3 4 5 .X
10 4383.29* 3553.98 3 X 2 .9 5 * 3 X 3 .3 1 1 2 X . X 8 6 1 8 .X
11 31153.91* 7092.51 10597.05* 9 2 X . X 3 5 3 0 .X 1 3 1 1 0 .X
12 5543.86* 1519.90 836.16* 6 X .1 2 1 1 X . X 4 5 5 7 .X
1987 1 6590.12* 1423.45 0 .0 0 * 9105.33 1 9 X . X 2 1 9 9 .X
2 6972.01* 1191.41 0 .0 0 * 4 4 .2 7 1 3 7 0 .X 8 9 0 .X
3 8786.18* 3512.42 7 5 X .8 5 * 3095.79 2 4 5 0 .X 3 2 3 6 .X
4 4830.78* 2429.97* 2858.25* 3 1 2.98 8 3 1 .X 6 8 5 .X
5 6139.62* 2773.68* 8646.13* X 5 .9 2 8 3 3 .X 4 7 2 1 .X
6 5703.06* 2827.32* 0 .0 0 * 1722.01 3 4 4 .X 4 0 5 1 .X
7 3181.86* 1 4 6 1 .X * 1444.44* 1977.61 5 6 . X 3 5 8 1 .X
8 8903.38* 3272.49* 4746.38* 22443.67 6 3 9 0 .X 1 7 6 5 6 .X
9 4372.90* 4832.04* 3035.95* 7 X 7 .7 1 1 4 X . X 1 5 7 0 3 .X
10 6595.84* 7262.36* 3186.18* 3503.05 2 0 6 0 .X 8 8 1 4 .X
11 94188.20* 24501.18* 27450.02* 1471.73 9 3 4 0 .X 2 6 8 4 9 .X
12 6250.75* 8415.62* 2331.61* 9 0 9.02 3 9 1 0 .X 5 0 3 1 .X
To ta l  data 240 240 240 240 240 240
APPENDIX A.4: The Water Demand Data
Irrigation Unit in megalitres
Month Area 1 Area 2 Area 3 Area 4 Area 5 Area 6 Area 7
January 2833.41 1220.59 140.95 199.98 1180.82 215.40 0.00
February 2425.15 1044.71 118.74 171.17 1010.67 151.14 0.00
March 2138.19 921.10 99.95 150.91 891.08 142.20 0.00
Apri l 1850.12 797.00 79.36 130.58 771.03 162.90 0.00
May 1092.72 470.72 42.90 77.12 455.39 40.78 0.00
June 705.66 303.98 35.68 49.81 294.08 22.29 0.00
July 823.72 354.84 68.00 58.14 343.28 10.16 0.00
August 1129.39 486.52 101.13 79.71 470.67 76.55 0.00
September 1813.15 781.07 120.19 127.97 755.63 201.64 0.00
October 1867.69 804.57 128.00 131.82 778.36 161.73 0.00
November 1848.73 796.40 130.18 130.48 770.45 161.01 0.00
December 2381.82 1026.05 170.60 168.11 992.62 244.19 0.00
Total Yearly 20909.75 9007.55 1235.68 1475.80 8714.08 1589.99 0.00
Water Supply Unit in megalitres
Month Area 1 Area 2 Area 3 Area 4 Area 5 Area 6 Area 7
January 0,00 0.00 0.00 2.35 1123.80 0.00 7197.78
February 0.00 0.00 0.00 2.12 1015.05 0.00 6501.22
March 0.00 0.00 0.00 2.35 1123.80 0.00 7355.98
Apri l 0.00 0.00 0.00 2.27 1087.55 0.00 8113.77
May 0.00 0.00 0.00 2.35 1123.80 0.00 8937.91
June 0.00 0.00 0.00 2.27 1087.55 0.00 8496.50
July 0.00 0.00 0.00 2.35 1123.80 0.00 8937.91
August 0.00 0.00 0.00 2.35 1123.80 0.00 7988.75
September 0.00 0.00 0.00 2.27 1087.55 0.00 7884.16
October 0.00 0.00 0.00 2.35 1123.80 0.00 7435.07
November 0.00 0.00 0.00 2.27 1087.55 0.00 7195.23
December 0.00 0.00 0.00 2.35 1123.80 0.00 7118.69
Total Yearly 0.00 0.00 0.00 27.65 13231.85 0.00 93162.92
Water Demand (Irrigation + Water Supply) Unit in megalitres
Month Area 1 Area 2 Area 3 Area 4 Area 5 Area 6 Area 7
January 2833.41 1220.59 140.95 202.33 2304.62 215.40 7197.78
February 2425.15 1044.71 118.74 173.29 2025.72 151.14 6501.22
March 2138.19 921.10 99.95 153.26 2014.88 142.20 7355.98
Apri l 1850.12 797.00 79.36 132.85 1858.58 162.90 8113.77
May 1092.72 470.72 42.90 79.47 1579.19 40.78 8937.91
June 705.66 303.98 35.68 52.08 1381.63 22.29 8496.50
July 823.72 354.84 68.00 60.49 1467.08 10.16 8937.91
August 1129.39 486.52 101.13 82.06 1594.47 76.55 7988.75
September 1813.15 781.07 120.19 130.24 1843.18 201.64 7884.16
October 1867.69 804.57 128.00 134.17 1902.16 161.73 7435.07
November 1848.73 796.40 130.18 132.75 1858.00 161.01 7195.23
December 2381.82 1026.05 170.60 170.46 2116.42 244.19 7118.69
Total Yearly 20909.75 9007.55 1235.68 1503.45 21945.93 1589.99 93162.92
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The average daily water use in the City of Newcastle 
is 630 litres per person (for an average climatic year), 
which consists of Domestic uses (178 litres), Commercial 
uses (74 litres), Industrial uses (133 litres), and other 
uses (245 litres). These figures are based on a report 
(The First National Survey Of Water Use In Australia - 
Australian Water Resources Council, 1981). According to 
the report, the other uses include water used for fire 
fighting, street cleaning, mains scouring, and 
distribution losses. If the population of the City of 
Newcastle is 405000 (The Australian Encyclopaedia, 1988 - 
based on the 1986 Census ), and by considering the 
seasonal (monthly) variation factor, the monthly water 
supply demand are:
Water Supply in Newcastle
1 2 3 4 5
TOTAL No. T0TAL Monthly MONTHLY WATER
litres of M0NTHLY variation SUPPLY DEMAND
Month per person days WATER USE factor
per day megalitres % megalitres
January 630.0 31 7909.65 91 7197.78
February 630.0 28 7144.20 91 6501.22
March 630.0 31 7909.65 93 7355.98
Apri l 630.0 30 7654.50 106 8113.77
May 630.0 31 7909.65 113 8937.91
June 630.0 30 7654.50 111 8496.50
July 630.0 31 7909.65 113 8937.91
August 630.0 31 7909.65 101 7988.75
September 630.0 30 7654.50 103 7884.16
October 630.0 31 7909.65 94 7435.07
November 630.0 30 7654.50 94 7195.23
December 630.0 31 7909.65 90 7118.69
Average 7760.81 100 7763.58
Third column values are obtained by 1st column x 2nd 
column x the population. Averaging the 3rd column values 
gives 7760.813 megalitres of average monthly water use.
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The 4th column values are the seasonal (monthly) variation 
factor (Weeks, 1974). Multiplying these values by the 
average monthly water use gives the monthly water supply 
demand (5th column).
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APPENDIX A.5: Reservoir Storage Capacity And Surface Area
GLENBAUN DAM: storage capacity and surface area table
ELEVA­
TION
metres
STORAGE 
VOLUME 
megalitres
SURFACE
AREA
hectares
ELEVA­
TION
metres
STORAGE 
VOLUME 
megal i tres
SURFACE
AREA
hectares
ELEVA­
TION
metres
STORAGE 
VOLUME 
megalitres
SURFACE
AREA
hectares
190.61 0 0 228.71 61454 515 257.67 359150 1640
193.66 42 3 230.24 69594 554 258.00 364520 1651
196.71 217 9 231.76 78374 599 260.00 398414 1741
199.76 673 22 233.28 87850 645 262.00 434304 1847
202.80 1619 42 234.81 98037 692 264.00 472214 1944
205.85 3319 70 236.33 108981 744 266.00 512026 2038
208.90 5937 102 237.86 120675 796 268.00 553785 2139
211.95 9609 140 239.38 133453 877 270.00 597661 2250
215.00 14565 190 240.90 147202 929 272.00 643848 2369
215.07 14710 190 242.43 161817 987 274.00 692415 2487
216.52 17743 226 243.95 177239 1036 276.00 743319 2602
218.04 21390 254 245.48 193356 1082 278.00 796449 2713
219.57 25512 287 246.00 199023 1102 280.00 851893 2833
221.09 30126 319 248.53 228430 1197 282.00 909866 2963
222.62 35240 352 250.00 246631 1268 284.00 970388 3090
224.14 40874 388 252.00 273141 1382 286.00 1033495 3220
225.66 47084 428 254.00 301856 1486 288.00 1099078 3340
227.19 53932 471 256.00 332365 1566 290.00 1167140 3468
The lowest outlet at : El. 215.07 The normal pool level at : El. 248.53
The spillway crest at : El. 257.67
GLENNIES CK. DAM: storage capacity and surface area table
ELEVA­
TION
metres
STORAGE 
VOLUME 
megal i tres
SURFACE
AREA
hectares
ELEVA­
TION
metres
STORAGE
VOLUME
megalitres
SURFACE
AREA
hectares
ELEVA­
TION
metres
STORAGE
VOLUME
megalitres
SURFACE
AREA
hectares
130.50 0 0 154.00 15781 240 178.00 175500 1162
132.00 4 1 156.00 21108 294 180.00 199690 1256
134.00 40 3 158.00 27622 359 182.00 225686 1345
136.00 136 7 160.00 35535 432 184.00 253568 1443
138.00 293 10 162.00 44901 504 186.00 283375 1538
140.00 566 18 164.00 55666 573 188.00 315133 1638
142.00 1072 34 166.00 67820 644 190.00 344678 1737
144.00 1980 58 168.00 81543 728 192.00 384678 1842
146.00 3410 86 170.00 96915 810 194.00 422504 1941
148.00 5467 119 172.00 113956 895 196.00 462357 2044
150.00 8139 150 174.00 132706 981 198.00 504256 2146
152.00 11501 189 176.00 153198 1069 200.00 548225 2251
The lowest outlet at : El. 142.00 The normal pool level at : El. 186.00
The spillway crest at : El. 186.00
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LOSTOCK DAM: storage capacity and surface area table
ELEVA­
TION
metres
STORAGE 
VOLUME 
megal i très
SURFACE
AREA
hectares
ELEVA­
TION
metres
STORAGE 
VOLUME 
megal i très
SURFACE
AREA
hectares
ELEVA­
TION
metres
STORAGE 
VOLUME 
megal i très
SURFACE
AREA
hectares
128.65 0 0 140.20 1126 34 153.92 16987 202
129.54 1 0 141.73 1774 51 155.44 20225 223
130.33 3 1 143.26 2663 67 156.97 23772 243
131.06 10 1 144.78 3838 87 158.49 27629 263
132.58 40 3 146.30 5300 105 160.02 31772 281
134.11 98 5 147.82 7063 125 161.54 36228 304
135.63 217 10 149.35 9090 142 163.06 41023 326
137.16 394 14 150.87 11424 164 164.59 46158 348
138.68 687 24 152.40 14058 182
The lowest outlet at : El. 130.33 The normal pool level at : El. 155.44
The spillway crest at : El. 155.44
For the Chichester reservoir, the only information 
available is that the total storage capacity up until 
spillway crest is 16,899 megalitres (Water Resources of 
NSW, 1971). Since this capacity is small compared to the 
capacities of Glenbawn and Glennies Ck. reservoirs, and 
about the same as Lostock reservoir, it is assumed in this 
study that the storage-elevation and area-elevation curves 
have similar shapes to those of Lostock.
CHICHESTER DAM: storage capacity and surface area table
(derived from Lostock dam, with total storage capacity up until 
spillway crest 16,899 megalitres, and elevation start at zero).
ELEVA­
TION
metres
STORAGE 
VOLUME 
megal i très
SURFACE
AREA
hectares
ELEVA­
TION
metres
STORAGE 
VOLUME 
megal i très
SURFACE
AREA
hectares
0.00 0 0 11.55 941 28
0.88 1 0 13.07 1482 43
1.67 3 1 14.61 2225 56
2.40 8 1 16.12 3207 73
3.93 33 3 17.64 4428 88
5.45 82 4 19.17 5901 104
6.98 181 8 20.69 7595 119
8.50 329 12 22.22 9545 137
10.02 574 20 23.74 11746 152
ELEVA­
TION
metres
STORAGE 
VOLUME 
megal i très
SURFACE
AREA
hectares
25.26
26.79
28.31
29.84
31.36
32.88
34.41
35.93
14193
16899
19863
23085
26547
30270
34277
38567
169
186
203
220
235
254
272
291
The lowest outlet at : El. 1.67 
The spillway crest at : El. 26.79
The normal pool level at : El. 26.79
The plotting of the storage-elevation area-elevation,
and storage-area curves can be seen in the following
pages
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STORAGE vs. ELEVATION: GLENBAWN DAM STORAGE vs. ELEVATOSI: GLENNIES DAM
O 20 40 60 80 100 120 O 10 20 30 40 50 60
STORAGE (10000 megaftro*) STORAGE (10000 msgtftrat)
STORAGE vs. ELEVATION: LJOSTOCK DAM STORAGE vs. ELEVATION: CHICHESTER DAM
STO R AGE (10000 msgalitrea) STO R AGE (10000 nrwgaltFtt)
Figure A.5.1
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AREA vs. ELEVATION: GLENBAWN DAM AREA vs. ELEVATION: GLENNIES DAM
O 50 100 150 200 250 300 350 O 40 80 120 160 200 240
AREA (10 HECTARES) AREA (10 HECTARES)
AREA vs. ELEVATION: LOSTOCK DAM AREA vs. ELEVATION: CHICHESTER DAM
O 5  10 15 20 25 30 35 O 5  10 15 20 25 30
AREA (10 HECTARES) AREA (10 HECTARES)
Figure A.5.2
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STORAGE vs. AREA GLENBAWN DAM STORAGE vs. AREA GLENNIES DAM
O 20 40 60 80 100 120 O 10 20 30 40 50 60
STORAGE (10000 magaftras) STORAGE (10000 magaiitraa)
STORAGE vs. AREA: LOSTOCK DAM STORAGE vs. AREA CHICHESTER DAM
STORAGE (10000 megalilres) STORAGE (10000 megaWres)
Figure A.5.3
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APPENDIX A.6: Monthly Evaporation Losses
The evaporation data for the Upper Hunter Valley are 
obtained from Water Resources of the Upper Hunter Valley - 
Water Conservation & Irrigation Commission - Report No.15 
- September 1969. Included in this area are Glenbawn 
reservoir and Glennies reservoir. The evaporation data 
for the Lower Hunter Valley are obtained from Water 
Resources of the Lower Hunter Valley - Water Conservation 
& Irrigation Commission Report No.4 - September 1966. 
Included in this area are Lostock reservoir and Chichester
reservoir.
Upper Hunter Valley: Eastern Section
MONTH
EVAPORATION
mm
STANDARD
DEVIATION
mm
January 160.0 20.3
February 127.0 17.8
March 127.0 15.2
Apri l 81.3 12.7
May 58.4 7.6
June 40.6 7.6
July 35.6 5.1
August 58.4 7.6
September 78.7 10.2
October 104.1 15.2
November 149.9 22.9
December 154.9 25.4
Yearly 1176.0 96.5
Lower Hunter Valley
MONTH
EVAPORATION
mm
STANDARD
DEVIATION
mm
January 142.2 20.3
February 111.8 17.8
March 94.0 17.8
Apri l 73.7 12.7
May 58.4 10.2
June 43.2 10.2
July 38.1 7.6
August 58.4 7.6
September 76.2 10.2
October 104.1 15.2
November 139.7 20.3
December 152.4 22.9
Yearly 1092.2 96.5
The standard deviations of the monthly evaporation in 
the above tables are small. Therefore, the monthly 
evaporation in the four reservoirs can be assumed as 
constants from year to year.
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APPENDIX B.l: Streamflow Data Serial Correaltion
The serial correlation of a sequence of monthly 
streamflows of a particular station, is obtained by 
pairing each of the monthly streamflows with the monthly 
streamflow occurring k months earlier, and calculating the 
correlation coefficient of the two resulting sequences.
The k called as the lag, which can have values of k = 0,
1 ,  2  ̂ •••«  .
The correlation coefficient value can range from -1 to 
+1. A value of 0 indicates no correlation between the two 
sequences. A value of 1 or close to it indicates strong 
positive correlation. A value of -1 or close to it 
indicates strong negative correlation. Obviously, the 
serial correlation of k = 0 will produce a correlation 
coefficient of one. As k becomes larger, the value moves 
toward zero, and may even become negative. But as k moves
toward the same month again (k = 12, 24, .... ), the
coefficient correlation tends to raise toward 1, although 
it is much less than 1. By plotting the serial 
correlation in a graph (correlogram), the cyclical pattern 
can be expected to appear.
The expected cyclical pattern is thus a curve begins 
with 1 (k = 0), moves downward (until k=6), moves upward 
again (until k=12), then moves downward again, etc. In 
the following pages, the graphs of historical streamflow 
serial correlation of the six stations are shown. Also 
shown are the graphs of synthetic streamflow serial
168
correlation of the six stations, taken from one of the 
generated synthetic data files.
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LAG (month)
HISTORICAL FLOW  SERIAL CORRELATION  
ST. N 0.210021
LAG (month)
Figure B.1.1
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SYNTHETIC FLOW SERIAL CORRELATION
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LAG (month)
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ST. N0.210031 FILE NO.1
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SYNTHETIC FLOW SERIAL CORRELATION
LAG (month)
SYNTHETIC FLOW SERIAL CORRELATION
LAG (month)
Figure B.1.6
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APPENDIX B.2: The Generated Standard Normal Random
Numbers
There are 20 files of the generated standard normal 
random numbers. Each files contains 7200 random numbers.
Shown here is a part of the generated standard normal
random numbers, taken from file no.l.
Unit in megalitres
No. Row Column 1 Column 2 Column 3 Column 4 Column 5 Column 6
1 -0.90426 -2.23882 -0.38510 0.39654 0.03427 -0.24680
2 -0.76077 -0.67497 0.88254 0.27117 -0.21321 -0.60086
3 -0.05651 -0.66364 -1.76839 1.44687 -2.43772 -0.22158
4 -0.26308 -0.04981 -0.18317 -1.10975 0.47470 1.30796
5 -0.30417 1.01892 -1.12094 -1.08848 0.23156 0.46514
6 -0.26459 -2.17489 -0.17866 0.52259 -0.88170 0.39499
7 -0.39606 0.18648 0.48724 0.95373 -0.47461 0.60900
8 -0.56156 0.72722 -0.85163 1.56237 -2.75791 -0.98864
9 -0.50452 -2.01937 0.02819 -1.08039 1.71654 2.58578
10 1.81951 -0.66538 0.33635 -0.26638 0.81246 -1.72727
11 0.82884- -0.87405 -1.34221 0.27109 1.06776 -1.66495
12 0.13807 0.86567 -1.38972 -2.19851 0.72687 0.70121
13 -0.15843 0.18018 -2.52162 -1.83725 0.32731 -0.84218
14 -1.04653 0.74343 0.42971 -0.22929 0.47210 -0.94776
15 0.91461 -0.93299 -0.03156 -1.68544 -0.14045 -0.41179
16 0.55212 0.50417 0.20596 0.39233 0.36553 -1.17012
17 0.53308 0.00839 0.47435 -0.11086 -0.56226 -0.37273
18 -0.76729 0.17830 0.75815 -0.08916 0.31744 -0.63880
19 -0.35913 -1.10427 0.45901 -1.37971 -1.44122 -1.63399
20 -0.27090 -0.57339 0.26057 0.46250 -0.29035 -1.15579
21 0.69381 1.00379 -0.65776 0.59003 -0.55703 -0.07813
22 -0.42786 0.16467 -2.62033 -1.12231 0.47757 -1.06294
23 0.51291 1.22721 1.70099 -1.09850 -0.05084 -0.12577
24 0.51044 -0.55510 0.90798 -1.16719 0.63720 -1.23771
25 -1.06400 0.62247 0.23678 1.14900 0.94483 1.57360
26 -0.29136 -0.38324 -0.54961 2.50308 1.23125 -0.50363
27 -0.61195 -1.41651 -0.21535 0.43971 -0.75893 0.70098
28 1.52977 -1.00462 0.07322 0.53256 1.48578 -1.58518
1189 o!35442 o!72545 -o !32742 1 !07222 o!25732 -1.53096
1190 -1.23750 0.17948 -0.97330 0.53075 0.45130 1.06025
1191 1.25414 0.58119 0.49396 -0.94064 -1.39347 2.32608
1192 0.70550 0.60320 0.32563 1.01435 -0.17059 -0.82722
1193 0.05645 0.21217 0.38251 0.63499 -1.75494 0.47170
1194 -1.36574 1.71602 1.02826 -0.56891 -0.28102 0.08900
1195 0.82609 -0.73365 2.24416 -0.61222 -0.92288 -0.60319
1196 -0.07598 0.49637 -0.44162 0.80897 1.44129 0.52055
1197 -1.15360 -0.38415 0.99279 0.66360 0.75792 -1.69223
1198 -0.56890 -0.68070 -0.62320 -0.42043 -0.56260 1.19320
1199 0.26663 1.46124 0.84617 0.58740 -0.85714 -0.44893
1200 0.38957 -0.24046 -0.02475 0.50463 0.11885 -0.02479
The graph of serial correlation (correlogram) and the
distribution of the random numbers in file no.l can be 
seen in the following page.
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SERIAL CORRELATION
STD. NORMAL RANDOM NUMBERS: RLE NO.1
LA G
Figure B.2.1
DISTRIBUTION
Std. Normal Random Number: File No.1
Figure B.2.2
APPENDIX B.3 The Generated Synthetic Streamflow Data
There are 20 files of the generated synthetic 
streamflow data sequences. Each files contains 1200 
monthly streamflows (or 100 years) of all six stations 
(supply points). Shown here is a part of the generated 
synthetic streamflow data sequences, taken from file no.
Unit in megalitres
Year Month St.210007 St.210021 St.210028 St.210031 St.210117 St.210097
1 1 1500.15 0.00 0.00 974.33 0.00 451.67
2 2169.32 390.84 1434.14 5331.01 0.00 76.84
3 11638.89 3160.49 0.00 11167.24 0.00 594.79
4 2268.83 284.22 0.03 577.38 27.22 1838.07
5 3784.01 5237.75 11.44 246.89 616.32 3821.32
6 4928.48 171.96 0.00 2234.78 101.26 6080.78
7 2323.72 1520.84 1540.25 9173.02 681.95 15193.98
8 2445.44 2611.18 631.69 17376.53 467.44 9547.15
9 1615.07 646.63 198.28 3392.43 375.36 12039.25
10 32323.72 23328.00 11921.01 14121.30 11566.07 14584.67
11 77518.-03 15768.61 4516.21 5604.60 6550.23 5283.86
12 4655.25 4369.65 26.75 0.00 348.15 1511.51
2 1 2213.16 2892.55 0.00 0.00 0.00 0.00
2 0.00 36.33 0.00 0.00 0.00 0.00
3 17147.95 5247.54 4048.36 0.00 44.67 0.00
4 6564.80 4647.67 3623.62 592.10 1270.69 444.57
5 11319.88 8357.76 13462.19 3401.30 1835.28 3496.89
6 3663.73 2165.43 4869.41 3312.76 1044.99 1942.50
7 3326.04 634.64 2353.18 467.45 0.00 579.91
8 1587.29 494.80 551.48 2500.66 48.37 224.08
9 2838.93 3132.89 764.71 4980.93 676.02 5499.10
10 1003.77 1526.17 0.00 0.00 0.00 479.97
11 1526.83 4581.80 6663.98 969.73 666.18 2648.35
12 6817.39 3502.00 1824.70 46.84 927.02 1796.71
3 1 375.81 970.60 1767.75 4825.99 1851.62 8353.63
2 9574.08 5104.77 1979.66 78021.35 8496.29 13106.85
3 12574.18 2808.39 4524.76 27692.79 1067.56 13364.26
••
4 17358.13 12261.54 11754.22 11493.67 7170.39 8162.01
100 1 47427Ì24 56417.82 26279.41 81470.00 41399.12 20276!02
2 5352.50 3713.64 0.00 15574.18 1117.48 6297.51
3 41189.46 54318.59 52636.26 24332.14 12051.38 59817.06
4 15460.20 20961.55 16129.43 14700.18 7338.74 18348.70
5 16799.34 19983.79 25286.91 22507.85 5502.88 20374.88
6 3649.79 8492.12 13212.95 12258.50 2885.10 18977.57
7 10834.59 10447.41 19638.63 14602.88 4235.08 25171.61
8 5266.02 4777.41 4058.76 12929.06 3404.35 22836.51
9 1954.23 1934.31 2095.45 9627.39 1109.24 7144.91
10 3513.60 1729.55 934.52 1943.06 51.67 7870.21
11 14752.33 13045.03 15004.70 28018.29 3281.79 13412.50
12 8835.92 5264.46 1410.98 9289.59 1983.33 7489.24
Synthetic Streamflow Data
APPENDIX B.4: Statistical Comparison Of Historical And
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In this appendix, some statistical properties of 
historical streamflow data and one file of the generated 
synthetic streamflow data are compared. Those statistical 
properties are:
- Monthly mean for each station.
- Monthly standard deviation for each station.
- Skewness for each station.
- Lag 1 serial correlation for each station.
- Cross-correlation between stations.
These compari.son can be seen below and in the following
pages.
Mean of Monthly Historical Flow
Month 210007 210021 210028 210031 210117 210097
1 21546.47 21246.79 12203.86 24279.44 13297.75 15922.50
2 14390.98 9168.12 17812.16 28508.59 5963.15 12137.50
3 22685.31 24465.47 26880.05 24301.86 10138.40 16685.05
4 8405.02 7759.32 7266.56 4817.13 2494.65 6944.65
5 11436.37 11683.92 13472.76 8426.65 4776.65 9470.65
6 12103.09 11326.29 11266.06 8440.21 4776.70 18192.70
7 6179.35 7033.36 4312.34 7371.70 2745.40 16022.45
8 4041.23 3417.57 2768.31 8819.31 1793.35 14340.30
9 3287.13 3349.73 1915.86 6830.82 1183.90 11854.75
10 10471.45 10398.20 5025.73 10668.33 3668.00 11212.50
11 31469.56 10501.16 10765.78 16437.29 3825.85 12594.65
12 6448.26 4362.68 1173.98 5167.00 1480.35 5738.35
Mean of Monthly Synthetic Flow
Month 210007 210021 210028 210031 210117 210097
1 20214.03 20634.72 12694.15 22348.72 13321.27 14117.40
2 13828.78 8774.75 15375.09 24867.24 5496.15 10611.83
3 22330.96 21385.02 27319.58 23798.66 8627.73 15223.41
4 10031.38 9605.91 9429.98 5323.08 2849.67 7726.74
5 12165.90 11275.62 13542.30 8231.66 4779.46 9639.76
6 12303.93 10863.98 12839.05 8597.63 4499.28 19777.03
7 6328.98 6957.14 5471.32 7893.63 2844.13 17219.20
8 3704.43 2950.67 2732.63 8737.00 1587.51 13060.56
9 3405.23 3377.31 1941.89 6105.16 1194.99 11622.93
10 11101.62 11237.65 5660.29 12581.80 4061.96 11305.31
11 30140.55 9664.44 10458.71 16690.85 3633.34 12874.02
12 5486.23 4116.23 1018.47 4566.64 1297.69 5292.57
Standard Deviations of Monthly Historical Flows
Month 210007 210021 210028 210031 210117 210097
1 298A6.50 292A6.93 18928.56 36366.A0 20717.A2 21002.83
2 12169.78 9785.66 3AA9A.A2 83016.57 11822.88 23A76.13
3 23282.26 33727.60 A5300.56 5890A.77 171A8.76 27171.76
A 7233.68 1102A.93 10391.98 5291.30 3A16.80 8173.10
5 11710.A7 17520.88 18138.31 10300.53 8306.77 10638.15
6 9982.A5 116A2.99 21A65.11 9522.72 5700.30 20A88.1A
7 5723.79 9635.58 5556.71 7355.03 3530.55 12069.25
8 2939.11 3086.A9 27A8.86 6976.18 1973.83 12668.A7
9 20A8.22 2179.15 2130.25 61A0.73 892.10 8038.01
10 20177.80 17370.86 90A2.60 220AA.28 7830.21 9333.86
11 6A901.70 15A33.8A 171A5.87 2A362.68 6216.A1 13578.06
12 7117.22 A185.37 1A62.89 8327.39 2323.A1 A221.2A
Standard Deviations of Monthly Synthetic Flows
Month 210007 210021 210028 210031 210117 210097
1 28130.60 27317.15 2196A.9A 35056.A9 19A89.58 17858.86
2 12576.2A 8222.86 17661.A8 30A71.10 7717.93 13A09.01
3 21383.30 2A636.36 366A7.57 A1861.03 12595.73 20216.99
A 6820.6A 9228.23 11A21.70 5560.1A 2860.32 6691.91
5 961A.58 1112A.13 15871.18 89A7.72 5397.82 8568.21
6 10310.3A 101A6.23 15776.20 821A.21 A683.9A 18713.5A
7 A911.20 7282.73 619A.A3 7006.87 3029.16 13857.A7
8 2676.80 23A5.17 2723.A5 6620.87 1595.86 10960.66
9 20A1.3A 2317.52 1989.6A 52A9.62 1021.87 785A.59
10 12172.03 13008.06 6851.37 13275.62 5309.87 7928.05
11 38652.A5 10689.AA 1A6A9.73 2081A.07 A965.66 11359.82
12 5227.5A ' 3535.97 1261.68 5380.26 1582.92 3912.72
SKEWNESS LAG 1 SERIAL CORRELATION
Station Historical Synthetic Historical Synthetic
210007 7.012 3.98A 0.0A56 0.1120
210021 3.272 3.171 0.1136 0.1257
210028 A.09A A. 005 0.2886 0.2623
210031 7.585 A. 932 0.1533 0.2153
210117 3.85 A A.6A0 0.2372 0.1138
210097 2.893 2.281 0.3232 0.3702
Historical Monthly Correlation Coefficient
File No. 1 
Month : January
St.
210007
St.
210021
St.
210028
St.
210031
St.
210117
St.
210097
St.210007 1.000 0.971 0.883 0.786 0.982 0.781
St.210021 0.971 1.000 0.932 0.847 0.960 0.808
St.210028 0.883 0.932 1.000 0.848 0.892 0.816
St.210031 0.786 0.847 0.848 1.000 0.741 0.929
St.210117 0.982 0.960 0.892 0.741 1.000 0.731
St.210097 0.781 0.808 0.816 0.929 0.731 1.000
Month : February
St.
210007
St.
210021
St.
210028
St.
210031
St.
210117
St.
210097
St.210007 1.000 0.852 0.738 0.718 0.788 0.756
St.210021 0.852 1.000 0.866 0.779 0.942 0.801
St.210028 0.738 0.866 1.000 0.546 0.878 0.626
St.210031 0.718 0.779 0.546 1.000 0.869 0.976
St.210117 0.788 0.942 0.878 0.869 1.000 0.895
St.210097 0.756 0.801 0.626 0.976 0.895 1.000
Month : March
St.
210007
St.
210021
St.
210028
St.
210031
St.
210117
St.
210097
St.210007 1.000 0.973 0.911 0.537 0.947 0.847
St.210021 0.973 1.000 0.927 0.624 0.991 0.925
St.210028 0.911 0.927 1.000 0.767 0.934 0.885
St.210031 0.537 0.624 0.767 1.000 0.648 0.759
St.210117 0.947 0.991 0.934 0.648 1.000 0.945
St.210097 0.847 0.925 0.885 0.759 0.945 1.000
Synthetic Monthly Correlation Coefficient 
File No. 1
Month : January
St.
210007
St.
210021
St.
210028
St.
210031
St.
210117
St.
210097
St.210007 1.000 0.939 0.761 0.629 0.898 0.820
St.210021 0.939 1.000 0.779 0.649 0.920 0.840
St.210028 0.761 0.779 1.000 0.626 0.760 0.727
St.210031 0.629 0.649 0.626 1.000 0.798 0.705
St.210117 0.898 0.920 0.760 0.798 1.000 0.853
St.210097 0.820 0.840 0.727 0.705 0.853 1.000
Month : February
St.
210007
St.
210021
St.
210028
St.
210031
St.
210117
St.
210097
St.210007 1.000 0.898 0.645 0.436 0.822 0.694
St.210021 0.898 1.000 0.688 0.544 0.885 0.774
St.210028 0.645 0.688 1.000 0.516 0.731 0.614
St.210031 0.436 0.544 0.516 1.000 0.659 0.647
St.210117 0.822 0.885 0.731 0.659 1.000 0.828
St.210097 0.694 0.774 0.614 0.647 0.828 1.000
Month : March
St.
210007
St.
210021
St.
210028
St.
210031
St.
210117
St.
210097
St.210007 1.000 0.921 0.740 0.460 0.809 0.671
St.210021 0.921 1.000 0.691 0.486 0.868 0.714
St.210028 0.740 0.691 1.000 0.591 0.703 0.714
St.210031 0.460 0.486 0.591 1.000 0.667 0.715
St.210117 0.809 0.868 0.703 0.667 1.000 0.804
St.210097 0.671 0.714 0.714 0.715 0.804 1.000
Month : April
St.
210007
St.
210021
St.
210028
St.
210031
St.
210117
St.
210097
St.210007 1.000 0.979 0.627 0.678 0.889 0.780
St.210021 0.979 1.000 0.549 0.656 0.898 0.767
St.210028 0.627 0.549 1.000 0.376 0.459 0.440
St.210031 0.678 0.656 0.376 1.000 0.721 0.684
St.210117 0.889 0.898 0,459 0.721 1.000 0.815
St.210097 0.780 0.767 0.440 0.684 0.815 1.000
Month : May
St.
210007
St.
210021
St.
210028
St.
210031
St.
210117
St.
210097
St.210007 1.000 0.954 0.815 0.743 0.861 0.724
St.210021 0.954 1.000 0.685 0.822 0.961 0.829
St.210028 0.815 0.685 1.000 0.477 0.541 0.551
St.210031 0.743 0.822 0.477 1.000 0.906 0.836
St.210117 0.861 0.961 0.541 0.906 1.000 0.873
St.210097 0.724 0.829 0.551 0.836 0.873 1.000
Month : June
St.
210007
St.
210021
St.
210028
St.
21X31
St.
210117
St.
210097
St.210007 1.000 0.945 0.728 0.545 0.915 0.725
St.210021 0.945 1.000 0.793 0.730 0.970 0.827
S t.210028 0.728 0.793 1.000 0.798 0.869 0.619
St.210031 0.545 0.730 0.798 1.0X 0.763 0.769
St.210117 0.915 0.970 0.869 0.763 1.0X 0.823
St.210097 0.725 0.827 0.619 0.769 0.823 1.0X
Month : April
St.
210007
St.
210021
St.
210028
St.
210031
St.
210117
St.
210097
S t.210007 1.000 0.902 0.773 0.529 0.859 0.675
S t.210021 0.902 1.000 0.806 0.505 0.880 0.691
S t.210028 0.773 0.806 1.000 0.554 0.775 0.643
St.210031 0.529 0.505 0.554 1.000 0.680 0.622
St.210117 0.859 0.880 0.775 0.680 1.000 0.749
St.210097 0.675 0.691 0.643 0.622 0.749 1.000
Month : May
St.
210007
St.
210021
St.
210028
St.
210031
St.
210117
St.
210097
St.210007 1.000 0.894 0.710 0.400 0.756 0.583
St.210021 0.894 1.000 0.675 0.481 0.850 0.651
St.210028 0.710 0.675 1.000 0.655 0.719 0.691
St.210031 0.400 0.481 0.655 1.000 0.705 0.679
St.210117 0.756 0.850 0.719 0.705 1.000 0.761
St.210097 0.583 0.651 0.691 0.679 0.761 1.000
Month : June
St.
210007
St.
210021
St.
210028
St.
210031
St.
210117
St.
210097
S t.210007 1.000 0.897 0.743 0.395 0.802 0.623
St.210021 0.897 1.000 0.733 0.506 0.896 0.685
St.210028 0.743 0.733 1.000 0.539 0.737 0.687
St.210031 0.395 0.506 0.539 1.000 0.659 0.679
St.210117 0.802 0.896 0.737 0.659 1.000 0.780
S t.210097 0.623 0.685 0.687 0.679 0.780 1.000
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Month : July
St.
210007
St.
210021
St.
210028
St.
210031
St.
210117
St.
210097
St.210007 1.000 0.966 0.243 0.213 0.915 0.681
St.210021 0.966 1.000 0.222 0.192 0.951 0.751
St.210028 0.243 0.222 1.000 0.756 0.362 0.559
St.210031 0.213 0.192 0.756 1.000 0.415 0.655
St.210117 0.915 0.951 0.362 0.415 1.000 0.850
St.210097 0.681 0.751 0.559 0.655 0.850 1.000
Month : August
St.
210007
St.
210021
St.
210028
St.
210031
St.
210117
St.
210097
St.210007 1.000 0.914 0.610 0.290 0.888 0.749
St.210021 0.914 1.000 0.615 0.164 0.738 0.805
St.210028 0.610 0.615 1.000 0.664 0.401 0.495
St.210031 0.290 0.164 0.664 1.000 0.308 0.325
St.210117 0.888 0.738 0.401 0.308 1.000 0.770
St.210097 0.749 0.805 0.495 0.325 0.770 1.000
Month : September
St.
210007
St.
210021
St.
210028
St.
210031
St.
210117
St.
210097
St.210007 1.000 0.949 0.432 -0.013 0.699 0.398
St.210021 0.949 1.000 0.542 0.108 0.782 0.478
St.210028 0.432 0.542 1.000 0.557 0.762 0.795
St.210031 -0.013 0.108 0.557 1.000 0.222 0.502
St.210117 0.699 0.782 0.762 0.222 1.000 0.836
St.210097 0.398 0.478 0.795 0.502 0.836 1.000
t
Month : July
St.
210007
St.
210021
St.
210028
St.
210031
St.
210117
St.
210097
St.210007 1.000 0.923 0.769 0.589 0.853 0.804
St.210021 0.923 1.000 0.759 0.627 0.914 0.817
St.210028 0.769 0.759 1.000 0.699 0.736 0.762
St.210031 0.589 0.627 0.699 1.000 0.736 0.730
St.210117 0.853 0.914 0.736 0.736 1.000 0.833
St.210097 0.804 0.817 0.762 0.730 0.833 1.000
Month : August
St.
210007
St.
210021
St.
210028
St.
210031
St.
210117
St.
210097
St.210007 1.000 0.895 0.769 0.509 0.836 0.744
St.210021 0.895 1.000 0.790 0.549 0.907 0.795
St.210028 0.769 0.790 1.000 0.549 0.786 0.735
St.210031 0.509 0.549 0.549 1.000 0.647 0.737
St.210117 0.836 0.907 0.786 0.647 1.000 0.828
St.210097 0.744 0.795 0.735 0.737 0.828 1.000
Month : September
St.
210007
St.
210021
St.
210028
St.
210031
St.
210117
St.
210097
St.210007 1.000 0.910 0.670 0.323 0.800 0.645
St.210021 0.910 1.000 0.768 0.473 0.882 0.739
St.210028 0.670 0.768 1.000 0.665 0.835 0.799
St.210031 0.323 0.473 0.665 1.000 0.655 0.712
St.210117 0.800 0.882 0.835 0.655 1.000 0.799
St.210097 0.645 0.739 0.799 0.712 0.799 1.000
Month : October
St.
210007
St.
210021
St.
210028
St.
210031
St.
210117
St.
210097
St.210007 1.000 0.979 0.898 0.212 0.998 0.938
St.210021 0.979 1.000 0.829 0.147 0.982 0.911
St.210028 0.898 0.829 1.000 0.303 0.884 0.905
St.210031 0.212 0.147 0.303 1.000 0.187 0.254
St.210117 0.998 0.982 0.884 0.187 1.000 0.940
St.210097 0.938 0.911 0.905 0.254 0.940 1.000
Month : November
St.
210007
St.
210021
St.
210028
St.
210031
St.
210117
St.
210097
St.210007 1.000 0.865 0.942 0.073 0.913 0.875
St.210021 0.865 1.000 0.911 0.165 0.985 0.941
St.210028 0.942 0.911 1.000 0.201 0.957 0.943
St.210031 0.073 0.165 0.201 1.000 0.216 0.255
St.210117 0.913 0.985 0.957 0.216 1.000 0.966
St.210097 0.875 0.941 0.943 0.255 0.966 1.000
Month : December
St.
210007
St.
210021
St.
210028
St.
210031
St.
210117
St.
210097
St.210007 1.000 0.609 0.419 0.387 0.415 0.829
St.210021 0.609 1.000 0.668 0.679 0.863 0.614
St.210028 0.419 0.668 1.000 0.499 0.814 0.720
St.210031 0.387 0.679 0.499 1.000 0.626 0.549
St.210117 0.415 0.863 0.814 0.626 1.000 0.603
St.210097 0.829 0.614 0.720 0.549 0.603 1.000
Month : October
St.
210007
St.
210021
St.
210028
St.
210031
St.
210117
St.
210097
St.210007 1.000 0.897 0.682 0.473 0.870 0.814
St.210021 0.897 1.000 0.728 0.627 0.931 0.858
St.210028 0.682 0.728 1.000 0.590 0.740 0.769
St.210031 0.473 0.627 0.590 1.000 0.707 0.741
St.210117 0.870 0.931 0.740 0.707 1.000 0.903
St.210097 0.814 0.858 0.769 0.741 0.903 1.000
Month : November
St.
210007
St.
210021
St.
210028
St.
210031
St.
210117
St.
210097
St.210007 1.000 0.879 0.668 0.527 0.838 0.743
St.210021 0.879 1.000 0.633 0.554 0.904 0.759
St.210028 0.668 0.633 1.000 0.568 0.694 0.765
St.210031 0.527 0.554 0.568 1.000 0.716 0.732
St.210117 0.838 0.904 0.694 0.716 1.000 0.839
St.210097 0.743 0.759 0.765 0.732 0.839 1.000
Month : December
St.
210007
St.
210021
St.
210028
St.
210031
St.
210117
St.
210097
St.210007 1.000 0.854 0.766 0.359 0.739 0.740
St.210021 0.854 1.000 0.670 0.484 0.899 0.777
St.210028 0.766 0.670 1.000 0.487 0.687 0.729
St.210031 0.359 0.484 0.487 1.000 0.658 0.564
St.210117 0.739 0.899 0.687 0.658 1.000 0.732
St.210097 0.740 0.777 0.729 0.564 0.732 1.000
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APPENDIX C.l: Example Of Solution Of A Goal Programming
Model
This simple example is a fiction, and actually the 
same one that has been used in Section 5.2.3. Suppose 
there is a plan to release water from a small reservoir in 
the next two month. For every one unit of water (in this 
example one unit is equal to 100 m3) released from the 
reservoir in the first month, there is a benefit of $ 5.
In the second month, the benefit is $ 4 for each unit of 
water. The guideline of the water releasing policy is:
1. The total amount of water released in the next two 
month must’ be 120 units.
2. The target for the total benefit from the reservoir 
water releases in the two month is at least $ 550.
3. The difference between the amount of water releases in 
the first month and the second month is as small as 
possible. If there is a difference, it is desired that 
the amount of water release in the first month to be 
the larger one.
The problem is to find the most satisfactory reservoir 
water releasing policy in the two month. To solve the 
problem by the goal programming method, the problem must 
be formulated as a goal programming model. Suppose that 
the X,, and X2 are the amount of units of water release in 
the first month and in the second month respectively. The 
other notations are same as have been explained in Section
5.2.
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The first rule can be expressed as a constraint of 
goal programming model:
X1 + X2 + d^ - d* = 120
Since the target value of 120 must be attained, the 
objective is to minimise both the underachieved deviation 
variable d^ and the overachieved deviation variable d| as 
the first priority:
Minimise P-i.d̂  +
The second rule can be expressed as a constraint of 
goal programming model:
5Xq + 4X2 + d~ - d2+ = 550
Since the benefit is desired to be at least 550, the 
objective is then to minimise the underachieved deviation 
variable d^ as the second priority:
Minimise P2.d2
The third rule can be expressed as a constraint of 
goal programming model:
X1 -  X2 + d j -  dj+ = 0
Since it is desired to minimise the difference, the 
objective is then to minimise both the underachieved 
deviation variable dj and the overachieved deviation
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variable as the third priority. In case of both goals 
cannot be attained, the minimisation of dj is more desired 
(which means X,, is larger than X2). So a subgoal levels 
system is introduced here by assigning a larger weight 
value to dj than d^. Therefore, it is decided to assign a 
weight values of 2 to dj and 1 to dj. So the objective 
is:
Minimise 2P3.d3 + Pj.dj
If all objectives and constraints above are combined, 
they forms a goal programming model:
Minimize Z = P̂ d,,' + + p2*̂ 2 + 2P3 * ^ 3 + p3 * ^ 3
subject to
X-, + X2 + cLj" - d * = 120 
5Xt + 4X2 + d2 - d2 = 550 
Xn - X2 + d3 - d3+ = 0
To solve the above model, the modified simplex method, 
as has already been explained in Section 5.2.3, is 
applied. The simplex tables, from the initial, in between 
iterations, until the optimal solution, will be shown. 
Brief explanation is also given for each tables.
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Goal Programming Table no. 1
cj basis
X1 X2
P1
di
P2
d2
2P3
di
P1
d2
P3
d3cb
P1 di 120 1.00 1.00 1.00 0.00 0.00 -1.00 0.00 0.00
P2 di 550 5.00 4.00 0.00 1.00 0.00 0.00 -1.00 0.00
2P3 d3 0 1.00 -1.00 0.00 0.00 1.00 0.00 0.00 -1.00
P3 0 2.00 -2.00 0.00 0.00 0.00 0.00 0.00 -3.00
Y cj P2 550 5.00 4.00 0.00 0.00 0.00 0.00 -1.00 0.00
P1 120 1.00 1.00 0.00 0.00 0.00 -2.00 0.00 0.00
The highest Priority Level not yet satisfied is level : 1
Entering variable: Column no. 1 
Leaving variable: Row no. 3
At this stage, Xq = 0 and X2 = 0, since both are nonbasic 
variables.
The highest Priority Level not yet satisfied is level : 1
Entering variable: Column no. 2 
Leaving variable: Row no. 1
At this stage, Xq is a basic variables, but still has zero 
value. X2 = 0 (nonbasic variable).
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The highest Priority Level not yet satisfied is level : 2
Entering variable: Column no. 8 
Leaving variable: Row no. 2
At this stage, X,, = 60 and X2 = 60 (both are basic 
variables)
Goal Programming Table no. 4
cj basis bi
2P,
X1 X2
0
P3
0
50
20
70
0.00 1.00 5.00 -1.00 0.00 -5.00 1.00 0.00
0.00 0.00 -9.00 2.00 -1.00 9.00 -2.00 1.00
1.00 0.00 -4.00 1.00 0.00 4.00 -1.00 0.00
zr cj
1
20
0
0
0.00 0.00 -9.00 2.00 -3.00 9.00 -2.00 0.00
0.00  0.00  0.00  - 1.00  0.00  0.00  0.00  0.00
0.00  0.00  - 1.00  0.00  0.00  - 1.00  0.00  0.00
The highest Priority Level not yet satisfied is level : 3
The optimality has been reached
At this final stage, Xn = 70 and X2 = 50.
The objective that X,, = X2 cannot be attained. But at 
least the difference is minimum (20), and X1 is larger than 
X2. So, the most satisfactory reservoir releasing policy 
is to release water 70 units in the first month and 50 
units in the second month.
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APPENDIX C.2: Approximation Of Reservoir Storage-Area
Curves
As has been said in Chapter 2, in the deterministic 
planning model, the reservoir water surface was 
approximated by a linear function the reservoir water 
storage volume. While in the stochastic planning model, 
the approximation was using a nonlinear function.
The linear function is:
A = a + b. S
where: A = reservoir water surface area (hectares)
S = reservoir water storage volume (megalitres) 
a = coefficient (hectares) 
b = coefficient (hectares.megalitres"1 )
To estimate coefficients of a and b, the same equations 
which have been used to estimate the linear regression 
coefficients in Section 3.2 was applied again, using the 
reservoir area and storage data (Appendix A.5). The 
result is:
Reservoir a b
Glenbawn
Glennies
Lostock
Chichester
314.3588
194.4329
31.4099
26.2487
0.00303154
0.00431034
0.00791943
0.00792016
It should be noted that in this equation the reservoir 
water storage volume (S) begins at zero, which mean it 
includes the dead storage.
The nonlinear function is:
190
A = a1. S + a2.S0-5 + a3.S0-25 + a4.S0-125
where: A = reservoir water surface area (hectares)
S = reservoir water storage volume 
(megalitres)
a1 = coefficient (hectares.megalitres-1) 
a2 = coefficient (hectares.megalitres-0-5) 
a3 = coefficient (hectares.megalitres-0-25) 
a4 = coefficient (hectares.megalitres-0-125)
To estimate the four coefficients, solution of 
simultaneous linear equations method was applied, used 4 
different pairs of data (A and S). Again the reservoir 
area and storage data (Appendix A.5) were used. To 
achieve a good approximation, each of the four pairs of 
data is picked up from the beginning, the one-third, the 
two-third, and the end of data range respectively. But 
since the first pair of data have S = 0 (see Appendix 
A.5), and therefore cannot be used in the solution of 
simultaneous linear equations, the second pair of data are 
picked up instead. The result is:
Reservoir ai a2 a3 a4
Glenbawn
Glennies
Lostock
Chichester
0.000394
-0.000112
-0.001641
-0.001640
3.759704
4.218827
2.732159
2.497206
-41.180570
-37.070048
-14.107903
-12.328098
52.303725
37.830045
11.377385
9.724577
As in the previous linear equation, in this nonlinear 
equation the reservoir water storage volume (S) begins at
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zero, which mean it includes the dead storage.
To compare the curves of each reservoir, the original 
curve, the linear curve, and the nonlinear curve, the 
corresponding data are plotted together. The graphs can 
be seen in the following page. It can be seen that the 
nonlinear curves almost exactly fit the original curves.
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STORAGE vs. AREA; GLENBAWN DAM
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Figure C.2.1 Figure C.2.2
STORAGE vs. AREA: LOSTOCK DAM
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APPENDIX C.3: The Coefficients Of Constraints And Objective Function Of Goal
Programming Model
Reservoir: GLENBAUN
Coefficients of Decision Variables in constraints
• Righthand
side
values
of
constraints
Coefficients of Deviation 
Variables in objective function
Priority Level Numerical Weight
No X 1 X 2 X 3 X 4 X 5 X 6 X 7 X 8 X 9 X10 X11 X12 X13 D- D+ D- D+
1 0.967 0.972 0.976 0.980 0.983 0.985 0.987 0.987 0.989 0.991 0.993 0.998 0.036 144358.05 1 1 1.0 1.0
2 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 1.000 213700.00 0 2 1.0 1.0
3 -0.998 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.995 198390.44 0 3 1.0 1.0
4 -0.993 -0.998 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.991 186791.05 0 3 1.0 1.0
5 -0.989 -0.994 -0.998 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.987 170739.16 0 3 1.0 1.0
6 -0.985 -0.990 -0.994 -0.999 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.985 164182.05 0 3 1.0 1.0
7 -0.983 -0.988 -0.992 -0.996 -0.999 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.983 155071.62 0 3 1.0 1.0
8 -0.981 -0.986 -0.990 -0.995 -0.997 -0.999 0.000 0.000 0.000 0.000 0.000 0.000 0.982 137341.22 0 3 1.0 1.0
9 -0.980 -0.985 -0.989 -0.993 -0.996 -0.998 -0.999 0.000 0.000 0.000 0.000 0.000 0.981 121743.87 0 3 1.0 1.0
10 -0.978 -0.984 -0.988 -0.992 -0.995 -0.997 -0.998 -0.999 0.000 0.000 0.000 0.000 0.979 107899.73 0 3 1.0 1.0
11 -0.977 -0.982 -0.986 -0.990 -0.993 -0.995 -0.997 -0.997 -0.999 0.000 0.000 0.000 0.977 96588.98 0 3 1.0 1.0
12 -0.974 -0.980 -0.984 -0.988 -0.991 -0.993 -0.994 -0.995 -0.996 -0.998 0.000 0.000 0.974 86028.56 0 3 1.0 1.0
13 -0.971 -0.977 -0.980 -0.985 -0.988 -0.990 -0.991 -0.992 -0.993 -0.995 -0.998 0.000 0.969 74333.19 0 3 1.0 1.0
14 -0.967 -0.972 -0.976 -0.980 -0.983 -0.985 -0.987 -0.987 -0.989 -0.991 -0.993 -0.998 0.964 69341.95 0 3 1.0 1.0
15 0.998 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 -0.995 15309.56 0 4 1.0 1.0
16 0.993 0.998 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 -0.991 26908.95 0 4 1.0 1.0
17 0.989 0.994 0.998 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 -0.987 42960.84 0 4 1.0 1.0
18 0.985 0.990 0.994 0.999 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 -0.985 49517.95 0 4 1.0 1.0
19 0.983 0.988 0.992 0.996 0.999 0.000 0.000 0.000 0.000 0.000 0.000 0.000 -0.983 58628.38 0 4 1.0 1.0
20 0.981 0.986 0.990 0.995 0.997 0.999 0.000 0.000 0.000 0.000 0.000 0.000 -0.982 76358.78 0 4 1.0 1.0
21 0.980 0.985 0.989 0.993 0.996 0.998 0.999 0.000 0.000 0.000 0.000 0.000 -0.981 91956.13 0 4 1.0 1.0
22 0.978 0.984 0.988 0.992 0.995 0.997 0.998 0.999 0.000 0.000 0.000 0.000 -0.979 105800.27 0 4 1.0 1.0
23 0.977 0.982 0.986 0.990 0.993 0.995 0.997 0.997 0.999 0.000 0.000 0.000 -0.977 117111.02 0 4 1.0 1.0
24 0.974 0.980 0.984 0.988 0.991 0.993 0.994 0.995 0.996 0.998 0.000 0.000 -0.974 127671.44 0 4 1.0 1.0
25 0.971 0.977 0.980 0.985 0.988 0.990 0.991 0.992 0.993 0.995 0.998 0.000 -0.969 139366.81 0 4 1.0 1.0
26 0.967 0.972 0.976 0.980 0.983 0.985 0.987 0.987 0.989 0.991 0.993 0.998 -0.964 144358.05 0 4 1.0 1.0
27 1.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 2833.41 5 0 1.0 1.0
28 0.000 1.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 2425.15 5 0 1.0 1.0
29 0.000 0.000 1.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 2138.19 5 0 1.0 1.0
30 0.000 0.000 0.000 1.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 1850.12 5 0 1.0 1.0
31 0.000 0.000 0.000 0.000 1.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 1092.72 5 0 1.0 1.0
32 0.000 0.000 0.000 0.000 0.000 1.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 705.66 5 0 1.0 1.0
33 0.000 0.000 0.000 0.000 0.000 0.000 1.000 0.000 0.000 0.000 0.000 0.000 0.000 823.72 5 0 1.0 1.0
34 0.000 0|000- 0.000 0.000 0.000 0.000 0.000 1.000 0.000 0.000 0.000 0.000 0.000 1129.39 5 0 1.0 1.0
35 0.000 o:ooo 0.000 0.000 0.000 0.000 0.000 0.000 1.000 0.000 0.000 0.000 0.000 1813.15 5 0 1.0 1.0
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*
Reservoir: GLENBAUN (continued)
No X 1 X 2 X 3 X 4 X 5 X 6 X 7 X 8 X 9 X10 X11 X12 X13 RHS values D- D+ D- D+
36 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 1.000 0.000 0.000 0.000 1867.69 5 0 1.0 1.0
37 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 1.000 0.000 0.000 1848.73 5 0 1.0 1.0
38 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 1.000 0.000 2381.82 5 0 1.0 1.0
39 1.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 4054.00 6 0 1.0 1.0
40 0.000 1.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 3469.86 6 0 1.0 1.0
41 0.000 0.000 1.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 3059.29 6 0 1.0 1.0
42 0.000 0.000 0.000 1.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 2647.12 6 0 1.0 1.0
43 0.000 0.000 0.000 0.000 1.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 1563.44 6 0 1.0 1.0
44 0.000 0.000 0.000 0.000 0.000 1.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 1009.64 6 0 1.0 1.0
45 0.000 0.000 0.000 0.000 0.000 0.000 1.000 0.000 0.000 0:000 0.000 0.000 0.000 1178.56 6 0 1.0 1.0
46 0.000 0.000 0.000 0.000 0.000 0.000 0.000 1.000 0.000 0.000 0.000 0.000 0.000 1615.91 6 0 1.0 1.0
47 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 1.000 0.000 0.000 0.000 0.000 2594.22 6 0 1.0 1.0
48 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 1.000 0.000 0.000 0.000 2672.26 6 0 1.0 1.0
49 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 1.000 0.000 0.000 2645.13 6 0 1.0 1.0
50 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 1.000 0.000 3407.87 6 0 1.0 1.0
51 1.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 4256.33 7 0 1.0 1.0
52 0.000 1.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 3643.15 7 0 1.0 1.0
53 0.000 0.000 1.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 3212.55 7 0 1.0 1.0
54 0.000 0.000 0.000 1.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 2779.97 7 0 1.0 1.0
55 0.000 0.000 0.000 0.000 1.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 1642.91 7 0 1.0 1.0
56 0.000 0.000 0.000 0.000 0.000 1.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 1061.72 7 0 1.0 1.0
57 0.000 0.000 0.000 0.000 0.000 0.000 1.000 0.000 0.000 0.000 0.000 0.000 0.000 1239.05 7 0 1.0 1.0
58 0.000 0.000 0.000 0.000 0.000 0.000 0.000 1.000 0.000 0.000 0.000 0.000 0.000 1697.97 7 0 1.0 1.0
59 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 1.000 0.000 0.000 0.000 0.000 2724.46 7 0 1.0 1.0
60 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 1.000 0.000 0.000 0.000 2806.43 7 0 1.0 1.0
61 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 1.000 0.000 0.000 2777.88 7 0 1.0 1.0
62 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 1.000 0.000 3578.33 7 0 1.0 1.0
63 1.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 6560.95 8 0 1.0 1.0
64 0.000 1.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 5668.87 8 0 1.0 1.0
65 0.000 0.000 1.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 5227.43 8 0 1.0 1.0
66 0.000 0.000 0.000 1.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 4638.55 8 0 1.0 1.0
67 0.000 0.000 0.000 0.000 1.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 3222.10 8 0 1.0 1.0
68 0.000 0.000 0.000 0.000 0.000 1.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 2443.35 8 0 1.0 1.0
69 0.000 0.000 0.000 0.000 0.000 0.000 1.000 0.000 0.000 0.000 0.000 0.000 0.000 2706.13 8 0 1.0 1.0
70 0.000 0.000 0.000 0.000 0.000 0.000 0.000 1.000 0.000 0.000 0.000 0.000 0.000 3292.44 8 0 1.0 1.0
71 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 1.000 0.000 0.000 0.000 0.000 4567.64 8 0 1.0 1.0
72 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 1.000 0.000 0.000 0.000 4708.59 8 0 1.0 1.0
73 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 1.000 0.000 0.000 4635.88 8 0 1.0 1.0
74 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 1.000 0.000 5694.75 8 0 1.0 1.0
75 1.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 13758.73 9 0 1.0 1.0
76 0.000 1.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 12170.09 9 0 1.0 1.0
77 0.000 0.000 1.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 12583.40 9 0 1.0 1.0
78 0.000 0.000 0.000 1.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 12752.32 9 0 1.0 1.0
79 0.000 0.000 0.000 0.000 1.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 12160.00 9 0 1.0 1.0
80 0.000 0.000 0.000 0.000 0.000 1.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 10939.85 9 0 1.0 1.0
81 0.000 0.000 0.000 0.000 0.000 0.000 1.000 0.000 0.000 0.000 0.000 0.000 0.000 11644.03 9 0 1.0 1.0
82 0.000 0.000 0.000 0.000 0.000 0.000 0.000 1.000 0.000 0.000 0.000 0.000 0.000 11281.19 9 0 1.0 1.0
83 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 1.000 0.000 0.000 0.000 0.000 12451.78 9 0 1.0 1.0
84 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 1.000 0.000 0.000 0.000 12143.66 9 0 1.0 1.0
85 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 1.000 0.000 0.000 11831.11 9 0 1.0 1.0
86 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 1.000 0.000 12813.44 9 0 1.0 1.0
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Reservoir: GLENNIES
Coefficients of Decision Variables in constraints
Right
hand
side
values
of
constraints
Coefficients of Deviation 
Variables in objective function
Priority Level Numerical Weight
No X 1 X 2 X 3 X 4 X 5 X 6 X 7 X 8 X 9 X10 X11 X12 X13 D- D+ D- D+
1 0.953 0.960 0.966 0.972 0.976 0.979 0.981 0.982 0.984 0.987 0.990 0.997 0.051 52755.84 1 1 1.0 1.0
2 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 1.000 282303.00 0 2 1.0 1.0
3 -0.997 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.993 269369.59 0 3 1.0 1.0
4 -0.990 -0.997 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.988 263716.68 0 3 1.0 1.0
5 -0.984 -0.992 -0.997 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.982 253984.25 0 3 1.0 1.0
6 -0.979 -0.986 -0.992 -0.998 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.979 251700.32 0 3 1.0 1.0
7 -0.975 -0.983 -0.988 -0.995 -0.999 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.976 247147.91 0 3 1.0 1.0
8 -0.973 -0.980 -0.986 -0.992 -0.996 -0.999 0.000 0.000 0.000 0.000 0.000 0.000 0.974 242570.20 0 3 1.0 1.0
9 -0.971 -0.979 -0.984 -0.990 -0.994 -0.997 -0.999 0.000 0.000 0.000 0.000 0.000 0.973 239968.10 0 3 1.0 1.0
10 -0.969 -0.977 -0.982 -0.989 -0.993 -0.996 -0.998 -0.999 0.000 0.000 0.000 0.000 0.970 238341.95 0 3 1.0 1.0
11 -0.967 -0.974 -0.980 -0.986 -0.990 -0.993 -0.995 -0.996 -0.998 0.000 0.000 0.000 0.967 237351.83 0 3 1.0 1.0
12 -0.963 -0.971 -0.977 -0.983 -0.987 -0.990 -0.992 -0.993 -0.995 -0.998 0.000 0.000 0.962 234020.54 0 3 1.0 1.0
13 -0.959 -0.967 -0.972 -0.979 -0.983 -0.985 -0.987 -0.988 -0.990 -0.993 -0.997 0.000 0.956 230649.08 0 3 1.0 1.0
14 -0.953 -0.960 -0.966 -0.972 -0.976 -0.979 -0.981 -0.982 -0.984 -0.987 -0.990 -0.997 0.949 229547.16 0 3 1.0 1.0
15 0.997 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 -0.993 12933.41 0 4 1.0 1.0
16 0.990 0.997 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 -0.988 18586.32 0 4 1.0 1.0
17 0.984 0.992 0.997 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 -0.982 28318.75 0 4 1.0 1.0
18 0.979 0.986 0.992 0.998 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 -0.979 30602.68 0 4 1.0 1.0
19 0.975 0.983 0.988 0.995 0.999 0.000 0.000 0.000 0.000 0.000 0.000 0.000 -0.976 35155.09 0 4 1.0 1.0
20 0.973 0.980 0.986 0.992 0.996 0.999 0.000 0.000 0.000 0.000 0.000 0.000 -0.974 39732.80 0 4 1.0 1.0
21 0.971 0.979 0.984 0.990 0.994 0.997 0.999 0.000 0.000 0.000 0.000 0.000 -0.973 42334.90 0 4 1.0 1.0
22 0.969 0.977 0.982 0.989 0.993 0.996 0.998 0.999 0.000 0.000 0.000 0.000 -0.970 43961.05 0 4 1.0 1.0
23 0.967 0.974 0.980 0.986 0.990 0.993 0.995 0.996 0.998 0.000 0.000 0.000 -0.967 44951.17 0 4 1.0 1.0
24 0.963 0.971 0.977 0.983 0.987 0.990 0.992 0.993 0.995 0.998 0.000 0.000 -0.962 48282.46 0 4 1.0 1.0
25 0.959 0.967 0.972 0.979 0.983 0.985 0.987 0.988 0.990 0.993 0.997 0.000 -0.956 51653.92 0 4 1.0 1.0
26 0.953 0.960 0.966 0.972 0.976 0.979 0.981 0.982 0.984 0.987 0.990 0.997 -0.949 52755.84 0 4 1.0 1.0
27 1.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 140.95 5 0 1.0 1.0
28 0.000 1.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 118.74 5 0 1.0 1.0
29 0.000 0.000 1.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 99.95 5 0 1.0 1.0
30 0.000 0.000 0.000 1.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 79.36 5 0 1.0 1.0
31 0.000 0.000 0.000 0.000 1.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 42.90 5 0 1.0 1.0
32 0.000 0.000 0.000 0.000 0.000 1.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 35.68 5 0 1.0 1.0
33 0.000 0.000 0.000 0.000 0.000 0.000 1.000 0.000 0.000 0.000 0.000 0.000 0.000 68.00 5 0 1.0 1.0
34 0.000 0.000 0.000 0.000 0.000 0.000 0.000 1.000 0.000 0.000 0.000 0.000 0.000 101.13 5 0 1.0 1.0
35 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 1.000 0.000 0.000 0.000 0.000 120.19 5 0 1.0 1.0
36 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 1.000 0.000 0.000 0.000 128.00 5 0 1.0 1.0
37 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 1.000 0.000 0.000 130.18 5 0 1.0 1.0
38 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 1.000 0.000 170.60 5 0 1.0 1.0
39 1.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 140.95 6 0 1.0 1.0
40 0.000 1.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 118.74 6 0 1.0 1.0
41 0.000 0.000 1.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 99.95 6 0 1.0 1.0
42 0.000 0.000 0.000 1.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 79.36 6 0 1.0 1.0
43 0.000 0.000 0.000 0.000 1.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 42.90 6 0 1.0 1.0
44 0.000 0.000 0.000 0.000 0.000 1.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 35.68 6 0 1.0 1.0
45 0.000 0.000 0.000 0.000 0.000 0.000 1.000 0.000 0.000 0.000 0.000 0.000 0.000 68.00 6 0 1.0 1.0
46 0.000 0.000 0.000 0.000 0.000 0.000 0.000 1.000 0.000 0.000 0.000 0.000 0.000 101.13 6 0 1.0 1.0
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Reservoir: GLENNIES (continued)
No X 1 X 2 X 3 X 4 X 5 X 6 X 7 X 8 X 9 X10 X11 X12 X13 RHS values D- D+ D- D+
47 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 1.000 0.000 0.000 0.000 0.000 120.19 6 0 1.0 1.0
48 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 1.000 0.000 0.000 0.000 128.00 6 0 1.0 1.0
49 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 1.000 0.000 0.000 130.18 6 0 1.0 1.0
50 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 1.000 0.000 170.60 6 0 1.0 1.0
51 1.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 140.95 7 0 1.0 1.0
52 0.000 1.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 118.74 7 0 1.0 1.0
53 0.000 0.000 1.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 99.95 7 0 1.0 1.0
54 0.000 0.000 0.000 1.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 79.36 7 0 1.0 1.0
55 0.000 0.000 0.000 0.000 1.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 42.90 7 0 1.0 1.0
56 0.000 0.000 0.000 0.000 0.000 1.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 35.68 7 0 1.0 1.0
57 0.000 0.000 0.000 0.000 0.000 0.000 1.000 0.000 0.000 0.000 0.000 0.000 0.000 68.00 7 0 1.0 1.0
58 0.000 0.000 0.000 0.000 0.000 0.000 0.000 1.000 0.000 0.000 0.000 0.000 0.000 101.13 7 0 1.0 1.0
59 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 1.000 0.000 0.000 0.000 0.000 120.19 7 0 1.0 1.0
60 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 1.000 0.000 0.000 0.000 128.00 7 0 1.0 1.0
61 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 1.000 0.000 0.000 130.18 7 0 1.0 1.0
62 Ö.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 1.000 0.000 170.60 7 0 1.0 1.0
63 1.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 140.95 8 0 1.0 1.0
64 0.000 1.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 118.74 8 0 1.0 1.0
65 0.000 0.000 1.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 99.95 8 0 1.0 1.0
66 Ö.000 0.000 0.000 1.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 79.36 8 0 1.0 1.0
67 0.000 0.000 0.000 0.000 1.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 42.90 8 0 1.0 1.0
68 0.000 0.000 0.000 0.000 0.000 1.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 35.68 8 0 1.0 1.0
69 0.000 0.000 0.000 0.000 0.000 0.000 1.000 0.000 0.000 0.000 0.000 0.000 0.000 68.00 8 0 1.0 1.0
70 0.000 0.000 0.000 0.000 0.000 0.000 0.000 1.000 0.000 0.000 0.000 0.000 0.000 101.13 8 0 1.0 1.0
71 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 1.000 0.000 0.000 0.000 0.000 120.19 8 0 1.0 1.0
72 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 1.000 0.000 0.000 0.000 128.00 8 0 1.0 1.0
73 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 1.000 0.000 0.000 130.18 8 0 1.0 1.0
74 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 1.000 0.000 170.60 8 0 1.0 1.0
Reservoir: LOSTOCK
Coefficients of Decision Variables in constraints
Right
hand
side
values
of
constraints
Coefficients of Deviation 
Variables in objective function
Priority Level Numerical Weight
No X 1 X 2 X 3 X 4 X 5 X 6 X 7 X 8 X 9 X10 X11 X12 X13 D- D+ D- D+
1 0.920 0.932 0.942 0.950 0.957 0.962 0.966 0.968 0.972 0.977 0.983 0.994 0.086 120091.94 1 1 1.0 1.0
2 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 1.000 20222.00 0 2 1.0 1.0
3 0.994 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 -0.989 860.45 3 0 1.0 1.0
4 0.983 0.996 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 -0.980 9849.60 3 0 1.0 1.0
5 0.974 0.987 0.996 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 -0.972 33702.33 3 0 1.0 1.0
6 0.967 0.979 0.989 0.997 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 -0.967 41202.00 3 0 1.0 1.0
7 0.961 0.973 0.983 0.991 0.998 0.000 0.000 0.000 0.000 0.000 0.000 0.000 -0.962 52450.34 3 0 1.0 1.0
8 0.956 0.969 0.978 0.987 0.993 0.998 0.000 0.000 0.000 0.000 0.000 0.000 -0.959 63313.03 3 0 1.0 1.0
9 0.953 0.965 0.975 0.983 0.990 0.995 0.998 0.000 0.000 0.000 0.000 0.000 -0.956 70032.33 3 0 1.0 1.0
10 0.950 0.962 0.972 0.980 0.987 0.992 0.995 0.998 0.000 0.000 0.000 0.000 -0.951 73271.69 3 0 1.0 1.0
11 0.945 0.958 0.967 0.976 0.982 0.987 0.991 0.993 0.997 0.000 0.000 0.000 -0.945 76422.94 3 0 1.0 1.0
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Reservoir: LOSTOCK (continued)
No X 1 X 2 X 3 X 4 X 5 X 6 X 7 X 8 X 9 X10 X11 X12 X13 RHS values D- D+ D- D+
12 0.939 0.952 0.961 0.970 0.976 0.981 0.985 0.987 0.991 0.996 0.000 0.000 -0.937 86172 42 3 0 1.0 1.0
13 0.931 0.943 0.953 0.961 0.968 0.973 0.977 0.979 0.983 0.988 0.994 0.000 -0.926 95906 19 3 0 1.0 1.0
14 0.920 0.932 0.942 0.950 0.957 0.962 0.966 0.968 0.972 0.977 0.983 0.994 -0.914 99869 94 3 0 1.0 1.0
15 0.994 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 -0.989 21082 45 0 4 1.0 1.0
16 0.983 0.996 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 -0.980 30071 60 0 4 1.0 1.0
17 0.974 0.987 0.996 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 -0.972 53924 33 0 4 1.0 1.0
18 0.967 0.979 0.989 0.997 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 -0.967 61424 00 0 4 1.0 1.0
19 0.961 0.973 0.983 0.991 0.998 0.000 0.000 0.000 0.000 0.000 0.000 0.000 -0.962 72672 34 0 4 1.0 1.0
20 0.956 0.969 0.978 0.987 0.993 0.998 0.000 0.000 0.000 0.000 0.000 0.000 -0.959 83535 03 0 4 1.0 1.0
21 0.953 0.965 0.975 0.983 0.990 0.995 0.998 0.000 0.000 0.000 0.000 0.000 -0.956 90254 33 0 4 1.0 1.0
22 0.950 0.962 0.972 0.980 0.987 0.992 0.995 0.998 0.000 0.000 0.000 0.000 -0.951 93493 69 0 4 1.0 1.0
23 0.945 0.958 0.967 0.976 0.982 0.987 0.991 0.993 0.997 0.000 0.000 0.000 -0.945 96644 94 0 4 1.0 1.0
24 0.939 0.952 0.961 0.970 0.976 0.981 0.985 0.987 0.991 0.996 0.000 0.000 -0.937 106394 42 0 4 1.0 1.0
25 0.931 0.943 0.953 0.961 0.968 0.973 0.977 0.979 0.983 0.988 0.994 0.000 -0.926 116128 19 0 4 1.0 1.0
26 0.920 0.932 0.942 0.950 0.957 0.962 0.966 0.968 0.972 0.977 0.983 0.994 -0.914 120091 94 0 4 1.0 1.0
27 1.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 215 40 5 0 1.0 1.0
28 0.000 1.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 151 14 5 0 1.0 1.0
29 0.000 0.000 1.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 142 20 5 0 1.0 1.0
30 0.000 0.000 0.000 1.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 162 90 5 0 1.0 1.0
31 0.000 0.000 0.000 0.000 1.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 40 78 5 0 1.0 1.0
32 0.000 0.000 0.000 0.000 0.000 1.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 22 29 5 0 1.0 1.0
33 0.000 0.000 0.000 0.000 0.000 0.000 1.000 0.000 0.000 0.000 0.000 0.000 0.000 10 16 5 0 1.0 1.0
34 0.000 0.000 0.000 0.000 0.000 0.000 0.000 1.000 0.000 0.000 0.000 0.000 0.000 76 55 5 0 1.0 1.0
35 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 1.000 0.000 0.000 0.000 0.000 201 64 5 0 1.0 1.0
36 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 1.000 0.000 0.000 0.000 161 73 5 0 1.0 1.0
37 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 1.000 0.000 0.000 161 01 5 0 1 0 1.0
38 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 1.000 0.000 244 19 5 0 1 0 1.0
39 1.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 215 40 6 0 1 0 1.0
40 0.000 1.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 151 14 6 0 1 0 1.0
41 0.000 0.000 1.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 142 20 6 0 1 0 1.0
42 0.000 0.000 0.000 1.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 162 90 6 0 1 0 1.0
43 0.000 0.000 0.000 0.000 1.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 40 78 6 0 1 0 1 0
44 0.000 0.000 0.000 0.000 0.000 1.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 22 29 6 0 1 0 1.0
45 0.000 0.000 0.000 0.000 0.000 0.000 1.000 0.000 0.000 0.000 0.000 0.000 0.000 10 16 6 0 1 0 1 0
46 0.000 0.000 0.000 0.000 0.000 0.000 0.000 1.000 0.000 0.000 0.000 0.000 0.000 76 55 6 0 1 0 1 0
47 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 1.000 0.000 0.000 0.000 0.000 201 64 6 0 1 0 1 0
48 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 1.000 0.000 0.000 0.000 161 73 6 0 1 0 1 0
49 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 1.000 0.000 0.000 161 01 6 0 1 0 1 0
50 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 1.000 0.000 244 19 6 0 1 0 1 0
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Reservoir: CHICHESTER
No X 1 X 2 X 3 X 4 X 5
Right Coefficients of Deviation
hand Variables in objective function
in constraints side
values
of
Priority Level Numerical Weight
X 6 X 7 X 8 X 9 X10 X11 X12 X13 constraints D- D+ D- D+
0.962 0.966 0.968 0.972 0.977 0.983 0.994 0.087 146210.51 1 1 1.0 1.0
0.000 0.000 0.000 0.000 0.000 0.000 0.000 1.000 16896.50 0 2 1.0 1.0
0.000 0.000 0.000 0.000 0.000 0.000 0.000 -0.989 4491.28 3 0 1.0 1.0
0.000 0.000 0.000 0.000 0.000 0.000 0.000 -0.980 18627.10 3 0 1.0 1.0
0.000 0.000 0.000 0.000 0.000 0.000 0.000 -0.972 40746.91 3 0 1.0 1.0
0.000 0.000 0.000 0.000 0.000 0.000 0.000 -0.967 48876.38 3 0 1.0 1.0
0.000 0.000 0.000 0.000 0.000 0.000 0.000 -0.962 59888.99 3 0 1.0 1.0
0.998 0.000 0.000 0.000 0.000 0.000 0.000 -0.959 71499.80 3 0 1.0 1.0
0.995 0.998 0.000 0.000 0.000 0.000 0.000 -0.956 77403.71 3 0 1.0 1.0
0.992 0.995 0.998 0.000 0.000 0.000 0.000 -0.951 81240.56 3 0 1.0 1.0
0.987 0.991 0.993 0.997 0.000 0.000 0.000 -0.945 84336.39 3 0 1.0 1.0
0.981 0.985 0.987 0.991 0.996 0.000 0.000 -0.937 94160.10 3 0 1.0 1.0
0.973 0.977 0.979 0.983 0.988 0.994 0.000 -0.926 123424.66 3 0 1.0 1.0
0.962 0.966 0.968 0.972 0.977 0.983 0.994 -0.913 129314.01 3 0 1.0 1.0
0.000 0.000 0.000 0.000 0.000 0.000 0.000 -0.989 21387.78 0 4 1.0 1.0
0.000 0.000 0.000 0.000 0.000 0.000 0.000 -0.980 35523.60 0 4 1.0 1.0
0.000 0.000 0.000 0.000 0.000 0.000 0.000 -0.972 57643.41 0 4 1.0 1.0
0.000 0.000 0.000 0.000 0.000 0.000 0.000 -0.967 65772.88 0 4 1.0 1.0
0.000 0.000 0.000 0.000 0.000 0.000 0.000 -0.962 76785.49 0 4 1.0 1.0
0.998 0.000 0.000 0.000 0.000 0.000 0.000 -0.959 88396.30 0 4 1.0 1.0
0.995 0.998 0.000 0.000 0.000 0.000 0.000 -0.956 94300.21 0 4 1.0 1.0
0.992 0.995 0.998 0.000 0.000 0.000 0.000 -0.951 98137.06 0 4 1.0 1.0
0.987 0.991 0.993 0.997 0.000 0.000 0.000 -0.945 101232.89 0 4 1.0 1.0
0.981 0.985 0.987 0.991 0.996 0.000 0.000 -0.937 111056.60 0 4 1.0 1.0
0.973 0.977 0.979 0.983 0.988 0.994 0.000 -0.926 140321.16 0 4 1.0 1.0
0.962 0.966 0.968 0.972 0.977 0.983 0.994 -0.913 146210.51 0 4 1.0 1.0
0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.00 5 0 1.0 1.0
0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.00 5 0 1.0 1.0
0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.00 5 0 1.0 1.0
0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.00 5 0 1.0 1.0
0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.00 5 0 1.0 1.0
1.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.00 5 0 1.0 1.0
0.000 1.000 0.000 0.000 0.000 0.000 0.000 0.000 0.00 5 0 1.0 1.0
0.000 0.000 1.000 0.000 0.000 0.000 0.000 0.000 0.00 5 0 1.0 1.0
0.000 0.000 0.000 1.000 0.000 0.000 0.000 0.000 0.00 5 0 1.0 1.0
0.000 0.000 0.000 0.000 1.000 0.000 0.000 0.000 0.00 5 0 1.0 1.0
0.000 0.000 0.000 0.000 0.000 1.000 0.000 0.000 0.00 5 0 1.0 1.0
0.000 0.000 0.000 0.000 0.000 0.000 1.000 0.000 0.00 5 0 1.0 1.0
0.9200.000
0.994
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0.967
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0.000
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0.000
0.000
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0.000
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APPENDIX C.4: Complete Results Of Goal Programming Model
Solution
Reservoi r : 
Iteration
GLENBAUN
65 C P rio rityd )]
CPriorityC2)]
CPriority(3)]
[Priority(4)D
[Priority(5)3
CPriorityC6)]
CPriority(7)]
CPriority(8)3
CPriority(9)3
0.0000.0000.0000.0000.000
0.000
0.000
0.000
0.000
X Values d" Values d+ Values d~ Values d+ Values
1 13758.7300 1 0.0000 1 0.0000 14 209379.2251 14 0.0000
2 12170.0900 2 209379.2251 2 0.0000 15 5883.4538 15 0.0000
3 12583.4000 3 207816.5462 3 0.0000 16 5386.8783 16 0.0000
4 12752.3200 4 208313.1217 4 0.0000 17 8962.1745 17 0.0000
5 12160.0000 5 204737.8255 5 0.0000 18 2920.8721 18 0.0000
6 10939.8500 6 210779.1279 6 0.0000 19 0.0000 19 0.0000
7 11644.0300 7 213700.0000 7 0.0000 20 6906.0865 20 0.0000
8 11281.1900 8 206793.9135 8 0.0000 21 10949.7123 21 0.0000
9 12451.7800 9 202750.2877 9 0.0000 22 13609.6469 22 0.0000
10 12143.6600 10 200090.3531 10 0.0000 23 12644.6026 23 0.0000
11 11831.1100 11 201055.3974 11 0.0000 24 11329.6549 24 0.0000
12 12873.2059 12 202370.3451 12 0.0000 25 11583.9276 25 0.0000
13 4320.7749 13 202116.0724 13 0.0000 26 4320.7749 26 0.0000
d" Values d+ Values d" Va lues d+ Values d" Values d+ Values
27 0.0000 27 10925.3200 47 0.0000 47 9857.5600 67 0.0000 67 8937.9000
28 0.0000 28 9744.9400 48 0.0000 48 9471.4000 68 0.0000 68 8496.5000
29 0.0000 29 10445.2100 49 0.0000 49 9185.9800 69 0.0000 69 8937.9000
30 0.0000 30 10902.2000 50 0.0000 50 9465.3359 70 0.0000 70 7988.7500
31 0.0000 31 11067.2800 51 0.0000 51 9502.4000 71 0.0000 71 7884.1400
32 0.0000 32 10234.1900 52 0.0000 52 8526.9400 72 0.0000 72 7435.0700
33 0.0000 33 10820.3100 53 0.0000 53 9370.8500 73 0.0000 73 7195.2300
34 0.0000 34 10151.8000 54 0.0000 54 9972.3500 74 0.0000 74 7178.4559
35 0.0000 35 10638.6300 55 0.0000 55 10517.0900 75 0.0000 75 0.0000
36 0.0000 36 10275.9700 56 0.0000 56 9878.1300 76 0.0000 76 0.0000
37 0.0000 37 9982.3800 57 0.0000 57 10404.9800 77 0.0000 77 0.0000
38 0.0000 38 10491.3859 58 0.0000 58 9583.2200 78 0.0000 78 0.0000
39 0.0000 39 9704.7300 59 0.0000 59 9727.3200 79 0.0000 79 0.0000
40 0.0000 40 8700.2300 60 0.0000 60 9337.2300 80 0.0000 80 0.0000
41 0.0000 41 9524.1100 61 0.0000 61 9053.2300 81 0.0000 81 0.0000
42 0.0000 42 10105.2000 62 0.0000 62 9294.8759 82 0.0000 82 0.0000
43 0.0000 43 10596.5600 63 0.0000 63 7197.7800 83 0.0000 83 0.0000
44 0.0000 44 9930.2100 64 0.0000 64 6501.2200 84 0.0000 84 0.0000
45 0.0000 45 10465.4700 65 0.0000 65 7355.9700 85 0.0000 85 0.0000
46 0.0000 46 9665.2800 66 0.0000 66 8113.7700 86 0.0000 86 59.7659
w ro l> 0 '00 o -> j0 'sn ^(jjro -a X
20971.3849
9088.1590
24055.4992
7809.9852
11542.7251
11152.9472
6955.9035
3431.3719
3480.1149
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10468.0689
5066.5785
20222.0000
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0.0000 
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d" Values d+ Values d" Values d+ Values d" Values d+ Values
27 0.0000 27 20755.9849 35 0.0000 35 3278.4749 43 0.0000 43 11501.9451
28 0.0000 28 8937.0190 36 0.0000 36 10054.1900 44 0.0000 44 11130.6572
29 0.0000 29 23913.2992 37 0.0000 37 10307.0589 45 0.0000 45 6945.7435
30 0.0000 30 7647.0852 38 0.0000 38 4822.3885 46 0.0000 46 3354.8219
31 0.0000 31 11501.9451 39 0.0000 39 20755.9849 47 0.0000 47 3278.4749
32 0.0000 32 11130.6572 40 0.0000 40 8937.0190 48 0.0000 48 10054.1900
33 0.0000 33 6945.7435 41 0.0000 41 23913.2992 49 0.0000 49 10307.0589
34 0.0000 34 3354.8219 42 0.0000 42 7647.0852 50 0.0000 50 4822.3885
Reservoir: CHICHESTER 
Iteration : 26 Z C P rio rityd )] = 0.000
Z [Priority(2)!J = 0.000 
Z [Priority(3)3 = 0.000 
Z [Priority(4)!l = 0.000 
Z CPriority(5)] = 0.000
X Values d” Values d+ Values d" Values d+ Values
1 21316.2254 1 0.0000 1 0.0000 14 0.0000 14 0.0000
2 14290.8827 2 0.0000 2 0.0000 15 16896.5000 15 0.0000
3 22390.6995 3 0.0000 3 0.0000 16 16896.5000 16 0.0000
4 8489.6408 4 0.0000 4 0.0000 17 16896.5000 17 0.0000
5 11348.8939 5 0.0000 5 0.0000 18 16896.5000 18 0.0000
6 11933.8367 6 0.0000 6 0.0000 19 16896.5000 19 0.0000
7 6169.3733 7 0.0000 7 0.0000 20 16896.5000 20 0.0000
8 4056.2766 8 0.0000 8 0.0000 21 16896.5000 21 0.0000
9 3468.0758 9 0.0000 9 0.0000 22 16896.5000 22 0.0000
10 10350.4167 10 0.0000 10 0.0000 23 16896.5000 23 0.0000
11 30183.5928 11 0.0000 11 0.0000 24 16896.5000 24 0.0000
12 7321.6007 12 0.0000 12 0.0000 25 16896.5000 25 0.0000
13 16896.5000 13 0.0000 13 0.0000 26 16896.5000 26 0.0000
d Values d+ Values d” Values
d+
Values d" Values d+ Values
27
28
29
30
0.0000 I 
0.0000 
0.0000 
0.0000
27
28
29
30
21316.2254
14290.8827
22390.6995
8489.6408
31
32
33
34
0.0000
0.0000
0.0000
0.0000
31
32
33
34
11348.8939
11933.8367
6169.3733
4056.2766
35
36
37
38
0.0000
0.0000
0.0000
0.0000
35
36
37
38
3468.0758
10350.4167
30183.5928
7321.6007
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APPENDIX D.l: Complete Iteration Tables of Transportation
Problem Solution
Transporation table no. 1
To Demand
point
1
Demand
point
2
Demand
point
3
Demand
point
4
Demand
point
Dummy
Supply
volume
From
Supply
point
1
1 2 3 1000 100
600.0
600.0 0.0 0.0 0.0 0.0
Supply
point
2
1 2 1000 1000 100
2600.0
500.0 1300.0 700.0 100.0 0.0
Supply
point
3
1000 1 2 3 100
500.0
0.0 0.0 0.0 400.0 100.0
Supply
point
Dummy
300 300 300 300 1
16300.0
0.0 0.0 0.0 0.0 16300.0
Demand
volume 1100.0 1300.0 700.0 500.0 16400.0 20000.0
C*min. = -997.00 — > cell [1,3]
Transporation table no. 2
To Demand
point
1
Demand
point
2
Demand
point
3
Demand
point
4
Demand
point
Dummy
Supply
volume
From
Supply
point
1
1 2 3 1000 100
600.0
0.0 0.0 600.0 0.0 0.0
Supply
point
2
1 2 1000 1000 100
2600.0
1100.0 1300.0 100.0 100.0 0.0
Supply
point
3
1000 1 2 3 100
500.0
0.0 0.0 0.0 400.0 100.0
Supply
point
Dummy
300 300 300 300 1
16300.0
0.0 0.0 0.0 0.0 16300.0
Demand
volume 1100.0 1300.0 700.0 500.0 16400.0 20000.0
C*min. = -997.00 — > cell [2,5]
Transporation table no. 3
To Demand
point
1
Demand
point
2
Demand
point
3
Demand
point
4
Demand
point
Dummy
Supply
volume
From
Supply
point
1
1 2 3 1000 100
600.0
0.0 0.0 600.0 0.0 0.0
Supply
point
2
1 2 1000 1000 100
2600.0
1100.0 1300.0 100.0 0.0 100.0
Supply
point
3
1000 1 2 3 100
500.0
0.0 0.0 0.0 500.0 0.0
Supply
point
Dummy
300 300 300 300 1
16300.0
0.0 0.0 0.0 0.0 16300.0
Demand
volume 1100.0 1300.0 700.0 500.0 16400.0 20000.0
C*min. = -601.00 — > cell [4,3]
Transporation table no. 4
To Demand
point
1
Demand
point
2
Demand
point
3
Demand
point
4
Demand
point
Dummy
Supply
volume
From
Supply
point
1
1 2 3 1000 100
600.0
0.0 0.0 600.0 0.0 0.0
Supply
point
2
1 2 1000 1000 100
2600.0
1100.0 1300.0 0.0 0.0 200.0
Supply
point
3
1000 1 2 3 100
500.0
0.0 0.0 0.0 500.0 0.0
Supply
point
Dummy
300 300 300 300 1
16300.0
0.0 0.0 100.0 0.0 16200.0
Demand
volume 1100.0 1300.0 700.0 500.0 16400.0 20000.0
C*min. = -601.00 — > cell [4,4]
Transporation table no. 5
To Demand
point
1
Demand
point
2
Demand
point
3
Demand
point
4
Demand
point
Dummy
Supply
volume
From
Supply
point
1
1 2 3 1000 100
600.0
0.0 0.0 600.0 0.0 0.0
Supply
point
2
1 2 1000 1000 100
2600.0
1100.0 1300.0 0.0 0.0 200.0
Supply
point
3
1000 1 2 3 100
500.0
0.0 0.0 0.0 500.0 0.0
Supply
point
Dummy
300 300 300 300 1
16300.0
0.0 0.0 100.0 0.0 16200.0
Demand
volume 1100.0 1300.0 700.0 500.0 16400.0 20000.0
C*min. = -1.00 — > cell [3,3]
Transporation table no. 6
To Demand
point
1
Demand
point
2
Demand
point
3
Demand
point
4
Demand
point
Dummy
Supply
volume
From
Supply
point
1
1 2 3 1000 100
600.0
0.0 0.0 600.0 0.0 0.0
Supply
point
2
1 2 1000 1000 100
2600.0
1100.0 1300.0 0.0 0.0 200.0
Supply
point
3
1000 1 2 3 100
500.0
0.0 0.0 100.0 400.0 0.0
Supply
point
Dummy
300 300 300 300 1
16300.0
0.0 0.0 0.0 100.0 16200.0
Demand
volume 1100.0 1300.0 700.0 500.0 16400.0 20000.0
C*min. = 1.00 — > cell [4,3]
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APPENDIX D.2: Reservoir Operation Rule
Reservoir Operation Rule, in form of Reservoir Volume 
Schedule, as the result of Goal Programming model solution 
using Demand Factor = 1 and Supply Factor = 1, and used in 
simulation procedure:
Reservoir Operation Rule (Unit of volume in megalitres):
Month
R E S E I l V 0 I R
GLENBAWN GLENNIES L0ST0CK CHICHESTER
Jan. 4320.77 0.00 20222.00 16896.50
Feb. 6114.61 12937.36 20174.25 16856.71
Mar. 5780.77 18461.77 20001.14 16745.23
Apr. 9562.56 28083.50 20198.38 16862.02
May 3558.16 30189.98 19981.07 16638.31
Jun. 750.42 34685.98 19990.64 16616.07
Jul. 7913.04 39247.18 20066.55 16704.11
Aug. 12195.18 . 41757.33 20058.02 16642.45
Sep. 15079.73 43166.47 19912.61 16517.85
Oct. 14241.12 43842.42 19611.46 16194.94
Nov. 12998.39 46855.20 19561.39 16123.16
Dec. 13317.83 49759.16 19283.75 16896.50
Capacity 213700.00 282303.00 20222.00 16896.50
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Rules
Reservoir Operation Rules, in form of Reservoir Volume 
Schedules, as the result of Goal Programming model 
solution of various Demand Factors and Supply Factors and 
other combinations, and used in simulation procedure:
APPENDIX E.l: Comparison Of Various Reservoir Operation
Comparison of Various Demand Factors (Unit of volume in megalitres):
GLENBAUN Capacity : 213700.00
DEMAND FACTOR (supply factor = 1.0)
Month
1.00 2.00 3.00 4.00 5.00 5.50 5.60
J 4320.77 0.00 3281.98 5651.67 19632.60 4836.63 3187.28
F 6114.61 280.72 264.14 4183.13 13756.35 1889.80 2141.49
M 5780.77 484.35 464.41 1481.84 7328.37 442.43 450.06
A 9562.56 3284.00 2323.77 5045.54 7632.85 4133.36 4327.98
M 3558.16 787.46 768.12 699.96 498.57 735.27 744.12
J 750.42 '906.14 885.03 815.36 1642.20 1494.28 1347.17
J 7913.04 1173.18 11650.61 9142.13 14423.19 14031.76 13784.37
A 12195.18 1428.72 19443.19 14239.13 24129.16 23452.28 23087.81
S 15079.73 1695.13 23697.62 15230.21 29749.60 28678.48 28154.16
0 14241.12 3352.70 21562.37 15452.74 27662.66 25952.87 25172.56
N 12998.39 4917.84 18288.88 15114.76 24438.58 22077.91 21036.90
D 13317.83 7879.01 16483.95 16125.64 22586.51 19595.07 18302.02
GLENNIES Capacity : 282303.00
DEMAND FACTOR (supply factor = 1.0)
Month
1.00 2.00 3.00 4.00 5.00 5.50 5.60
J 0.00 0.00 0.00 0.00 0.00 0.00 0.00
F 12937.36 12798.06 12658.76 287.58 287.58 6510.43 3325.61
M 18461.77 18206.46 16354.90 459.71 459.71 9839.29 6156.42
A 28083.50 27731.85 25803.31 1181.81 3106.05 18389.02 13050.80
M 30189.98 18392.78 113.62 710.03 680.09 287.19 417.63
J 34685.98 16274.24 212.32 799.28 769.78 2522.15 3611.33
J 39247.18 20865.51 309.39 889.92 860.72 7057.85 8136.62
A 41757.33 23144.15 373.35 945.99 1612.70 8012.79 8921.13
S 43166.47 24541.13 454.94 1021.88 2862.03 8303.55 9019.54
0 43842.42 17207.11 513.43 1069.41 1012.71 3983.59 4470.24
N 46855.20 16144.40 655.54 1197.39 1142.03 5563.11 5813.79
D 49759.16 19299.48 825.83 3859.07 1294.80 8455.75 8688.23
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L0ST0CK Capacity : 20222.00
Month
DEMAND FACTOR (supply factor = 1.0)
1.00 2.00 3.00 4.00 5.00 5.50 5.60
J 20222.00 20222.00 0.00 0.00 0.00 0.00 0.00
F 20174.25 20174.25 46.86 46.86 46.86 46.86 46.86
M 20001.14 20001.14 0.00 0.00 0.00 0.00 0.00
A 20198.38 20198.38 250.13 20222.00 20222.00 250.13 250.13
M 19981.07 19981.07 7458.44 0.00 0.00 73.26 73.26
J 19990.64 19990.64 10396.68 43.43 43.43 115.61 115.61
J 20066.55 20066.55 20222.00 1517.67 143.89 213.85 213.85
A 20058.02 20058.02 14484.40 139.98 154.19 222.44 222.44
S 19912.61 19912.61 6594.82 31.40 45.18 109.08 109.08
0 19611.46 19611.46 0.00 0.00 0.00 0.00 0.00
N 19561.39 19561.39 6333.94 7.06 7.03 8.04 8.04
D 19283.75 19283.75 9181.13 0.00 0.00 0.00 0.00
CHICHESTER Capacity : 16896.50
DEMAND FACTOR (supply factor = 1.0)
Month
1.00 2.00 3.00 4.00 5.00 5.50 5.60
J 16896.50 16896.50 16896.50 0.00 0.00 0.00 0.00
F 16856.71 16856.71 16856.71 39.28 39.28 544.65 39.28
M 16745.23 16745.23 16745.23 0.00 0.00 0.00 0.00
A 16862.02 16862.02 16862.02 162.13 16896.50 16401.85 14947.43
M 16638.31 16638.31 16638.31 0.00 9829.09 0.00 0.00
J 16616.07 16616.07 16616.07 4928.29 0.00 5.92 6.01
J 16704.11 16704.11 16704.11 16896.50 109.17 114.72 114.67
A 16642.45 16642.45 16642.45 9708.45 64.62 70.79 70.53
S 16517.85 16517.85 16517.85 0.00 0.00 0.00 0.00
0 16194.94 16194.94 15267.73 0.00 0.00 0.00 0.00
N 16123.16 16123.16 16123.78 0.00 0.00 0.00 0.00
D 16896.50 16896.50 16896.50 16896.50 16786.07 6190.98 5055.95
Comparison of Various Supply Factors (Unit of volume in megalitres):
GLENBAUN Capacity : 213700.00
SUPPLY FACTOR (demand factor = 1.0)
Month
1.00 0.90 0.80 0.70 0.50 0.20 0.10 0.05
J
F
M
A
M
J
J
A
S
0
N
D
4320.77 
6114.61
5780.77 
9562.56 
3558.16
750.42
7913.04
12195.18
15079.73
14241.12
12998.39
13317.83
0.00
280.68
486.18
2667.88
797.20
914.29
6260.34
8947.40
10416.15
8424.47
6113.66
5265.15
0.00
280.64
488.02
1011.14
812.39
927.95
4458.02
5550.74
5605.54
2464.45
1884.12
3352.91
0.00
280.60
489.86
752.24
820.38
934.34
2648.51
2147.31
1550.02
1718.93
1871.95
3969.80
0.00
330.65
493.12
2152.11
825.94
936.55
1105.86
1264.61
1897.32
3094.89
3768.93
5094.31
695.62
742.42
504.78
1459.28
840.73
1059.61
3605.61 
5551.66 
6664.89 
6251.88 
5575.74 
5101.53
7862.56
6226.33
4718.90
3965.79
2636.63 
2370.71
3399.37
4100.64 
4276.14 
3476.46 
2510.54
1617.37
0.00
280.34
501.80
724.55
863.61
967.00
1093.00
1119.86
1227.61
1364.14
1718.34
2046.70
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GLENNIES Capacity : 282303.00
SUPPLY FACTOR (demand factor = 1. 0 )
Month
1.00 0.90 0.80 0.70 0.50 0.20 0.10 0.05
J 0.00 0.00 0.00 0.00 0.00 189.29 0.00 0.00
F 12937.36 11623.33 10309.84 8996.96 6373.38 1139.88 927.99 487.29
M 18461.77 16573.97 14687.64 12803.00 9039.96 2144.85 1350.21 628.09
A 28083.50 25210.75 22340.74 19473.90 13752.04 3747.30 2191.84 989.06
M 30189.98 26632.83 20704.76 16176.35 9050.58 728.94 1385.76 1009.66
J 34685.98 30669.74 24296.41 19317.82 7866.80 1563.22 1612.55 1223.51
J 39247.18 34767.00 27938.85 22502.29 10149.96 2458.04 2031.23 1443.13
A 41757.33 37015.20 29932.83 24239.43 11211.52 2799.41 2182.33 1562.29
S 43166.47 38266.19 31038.09 25194.84 11440.43 3011.25 2050.36 1621.10
0 43842.42 38852.74 31551.79 25630.25 7304.62 2332.03 1520.94 1638.01
N 46855.20 41538.03 33931.02 27696.49 6759.02 2825.31 1704.03 1763.80
D 49759.16 44118.04 36217.06 29679.14 8313.33 3337.21 1870.45 1868.24
L0ST0CK Capacity : 20222 00
SUPPLY FACTOR (demand factor = 1. 0 )
Month
1.00 0.90 0.80 0.70 0.50 0.20 0.10 0.05
J 20222.00 20222.00 20222.00 20222.00 20222.00 0.00 0.00 0.00
F 20174.25 20174.18 20174.12 20174.05 20173.92 46.34 46.29 46.25
M 20001.14 20014.74 20028.35 20041.96 20069.18 54.21 67.49 74.11
A 20198.38 20189.60 20180.81 20172.04 20154.48 126.96 117.77 113.16
M 19981.07 19991.95 20002.82 20013.70 20035.46 108.87 119.31 124.53
J 19990.64 19999.02 20007.38 20015.76 20032.50 130.71 138.43 142.29
J 20066.55 20066.27 20065.97 20065.69 20065.10 160.12 159.13 158.63
A 20058.02 20057.82 20057.60 20057.40 20056.99 170.24 169.35 168.90
S 19912.61 19925.26 19937.90 19950.55 19975.85 159.92 171.76 222.31
0 19611.46 19652.17 19692.85 19733.56 19814.96 124.71 163.84 182.32
N 19561.39 19604.56 19647.71 19690.90 19777.23 148.48 188.48 207.47
D 19283.75 19351.22 19418.68 19486.17 19621.11 138.06 199.65 255.79
CHICHESTER Capacity : 16896.50
SUPPLY FACTOR (demand factor = 1. 0 )
Month
1.00 0.90 0.80 0.70 0.50 0.20 0.10 0.05
J
F
M
A
M
J
J
A
S
0
N
D
16896.50 
16856.71 
16745.23 
16862.02 
16638.31 
16616.07 
16704.11 
16642.45 
16517.85 
16194.94 
16123.16
16896.50
16896.50 
16856.65 
16753.27 
16856.15
16653.08 
16631.77 
16710.11 
16653.97 
16540.43
16248.09 
16181.37
16896.50
16896.50 
16856.58 
16761.30 
16850.29 
16667.86 
16647.48 
16716.12
16665.51 
16563.01 
16301.24 
16239.57 
16896.50
16896.50
16856.51 
16769.35 
16844.43 
16682.64 
16663.19 
16722.13 
16677.04 
16585.59 
16354.39 
16297.78 
16896.50
16896.50 
16856.38 
16785.43 
16832.70 
16712.17 
16694.57 
16734.12 
16700.08 
16630.73 
16460.65 
16414.16
16896.50
0.00
38.75
51.79
4145.34
28.67
42.50
73.45 
72.64 
65.33
24.45 
42.08
2359.07
0.00 0.00
38.68 38.65
59.62 63.55
96.80 93.76
93.99 101.20
107.11 114.62
127.00 129.56
130.21 135.48
132.17 142.79
118.87 144.23
137.23 164.08
269.93 244.20
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Combination of sequence and demand or supply factor (Unit of volume in megalitres):
Sequence of supply points modelled as Goal Programming model and solved:
Glennies -  Glenbawn -  Lostock -  Chichester -  Goulburn -  Wollombi
Demand Factor = 5 . 0 (supply factor = 1.0) Supply Factor = 0.10 (demand factor = 1. 0)
Month
Glenbawn Glennies Lostock Chichester Glenbawn Glennies Lostock Chichester
J 16302.74 0.00 0.00 0.00 15978.99 0.00 0.00 0.00
F 11472.03 287.58 46.86 5071.45 13026.50 432.21 46.29 38.68
M 5929.52 459.71 0.00 0.00 10408.78 697.66 67.49 59.62
A 7011.17 696.77 250.13 6383.03 8678.50 1405.37 117.77 96.80
M 543.24 718.38 73.26 0.00 6521.97 1402.75 119.31 93.99
J 2082.88 807.52 115.61 6.33 5766.49 1727.51 138.43 107.11
J 15122.36 898.07 213.85 115.45 6479.56 2093.38 159.13 127.00
A 25128.61 954.02 222.44 70.43 6817.00 2216.66 169.35 130.21
S 31154.69 1177.51 109.08 0.00 6493.46 2174.90 171.76 132.17
0 29710.09 1075.35 0.00 0.00 4900.13 1993.39 163.84 118.87
N 27140.39 1203.19 8.04 0.00 3120.10 2033.86 188.48 137.23
D 25921.29 1607.94 0.00 1064.57 1427.62 2059.74 199.65 269.93
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APPENDIX F.1: Computer Programs For Goal Programming And
Simulation
The computer programs for the solution of goal 
programming models and simulation procedure, as well as 
all other computers programs used in this study, have been 
written by the author in Turbo Pascal language. To 
compile the source codes of the programs, Borland's Turbo 
Pascal compiler version 5.5 for IBM PC has been used. The 
advantages in using the Turbo Pascal language are:
- It is highly structured language, in which programs can 
be broken down into modular units, thus allowed errors 
to be located quickly.
- Compilation time is short (in this study, it took only 
about two minutes to compile the largest program's 
source codes).
- The compiler can be easily obtained at relatively cheap 
price.
The programs for the solution of goal programming 
models and simulation procedure are put in separate floppy 
disks. Each disk contains files of the main programs and 
units. Units contains procedures, functions, and variable 
types and constant declarations used by the main programs 
and/or other units. The files of source codes for main 
programs and units all have file names with an extension 
of '.PAS'. The files of compiled main programs all have 
file names with an extension of '.EXE'. The files of 
compiled units all have file names with an extension of
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'*TPU'. These files are located in the main directory or 
sub-directory.
The program for solution of goal programming models 
are put in the disk labelled as 'EXECUTES'. It contains 
five main programs:
- EXECUTES -» located in the main directory, without any
unit.
- INPUT_GP -» located in the sub-directory PRODUC_M, with
accompanying units.
- MULTI_GP -» located in the sub-directory M_GOAL_P, with
accompanying units.
- CALCFLOW -f located in the sub-directory RIVER_CF, with
accompanying units.
- REC_DEMA -» located in the sub-directory RIVER_RD, with
accompanying units.
INPUT_GP is for arranging the goal programming model 
for a reservoir supply point in the right format.
MULTI_GP takes in the goal programming model arranged by 
the INPUT_GP and solves it using the modified simplex 
method. CALCFLOW is for calculating supply volume of a 
river supply point. REC_DEMA is for recalculating the 
demand of a demand point after it is supplied by the river 
flow calculated by CALCFLOW. All these four main programs 
are called from EXECUTES in an order depending the 
sequence of supply points to be solved by the goal 
programming model.
The program for stochastic simulation procedures is 
put in the disk labelled 'SIMULATE'. It contains one main
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program and a number of units. It takes in the result of 
EXECUTES, synthetic streamflow data files, and other 
necessary data such as reservoir capacity. Then it 
performs stochastic simulation.
Two floppy disks contain the programs are placed at 
the end of this thesis. They are labelled 'EXECUTES’ and 
'SIMULATE' respectively.

