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Abstract: We consider a one dimensional infinite chain of harmonic oscillators whose
dynamics is perturbed by a stochastic term conserving energy and momentum. We
prove that in the unpinned case the macroscopic evolution of the energy converges to the
solution of the fractional diffusion equation ∂t u = −||3/4u. For a pinned system we
prove that its energy evolves diffusively, generalizing some results of Basile and Olla (J.
Stat. Phys. 155(6):1126–1142, 2014).
1. Introduction
Superdiffusion of energy and the corresponding anomalous thermal conductivity have
been observed numerically in the dynamics of unpinned FPU chains [15,16]. This is
generally attributed to the small scattering rate for low modes, due to momentum con-
servation. When the interaction has a pinning potential, it is expected that the system
undergoes a normal diffusion. More recently, the problem has been studied in models
where the Hamiltonian dynamics is perturbed by stochastic terms that conserve energy
and momentum, like random exchange of velocity between nearest neighbors particles
[1,2]. In thesemodels, the interaction is purely harmonic, and as a result, theGreen-Kubo
formula for thermal conductivity κ can be studied explicitly. It diverges for one and two
dimensional lattices in case no pinning potential is present, while thermal conductivity
stays finite for pinned systems or in dimension d ≥ 3. In the cases when the conductivity
is finite it is proven in [4] that energy fluctuations in equilibrium evolve diffusively.
The main result of the present article concerns the nature of the superdiffusion in
dimension 1, when the chain is unpinned. It has already been proven that in the weak
noise limit (where the average number of stochastic collisions per unit time is kept finite,
This paper has been partially supported by the European Advanced Grant Macroscopic Laws and
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as in the Grad limit) the Wigner distribution of the energy converges to an inhomoge-
neous phonon linear Boltzmann equation [5]. Since the corresponding scattering kernel
R(k, k′) is positive, the resulting Boltzmann equation can be interpreted probabilisti-
cally as the evolution of the density for some Markov process: in this limit a phonon of
mode k moves with the velocity given by the gradient of the dispersion relation ∇ω(k)
and change mode with rate R(k, k′). Under a proper space-time rescaling, this process
converges to a Lévy superdiffusion generated by the fractional Laplacian −||3/4. This
is proven in [3,10], using probabilistic techniques such as coupling and martingale con-
vergence theorems. A completely analytic proof of the convergence, from a kinetic to
a fractional diffusion equation, without the use of the probabilistic representation, has
been proposed in [18]. All these results provide a two-step solution: first take a kinetic
limit, then use a hydrodynamic rescaling of the kinetic equation. A kind of diagonal
procedure is treated in [13]: using the probabilistic approach, one can push the time
scale a little longer (matching suitably the size of a still small scattering rate) than in
the kinetic limit case. As a result, it is possible to obtain the diffusive limit under the
pinning potential and superdiffusive in the unpinned case.
In the present paper we prove a direct limit to the fractional superdiffusion, just
by rescaling space and time, without the weak noise assumption. We also recover the
diffusive limit results of [4] in the case of a finite diffusivity and study the cases of
intermediate weaker noise limits. The rigorous formulations of our main results are
listed in Sect. 3.
In a recent article [20], Herbert Spohn predicts the same fractional superdiffusive be-
havior for the heat mode in the β-FPU at zero pressure. This follows from an application
of mode coupling approximation procedure to fluctuating hydrodynamic equations. Our
present results concern a model, which has also three conserved quantities. They are in
agreement with the predictions of [20], confirming that the harmonic stochastic model
is a good approximation of some non-linear models, at least in the case of symmetric
interactions.
The strategy of the proof is as follows: first, we formulate the result for the limit
evolution of the Wigner distribution W(t) of the energy, when the initial data are in
L2, see Theorems 5.1 and 5.2, proven in Sects. 10 and 11. These results concern the
system with non–equilibrium initial data but of the finite total energy. The extension
to homogeneous initial data (whose L2 norm is infinite), in particular the equilibrium
dynamics with Gibbs distributed initial data, is possible by a simple duality argument,
see Sect. 12.
Our results can be formulated in terms of a local energy functional, see Theorems 3.1
and 3.2 in the case of the L2 integrable initial data, and Theorem 3.3 for the initial data
in equilibrium, respectively. This is possible thanks to the asymptotic equivalence of the
relevant energy functionals proven in Propositions 5.3 and 6.3 below.
Concerning the proof when the initial data have square summable realizations, which
is the crucial part of our argument, we study first the time evolution of the Wigner dis-
tribution of the energy W(t), which represents the energy density in both the spatial
variable and frequency modes (in fact, it is more convenient to work with the Fourier
transform of W(t) in the spatial variable). As it has been already remarked in [5], the
evolution ofW(t) is not autonomous but involves another distribution Y(t), whose real
and imaginary parts represent the difference between kinetic and potential energy and
the energy current, respectively, see (9.13). The principal advantage of working with
the pair (W(t),Y(t)) is that its evolution can be described by a system of ordinary
differential equations. By performing the Laplace transform in the temporal domain, the
Energy Superdiffusion 409
system reduces further to an algebraic system of linear equations, see (10.5), and the
problem of finding the asymptotics of the energy density for the chain of oscillators re-
duces to the question of asymptotics of solutions of the system. This is done in Sects. 10
and 11. First, we observe in Sect. 10 that due to the high number of random collisions in
the time scales considered, both W(t) and Y(t) homogenize (unlike in the case of the
kinetic limit considered in [5]), and their limits do not depend on the frequency mode
variable. The homogenization is proven in Theorem 10.2. In addition, because of fast
fluctuations, the time integral of Y(t) will disappear from the final equation, as in the
case of the kinetic limit in [5]. The above implies that the phonon-Boltzmann equation
gives a good approximation of the evolution of W(t), but the presence of the error
term, which is of order o(1), as  tends to 0, does not allow for a direct application
of the probabilistic approach of [3,10]. Instead, we use a version of the analytic ap-
proach of [18], based on projections on the product components of the scattering kernel
appearing in the homogenized dynamics, see (5.13) and (10.9) below. This is done in
Sect. 11.
In our choice of the dynamics, a diffusive random exchange of momenta takes place
between the three nearest neighbor particles in such a way that total kinetic energy and
momentum are conserved in the process. However, our method can be applied to lin-
ear models with quite general stochastic scattering mechanisms, generating different
scattering rates. The result does not depend on the particular type of stochastic perturba-
tion, as long as it conserves the appropriate quantities. E.g., we could consider a model
with a simple Poissonian exchange of the two nearest neighbor velocities described in
Sect. 2.1.3 below. In fact this case is computationally less involved, due to a simpler
structure of the respective scattering kernel.
Concerning the possible generalizations of our results to dimensions d ≥ 2, see [1]
for the formulation of the model; we conjecture they can also be treated by the present
method.
Although for the equilibrium fluctuations we prove only the convergence of the co-
variance function, our approach can be further developed to obtain the convergence in law
for the equilibrium fluctuation field to the respective Ornstein–Uhlenbeck process. The
question of the convergence in probability for the non-equilibrium case could possibly
be more involved, as it requires the control of higher moments of the energy distribution.
A remark concerning the initial data of the system is also in order. We choose the ini-
tial probability distributions of the velocities and inter-particle distances whose energy
spectrum satisfies condition (3.9). This condition implies that the initial data are macro-
scopically centered (see Sect. 3.2.1). While this choice is quite natural in the situation of
a pinned chain, it requires some explanation in the unpinned case. In the latter situation,
if we start with non-centered initial conditions, their respective macroscopic averages
will evolve, at the hyperbolic space-time scale, following the linear wave equation. As
a result, they will disperse to infinity, since we start with the data whose realization
has a finite L2 norm. This implies that at a larger superdiffusive time scale these aver-
ages will be null. Thus the initial condition for the macroscopic superdiffusive evolution
is provided solely by the variance or the high oscillations of the initial data, i.e., the
temperature profile. Summarizing, the initial energy profile can be decomposed into a
temperature profile and a phonon energy profile. At the hyperbolic time scale the phonon
energy profile will converge to 0 asymptotically, as time goes to infinity, while the tem-
perature profile remains stationary. The latter starts evolving at the larger, superdiffusive
time scale following a fractional heat equation. The details of this decomposition will
be explained in a forthcoming article [11].
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We mention here the article [6], where a result similar to ours is proven, by very
different techniques, for a dynamics with two conserved quantities (energy and volume)
in the case when the initial data is given by a Gibbs equilibrium measure.
2. The Dynamics
2.1. Infinite chain of interacting harmonic oscillators.
2.1.1. Hamiltonian system. The dynamics of the chain of oscillators can be written
formally as a Hamiltonian system of differential equations
q˙x (t) = ∂pxH(p(t), q(t))
(2.1)
p˙x (t) = −∂qxH(p(t), q(t)), x ∈ Z.
The formal Hamiltonian is given by









αx−x ′qxqx ′ (2.2)
and we assume also (cf [5]) that:
(a1) (αx )x∈Z is real valued and there exists C > 0 such that |αx | ≤ Ce−|x |/C for all
x ∈ Z,
(a2) αˆ(k) is also real valued and αˆ(k) > 0 for k = 0 and in case αˆ(0) = 0 we have
αˆ′′(0) > 0,
(a3) to guarantee that the local energy functional, see (3.8) below, is non-negative we
assume that αx ≤ 0, x = 0.




αx exp{−2π i xk}, k ∈ T. (2.3)
The above conditions imply that both functions x → αx and k → αˆ(k) are even. In
addition, αˆ ∈ C∞(T). Define the dispersion relation as ω(k) := αˆ1/2(k). In case when
αˆ(0) > 0 the dispersion relation belongs to C∞(T). If αˆ(0) = 0 we can write





where ϕ : [0,+∞) → (0,+∞) is of C2 class and such that ϕ(0) = 1.
The px component stands for the velocity (or momentum, as the mass of each particle
is taken equal to 1) of the particle x . In the pinned case, αˆ(0) > 0, the particle labelled
with x feels a pinning harmonic potential centered at ax , where a ≥ 0 is an arbitrary
equilibrium interparticle distance, so qx should be interpreted as the displacement of the
position of the particle x from the point ax . Since the dynamics is linear, it does not
depend on a, which assume is equal to 1.
In the unpinned case, αˆ(0) = 0, the system is translation invariant, and only the
interparticle distances are relevant for the dynamics. So in the unpinned case the variables
qx are defined up to a common additive constant. Therefore, the relevant quantities are
functionals of the relative distances between the particles. An important example is a
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wave function defined in Sect. 5.1. Its definition is unambiguous both in the pinned and
unpinned cases. In the unpinned case, the total momentum and the energy of the chain
are formally conserved, (besides the volume of course). Since we insist on preserving
these properties, we choose a stochastic perturbation having the same conservation laws.
This can be done either locally, via a time continuous stochastic exchange of momentum
considered in this paper, or through a timediscontinuous randomexchange ofmomentum
mechanism (see Sect. 2.1.3).
2.1.2. Continuous time noise. We add to the right hand side of (2.1) a local stochastic
term that conserves p2x−1 + p2x + p2x+1 and px−1 + px + px+1. The respective stochastic
differential equations can be written as
dqx (t) = px (t) dt,
dpx (t) =
[








(Yx+zpx (t))dwx+z(t), x ∈ Z,
with the parameter γ > 0 that determines the strength of the noise in the system, and
(Yx ) are vector fields given by
Yx := (px − px+1)∂px−1 + (px+1 − px−1)∂px + (px−1 − px )∂px+1 . (2.6)
Here (wx (t))t≥0, x ∈ Z are i.i.d. one dimensional, real valued, standard Brownian
motions, that are non-anticipative over some filtered probability space (,F , (Ft ) ,P).





−4, x = 0,
−1, x = ±1,
0, if otherwise.
The lattice Laplacian of (gx )x∈Z is defined as gx := gx+1 + gx−1 − 2gx . Let also
∇gx := gx+1−gx and∇∗gx := gx−1−gx . For a future reference we let β1,x := ∇∗β(0)x .





= 8s2(k) + 4s2(2k) (2.7)
and
βˆ1(k) = (1 − e−2iπk)
(
4 + e2π ik + e−2π ik
)
, (2.8)
where, for the abbreviation sake, we have written
s(k) := sin(πk) and c(k) := cos(πk), k ∈ T. (2.9)
2.1.3. Random momentum exchange. Another possible stochastic dynamics that con-
serves the volume, energy and momentum (in the unpinned case) can be obtained by a
“jump” typemechanism of the momentum exchange. More precisely, let (Nx,x+1(t))x∈Z
be i.i.d. Poisson processes with intensity 3γ /2. The dynamics of the position component
(qx (t))x∈Z is the same as in (2.5), while the momentum (px (t))x∈Z is a càdlàg process
given by
dpx (t) = −(α ∗ q(t))xdt
+
[∇px (t−)dNx,x+1(t) + ∇∗px (t−)dNx−1,x (t)
]
, x ∈ Z. (2.10)
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3. Main Results: Macroscopic Evolution
3.1. Remarks on hyperbolic scaling. Euler equations. Consider now the unpinned case
αˆ(0) = 0. For a configuration (px (t), rx (t))x∈Z we define the energy per atom:








αx−y(qx (t) − qy(t))2. (3.1)
Thanks to condition (a3) we have ex (t) ≥ 0. Notice also that, since∑x αx = 0, formally
we have
∑
x ex (t) = H(p(t), q(t)).
Define rx (t) = qx (t) − qx−1(t). Then ∑x rx (t), when finite, represents the total
length of the system when the equilibrium interparticle distance a = 0. The chain has
three formally conserved (also called balanced) quantities
∑
x








Because the noise is added to the system, these are the ‘only’ conserved quantities.
More precisely, the only stationary probability measures for the infinite dynamics (2.1),
that are also translation invariant andhave afinite density entropyproperty (seeDefinition
4.2.1 of [7]), are mixtures of the Gibbs measures

















parametrized by the temperature T , momentum p¯ and tension τ , properly defined locally
by the appropriate DLR equations on their conditional distributions (see Section 4 of
[7]).
It can be proven that after the hyperbolic space-time scaling, these conserved quan-




∂t r¯(t, y) = ∂y p¯(t, y),
∂t p¯(t, y) = τ1∂yr¯(t, y),
∂t e¯(t, y) = τ1∂y (r¯(t, y) p¯(t, y)) ,
(3.3)
with the initial data
r¯(0, y) = r¯0(y), p¯(0, y) = p¯0(y), e¯(0, y) = e¯0(y)
determined by the limits of quantities given by (3.2) at time t = 0. Here the parameter





More precisely, consider the empirical distributions associated to the conserved quanti-













J (y)u¯(t, y) dy, (3.5)
with J—a smooth test function with compact support, and the convergence holds in
probability for any t > 0, provided it holds for the initial distribution at t = 0. The
functions r¯0, p¯0, e¯0 are assumed to belong to C∞0 (R)—the space of all smooth and
compactly supported functions. The components of u¯(t, y) := (r¯(t, y), p¯(t, y), e¯(t, y))
satisfy (3.3). Note that system (3.3) decouples. Quantities (r¯(t, y), p¯(t, y)) satisfy the
linear wave equation. Define the energy of the phonon modes as







The residual energy component, called the local temperature profile, is given by
T (y) := e¯0(y) − e¯ph(0, y). (3.6)
The above definition leads to the decomposition of the energy profile e¯(t, y) into the tem-
perature profile, that remains stationary under the hyperbolic scaling, and the phononic
energy e¯ph(t, y)whose evolution is driven by the linearwave equation, see (3.3). Observe
that, starting with compactly supported initial data, the phonon energy will disperse to
infinity, as t → ∞, and the energy profile will converge (weakly) to the temperature
profile. This is the reason why at any larger time scale, we have only to look at the
evolution of the temperature profile.
In the case of a finite number of particles N = [−1], with periodic or other boundary
conditions, convergence in probability stated in (3.5) can be proven by using relative
entropy methods, see [19] and [8]. In fact in the latter paper the limit has been shown
in the non-linear case, in the smooth regime of the Euler equations. In the infinite




 〈H(p, q)〉μ < +∞, (3.7)
with 〈·〉μ denoting the expectationwith respect toμ , the relative entropymethod cannot
be applied.
The detailed analysis of the behavior of the energy component corresponding to the
phononic modes, under the hyperbolic scaling is not the subject of the present paper and
we shall deal with it in our future work. Our purpose here is to go beyond the hyperbolic
time scale and understand the behavior of the energy component corresponding to the
local temperature profile on the diffusive or (if necessary) superdiffusive space-time
scale.
3.2. Behavior of the energy functional. Our main results deal with the macroscopic
behavior of the energy functional, for a given configuration (p(t), q(t)). The energy per
site is defined as








αx−y(qx (t) − qy(t))2 + αˆ(0)
2
q2x (t). (3.8)
In this section we shall assume that condition (3.7) is satisfied. Denote by E the expec-
tation with respect to the product measure P := μ ⊗ P.
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3.2.1. Superdiffusive behavior of the unpinned chain. We assume first that αˆ(0) = 0,
i.e. the pinning potential vanishes and the Hamiltonian dynamics conserves both the
momentum and energy.
Define, the energy spectrum of a configuration (px , qx )x∈Z as
w(k) := 〈|pˆ(k)|2 + αˆ(k)|qˆ(k)|2〉μ , k ∈ T,
where pˆ(k) and qˆ(k) are the Fourier transforms of (px ) and (qx ), respectively (see Sect. 4






w(k)dk < +∞. (3.9)







w2(k)dk < +∞. (3.10)












J (x)〈px 〉μ = 0, ∀ J ∈ C∞0 (R). (3.12)









where W0 ∈ L1(R) (it is obviously non-negative).
Theorem 3.1. Let δ = 3/2, then, under the conditions on the initial distribution stated

















W (t, y)J (t, y)dtdy, (3.14)
where W (t, y) satisfies the fractional heat equation:
∂tW (t, y) = −cˆ|y |3/4W (t, y) (3.15)





The proof of this result is a direct consequence of Theorem 5.2 and Proposition 5.3
formulated below. In fact, (as can be seen from the aforementioned results) it can be
formulated in a more general way to cover also the case of aweaker noise, i.e. parameter
γ can be replaced by sγ0, for some s ∈ [0, 1) and γ0 > 0. Then, the result is still valid
at the time scale corresponding to the exponent δ = (3 − s)/2. The limit W (t, y) is the
same as in the case s = 0, covered by Theorem 3.1.
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3.2.2. Diffusive behavior of the pinned chain. If αˆ(0) > 0 there is a pinning potential
and the Hamiltonian dynamics does not conserve the momentum. Energy is the only












Since ω′(k) ≈ k and R(k) ≈ k2, as k  1 (see (2.4) and (2.7)), we have σˆ 2 < +∞
(it is infinite in the unpinned case, due to ω′(k) ≈ sign k). As a result, the evolution is
diffusive and we have the following:
Theorem 3.2. Let s ∈ [0, 1), γ = sγ0. Then, under the assumptions made in the


















W (t, y)J (t, y)dtdy,
with δ = 2 − s, where W (t, y) satisfies the heat equation:











if 0 < s < 1. (3.21)
The above theorem follows directly from Theorem 5.1 and the already mentioned
Proposition 5.3 formulated below.
3.3. Equilibrium fluctuations. The results formulated in Sect. 3.2 hold under the condi-
tion of finite microscopic total energy (3.7). By a duality argument they can be applied
to obtain the following macroscopic behavior of the fluctuations when the system starts
in an equilibrium measure μE0,0,0. For the fluctuations of the energy mode we assume
that γ = γ0s for some γ0 > 0 and s ∈ [0, 1). Consider the energy fluctuation field












, J ∈ C∞0 (R), (3.22)
where ex (t) is given by (3.8) and δ is chosen as before, i.e. δ = (3−s)/2 in the unpinned
case, and δ = 2 − s in the pinned one. The covariance field is defined as




, J1, J2 ∈ C∞0 (R). (3.23)
The following theorem is a direct corollary from Theorems 6.1 and 6.2, and Proposi-
tion 6.3 formulated below.
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φ(t)C (e) (t, J1, J2)dt =
∫ +∞
0
φ(t)C (e)(t, J1, J2)dt
where C (e)(t, J1, J2) satisfies the equation
∂tC
(e)(t, J1, J2) = C (e)(t,AJ1, J2)
with the initial condition




and A = −cˆ|y |3/4 in the unpinned, or A = Dy in the pinned case, respectively.
Coefficients cˆ and D are the same as in Theorems 3.1 and 3.2, respectively.
Remark. We remark here that Theorems 3.1 through 3.3 hold also for the dynamics
corresponding to the random momentum exchange model described by (2.10).
4. Some Basic Notation
The one dimensional torus T is the interval [−1/2, 1/2] with identified endpoints. Let
2 be the space of all complex valued sequences (ψx )x∈Z, equipped with the norm
‖ψ‖2
2
:= ∑x |ψx |2. For m ∈ R we introduce hm—the space of sequences (ψx )x∈Z,
for which ‖ψ‖2hm :=
∑
x (1 + x
2)m |ψx |2 < +∞.
Given a sequence (ψx ) ∈ 2 define ψˆ : T → C—its Fourier transform—by (2.3).
Obviously ψˆ belongs to L2(T)—the space of all complex valued functions equipped





Formula (2.3) determines also an isometric isomorphism between hm and Hm(T)—the
completion of C∞(T) in the norm ‖ψˆ‖Hm (T) := ‖ψ‖hm . We have H0(T) = L2(T).
For an arbitrary J : T → C, k ∈ T, p ∈ R and  > 0 we define































Given a set A and two functions f, g : A → R+ we say that f (x) ≈ g(x), x ∈ A if
there exists C > 1 such that
f (x)
C
≤ g(x) ≤ C f (x), ∀ x ∈ A.
We write g(x)  f (x), when only the upper bound on g is satisfied.
Denote by S the set of functions J : R × T → C that are of C∞ class and such that




(1 + y2)n|∂ ly∂mk J (y, k)| < +∞.
For J ∈ S we let Jˆ be its Fourier transform in the first variable, i.e.
Jˆ (p, k) :=
∫
R
e−2π iyp J (y, k)dy.






| Jˆ (p, k)|dp. (4.2)
By A we denote the completions of S in the respective norm.
4.1. Averaged Wigner transform. For a given  ∈ (0, 1] we let ψ be a random element














where 〈·〉μ is the expectation with respect to μ .
Define W (0) ,Y
(0)
 ∈ A′


















Jˆ ∗(p, k)dpdk, (4.4)
and


















Jˆ ∗(p, k)dpdk (4.5)
for any J ∈ A. From the Cauchy–Schwartz inequality we get






















(‖Y (0) ‖A′ + ‖W (0) ‖A′) ≤ 2K0. (4.7)
Functional W (0) ∈ A′ is called the averaged Wigner transform of ψ . We refer to Y (0) as
the averaged anti-Wigner transform. By Plancherel’s identity we obtain
















(x + x ′), k
)
dk, (4.8)











(sequentially) compact in A′, as  → 0+, i.e. for any sequence n → 0 we can choose a





)n≥1 whose each component is ∗-weakly convergent in A′, see
Section 4.1 of [5].
One can show, see Theorem B4 of [17], that if (W (0)
′n
)n is ∗-weakly convergent then
there exists a finite Borel measure W0(dy, dk) on R × T whose total mass does not





, J 〉 =
∫
R×T
J ∗(y, k)W0(dy, dk), J ∈ A.
Applied to functions J (y, k) = J (y) the Wigner distribution becomes:





〈|ψx |2〉μ J (x). (4.9)
Remark. Observe that condition (4.3) implies that (ψx )x is centered in the following





〈ψx 〉μ J (x) = 0. (4.10)
Indeed, by Plancherel’s identity we can write that the absolute value of the expression












































where the estimate follows by Hölder inequality. Using the change of variables k′ :=
k/ in the second integral on the right hand side we conclude that it is bounded by
(K1)1/4‖ Jˆ‖L4/3(R) for  ∈ (0, 1], which proves (4.10).
4.2. Homogeneous random fields on Z. Suppose that E : T → [0,+∞) is a Borel







∣∣∣∣ < +∞. (4.12)
Let (ξy)y∈Z be a sequence of i.i.d. complexGaussian randomvariables such thatEξ0 = 0





a Gaussian, random H−m(T)-valued element, where m > 1/2. Its covariance field
equals
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E(k)J1(k)J ∗2 (k)dk (4.14)




e2π ikx ψˆ(k)dk, x ∈ Z,
is a complex Gaussian, stationary field. Function E(k) is called the spectral measure of
the field (ψx )x∈Z. In the particular case when E(k) ≡ 2E0 we denote by μE0 the law of
the respective field (ψx )x∈Z. It is supported in h−m , if m > 1/2. One can verify that
(ψx )x∈Z satisfies
〈ψx 〉μE0 = 0, 〈ψxψx ′ 〉μE0 = 0, 〈ψ∗x ψx ′ 〉μE0 = 2E0δx,x ′ , x, x ′ ∈ Z. (4.15)
5. Finite Macroscopic Energy: Initial Data in L2
5.1. The wave function and its evolution. The wave function, adjusted to the macro-
scopic time, is defined as (see [5])
ψ()x (t) :=
(




, x ∈ Z, (5.1)
where (px (t), qx (t))x∈Z satisfies (2.5) and δ ∈ [0, 2] is to be chosen later. Function
(ω˜x )x∈Z is the inverse Fourier transform of the dispersion relation function ω(k) :=√
αˆ(k). The Fourier transform of the wave function is given by












, k ∈ T. (5.2)


















t≥0 is an L
2(T)-valued, adapted process that is
the unique solution of the Itô stochastic differential equation, understood in the mild




ψˆ()(t, k) − γ R(k)
δ
[














where ψˆ()(0) ∈ L2(T), R(k) = βˆ(k)/4, and
r(k, k′) := 2s2(k)s(2(k − k′)) + 2s(2k)s2(k − k′), k, k′ ∈ T. (5.5)







where (wx ) are i.i.d. standard, 1-dimensional real Brownian motions.
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5.2. Asymptotics of the Wigner transform. In what follows we assume that condition
(4.3) holds. Suppose also that s ∈ [0, 1) and that γ = γ0s . The noise in (2.5) is called
weak (resp. strong) if s > 0 (resp. s = 0). Furthermore assume that for any J ∈ S such













e−2π i pyW0(y)dy. (5.7)
Since the total energy of the system
∑
x∈Z |ψx (t)|2 is conserved in time, see Section
2 of [5], for each  ∈ (0, 1] we have
‖ψˆ()(t)‖L2(T) = ‖ψˆ‖L2(T), t ≥ 0, P a.s. (5.8)
Let W(t) be the (averaged) Wigner transform of ψ()(t) given by



















Here, as we recall, E is the expectation with respect to P = μ ⊗ P. From (5.8) we





‖W(t)‖A′ ≤ K0, (5.10)
where K0 is the constant appearing in condition (4.6). As a direct consequence of the
above estimate we infer that the family (W(·))∈(0,1] is ∗-weakly sequentially compact
in any L∞([0, T ];A′), where T > 0.
Our main result states that, given s ∈ [0, 1), the exponent δ can be adjusted so that
(W(·)) is ∗-weakly convergent, as  → 0+, in any L∞([0, T ];A′), where T > 0. The
cases of pinned (αˆ(0) > 0) and unpinned chains (αˆ(0) = 0) are considered in Sects. 5.2.1
and 5.2.2 respectively. Before presenting our results let us recall briefly the case of the
kinetic limit treated in [5], see Theorem 5 in ibid., corresponding to s = 1, which is
outside of the scope of our results. Then, taking δ = 1 the family W(·) is ∗-weakly
convergent, as  → 0+, to the unique weak solution of the linear kinetic equation
∂tW (t, y, k) +
ω′(k)
2π
∂yW (t, y, k) = γ0LW (t, y, k). (5.11)




R(k, k′)w(k′)dk′ − 2R(k)w(k), w ∈ L1(T). (5.12)
Here R(k) is given by (3.18) and



















From (2.7) we conclude that
R(k) ≈ sin2(πk), k ∈ T. (5.16)




αx > 0. (5.17)
Since (5.17) together with the assumption αˆ′′(0) > 0 imply that
|ω′(k)| ≈ | sin(πk)|, k ∈ T.
From the above and (5.16) we infer that σˆ 2 given by formula (3.17) is finite.
Theorem 5.1. Assume that conditions (5.6) and (5.17) are in force and δ = 2−s, where
s ∈ [0, 1). Then, for any T > 0 the Wigner transforms W(·) converge, as  → 0+, in
the ∗-weak sense in L∞([0, T ];A′) to W (·) given by
W (t, y) :=
∫
R
e2π i py Ŵ (t, p)dp, (5.18)
where,






W 0(p), t ≥ 0 (5.19)
and cˆ is defined by (3.21), if s ∈ (0, 1) (weak noise), or by (3.20), if s = 0 (strong noise).




αx = 0. (5.20)
Recall that in this case the dispersion relation satisfies (2.4). Therefore, the integral
appearing on the right hand side of (3.17) becomes divergent. Define




W 0(p), t ≥ 0, (5.21)





Our result can be formulated as follows.
Theorem 5.2. Assume that (5.6) and (5.20) are in force. Then, the convergence assertion
made in Theorem 5.1 still holds for any s ∈ [0, 1) and δ = (3 − s)/2. The limit W (t) is
given by (5.18) and (5.21).
The proofs of the above two theorems are presented in Sect. 11.2.
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5.3. Energy modes. Thanks to condition ex (t) defined in (3.8) are non-negative.






J (x)E |ψ()x (t)|2 = 〈W(t), J 〉, J ∈ C∞0 (R). (5.23)
Theorem 3.1 (resp. Theorem 3.2) is a consequence of (5.23), Theorem 5.2 (resp. Theo-
rem 5.1) and the following result, proved in Sect. 13.1.



















= 0, t ≥ 0, J ∈ C∞0 (R) (5.24)
for δ as in the statement of Theorem 5.1 (resp. Theorem 5.2).
6. Fluctuations in Equilibrium
In this section we assume that the system is in equilibrium, i.e. that (ψx )x∈Z is a homo-
geneous, complex Gaussian random field whose covariance function is given by (4.15).
As we have already mentioned, its law μE0 is supported in h−m for m > 1/2 and the
Fourier transform ψˆ(k) belongs to H−m(T), μE0 a.s.
Define (ψ()x (t)) as the field given by the Fourier coefficients of the solution (ψˆ()
(t, k)) of the Eq. (5.4) whose initial data is distributed according to μE0 . It has been
shown in [12], see Proposition 2.1, that there exists a unique solution of the equation,
understood in themild sense inC([0,+∞); H−m(T)) for anym > 1/2, in caseω(0) > 0
and for m ∈ (1/2, 3/2), in the unpinned case. Furthermore, see Section 5.1 of ibid., the
law of ψˆ in H−m(T) is invariant in time under the dynamics determined by (5.4).
6.1. Fluctuating Wigner distribution. For a given J ∈ S define the random Wigner
transform as the field
















J˜ (y, x) =
∫
T
e2π i xk J (y, k) dk, (y, x) ∈ R × Z.
We will also denote W˜(t; J ) := W˜(ψ()(t); J ). From the time invariance of the law
of ψ()(t) and (4.15) we obtain
EW˜(t; J ) ≡
〈W˜(0; J )
〉
E0 = 0, t ≥ 0.
Given J1, J2 ∈ S define also the covariance field





In the particular case when t = 0 we obtain









(x + x ′)
2




(x + x ′)
2
, x ′ − x
)
. (6.3)
Using the Parseval identity we conclude that
lim





J ∗1 (y, k)J2(y, k)dydk, (6.4)
for any J1, J2 ∈ S and in the case Jm(y, k) ≡ Jm(y), m = 1, 2 we have
lim








6.2. Statements of the results.




Ĵ (p, k)dk, J ∈ S.
Our result dealing with this situation can be formulated as follows.

















φ(t) J¯1(p) J¯2(p)dtdp, (6.6)
for any φ ∈ L1[0,+∞), J1, J2 ∈ S. Here cˆ is as in Theorem 3.2.
6.2.2. Case of a no pinning potential. The result in this case can be formulated as
follows.















φ(t) J¯1(p) J¯2(p)dtdp, (6.7)
for any φ ∈ L1[0,+∞), J1, J2 ∈ S. Here cˆ is given by (3.21).
The proofs Theorems 6.1 and 6.2 are presented in Sect. 12.
6.2.3. Energy fluctuations. Applying the Wigner fluctuating field to a function J (y)
constant in k we obtain the fluctuation field
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|ψ()x (t)|2 − E0
)
J (x). (6.8)
Denote the empirical fluctuation of energy field by











J (x), J ∈ C∞0 (R) (6.9)
and the respective second mixed moment by
C (e) (t; J1, J2) := E [E(t; J1)E(0; J2)] , J1, J2 ∈ C∞0 (R). (6.10)
Our next result shows the fields defined by (6.8) and (6.9) are asymptotically equal. Its
proof is presented in Sect. 13.2.
Proposition 6.3. For any t ≥ 0 we have
lim
→0+ E
[E(t, J ) − W˜(t; J )
]2 = 0, J ∈ C∞0 (R). (6.11)
As a result the conclusions ofTheorems6.1 and6.2 hold forC (e) (t; J1, J2) substituted
in place of C(t; J1, J2), which in turn implies Theorem 3.3.
7. Outline of the Proofs of Theorems 5.1 and 5.2
This section is intended to outline the proof of Theorem 5.2 (Theorem 5.1 follows from a
similar consideration). First, in Sect. 8,we describe the evolution of theWigner transform
W(t, y, k) of the wave function ψ
()
x (t) introduced in Sect. 5. In fact, for our purposes
it is more convenient to deal with its Fourier transform in the spatial domain, given by
(8.1). It satisfies the following equation














Û,−(t, p, k) − γ
δ
LÛ,+(t, p, k) + O() (7.1)
Here, γ = γ0s for some s ∈ [0, 1), with δ = (3−s)/2 and O() is some expression that
becomes negligible, as  → 0+. Here Û,+(t, p, k) represents the difference between
the kinetic and potential energy, while Û,−(t, p, k) is related to the energy current (the
product of the momentum and inter-particle distance). They are highly oscillatory and
their averages (in time and in k) turn out to vanish in the limit as  → 0+.
To simplify the presentation we assume also here that the scattering kernel equals
R(k, k′) = R(k)R(k′), where R(k) = 2 sin2(πk), which is actually the case for the
random momentum exchange model described in Sect. 2.1.3. The scattering operator
(see (5.12)) is then of the form
L f (k) = 2R(k)〈 f, R〉L2(T) − 2R(k) f (k). (7.2)
Since the wave function at time t = 0 is L2 bounded, see (4.6), this bound persists
in time, due to the energy conservation. In turn this implies the bound on the norm of
(W(·)) in L∞([0,+∞);A′), see (5.10). In consequence this family is compact in the
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∗-weak topology in L∞([0, T ];A′) for any T > 0. Our goal is to identify its limit as
the function W (t) appearing in the statement of Theorem 5.2. To do so we modify the
argument put forward in [18]. To further simplify our presentation we drop the negligible
term appearing on the right hand side of (7.1). Performing the Laplace transform on both
sides of (7.1) and using the formula (7.2) for the scattering operator L we obtain that



















u¯,+ − 2γ R
δ
〈u¯,+, R〉L2(T) (7.3)
Here w¯(λ, p, k) and u¯,±(λ, p, k) are the Laplace transforms of Ŵ(t, p, k) and Û,±
(t, p, k), respectively, see (10.5). After some simple computations we get















where D() := λδ + 2γ R + iω′. Performing the scalar product of both sides of the
equation against 2γ R/δ we conclude





dk ≈ O, (7.5)













Here O is the expression that arises from the scalar multiplication of the right hand side
of (7.4).
It is quite simple to show that the second term on the left hand side of (7.5) tends
to W 0(p), given by (5.7). Our main effort goes into proving that the right hand side of
(7.5) vanishes as  → 0+ and that
a()w → λ + C |p|3/2
for an appropriate C > 0, as  → 0+, when ω(0) = 0 (we have a()w → λ + Cp2 in
the unpinned case). The first fact is a consequence of the aforementioned oscillatory
behavior of u¯,±, while the convergence of a()w follows from detailed calculations,
see Proposition 11.1. This allows us to conclude that 〈w(λ, p), R〉L2(T)—the limit of〈w(λ, p), R〉L2(T), as  → 0+, satisfies
(λ + C |p|3/2)〈w(λ, p), R〉L2(T) = W 0(p). (7.6)
Since in themacroscopic time the number of randomcollisions grows as s−δ  1 (recall
that is proportional to γ /δ ∼ s−δ) the limit w(λ, p, k) of energy density w¯(λ, p, k)
for a fixed p, as  → 0+, should become independent of the k-variable, therefore, since∫
T
R(k)dk = 1, we ought to have
w(λ, p, k) ≡ w(λ, p) = 〈w(λ, p), R〉L2(T). (7.7)
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This homogenization result is proved in Theorem 10.2 and allows us to conclude (7.7).
By virtue of (7.6) and the uniqueness property of the Laplace transform we infer that
W (t), appearing in the statement of Theorem 5.2, satisfies (5.21). The “true” argument
is a bit more involved, due to the fact that the scattering kernel R(k, k′) corresponding to
the noise considered in this paper is not of a product type, see (5.13), which complicates
the actual calculations.
8. Evolution of the Wigner Transform
For a given  > 0 let ψˆ()(t) be a solution of (5.4) with the initial condition ψˆ distributed
according to a probability measure μ on L2(T). The Fourier transform of the Wigner
transform of ψˆ()(t) is given by
















where, as we recall, E is the average with respect to the initial condition and the
realization of the noise. To close the equations governing the dynamics of Ŵ(t, p, k)
we shall also need the following functions

















Ŷ,−(t, p, k) := Ŷ ∗ (t,−p, k), Ŵ,−(t, p, k) := Ŵ(t, p,−k).
We shall also write Ŵ,+ = Ŵ and Ŷ,+ = Ŷ . Define (cf (5.5))















, k − σk′
)
. (8.3)
With the above definition we can write (see (3.18) for definition R(·))

























































where δω(k, p) and R¯(k, p) are defined in (4.1) and
pˆ()(t, k) := 1
2i
[
ψˆ()(t, k) − (ψˆ())∗(t,−k)
]
is the Fourier transform of the momentum. Since the latter is real valued, its Fourier





















(RpŴ)(t, p, k) − γ
δ
(RpŶ)(t, p, k) − γ
δ
(RpŶ,−)(t, p, k), (8.5)
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where
Rp f (k) :=
∫
T
R(k, k′, p) f (k′)dk′. (8.6)
Therefore,
∂t Ŵ(t, p, k) = − i
δ−1







L+σpŶ,−σ (t, p, k), (8.7)
and
Lp f (k) := 2Rp f (k) − 2R¯(k, p) f (k),








∂t Ŷ(t, p, k) = −2i
δ
ω¯(k, p)Ŷ(t, p, k) − 2γ
δ






















U(t, p, k) (8.9)
where





























After straightforward calculations (cf (8.4)–(8.7)) we conclude that
U(t, p, k) = Rp
(




∂t Ŷ(t, p, k) = −2i
δ











L+σpŴ,−σ (t, p, k).
(8.10)
From (8.7) and (8.10) we conclude that for any fixed p ∈ R the evolution (Ŵ(t),
Ŷ(t), Ŷ,−(t), Ŵ,−(t)) is governed by a closed system of four linear equations with
a generator that is a bounded operator in (Lr (T))4 for any r ∈ [1,+∞]. In particular,
under the assumption that the initial distribution of the wave functions satisfies (4.3) the
components of (Ŵ(t), Ŷ(t), Ŷ,−(t), Ŵ,−(t)) belong to C([0,+∞);A′).
9. Expansion of the Dynamics of the Wigner Transform





(‖Ŵ,ι(0, p, ·)‖L2(T) + ‖Ŷ,ι(0, p, ·)‖L2(T)) < +∞. (9.1)
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From an elementary existence and uniqueness result concerning the dynamics of (Ŵ(t),





(‖Ŵ,ι(t, p, ·)‖L2(T) + ‖Ŷ,ι(t, p, ·)‖L2(T)) < +∞. (9.2)
for any , T > 0 and p ∈ R.
We expand the scattering kernel appearing on the right hand side of (8.7), (8.10) into
the powers of , up to the second order. To abbreviate the notation we shall write
R := R(k) + (p)
2
8
R′′(k), ω¯ := ω¯(k, p), δω := δω(k, p). (9.3)
Since ∂p R(k, k′, 0) = 0 we can write



















(Ŷ,− − Ŷ) + 3−δR(1) , (9.4)
and

























(Ŷ,− − Ŷ) + γ R
′ p
2δ−1
(Ŵ,− − Ŵ) + 3−δR(2) ,
(9.5)
where L, R f are given by (8.8) and (8.6) and




′) f (k′)dk′ − 1
2
R′′(k) f (k),














′) := − 2
π2
∂2p R(k, k
′, 0) = 4f+(k)f+(k′) + f+(k)e−(k′) + 3f−(k)e+(k′), (9.7)
with e±(k) defined in (5.14) and







where f−(k) := f (−k). In addition,
R(i) (t, 0, k) ≡ 0, i = 1, 2. (9.10)
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Adopting the convention Ŵ = Ŵ,+, Ŷ = Ŷ,+, we can write that for any M > 0
‖R(i) (t, p, ·)‖L2(T) 
∑
ι∈{−,+}
(‖Ŵ,ι(t, p, ·)‖L2(T) + ‖Ŷ,ι(t, p, ·)‖L2(T)) (9.11)
for i = 1, 2 and all t ≥ 0,  ∈ (0, 1], |p| ≤ M . Define
Û,+(t, p, k) := 1
2
(Ŷ + Ŷ,−)(t, p, k),
Û,−(t, p, k) := 1
2i
(Ŷ − Ŷ,−)(t, p, k).
(9.12)
From (9.4) and (9.5) we get
∂t Ŵ,+ = − iδω
δ−1





































RÛ,− − iγ R
′ p
2δ−1
(Ŵ,− − Ŵ,+) + 3−δR¯(3) ,

















From (9.11) we conclude that for any M > 0, i ∈ {1, 2, 3, 4}
‖R¯(i) (t, p, ·)‖L2(T) 
∑
ι∈{−,+}
(‖Ŵ,ι(t, p, ·)‖L2(T) + ‖Û,ι(t, p, ·)‖L2(T)) (9.14)
for t ≥ 0 and  ∈ (0, 1], |p| ≤ M .








R(k, k′)[φ(k) − φ(k′)][ψ(k) − ψ(k′)]∗dkdk′,







‖Ŵ,ι(t, p)‖2L2(T) + ‖Û,ι(t, p)‖2L2(T)
)
.
Taking the scalar products of both sides of equations appearing in (9.13) against the







































where for any M > 0 we have
R(t, p)  E(t, p), t ≥ 0, |p| ≤ M,  ∈ (0, 1]. (9.16)
Using Young’s inequality and the fact that (R′(k))2  R(k) (see (14.5) below) we
























for t ≥ 0, |p| ≤ M and  ∈ (0, 1]. From the above, estimate (9.16), identity (9.15) and
Gronwall’s inequality we obtain the following.
Proposition 9.1. For any M > 0 there exists C1 > 0 such that
E(t, p) ≤ E(0, p)eC12−δ t , ∀  ∈ (0, 1], |p| ≤ M, t ≥ 0. (9.18)
10. Laplace Transform of System (9.13)
For any λ > λ()0 := C12−δ (C1 as in Proposition 9.1) we let
w¯,ι(λ, p, k) :=
∫ +∞
0
e−λt Ŵ,ι(t, p, k)dt,
(10.1)
u¯,ι(λ, p, k) :=
∫ +∞
0
e−λt Û,ι(t, p, k)dt.
Thanks to Proposition 9.1 the above integrals are well defined in L2(T) for λ > λ()0 and
p ∈ R. Let
λ0 :=
{
0, δ < 2
C1, δ = 2, (10.2)
and C1 is as in (9.18). The “remainder” term r¯
(i)
 (λ, p, k), that is the Laplace transforms
of R¯(i) (t, p, k), has the following property: for any M > 0 and compact interval I ⊂
(λ0,+∞)
‖r¯ (i) (λ, p)‖L2(T) 
∑
ι∈{−,+}
(‖w¯,ι(λ, p)‖L2(T) + ‖u¯,ι(λ, p)‖L2(T)) (10.3)
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Taking the Laplace transform of the both sides of equations of the system (9.13) we
obtain
λw¯,+ − Ŵ (0),+ = − iδω
δ−1










+ 3−δ r¯ (1) ,












+ 3−δ r¯ (2) ,
(10.5)





R u¯,− − iγ R
′ p
2δ−1
(w¯,− − w¯,+) + 3−δ r¯ (3)













+ 3−δ r¯ (4) ,
where L := L+(1/2)(p)2(δ2L) andL, δ2L are given by (5.12) and (9.6), respectively.
Performing the real parts of the scalar products in L2(T) of the respective equations of





































Û (0),ι (p, k)u¯,ι(λ, p, k) dk + R¯(λ, p). (10.6)
Given M > 0 and I ⊂ (λ0,+∞) compact, we have




for all  ∈ (0, 1] and λ ∈ I , |p| ≤ M . Using again Young’s inequality, as in (9.17),
together with (10.4) we conclude that for any M > 0, a compact interval I ⊂ (λ0,+∞)





R(k)|u¯,−(λ, p, k)|2dk + D
(
(w¯ − u¯,+)(λ, p)
)]  δ−s . (10.7)
In fact it is possible to get a more precise result.
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 δ−s,  ∈ (0, 1]. (10.8)
We postpone the proof of the above Proposition till Sect. 14.2 and use it first to show
a homogenization result formulated below. Define
w(ι) (λ, p) :=
∫
T
w¯(λ, p, k)eι(k)dk, ι ∈ {−,+}. (10.9)
Theorem 10.2. Suppose that the initial laws (μ) satisfy (4.3). Then, for any M > 0





∣∣∣w¯(λ, p, k) − w(±) (λ, p)







∣∣ dk = 0, ι ∈ {−,+}. (10.11)





∣∣∣w¯(λ, p, k) − w(−) (λ, p)
∣∣∣ e−(k)dk = 0. (10.12)
By virtue of (10.8) we have
∫
T





























This together with (10.4) imply (10.10). The case ι = + can be argued similarly. The
proof of (10.11) is a consequence of (10.4) and (10.8). unionsq
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11. Identification of the Limit of the Wigner Transform
Recall that (W(·)) is ∗-weakly sequentially compact in L∞([0, T ],A′) for any T > 0.
Therefore for any n → 0, as n → +∞, we can choose a subsequence, denoted in the




‖W (t)‖A′ ≤ K0, (11.1)
with K0 the same as in (4.6). Therefore, we can define its Laplace–Fourier transform
w(λ, p, k) for any λ > 0. Thanks to Theorem 10.2, any limit w(λ, p, k) obtained this
way will be constant in k.
In the present section we show that for any λ > λ0, see (10.2), and p ∈ R we have









w(λ, p) = W 0(p), (11.3)
depending on whether the potential is pinning or not. Coefficients cˆ are as in Theo-
rems 5.1 and 5.2, respectively. Since the functions given by either (5.19) or (5.21) have
the Laplace transforms that satisfy (11.2) and (11.3), respectively, we conclude from
the uniqueness of the corresponding Laplace–Fourier transform that (W(·)) is indeed
∗-weakly convergent, as  → 0+, in L∞([0, T ],A′), for any T > 0. This would end the
proof of the assertions made in Theorems 5.1 and 5.2. The only two facts, which still
require proofs are identities (11.2) and (11.3).
11.1. Derivation of (11.2) and (11.3). Recall the definition
w(ι) (λ, p) :=
∫
T
w¯(λ, p, k)eι(k)dk, ι ∈ {−,+}.
Let BM := [p : |p| < M]. In light of Theorem 10.2 it suffices only to show that any
∗-weak limit of w(+) (λ, p) in L∞(I × B¯M ) satisfies either (11.2), or (11.3) depending
on whether the potential is pinning or not.
To abbreviate the notation we omit the arguments of the functions appearing in the
ensuing calculations. From the first equation of the system (10.5) we get








 + q, (11.4)
where
D() := δλ + 2γ R + iδω, (11.5)


















(δ2L)u¯,+ + 3r¯ (1) .
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In addition, thanks to (10.3) and (10.4), the remainder r¯ (1) satisfies: for any compact set





‖r (1) (λ, p)‖L1(T) < +∞. (11.7)
Computing w¯ from (11.4) and then multiplying scalarly both sides of the resulting





























dk, ι ∈ {−,+}.
Adding sideways the above equations corresponding to both values of ι and then dividing










































Let θ(δ) = 0, when δ < 2 and θ(2) = 1. The following result, obviously implies either
(11.2) or (11.3), under an appropriate hypothesis on the respective dispersion relation.






















w(+) (λ, p) − w(−) (λ, p)
)∣∣∣ = 0. (11.11)











∣∣∣∣ = 0, (11.12)














∣∣∣∣ = 0. (11.13)
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∣∣∣∣ = 0, (11.14)











∣∣∣∣ = 0. (11.15)
Equalities (11.2) and (11.3) then follow directly from the above proposition by taking
the limit, as  → 0+, in (11.8).
11.2. Proof of Proposition 11.1.














Ŵ (0) Jˆ dpdk
∣∣∣∣∣ = 0. (11.16)
Then equality (11.10) is a consequence of (5.6). Note that 2γ R/D() is bounded and
convergent to 1, as  → 0+. Using Cauchy–Schwarz inequality we can estimate the

















Thefirst integral tends to 0, as  → 0+, by virtue of theLebesgue dominated convergence
theorem, while the second one remains bounded thanks to condition (4.3). Thus (11.10)
follows.




















Diffusive scaling. Here ω(0) > 0, (δω)2  R (see (14.9)) and, as we recall δ = 2−s.
Thus (11.12) follows.
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uniformly in λ ∈ I and |p| ≤ M . Here cˆ is given by (3.21).
Assume that p > 0, as the consideration in the case p < 0 is analogous. Divide
the domain of integration in the integral appearing in (11.19) into three sets |k| ≤ ρ1 ,
ρ1 ≤ |k| ≤ ρ2 and ρ2 ≤ |k|, with ρ1 > ρ2 > 0 to be adjusted later on, and denote the





The limit of I ()1 . Suppose that ρ1 ∈ (δ − 1, 1). Since in the unpinned case δ ≤ 3/2, it
is possible to find such ρ1. Using the fact that
|D()|2  |δω|(γ R + δ),
we conclude




γ k2 + δ
dk ≤ 1+ρ1−δ → 0, as  → 0+.
The limit of I ()2 . Suppose also that ρ2 ∈ (0, 2 − δ − s). Since s ∈ [0, 1) we have
2 − δ − s > 0 (recall that δ = (3 − s)/2). We have
ρ2 < 2 − δ − s = δ − 1 < ρ1. (11.20)











Define k := C1/2∗ (1−s)/2kγ−1/20 ,
R˜(k) := γ0
1−sC∗




δ̂ω(k, p) := 1
C∗


































with ρ¯i := ρi − (1 − s)/2, i = 1, 2. Note that, according to (11.20),




ρ¯2 < 2 − δ − s − 1 − s
2
= 0.
From (3.18) (and (2.7)) we conclude that both R˜(k) and R˜(k) converge uniformly
to 6π2k2 when k ∈ I , |p| ≤ M . Likewise, δ̂ω(k, p) converges uniformly to 1 when


















and the convergence is uniform in λ ∈ I and |p| ≤ M . Using the calculus of residua






















33/2 · 25/4γ 1/20
.
The limit of I ()3 . Then,










dk  2−δ−s−ρ2 → 0,
as  → 0+, uniformly in λ ∈ I and |p| ≤ M (recall that ρ2 ∈ (0, 2 − δ − s)). It ends
the proof of (11.19), thus finishing the proof of (11.14).
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Proof of (11.11). It is a simple consequence of the following.
Lemma 11.2. Under the assumptions of Proposition 11.1 we have
sup
λ∈I,|p|≤M
|a()+ (λ, p)|  1,  ∈ (0, 1].






δλ + 2γ R)
(











Term |a()+,1| is bounded, due to the fact that γ e+(δλ + 2γ R)  |D()|2. To bound the
term a()+,2 in the pinned case we use the fact that then (δω)
2  R . In the case ω(0) = 0
we use the bound e+  R. Then, the conclusion of the lemma follows from (11.19). unionsq
Proof of (11.13) and (11.15). Denote








The equalities in question follow easily from our next result.
Lemma 11.3. Under the assumptions of Proposition 11.1 we have
lim
→0+ supλ∈I,|p|≤M
|Q(i) (λ, p)| = 0, i = 2, 3, 4. (11.23)










∣∣∣∣ = 0. (11.24)
Proof. Since |γ R|/|D()| is bounded the conclusion of the lemma for i = 4 is a simple
consequence of (10.11). When i = 3, both k → δω(k; p) and k → Rˆ′(k) are odd.
Since k → u¯,−(λ, p, k) is even, we can write







In case ω(0) > 0 we use |R′ pδω|  R (see (14.9) below), therefore




and the lemma follows then by virtue of (10.11).
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In the unpinned case we use the bound
|D()|  γ R + |δω| (11.25)
together with Cauchy–Schwartz inequality and (10.8). We obtain











































as  → 0+, uniformly in λ ∈ I and |p| ≤ M .
Next,






























L f dk = 0 for any f ∈ L1(T) we have III = 0. In addition, (see
(9.3))










































(δ + γ R)2
dk  δ−s, λ ∈ I, |p| ≤ M,  ∈ (0, 1]. (11.29)
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|D()| dk  G
1/2
  (δ−s)/2.
This leads to estimate (recall that δ = 2 − s)
|I |  δ−2(δ+s)/2 = δ−1.





(δ + γ R)2













|D()| dk  H
1/2
  (δ−s)/2.
This leads to estimate (recall that δ = (3 − s)/2)
|I |  δ−2(δ+s)/2 = (1−s)/4.
We have shown therefore that in both cases lim→0+ I = 0.
Concerning term II note that, thanks to the fact that k → δω(k, p) is odd and




































We conclude therefore that


















When ω(0) > 0 we use the fact that |δω(k, p)|  R1/2 (k), see (14.9) below.
Therefore, γ 2R(δω)2|D()|−2  1 and from (10.11), we get
lim
→0+ supλ∈I,|p|≤M
|II | = 0.
In the unpinned case, we use (11.31) together with |D()|2  |δω|(γ R) and get









(γ R)|δω|dk  
(2+s−δ)/2 → 0, (11.34)
uniformly in λ ∈ I and |p| ≤ M , as δ = (3 − s)/2 < 2 + s for s ∈ [0, 1).
From the Cauchy–Schwartz inequality together with (11.31) we get












We use |D()|2  (δ +γ R)|δω| to estimate the first integral and |D()|2  (δ +γ R)2
together with (11.30) to bound the second one. Therefore
sup
λ∈I,|p|≤M





(γ R + δ)
dk
}1/2
 (3+s)/2−δ → 0,
as  → 0+. This ends the proof of (11.23) for i = 2.
Concerning Q(1) (λ, p) we can write












Since γ |R|/|D()| is bounded the conclusion of the lemma follows easily for δ < 2.
If δ = 2, then γ ≡ γ0. We can use the Lebesgue dominated convergence theorem and
obtain (11.24). unionsq
11.3. The dual dynamics. The equations (8.7) and (8.10) describing the dynamics of
the column vector Ŵε(t, p, k) given by
Ŵ
T
ε (t, p, k) = [Ŵε,+(t, p, k), Ŷε,+(t, p, k), Ŷε,−(t, p, k), Ŵε,−(t, p, k)]
can be written in the form
d
dt
Ŵε(t, p, k) = LŴε(t, p, k) (11.35)
where L is some matrix operator. We now define the dual dynamics that runs on test
functions. Suppose that
(̂J())T (t, p, k) = [ Ĵw,+ (t), Ĵ y,+ (t), Ĵ y,− (t), Ĵw,− (t)
]
,
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()(t) = L∗ Ĵ()(t). (11.36)
with given initial conditions that are the Fourier transforms of some functions belonging

































L()w := −δ(iδω(k, p) + γL∗p), L¯()w := −δ(−iδω(k, p) + γL∗p),
L()y :=−δ[iω¯(k, p)+γ (L∗p − R∗p)], L¯()y :=−δ[−iω¯(k, p)+γ (L∗p − R∗p)],









and R∗p are the adjoints of Lp, L±p and R∗p (see (8.6) and







| Jˆ (p, k)|2dk
}1/2
, (11.38)
and denote by A2,M the completion of S under the norm and by A′2,M its dual, that is




| Jˆ (p, k)|2dk
}1/2
. (11.39)




Jˆ (p, k)dk =
∫
R×T








, in case αˆ(0) > 0,
cˆ|p|3/2, in case αˆ(0) = 0.
Coefficient cˆ is determined either as in Theorem 5.1, when αˆ(0) > 0, or Theorem 5.2,
when αˆ(0) = 0. We can repeat the argument made so far and conclude the following
statement concerning the convergence of the dual dynamics.
Proposition 11.4. Suppose that the initial data in (11.36) belongs to A2,loc. Then the
following are true:
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(ii) suppose that M > 0 is such that Ĵ()(0, p, k) ≡ 0 for |p| ≥ M and k ∈ T. Then
Ĵ
()(t, p, k) ≡ 0 for t ≥ 0, |p| ≥ M and k ∈ T,














e−ϕ(p)t Jw,+(p)g∗(t, p)dtdp. (11.40)
12. Proofs of Theorems 6.1 and 6.2
12.1. Evolution of the random Wigner transform. To describe the evolution of the fluc-
tuatingWigner transform W˜(t; J ), see (6.1), we shall also need the following quantities










(x + x ′), x ′ − x
)
,














(x + x ′), x ′ − x
)
,















(x + x ′), x ′ − x
)
.
We identify W˜,+(t) = W˜(t). Given the column vector JT = [Jw,+, J y,+, J y,−, Jw,−]




(W˜,ι(t; Jw,ι) + Y˜,ι(t; J y,ι)
)
.
For J1, J2 ∈ S let









Computing the time differential as in Sect. 8, we obtain


























dt + dM()t (J ), (12.2)



































+dN ()t (J ), (12.3)
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whereM()t (J ),N ()t (J ), are some square integrable, continuous trajectorymartingales.
Summarizing, if the test functions Jw,± and J y,± are such that their respective Fourier
transforms in the x variable Jˆw,± and Jˆ y,± belong to C∞c (R × T), then, using (12.2)





W˜(t; J)W˜(0; J )
] = E [W˜(t;L∗J)W˜(0; J )
]
(12.4)
where L∗ is given by (11.37).
Suppose that J()(t) is the solution of the Eq. (11.36). From part (ii) of Proposi-
tion 11.4 we conclude that
Ĵ
()(t, p, k) ≡ 0, ∀ t ≥ 0, |p| ≥ M, k ∈ T, (12.5)
provided that M > 0 is such that Ĵ()(0, p, k) ≡ 0 for all |p| ≥ M , k ∈ T. Combining























for all s ≥ 0. Comparing the values of E [W˜(s; J()(t − s))W˜(0; J )
]
for s = t and
s = 0 we get
E
[
W˜(t; J)W˜(0; J )
] = E
[




J := J()(0) = [Jw,+, J y,+, J y,−, Jw,−]T .
Suppose that the initial data satisfies the hypothesis of part (ii) of Proposition 11.4 and
that Jˆ is compactly supported. According to (6.3) the right hand side of (12.6) equals
E
[W˜(0; Jw,+ (t))W˜(0; J )





Jw,+ (t, x, k) J













Jˆ ∗ (−p, k) dpdk
The last equality holds, thanks to the Poisson summation formula, see [14], formula (50)
on p. 566. Since the supports of Jˆw,+ (t) and Jˆ are both compact in p for a sufficiently




Jˆw,+ (t, p, k) Jˆ
∗ (p, k) dpdk.




















































with cˆ given by (5.22) in the unpinned case. Generalization to arbitrary Jw,+, J ∈ S and





Remark. Observe that the proof does not really use time stationarity of the initial dis-
tribution, in fact it follows that for any initial homogeneous distribution with energy
density given by some E(k) such that ∫
T
E(k)dk = 2E0, we have the same result. On
the other hand, we do use the stationarity in order to prove the equivalence of the energy
distribution (6.11), see Sect. 13.
13. Equivalence of Energy Functionals
13.1. Proof of Proposition 5.3.











































e2π ixp Jˆ (p)[ω˜x−y(0) − ω˜x−y(−p)]ω˜x−y′dp.




E[q()x (t)]2 < +∞
it is clear that for any J ∈ C∞0 (R) we have
lim
→0+ I = 0 and lim→0+ II = 0. (13.1)
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13.1.2. The case of an unpinned potential. Then αˆ(0) = 0. Let (μ)∈(0,1], be the family
of probability distributions on 2 such that condition (4.3) holds.We claim that it suffices
to prove (5.24) only for t = 0. Indeed, our argument, presented below, shows that the
equivalence of energy density functionals is a consequence of the aforementioned bound
(4.3). By virtue of the estimate (9.18) for p = 0 this bound persists in time, so our proof





(e2π ikx − 1)qˆ(k)dk, (13.2)
where



























dk < +∞. (13.4)
Define
δαˆ(k, k′) := αˆ(k + k′) − αˆ(k) − αˆ(k′). (13.5)
Lemma 13.1. We have ∣∣∣∣
δαˆ(k, k′)
ω(k)ω(k′)







Therefore (13.6) is a consequence of the following elementary inequality
|s2(α + β) − s2(α) − s2(β)|  |s(α)s(β)|, α, β ∈ R
and the assumption (a1) made on the decay of (αx ). unionsq
Let




αx−y(qx − qy)2 + (ω˜ ∗ q)2x (13.7)
Obviously Proposition 5.3 is a consequence of the following.





J (x) 〈φx 〉μ = 0. (13.8)




Fˆ(k, k′)ω(k)qˆ(k)ω(k′)qˆ(k′)ei2π(k+k′)xdk dk′ (13.9)
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where
Fˆ(k, k′) := αˆ(k + k
′) − αˆ(k) − αˆ(k′)
2ω(k)ω(k′)
+ 1. (13.10)
Note that F(k,−k) = 0. Moreover, according to Lemma 13.1 it is bounded. Observe
that under the condition (13.3), function ω(k)qˆ(k) is square integrable on T (although












Fˆ(k,−k − p) 〈ω(k)qˆ(k)ω(−k − p)qˆ(−k − p)〉
μ
dp dk.






























Since Z(p) is bounded, the result follows upon an application of the Lebesgue domi-
nated convergence theorem. unionsq
13.2. Proof of Proposition 6.3. Obviously, stationarity implies that the limit in (6.11)
does not depend on t therefore it suffices to prove (6.11) for t = 0. For that purpose it















αx−x ′(qx − qx ′)2,
φ(2)x := (ω˜ ∗ q)2x , φ(3)x := −αˆ(0)q2x .
13.2.1. The case of an unpinned chain. We assume that αˆ(0) = 0, therefore φ(3)x = 0.






e2π ikx − 1
ω(k)
wˆ(dk), (13.12)
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where wˆ(dk) is a complex even, Gaussian white noise in L2(T), i.e.
E[wˆ(dk)wˆ∗(dk′)] = δ(k − k′)dkdk′, wˆ∗(dk) = wˆ(−dk).
As a result
E(qxqx ′) = E0
∫
T
[e2π ikx − 1][e2π ikx ′ − 1]∗α−1(k)dk (13.13)












































In our next step we calculate








x := E(φ˜(i)x φ˜(i
′)
0 ) and φ˜
(1)

















r (2,1)x = r (1,2)x =
∑
x ′








r (2,2)x = 2 {E[(ω˜ ∗ q)0(ω˜ ∗ q)x ]}2 = 2E20 δx,0.




























Observe that F(−k, k) = 0. Summing first over x and then over x ′ we obtain that the











F(−k − p, k)dk
)
dp. (13.16)
Therefore (13.11) (thus also the conclusion of the proposition) is a consequence of the
Lebesgue dominated convergence theorem and Lemma 13.1.































x := E(φ˜(i)x φ˜(i
′)
0 ) and φ˜
(i)

















where δαˆ(k, k′) := αˆ(0) + αˆ(k + k′) − αˆ(k) − αˆ(k′) and
r (2,1)x = r (1,2)x =
∑
x ′








r (2,2)x = 2 {E[(ω˜ ∗ q)0(ω˜ ∗ q)x ]}2 = 2E20 δx,0,
r (3,1)x = r (1,3)x = −
∑
x ′
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Therefore, we can write (13.15) with
F(k, k′) := 1
αˆ(k)αˆ(k′)
{−2αˆ(0) + 2ω(k)ω(k′) + δαˆ(k, k′)}2 .
We have F(−k, k) = 0. Repeating the argument made in the unpinned case, this time
easier since we do not have to bother about possible singularities of F(−k − p, k) in
the vicinity of 0 we conclude the assertion of the proposition for pinned chains.
14. Auxiliary Results
14.1. Some computations concerning the scattering kernel. Directly from (5.5) it fol-
lows that































From (8.3) and (14.1) we have
R(±k,±k′,±p) = R(k, k′, p). (14.3)
Equality (14.2) allows us to write the following expansion











Here s(p), R(k, k′) are R1(k, k′) are given by (2.9), (5.13) and (9.7), respectively, and
R2(k, k′) = 8f+(k′) (see (9.8)). Using (2.7) we conclude
R′(k) = 2π(s(2k) + s(4k)) (14.5)
and
R′′(k) = 4π2(4c2(2k) + c(2k) − 2). (14.6)
Recall that R(k) is given by (9.3). Since R′′(0) = 12π2 > 0, see (14.6), we conclude
that for any M > 0 one can find 0 > 0, for which
R(k) ≈ R(k) + (p)2, ∀ k ∈ T,  ∈ (0, 0), |p| ≤ M. (14.7)
Lemma 14.1. If ω(k) ≈ | sin(πk)| then, for any M > 0 one can find 0 > 0, for which
ω¯(k, p) ≈ R1/2 (k), k ∈ T,  ∈ (0, 0), |p| ≤ M. (14.8)
If on the other hand ω(0) > 0 we have
|δω(k, p)|  R1/2 (k), k ∈ T,  ∈ (0, 0), |p| ≤ M. (14.9)
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for any k ∈ T,  ∈ (0, 1], p ∈ R. Hence, for any M > 0 one can find 0 > 0, for which
ω¯(k, p) ≈ | sin(πk)| + |p|, ∀ k ∈ T,  ∈ (0, 0), |p| ≤ M. (14.10)
Estimate (14.8) follows from (2.7) and (14.7).
Proof of (14.9). Note that in case ω(0) > 0 we have ω ∈ C2(T). Since ω(k) is even
we have ω′(0) = 0, therefore
|ω′(k)|  | sin(πk)|, k ∈ T. (14.11)
Assume that p ≥ 0. The case p < 0 can be handled in a similar fashion. We can write















[ω′(k − h) − ω′(k)]dh. (14.12)
















|ω′′(k + h1) − ω′′(k − h1)|. (14.13)
From (14.11)–(14.13) it follows that
|δω(k, p)|  p (| sin(πk)| + p) , k ∈ T,  > 0, p ≥ 0. (14.14)
Combining this with (14.7) we conclude (14.9). unionsq










u¯,+ − iγ R
′ p
2δ−1
































λδ + γ R
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Denote the terms appearing on the right hand side by J j , j = 1, 2, 3, 4. Thanks to (10.7)





λδ + γ R
)−1]2  R2δ−δγ−1R−1  δ−s





λδ + γ R
)−1]2  R2 γ 22γ−2R−2  2.





λδ + γ R
)−1]2 ≤ R6−δγ−1R−1  6−δ−s,







λδ + γ R
)−1]2 |u¯,+|2dk  δ−s . (14.17)
To obtain the estimate of D (w¯(λ, p)) it suffices to prove that D
(
u¯,+(λ, p)
)  δ−s ,
which follows, provided we can show that
∫
T
R(k)|u¯,+(λ, p, k)|2dk  δ−s . (14.18)
Divide integration in (14.18) into two regions: [|k| ≤ (δ−s)/2] and [|k| ≥ (δ−s)/2]. In
the first region we use R(k)  δ−s and the bound on the L2(T) norm of u¯,+(λ, p), see




λδ + γ R
)−1]2
is bounded from below by
γ−2, in the unpinned case (cf (14.8)) and by γ−2R−1 in the pinned one we can bound
the integral over the region by δ−s , due to (14.17). Hence, (14.18) follows. unionsq
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