Abstract-Location-aware networks are a rapidly growing area of research with a wide range of applications. The accuracy of localization depends on the reliability of the information exchanged between devices in the network. In practice, devices may fail or maliciously inject false position information into the network. This paper aims to design and test algorithms to verify the location consistency in wireless networks. We propose a new method based on factor graphs. This method is flexible, easily extendible to cooperative networks, and leads to significant performance improvements compared to existing techniques that are based on linear programming.
I. INTRODUCTION
Location-aware technologies [1] , [2] , have applications in many areas, including military tracking [3] , public safety [4] , and asset tracking [5] . The main goal of location-aware networks is to estimate the position of a target communication entity (referred to as an agent) in a wireless network, based on the information provided by other navigational devices as well as position-dependent measurements. Other navigational devices includes reference nodes (referred to as anchors) and possibly other agents. Different types of measurement techniques have been developed, including distance estimation from received signal strength or time-of-arrival, or angle estimation from multiple antennas [2] . Our focus will be on a scenario where an agent collects distance estimates with respect to three or more anchors, and then determines its position through trilateration.
When one of the anchors malfunctions or intentionally injects false information in the network, the positioning algorithm typically fails, in the sense that it provides incorrect location information [6] , [7] . A small network, consisting of one agent and three anchors, of which one is providing a severely negatively biased range estimate, is shown in Figure  1 . While the agent's position estimate will be erroneous, it is possible to detect the malfunctioning anchor. In a cooperative network [8] , this effect is further exacerbated, as the agent in question will in turn mislead other agents. For that reason, outlier detection is of great importance in location-aware networks, especially for safety-critical applications. Outlier detection has received a great deal of attention in different contexts (see [9] , [10] , [11] and references therein). In the context of localization, we can distinguish between dealing with non-line-of-sight (NLOS) situations [12] , [13] , [14] , where the focus is on improving accuracy, or with general errors [7] , [15] , where the focus is on guaranteeing availability. Methods include classical and Bayesian hypothesis testing, linear programming (LP) optimization, and ad-hoc approaches. Little has been done to extend these works to cooperative settings.
In this paper, we develop a Bayesian outlier detection method based on graphical models. Such models have been used for localization [8] and can thus be easily integrated with the proposed method. In essence, we consider the outlier event as a random variable that will be included in the graphical model. Moreover, when multiple agents are present and within communication range, our method can easily enable cooperation among agents to detect outliers. We compare our method with the LP method from [15] . For cooperative networks, we further perform an extrinsic information transfer (EXIT) analysis, which is helpful to visualize the progress of cooperation.
The remainder of this paper is organized as follows. In Section II, we describe the system model and formulate the problem. The linear programming and factor graph methods are described in Section III. Numerical results of the different algorithms are compared and analyzed in Section IV. In Section V, we present our conclusions. Our main conclusion is that the factor graph method using cooperation can achieve near-optimal localization performance, though at a significant complexity cost.
II. SYSTEM MODEL

A. Observation Model
We consider a network with a single agent and anchors. We denote the position of the agent by a ∈ ℝ 2 . The position of the -th anchor is written as x . The agent estimates the distance = ∥x − a∥ with respect to every anchor, leading to estimatesˆ. Anchors are in one of two states, ∈ {0, 1}, where = 0 means that the anchor is functioning properly, while = 1 indicates an anchor malfunction. We will assume that for functioning anchors the distance estimation error has a zero-mean Gaussian distribution:
while for malfunction anchors, distance estimates are drawn uniformly between 0 and the communication range, max :
B. Localization
1) Least-Squares Method:
The least-squares (LS) estimate of a, assuming functional anchors, is given bŷ
We note that when all anchors are functioning properly, and the ranging noise is zero-mean Gaussian with a constant variance, the LS estimate is equal to the maximum likelihood (ML) estimate. Moreover, when in addition a is considered a random variable with a uniform a priori distribution, the LS estimate coincides with the maximum a posteriori (MAP) estimate. When the agent is somehow informed about which anchors are malfunctioning, it can compute a better LS estimatê
where the summation is only over those anchors that provide a good distance estimate.
2) Linearized Least-Squares Method:
The linearized LS method is derived as follows. Assuming reliable distance estimates, thenˆ2
Collecting the distance estimates ind
, where 1 is an × 1 vector consisting of ones. This allows us to write Az = y. Then z can be found aŝ
where (⋅) † denotes the pseudo-inverse. The estimate of a is given as the first two components ofẑ.
When the agent is somehow informed about which anchors are malfunctioning, it can compute a better estimate, by removing rows in A and y corresponding to malfunctioning anchors, leading toÃ andỹ. The final estimate of z is then
III. OUTLIER DETECTION In this section, we describe two outlier detection methods. The first method is based on linear programming, inspired by [15] . The second method is based on graphical models, and will be described in a non-cooperative and cooperative context.
A. Linear Programming Method
We linearize the positioning problem as in Section II-B2. Assuming error-free distance estimates, then Az = y. Due to outliers, this relation becomes y = Az + e, where e is a vector of errors due to outliers. When there are few outliers, e is a sparse vector. An estimate of e can be found by solving the following linear program
where ∥⋅∥ 1 is the ℓ 1 -norm. From the solution z * , we find e aŝ e = y − Az * . In practice, the distance estimatesˆare not perfect, so the relation becomes y = Az + e + n. Following [15] , solving the LP leads to an estimate ofê + n = y − Az * . Letỹ = y −ê + n. An estimate of z is thenẑ = A †ỹ . The estimate of a is again given as the first two components ofẑ. An alternative approach consists of solving the LP, removing the row in A and y corresponding to the largest outlier (i.e., max | |), then solving the LP again, until three anchors are left.
B. Factor Graph Method Without Cooperation 1) Factor Graphs and the Sum-Product Algorithm:
A factor graph [16] represents a factorization of a distribution as a bipartite graph: it consists of variable vertices (one per variable, drawn as circles), factor vertices (one per factor, drawn as rectangles), and edges (when the variable associated with the adjacent variable vertex appears in the factor associated with the adjacent factor vertex). In conjunction with message passing algorithms, factor graphs enable efficient computation of marginal a posteriori distributions [17] . The marginal a posteriori distributions of the variables can be computed by performing the sum-product algorithm (SPA) on the factor graph. The SPA consists of two message passing rules. Given a variable (say ) that appears in function (⋅), (⋅), and ℎ(⋅). The message from variable vertex to factor vertex is a real-valued, non-negative function over , given by
Given a factor ( , , ), the message from factor vertex to variable vertex is a non-negative function over , given by Finally, the marginal a posteriori distribution of is given by, up to a normalization constant ( )
where (⋅) is any function in which appears as a variable. The notation (⋅) refers to the so-called belief of variable .
2) Outlier detection :
We consider an a posteriori distribution that factorizes as follows:
where
. The factor graph corresponding to this factorization is shown in Figure  2 . Abbreviating (ˆ|a, , x ) by , then the message from factor vertex to variable vertex a is, according to (9) , given by
Finally, the marginal a posteriori distribution of a is
Based on this marginal distribution, the estimated position can be found as the mode or mean of (a|d, X).
C. Factor Graph Method with Cooperation
Here we will extend the above marginalization problem to a cooperative scenario. We will focus on a scenario with two agents and anchors, though this scenario is easily extended to more general settings. The two agents (with positions a (1) and a (2) ) can range with all anchors, leading to distance estimatesˆ( ) , ∈ {1, 2}, ∈ {1, 2, . . . , }. Furthermore, the agents can exchange information. Contrary to other forms of cooperative positioning [8] , we do not require that agents estimate distances among each-other. The factorization of the joint a posteriori distribution is given by a (2) ( Figure 3 . Factor graph for cooperative positioning where
The corresponding factor graph is shown in Figure 3 
IV. NUMERICAL RESULTS
A. Simulation Setup
We consider a scenario with = 10 anchors and two agents, randomly distributed in an environment of size 50 distance units by 50 distance units (d.u.). We set max = 200 d.u., and = 1 d.u. Numerical optimization and integration was carried out on a grid of resolution 0.5 d.u. Malfunctioning anchors are generated according to a Bernoulli distribution with parameter ∈ [0, 1]. In other words, out of the anchors 1 The messages in line 12 of Algorithm 1 can efficiently represented as log-likelihood ratios (LLRs). Let
then line 12 of Algorithm 1 can be replaced by:
, . . . , ( ) ]. Line 4 of Algorithm 1 should then be replaced by
Algorithm 1 Cooperative outlier detection. compute message
compute current belief
compute estimate of a ( )
compute message
end for 12: broadcast
to all other agents, ∈ {0, 1} 13: end for 14: end for an average of anchors will be malfunctioning. A malfunctioning anchor will generate distance estimates according to (2) . The remaining anchors will generate distance estimates according to (1) . For every data point in the figures, 1000 random networks were generated. We collect the localization errors ∥â − a∥.
B. Localization Performance
We first investigate linearized LS positioning. The positioning results, in terms of the average localization error as a function of , are shown in Figure 4 . We observe that using all anchors leads to severe degradation when > 0, even for small . This motivates the need for performing outlier detection. When only the reliable anchors are taken into account, the bottom-most curve indicates that for ≤ 0.3, only small degradations are incurred. Applying the LP-based method from [15] results in improved performance for ≤ 0.6, but degradations are still large for ≥ 0.2. Performing an iterative LP, removing the worst anchor at every iteration until 3 anchors remain results in the curve labeled "best 3 anchors". We see that for ∈ [0, 0.1], this method yields excellent performance. Observe that for = 0, a small degradation is visible compared to the other methods, because not all the anchors are taken into consideration. We conclude that the best performance is obtained from the iterative LP method, but small degradations are obtained only for small values of . We now move on the non-linear LS positioning. The positioning results as a function of are shown in Figure 5 . As before, fusing information from all the anchors leads to severe degradations when > 0, while using only those anchors for which = 0 incurs negligible degradations for ≤ 0.3. We now consider three variations of the factor graph (FG) method: non-cooperative with known (labeled "FGnon-coop known"), non-cooperative with assumed = 0.5 (labeled "FG-non-coop = 0.5"), and cooperative among = 2 agents with known (labeled "FG-coop known"). The method FG-non-coop with known yields near-optimal performance for ∈ [0, 0.2]. When the agent does not know and replaces it with = 0.5, small degradations are incurred. When two agents cooperate by exchanging reliability information of the = 10 anchors, additional performance gains can be achieved: the method FG-coop known achieves near-optimal performance for ∈ [0, 0.5] ∪ [0. 8, 1] . This is in stark contrast with the methods in Figure 4 , where good performance was only obtained for ≤ 0.1.
C. EXIT Chart Analysis
To gain additional insight in the behavior of the impact of cooperation, we have performed an EXIT chart analysis. Such extrinsic information transfer charts were originally introduced in the coding community to understand iterative decoding [18] . As a detailed description of EXIT charts is beyond the scope of this paper, we limit ourselves to a short description: we represent the messages ( ) LLR format) . By changing the input mutual information 2 , we can generate a curve of output MI 1 . These two curves form the EXIT chart. The EXIT chart depends on , the number of agents, and the number of anchors. Figure 6 shows the EXIT chart for = 0. bits), corresponding to the entropy of a Bernoulli random variable with success probability = 0.1. Secondly, we see that irrespective of the quality of information provided to the agents, 2 is roughly constant to 0.45 bits. When iterating, the MI saturates to 0.45 bits (indicated by the black arrows, resulting in an intersection point). From Figure 5 , we expect little gain from cooperation among two agents. The EXIT chart confirms this. Figure 7 shows similar results for = 0.5. Note the MI is limited to 1 bit. Contrary to Figure 6 , we now observe that as more reliable information is provided to an agent, the MI V. CONCLUSIONS Ranging outliers in location-aware wireless networks can lead to catastrophic localization failures. We have proposed a novel method of dealing with outliers induced by malfunctioning or malicious anchors. Based on probabilistic graphical models, we propose a message passing algorithm that enables multiple devices to cooperate in identifying points of failure. In comparison to existing methods that offer good performance for a small amount of outliers, our novel methods lead to near-optimal performance for up to 30% outliers. We show how simple cooperation between agents leads to increased performance, both through simulations and through an EXIT chart analysis. Future work includes the extension to colluding anchors, as well as a reduced-complexity version of our message passing algorithms.
