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Abstract
Young tableaux and Young walls are combinatorial schemes realizing the irreducible highest weight
crystal B(λ). We modify the notions of Young tableau and Young wall to give a realization of the crystal
B(∞).
For the case A(1)n , the limit B∞ of a coherent family of perfect crystals Bl is realized as the classical
crystal of the set of equivalence classes of slices and the crystal B(∞) is realized as the affine crystal con-
sisting of reduced Young walls, which, in turn, are concatenations of slices. We also give a new realization
of the same crystal over special linear Lie algebra, in the language of Young tableau.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
The quantum group Uq(g) is a q-deformation of the universal enveloping algebra over a Lie
algebra g, and crystal bases reveal the structure of Uq(g)-modules in a very simplified form. As
these Uq(g)-modules are known to be q-deformations of modules over the original Lie algebras,
knowledge of these structures also affects the study of Lie algebras.
The crystal base of the negative part U−q (g) of a quantum group, denoted by B(∞), has
received attention since the very birth of crystal base theory [12,13]. This is not only because it
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it gives insight into the structure of the quantum group itself.
Much effort has been made [1,16,21,22,24] to give realization of the crystal B(∞) over vari-
ous Kac–Moody algebras. Adding to these, the present paper addresses the problem of realizing
the same crystal over An type finite simple Lie algebra and affine A(1)n type Lie algebra, using
Young tableaux and Young walls, respectively. These two notions, as given in this paper, are
modified versions of those appearing in previous works [11,15].
The theory of Young walls is a recent combinatorial scheme for realizing irreducible highest
weight crystals over classical affine quantum groups [3,7,11,17]. One may view this as a devel-
opment of the Young tableaux theory, which was used in realizing irreducible highest weight
crystals for the classical finite types [15], in the affine direction. At its root is the realization
of crystal bases for irreducible highest weight representations over the affine quantum group
of type A(1)n which appeared in [6,20]. Motivated by some insight from solvable lattice model
theory, their theory developed into the theory of perfect crystals [9,10]. It gives a realization of
crystal bases for irreducible highest weight modules over any classical affine quantum groups in
terms of paths. This path realization plays an important part in the theory of Young walls.
The theory of path was developed for crystal B(∞) by Kang, Kashiwara, and Misra [8]. This
has lead to the belief that it should be possible to realize B(∞) through Young wall theory.
As the first contribution of the present paper, we introduce a realization of the crystal B(∞)
for the affine A(1)n case. For this, we work with a modified version of slices appearing in the
previous work [11]. This modification was developed for perfect crystals to cover the B∞ case.
It gives a new realization of the crystal B∞ as the set of equivalence classes of slices in the
A
(1)
n case. This is used to construct a Young wall through concatenation. As the main theorem,
the crystal B(∞) is realized as the affine crystal consisting of reduced Young walls. The path
realization is crucial for this part as it was in the irreducible highest weight crystal case.
The second contribution of this paper is a realization of B(∞) for the finite type An case, in
terms of Young tableaux. The Young tableaux mentioned in this paper are a modified version of
those appearing in [15]. Our work on the Young tableau realization is based on Cliff’s result [1].
The paper is organized as follows: Section 2 is devoted to a review of the path realization
and Cliff’s expression for the crystal B(∞) which play a crucial role in our work. In Section 3,
we introduce the notions of slices, Young walls, reduced Young walls, and ground-state walls,
etc. We then proceed to give realizations of B∞ and B(∞) for the A(1)n case, in terms of these
notions. In the final section, we work with the notion of Young tableaux. This is used to give a
realization of B(∞) for An-type.
There is a recent work [23] that gives the connection between geometric and combinatorial
descriptions of B(λ). One immediate application of the present work would be to investigate
if such a connection can be made between our work and the geometric descriptions [16,24] of
B(∞). This was recently done in [25], based on earlier versions [18,19] of the present paper.
In closing the introduction, we remark that recently the An part result of the present work has
been extended to all classical finite types and G2 type by Hong and the author [4].
2. Crystals
In this section, we introduce notations and cite facts that are crucial for our work. Please
refer to the references cited in the introduction or books on quantum groups [2,5] for the basic
concepts on quantum groups and crystal bases. Let us first fix the basic notations.
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• generalized Cartan matrix A = (aij )i,j∈I ,
• dual weight lattice P∨ = (⊕i∈I Zhi) ⊕ (⊕corankAj=1 Zdj ),
• weight lattice P = {λ ∈ h∗ | λ(P∨) ⊂ Z}, where h = Q ⊗Z P∨,
• the set of simple coroots Π∨ = {hi | i ∈ I },
• the set of simple roots Π = {αi | i ∈ I }.
When the generalized Cartan matrix A is of affine type, we shall refer to the above as affine
Cartan datum, and refer to (A,Π,Π∨, P¯ , P¯∨), as given below, by classical Cartan datum.
• generalized Cartan matrix A = (aij )i,j∈I ,
• dual classical weight lattice P¯∨ =⊕i∈I Zhi ,
• classical weight lattice P¯ = {λ ∈ h¯∗ | λ(P¯∨) ⊂ Z}, where h¯ = Q ⊗Z P¯∨,
• the set of simple coroots Π∨ = {hi | i ∈ I },
• the set of simple roots Π = {αi | i ∈ I }.
We denote by Uq(X) the quantum group associated with the Cartan datum (A,Π,Π∨,P ,P∨)
associated with the generalized Cartan matrix A of type X and let ei, fi(i ∈ I ), qh(h ∈ P∨)
be the generators of the quantum group. When we deal with affine Lie algebra, the sub-
algebra of Uq(X), which is the quantum group associated with the classical Cartan datum
(A,Π,Π∨, P¯ , P¯∨) associated with the generalized Cartan matrix A of type X is denoted
by U ′q(X). We also denote by U−q (X) the subalgebra of Uq(X) generated by fi (i ∈ I ), by
B(λ) the crystal base for the irreducible highest weight representation with highest weight λ, and
by B(∞) the crystal base of U−q (X).
Throughout this paper, a Uq(X)-crystal will refer to a (abstract) crystal associated with the
Cartan datum (A,Π,Π∨,P ,P∨) associated with the generalized Cartan matrix A of type X.
The crystal base B(∞) of U−q (X) is a Uq(X)-crystal.
Now, we cite two theorems that are crucial for our work. The first is the path realization of
crystal B(∞) and the next is the Cliff’s expression for the same crystal.
2.1. Path realization
Below is the limit B∞ of a coherent family of perfect crystals Bl(1) for A(1)n type, introduced
in [8]. In the next section, we give new realizations of this crystal B∞ and crystal B(∞) using
certain blocks.
Theorem 2.1. For the case of A(1)n , the limit of a coherent family of perfect crystals Bl and the
maps defining the crystal structure on it are given as follows:
B∞ =
{
(u0, . . . , un) ∈ Zn+1
∣∣∣ n∑
i=0
ui = 0
}
with b∞ = (0, . . . ,0).
For b = (u0, . . . , un) ∈ B∞, the action of the Kashiwara operators e˜i , f˜i are given by
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{
(u0, . . . , ui−1, ui + 1, ui+1 − 1, ui+2, . . . , un) for i = 0, . . . , n − 1,
(u0 − 1, u1, . . . , un−1, un + 1) for i = n, (2.1)
f˜ib =
{
(u0, . . . , ui−1, ui − 1, ui+1 + 1, ui+2, . . . , un) for i = 0, . . . , n − 1,
(u0 + 1, u1, . . . , un−1, un − 1) for i = n. (2.2)
The remaining maps describing the crystal structure on B∞ are given below.
εi(b) = ui+1, ϕi(b) = ui, wt(b) =
n∑
i=0
(ui − ui+1)Λi.
The action of Kashiwara operators on Young walls, which is one of our main objectives, builds
on the action of Kashiwara operator on path elements.
Let us review the action of Kashiwara operators f˜i and e˜i on P(∞) the set of all paths in B∞.
In [8], it was mentioned that the action of Kashiwara operators follows the tensor product rule.
Here, we explain the method more explicitly. One can easily check that they are equivalent.
Lemma 2.2. The action of Kashiwara operators f˜i , e˜i (i ∈ I ) on a path element p ∈ P(∞) is as
follows:
p = · · · ⊗ p(k) ⊗ · · · ⊗ p(1) ⊗ p(0) = (p(k))∞
k=0 ∈P(∞).
(1) Under each p(k), write |εi(p(k))|-many 1’s or 1¯’s depending on whether εi(p(k)) is posi-
tive or negative, followed by |ϕi(p(k))|-many 0’s or 0¯’s depending on whether ϕi(p(k)) is
positive or negative.
(2) If 1¯’s (or 0¯’s) were written under p(k), then change and write it as 0’s (respectively 1’s)
under p(k + 1) (respectively p(k − 1)). In the case 0¯’s written under p(0), we simply remove
them.
(3) From the list of 0’s and 1’s, successively cancel out each (0,1)-pair to obtain a sequence of
1’s followed by some 0’s (reading from left to right).
(4) Let f˜i (and e˜i ) act on the p(k) corresponding to the left-most 0 (respectively right-most 1)
remaining. Set the value of e˜i (p) to zero if no 1 remains. Let f˜i act on p(0) if no 0 remains.
Following is the path realization of crystal B(∞). Using this theorem, we shall show that the
set of Young walls satisfying some conditions give a new realization of B(∞) for A(1)n type.
Theorem 2.3. [8] The crystal B(∞) is isomorphic to the set P(∞) of all paths in B∞:
B(∞) ∼=P(∞).
This isomorphism is given by u∞ → p∞, where p∞ is the ground-state path (· · · ⊗ b∞ ⊗
b∞ ⊗ b∞).
2.2. Cliff’s description
First, let us recall the abstract crystal Bi = {bi(k) | k ∈ Z} for each i ∈ I , introduced in [14].
It has the following maps defining the crystal structure:
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(
bi(k)
)= kαi,
εj
(
bi(k)
)= {−k for j = i,−∞ otherwise, ϕj (bi(k))=
{
k for j = i,
−∞ otherwise,
e˜j
(
bi(k)
)= {bi(k + 1) for j = i,
0 otherwise,
f˜j
(
bi(k)
)= {bi(k − 1) for j = i,
0 otherwise.
Kashiwara has shown in [14] the existence of an injective strict crystal morphism
Ψ :B(∞) → B(∞) ⊗Bik ⊗Bik−1 ⊗ · · · ⊗Bi1
which sends the highest weight element u∞ to u∞ ⊗ bik (0) ⊗ · · · ⊗ bi1(0), for any sequence
S = i1, i2, . . . , ik of numbers in the index set I of simple roots. In [1], Cliff uses this to give a
combinatorial description of B(∞) for all finite classical types.
In the following theorem, Cliff’s [1] combinatorial description of B(∞) for type An is given,
for a specific choice of S.
Theorem 2.4. [1] For each i ∈ I = {1,2, . . . , n}, define
B(i) = Bn ⊗Bn−1 ⊗ · · · ⊗Bi .
Let Ψ be the injective strict Uq(An)-crystal morphism
Ψ :B(∞) → B(∞) ⊗B(1) ⊗B(2) ⊗ · · · ⊗B(n) (2.3)
which maps u∞ to u∞ ⊗ (bn(0) ⊗ · · · ⊗ b1(0)) ⊗ (bn(0) ⊗ · · · ⊗ b2(0)) ⊗ · · · ⊗ (bn(0)). Then
Ψ
(B(∞))= {u∞ ⊗ β1 ⊗ β2 ⊗ · · · ⊗ βn}, (2.4)
where
βi = bn(−ki,n) ⊗ bn−1(−ki,n−1) ⊗ · · · ⊗ bi(−ki,i) ∈ B(i) (2.5)
and ki,j are any integers such that
0 ki,n  ki,n−1  · · · ki,i
for each i ∈ I .
Using this, in the final section, we shall show that the set of Young tableaux satisfying some
appropriate condition, gives a new realization of B(∞) for An case.
3. Young wall realization of crystal B(∞) for A(1)n
In this section, we introduce the notion of slices and define a classical crystal structure on the
set C∞ of equivalence classes of slices. The classical crystal C∞ is isomorphic to the crystal B∞.
And we give a new realization of the crystal B(∞), as concatenation of slices.
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The basic ingredient of our discussion will be the colored blocks of unit height, unit width,
unit depth. For simplicity, we will use the following notation.(
i ∈ I = {0,1, . . . , n})
That is, we use just the frontal view for blocks.
Definition 3.1. A base-slice of A(1)n -type is any (nonempty) gathering of blocks which may be
obtained by stacking blocks in one column of unit depth following (any one of) the (finite-length)
patterns given below.
To clarify the definition further, we mention that a stacking should start at the bottom block and
proceed upward without any gap. Also, the phrase “following the pattern” implies that it should
not grow over the finite pattern.
An i-slot is the top of a base-slice where one may add an i-block. So, for each pattern, there
are just (n + 2)-many base-slices and (n + 1)-many slots.
For two base-slices c and c′, we write c ⊂ c′ if c′ contains all blocks which make up c.
Definition 3.2. Choose and fix any one of the stacking patterns. We shall assume j ∈ I is the
bottom block for this pattern.
(1) An (n + 1)-tuple of infinite sequences (c(i, k))k∈Z of base-slices c(i, k) (i ∈ I , k ∈ Z)((
c(0, k)
)
k∈Z,
(
c(1, k)
)
k∈Z, . . . ,
(
c(n, k)
)
k∈Z
)
is the standard-slice of type A(1)n , denoted by c∞, if it satisfies the following conditions:
• For each i ∈ I , the tops of base-slices c(i,−1) and c(i,0) are (j + i) and (j + i + 1)-
blocks, respectively, where the colors are read modulo (n+1).
• If (i, k) (i′, k′) in lexicographic order, then c(i, k) ⊂ c(i′, k′).
(2) A slice c of A(1)n -type is an (n + 1)-tuple((
c(0, k)
)
k∈Z,
(
c(1, k)
)
k∈Z, . . . ,
(
c(n, k)
)
k∈Z
)
of infinite sequence (c(i, k))k∈Z of base-slices c(i, k) satisfying the second of the above two
conditions, which may be obtained by either stacking finitely many blocks to or removing
finitely many blocks from the standard-slice c∞.
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is called the (i, k)th layer of slice c. The set consisting of all slices of type A(1)n following the
unique stacking pattern will be denoted by S∞.
Remark 3.3.
(1) The above definition of slice is the modified version of slices appearing in [11], developed
to cover the B∞ case. It is a very natural modification of the notion of slices given in [11].
(2) The theory of slices to be developed will not depend on which of the patterns one has chosen.
(3) In any fixed slice, each i-block (i ∈ I ) always appears as the top block of some layer of the
slice. In particular, in any fixed slice which uses the pattern with the j -block at the bottom,
a j -block appears as the top block of a layer at two heights.
Example 3.4. Mentally, we picture a slice as a gathering of the columns with the (i, k)th layer
placed in front of the (i′, k′)th layer when (i, k)  (i′, k′) in lexicographic order, rather than as
an ordered tuple.
To simplify drawings, we shall use just the side view when representing a slice. We explain
this method used in drawing a slice with the following example for A(1)2 -type which uses the
pattern with the 2-block at the bottom.
(1) The following is the standard-slice.
Notice that, for each i ∈ I , the vertical line between base-slices c(i,−1) and c(i,0) protrudes
a little bit downwards. Given any slice, this special marking will allow us to observe the
difference between a given slice and the standard-slice.
(2) What this special marking means can be understood better if one compares the above
standard-slice with the following slice c having 2, 0, 0, 1, 1, and 2-blocks as the tops of
base-slices c(0,−3), c(0,−2), c(1,−1), c(1,0), c(2,0), and c(2,1), respectively.
The shaded part and the dotted line in the above diagram emphasizes its difference from the
standard-slice c∞.
We would like to caution the readers that the top of each layer is an i-slot if the layer viewed
as a base-slice contains an i-slot at the top. Those that are visually oriented might fall into the
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same height as an i-slot.
We now define the action of Kashiwara operators on the set S∞ of slices.
Definition 3.5. Let c be a slice and fix an index i ∈ I . The actions of e˜i and f˜i are defined by the
following rules, respectively.
(e˜i1) If the bottom blocks are not i-blocks, remove the i-block from the (top of) fore-most layer
of c whose top is an i-block.
(e˜i2) If the bottom blocks are i-blocks, remove the i-block from the (top of) fore-most layer of
c among those in the higher height whose top is an i-block.
(f˜i ) Place one i-block in the rear-most i-slot of c.
We define a δ to be a gathering of blocks that contains one i-block for each i = 0, . . . , n. Let
c = ((c(0, k))k∈Z, . . . , (c(n, k))k∈Z) be a slice. We define the slices c ± δ by
c + δ = ((c′(0, k))
k∈Z, . . . ,
(
c′(n, k)
)
k∈Z
)
,
c − δ = ((c′′(0, k))
k∈Z, . . . ,
(
c′′(n, k)
)
k∈Z
)
,
where c′(i, k) = c(i, k + 1) and c′′(i, k) = c(i, k − 1) for each i ∈ I and k ∈ Z. For the slice c
given in Example 3.4(2), we have the following results.
Here, the shaded parts and the dotted lines in the above diagrams emphasize their differences
from the slice c.
We say that two slices c and c′ are related, denoted by c ∼ c′, if one of the two slices may be
obtained from the other by adding finitely many δ’s. Let
C∞ = S∞/∼ (3.1)
be the set of equivalence classes of slices. We will use the same symbol c for the equivalence
class containing the slice c.
Let c be the element of S∞ which differs from the standard-slice c∞ by xi ∈ Z i-blocks for
each i ∈ I (i.e., it contains |xi |-many more or less i-blocks depending on whether xi is positive
or negative). Note that the map c(∈ S∞) → c + δ commutes with the action of the Kashiwara
operators. Hence the Kashiwara operators are well-defined on C∞. We define
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ϕi(c) = xi−1 − xi,
wt(c) =
∑
i
(
ϕi(c) − εi(c)
)
Λi =
∑
i
(xi−1 − 2xi + xi+1)Λi,
where the indices of xj are read modulo (n+1). Then it is straightforward to prove the following
proposition.
Proposition 3.6. The Kashiwara operators, together with the maps ϕi , εi (i ∈ I ), wt, define a
U ′q(A
(1)
n )-crystal structure on the set C∞.
Now, we will show that C∞ gives a new realization of the crystal B∞ described in Theo-
rem 2.1.
Theorem 3.7. The crystal C∞ is isomorphic to B∞ as a U ′q(A(1)n )-crystal.
Proof. Recall that every element b ∈ B∞ is of the form b = (u0, . . . , un) ∈ Zn+1 with∑n
j=0 uj = 0.
We first define a canonical map φ :C∞ → B∞ as follows. Consider the general element c of
C∞ which is an equivalence class of a slice different from c∞ by xj (∈ Z)-many j -blocks for
each j ∈ I . For the element c, we define
φ(c) = (xn − x0, x0 − x1, x1 − x2, . . . , xn−1 − xn). (3.2)
Then the map φ is well-defined.
Conversely, to each b = (u0, . . . , un) ∈ B∞, we can associate the equivalence class of the
slice different from c∞ by xj -many j -blocks for each j ∈ I , where x0 = 0 and xj = −∑jk=1 uk .
This shows that φ :C∞ → B∞ is a bijection. The element b∞ = (0, . . . ,0) is associate to the
equivalence class of c∞.
It is almost obvious that the maps wt, ϕi , and εi commute with φ.
For the equivalence class c of the slice different from c∞ by xj -many j -blocks for each j ∈ I ,
f˜ic is the equivalence class of the slice different from c∞ by (xi +1)-many i-blocks and xj -many
j -blocks for j ∈ I \ {i}. Then we have
φ
(
f˜i (c)
)= (xn − x0, . . . , xi−2 − xi−1, xi−1 − (xi + 1), (xi + 1) − xi+1,
xi+1 − xi+2, . . . , xn−1 − xn
)
,
where the indices of xj are read modulo (n + 1).
And by (2.2) for
φ(c) = (xn − x0, x0 − x1, . . . , xn−1 − xn),
we have
f˜i
(
φ(c)
)= (xn − x0, . . . , xi−2 − xi−1, (xi−1 − xi) − 1, (xi − xi+1) + 1, xi+1 − xi+2,
. . . , xn−1 − xn
)
.
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Similarly, we can show that the map φ commutes with e˜i . 
Recall the following crystals introduced in [8]. For λ ∈ P , consider the set Tλ = {tλ} con-
taining one element. Define εi(tλ) = ϕi(tλ) = −∞, e˜i tλ = f˜i tλ = 0 for i ∈ I , and wt(tλ) = λ.
Then Tλ is a crystal. Given any crystal B, we can form the following crystal by taking the tensor
product of B with the crystal Tλ: For λ,μ ∈ P ,
Tλ ⊗B⊗ Tμ = {tλ ⊗ b ⊗ tμ | b ∈ B}, (3.3)
where
wt(tλ ⊗ b ⊗ tμ) = λ + μ + wt(b),
e˜i(tλ ⊗ b ⊗ tμ) = tλ ⊗ e˜ib ⊗ tμ, f˜i(tλ ⊗ b ⊗ tμ) = tλ ⊗ f˜ib ⊗ tμ,
εi(tλ ⊗ b ⊗ tμ) = εi(b) − 〈hi, λ〉, ϕi(tλ ⊗ b ⊗ tμ) = ϕi(b) + 〈hi,μ〉.
In [11], we introduced a realization of the perfect crystal Bl of level-l for type A(1)n , using
some set of blocks. It was given as the set of equivalence classes of level-l slices and was denoted
by Cl . We shall not review the definition and properties of Cl here.
Now, we can find the embedding of the crystals Cl in C∞ through the following method.
Corollary 3.8. Choose and fix any c ∈ Cl . Suppose it is the equivalence class of a level-l slice
obtained by pasting together ci -many level-1 slices with i-blocks at the top for each i ∈ I .
Define the map
ι :Tε(c) ⊗ Cl ⊗ T−ϕ(c) → C∞
by setting
tε(c) ⊗ c′ ⊗ t−ϕ(c) → c′′,
for each c′ ∈ Cl which is an equivalence class of a level-l slice obtained by pasting together
c′i -many level-1 slices with i-blocks at the top for each i ∈ I , and where c′′ ∈ C∞ is the equiva-
lence class of the slice different from c∞ by (
∑i
k=1(ck − c′k))-many i-blocks for each i ∈ I . Here
we use the notation ε(c) =∑i εi(c)Λi and ϕ(c) =∑i ϕi(c)Λi .
This gives a crystal embedding of Cl in C∞.
This corollary follows immediately from Definition 4.1 of [8], Theorem 3.7, and the structure
of crystals recalled above.
3.2. Young walls
In this section, we introduce a modification of the Young walls appearing in the previous
work [11]. This modification was done in order to describe the crystal B(∞) for type A(1)n .
Roughly speaking, these modified Young walls are constructed by lining up, side by side, slices
defined in the previous section.
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(3.4)
Definition 3.9.
(1) A Young wall of type A(1)n is a concatenation of slices, extending infinitely to the left, that
satisfies the following conditions.
(a) It is concatenated following the pattern given above.
(b) When we look at the same layer of two consecutive slices, there is no free space to the
right of any block belonging to the left slice.
(2) A column in a Young wall is said to contain a removable δ if one may remove a δ from that
column and still obtain a Young wall.
(3) A Young wall is said to be reduced if none of its columns contain a removable δ.
We would like to define the ground-state wall Y∞ of type A(1)n . It will be constructed as a
reduced Young wall and be obtained by concatenating standard-slices.
We have drawn the right-side-views of the first two slices that make up the Young wall Y∞.
The outline of the first two slices given above (actually, all slices) are exactly the same. That is,
the actual ground-state wall should extend infinitely to the left, repeating the same pattern. At
the right end, we have drawn the pattern for stacking the blocks, so as to show the color of the
blocks placed at each height. But we caution the readers that the pattern for stacking the blocks
on the right is just for the columns whose indices are multiples of (n + 1).
A Young wall obtained by adding finitely many blocks to the ground-state wall Y∞ is said to
have been built on Y∞. We denote by F(∞) (and Y(∞)) the set of all Young walls (respectively
reduced Young walls) built on Y∞.
Let Y = (y(k))∞k=0 be a Young wall built on Y∞. Here, y(k) denotes the kth column of Y ,
counting from right to left. Recall that each column y(k) is a slice and that for each i ∈ I ,
ϕi(y(k)) and εi(y(k)) can be negative integers.
We now define the action of Kashiwara operators f˜i , e˜i (i ∈ I ) on Y as follows:
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many 1¯’s when εi(y(k)) is negative, followed by ϕi(y(k))-many 0’s when ϕi(y(k)) is posi-
tive or |ϕi(y(k))|-many 0¯’s when ϕi(y(k)) is negative under y(k).
(2) If 1¯’s (or 0¯’s) were written under y(k), then change and write it as 0’s (respectively 1’s)
under y(k+1) (respectively y(k−1)). In the case 0¯’s written under y(0), we simply remove
them. This sequence of 1’s and 0’s under y(k) is called the i-signature of column y(k).
(3) From this sequence of 1’s and 0’s, cancel out each (0,1)-pair to obtain a sequence of 1’s
followed by 0’s (reading from left to right). This sequence is called the i-signature of Young
wall Y .
(4) We define f˜iY (or e˜iY ) to be the Young wall obtained from Y by replacing the column y(k)
corresponding to the left-most 0 (respectively the right-most 1) in the i-signature of Y with
the column f˜i (y(k)) (respectively e˜i (y(k))).
(5) We define e˜iY to zero if no 1 remains in the i-signature of Y . Let f˜i act on y(0) if no 0
remains in the i-signature of Y .
Sketch of proof for well-definedness. Let us now show that the above definition of Kashiwara
operators on the set F(∞) is well-defined. We shall just deal with the f˜i operator since proof for
the statements concerning e˜i may be done in a similar manner.
Since a Young wall extends infinitely to the left, it is not immediately clear as to whether there
exists a leftmost zero. That is, it is not clear whether the number of zeros in the i-signature of Y
is finite. Let us briefly comment on this here.
Since only finitely many blocks were added to the ground-state wall Y∞ in building Y , the
wall will eventually become identical to the ground-state wall at some point, as it proceeds to the
left. Thus it suffices to check if the ground-state walls give finite signatures. It is obvious that the
i-signature of the ground-state wall Y∞ has no 0’s or 1’s.
Now, let y(k) (k  1) be the column corresponding to the leftmost 0 in the i-signature of a
Young wall Y . And also consider the column y(k − 1) sitting to the right of column y(k).
Suppose that f˜iY is not a Young wall built on Y∞. That is, f˜iY is a Young wall not built on
Y∞, or it could be that it is not even a Young wall.
The first possibility cannot be true, because f˜iY was defined to be the result obtained from Y
by adding one i-block.
Now, it is enough to consider the case when f˜iY is not a Young wall. In such a case, the
following statement would be true.
• There is a free space to the right of some block in some layer of some column of f˜iY .
In this case, it is possible to obtain one of the following two conclusions.
(1) There is a free space to the right of some block in some layer of some column of Y .
(2) There is a free space to the right of the i-block added to Y in forming f˜iY .
The first of these conclusions violates the assumption that we started out with a Young wall Y .
The following is the only possible form for f˜iY that satisfy the second of the above two state-
ments. This diagram is dealing with just the columns and their layers of interest from f˜iY .
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obtained from Y by adding one i-block, we can easily deduce that the i-signature of column
y(k − 1) contains more 1’s than the number of 0’s appearing in the i-signature of column y(k),
from the second. This violates the assumption that we started out with y(k) as being the column
corresponding to the leftmost 0 in the i-signature of Y .
Each of these conclusions brings us to contradictions, and hence the resulting f˜iY must have
been a Young wall.
For the case when no 0 remains in the i-signature of Y or when y(0) is the column corre-
sponding to the leftmost 0 in the i-signature of a Young wall Y , it is obvious that the above
definition which defines f˜iY as action of f˜i on y(0) is well-defined. 
We define the maps wt :F(∞) → P , ϕi, εi :F(∞) → Z by setting
wt(Y ) = −
n∑
i=0
kiαi,
εi(Y ) = the number of 1’s in the i-signature of Y ,
ϕi(Y ) = εi(Y ) +
〈
hi,wt(Y )
〉
,
where ki is the number of i-blocks that have been added to Y∞.
Now it is straightforward to verify that the following theorem holds.
Theorem 3.10. The set F(∞) of all Young walls built on Y∞, together with the maps e˜i , f˜i , εi ,
ϕi (i ∈ I ), and wt, forms a Uq(A(1)n )-crystal.
3.3. Young wall description of B(∞)
In this section, we give a new realization of the crystal B(∞) for A(1)n type, in terms of reduced
Young walls.
Recall that the set P(∞) of all paths in B∞ gives a realization of the crystal B(∞) (see
Theorem 2.3). We will show that the crystal Y(∞) consisting of all reduced Young walls built
on Y∞ is a new realization of B(∞) by giving a U ′q(A(1)n )-crystal isomorphism Φ :Y(∞) ∼−→
P(∞).
Let Y = (y(k))∞k=0 be a reduced Young wall built on Y∞. Using the U ′q(A(1)n )-crystal isomor-
phism φ :C∞ ∼−→ B∞ given in Theorem 3.7, we get a map Φ :Y(∞) → P(∞) which is defined
by
Φ(Y) = (φ(y(k)))∞
k=0. (3.5)
Note that the ground-state wall Y∞ is mapped onto the ground-state path p∞.
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(y(k))∞k=0 built on Y∞ such that φ−1(p(k)) = y(k) for all k  0. By removing an appropriate
number of δ’s (proceeding from left to right), one can easily see that there exists a unique reduced
Young wall Y = (y(k))∞k=0 built on Y∞ with this property, which shows that Φ :Y(∞) → P(∞)
is a bijection.
Here is one of our main realization theorems, which shows that the above bijection is a crystal
isomorphism.
Theorem 3.11. There is an isomorphism of Uq(A(1)n )-crystals
Y(∞) ∼−→ B(∞)
sending Y∞ → u∞, where u∞ is the highest weight vector in B(∞).
Proof. It suffices to show that the bijection Φ :Y(∞) → P(∞) defined by (3.5) is a U ′q(A(1)n )-
crystal isomorphism.
We shall focus our efforts on showing that the set Y(∞) is a Uq(A(1)n )-subcrystal of F(∞)
and that the map Φ commutes with the Kashiwara operators f˜i and e˜i . Other parts of the proof
are similar or easy.
First, let us assume that the set Y(∞) is a Uq(A(1)n )-subcrystal of F(∞). Then the action of
Kashiwara operators defined on F(∞) is well-defined on Y(∞). The fact that the map Φ is de-
termined by the U ′q(A
(1)
n )-crystal isomorphism φ :C∞ ∼−→ B∞, and that the action of Kashiwara
operators on Y(∞) follows the process for defining it on P(∞), implies naturally that the map
Φ commutes with the Kashiwara operators f˜i and e˜i .
Now, it remains to show that the set Y(∞) is a Uq(A(1)n )-subcrystal of F(∞). It suffices to
prove that the action of the Kashiwara operators on Y(∞) satisfy the following properties:
f˜iY(∞) ⊂ Y(∞) ∪ {0}, e˜iY(∞) ⊂ Y(∞) ∪ {0} for all i ∈ I.
Suppose that there exists some Y ∈ Y(∞) for which f˜iY /∈ Y(∞) ∪ {0}. We assume that f˜i
has acted on the j th column of Y and set p = Φ(Y). Then, the action of f˜i on p would also have
been on the j th tensor component of p.
Since f˜iY ∈ F(∞), we may remove finitely many δ’s from f˜iY to obtain a reduced Young
wall Y ′. The number of δ’s removed is nonzero since f˜iY /∈ Y(∞). Since every column of f˜iY is
related to the corresponding column of Y ′ under the previously defined equivalence relation (3.1),
we have
f˜i (p) = Φ(Y ′).
Let us apply e˜i to both Y ′ and f˜i (p). We have p = e˜i (f˜i(p)) and the action of e˜i on f˜i (p)
would have been on the j th tensor component. The action of e˜i of Y ′ will also be on the j th col-
umn. Hence the Young wall e˜iY ′ may be obtained from the reduced Young wall Y by removing
finitely many δ’s. We may now remove finitely many δ’s from e˜iY ′ to obtain a reduced Young
wall Y ′′, which also corresponds to p under the map Φ .
Recall that we started out with a reduced Young wall Y , added an i-block to the j th column
of Y to obtain f˜iY , removed finitely many δ’s from f˜iY to obtain a reduced Young wall Y ′, and
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δ’s from e˜iY ′ to obtain a reduced Young wall Y ′′, which corresponds to p under the map Φ .
Therefore, we have Φ(Y) = p = Φ(Y ′′), but Y = Y ′′, which is a contradiction. Hence f˜iY must
be reduced.
Similarly, one can show that e˜iY(∞) ⊂ Y(∞) ∪ {0} for all i ∈ I , which completes the proof
of our claim. 
We will illustrate the correspondence between P(∞) and Y(∞) with simple examples.
Example 3.12. Let us consider the A(1)2 case. The shaded parts in each diagram emphasize their
difference from the ground-state wall Y∞.
(1) Consider the path element
p = (. . . , (0,0,0), (0,0,0), (0,0,0), (0,−1,1), (1,−1,0)) ∈P(∞).
We have the following Young wall as the image of p under Φ−1 defined through (3.2) and
(3.5).
(2) For the Young wall
of Y(∞), we have the following path element as its image under Φ .
Φ(Y) = (. . . , (0,0,0), (0,0,0), (0,0,0), (−1,−1,2)).
4. Young tableau realization of crystal B(∞) for An
In this section, we introduce a modified notion for Young tableaux, developed in order to
describe the crystal B(∞) for An-type, and give a realization of B(∞) using them.
We shall identify semistandard tableaux of shape λ with elements of the highest weight crystal
B(λ) for An-type, as was done by Kashiwara and Nakashima [15].
Definition 4.1. A semistandard tableau T , an element of an irreducible highest weight crystal for
the An type, is large if it consists of n non-empty rows, and if for each 1  i  n, the number
of i-boxes in the ith row is strictly greater than the number of all boxes in the (i + 1)th row. In
particular the nth row of T contains at least one n-box.
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one is not.
Definition 4.2. A large tableau T is marginally large, if for each 1  i  n, the number of i-
boxes in the ith row of T is greater than the number of all boxes in the (i + 1)th row by exactly
one. In particular, the nth row of T should contain one n-box.
For each marginally large tableau T , we consider a left-infinite extension of T obtained by
adding infinitely many copies of our leftmost column to the left of tableau T . Note that for
1 i  n the ith row of the leftmost column of each large tableau T is an i-box.
The notion of marginally large tableau can be extended naturally to apply to its left-infinite
extension. So, we shall call the left-infinite extension of marginally large tableau simply as mar-
ginally large tableau.
We denote by T (∞) the set of all marginally large tableaux. The marginally large tableau
whose ith row consists only of i-boxes (i ∈ I ) is denoted by T∞.
Example 4.3. The set T (∞) for the A3 case, consists of all tableaux of the form
with bij ∈ Z0 for all i, j . When bij = 0 for all i, j , we get
. (4.1)
We shall often use b to denote a colored box appearing in some T ∈ T (∞). Recall that T is
an infinite collection of elements of the crystal B(Λ1) for type An. Thus a box b is a vertex of
the crystal graph B(Λ1)
(4.2)
for type An.
To define the action of Kashiwara operators on marginally large tableaux, we first read the
boxes in the tableau through the far eastern reading and write down the boxes in right infinite
sequence. That is, we read through each column from top to bottom starting from the rightmost
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boxes. The following diagram gives an example.
We now define the action of Kashiwara operators f˜i , e˜i (i ∈ I ) on T ∈ T (∞) as follows:
(1) We first consider the infinite sequence of boxes obtained by taking the far-eastern reading
of T . Under each box b in this listing, write εi(b)-many 1’s followed by ϕi(b)-many 0’s.
From this sequence of 1’s and 0’s, cancel out each (0,1)-pair to obtain a sequence of 1’s
followed by 0’s (reading from left to right). This sequence is called the i-signature of T .
(2) Denote by T ′, the tableau obtained from T , by replacing the box b corresponding to the
leftmost 0 in the i-signature of T with the box f˜ib.
• If T ′ is a large tableau, then we define f˜iT to be T ′.
• If T ′ is not large, then we define f˜iT to be the marginally large tableau obtained by
pushing all rows appearing below the changed box in T ′ to the left by one box.
(3) Denote by T ′′, the tableau obtained from T , by replacing the box b corresponding to the
rightmost 1 in the i-signature of T with the box e˜ib.
• If T ′′ is a marginally large tableau, then we define e˜iT to be T ′′.
• If T ′′ is large but not marginally large, then we define e˜iT to be the marginally large
tableau obtained by pulling all rows appearing below the changed box in T ′′ to the right
by one box.
(4) If there is no 1 in the i-signature of T , we define e˜iT = 0.
The action of Kashiwara operators on T (∞) is obviously well-defined.
Remark 4.4. Note that the number of 1’s in the i-signature is always finite. Hence it makes sense
to take the rightmost 1 in the signature. The condition large imposed on the tableau T ensures
that its i-signature always contains 0’s.
Example 4.5. We illustrate f˜i actions on tableaux in T (∞) for A3-type. The dark shaded blocks
are the ones f˜i has acted upon, and the light shadings show rows pushed to the left to preserve
largeness.
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(i < j  n+ 1) and infinitely many i’s. We define the maps wt :T (∞) → P , ϕi, εi :T (∞) → Z
by setting
wt(T ) = −
n∑
j=1
(
n+1∑
l=j+1
b1l +
n+1∑
l=j+1
b2l + · · · +
n+1∑
l=j+1
b
j
l
)
αj , (4.3)
εi(T ) = the number of 1’s in the i-signature of T , (4.4)
ϕi(T ) = εi(T ) +
〈
hi,wt(T )
〉
. (4.5)
Now it is straightforward to verify that the following theorem holds.
Proposition 4.6. The set T (∞) together with the maps e˜i , f˜i , εi , ϕi (i ∈ I ), and wt, form a
Uq(An)-crystal.
Remark 4.7. There are some other possibilities for the definition of T (∞). The “marginally”
condition for elements of T (∞) may be changed so that for each 1  i  n, the number of
i-boxes in the ith row is larger than the total number of boxes appearing in the (i + 1)th row by
some positive number.
Finally, we show that the crystal T (∞) is a realization of B(∞) by giving a crystal isomor-
phism between T (∞) and Ψ (B(∞)), where the latter is given in Theorem 2.4.
Theorem 4.8. We have a Uq(An)-crystal isomorphism
B(∞) ∼−→ Ψ (B(∞)) ∼−→ T (∞)
which maps u∞ to u∞ ⊗ (bn(0)⊗· · ·⊗ b1(0))⊗ (bn(0)⊗· · ·⊗ b2(0))⊗· · ·⊗ (bn(0)), and then
to T∞.
Proof. We define a canonical map Θ :Ψ (B(∞)) ∼−→ T (∞) as follows. Element u∞ ⊗ β1 ⊗
· · · ⊗ βn ∈ Ψ (B(∞)) is sent to the marginally large tableau whose ith row (1 i  n) consists
of
(ki,n)-many (n + 1)’s,
(ki,j−1 − ki,j )-many j ’s, for each i < j  n, and
infinitely many i’s.
Here, recall that for each i ∈ I = {1,2, . . . , n},
B(i) = Bn ⊗Bn−1 ⊗ · · · ⊗Bi
and
βi = bn(−ki,n) ⊗ bn−1(−ki,n−1) ⊗ · · · ⊗ bi(−ki,i) ∈ B(i),
798 H. Lee / Journal of Algebra 308 (2007) 780–799Fig. 1. Part of the crystal T (∞) for type A2.
where ki,j are any integers such that
0 ki,n  ki,n−1  · · · ki,i
for each i ∈ I .
It is obvious that this map Θ is well-defined. Conversely, for each marginally large tableau
with the ith row consisting of bij -many j ’s (i < j  n+ 1) and infinitely many i’s, we may map
it to the element u∞ ⊗ β1 ⊗ · · · ⊗ βn ∈ Ψ (B(∞)), where
ki,r =
n+1∑
j=r+1
bij
for 1 i  n and i  r  n. It is straightforward to check that Θ is bijective.
With the help of the tensor product rules, it is easy to check the compatibility of this map with
the Kashiwara operators. Other parts of the proof can be obtained easily. 
In closing this work, we illustrated the top part of the crystal T (∞) for type A2 in Fig. 1.
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