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Abstract: This report deals with the numerical simulation of electrocardio-
grams (ECG). Our aim is to devise a mathematical model, based on partial
differential equations, which is able to provide realistic 12-lead ECGs. The
main ingredients of this model are classical: the bidomain equations coupled to
a phenomenological ionic model in the heart, and a generalized Laplace equation
in the torso. The obtention of realistic ECGs relies on other important features
— including heart-torso transmission conditions, anisotropy, cell heterogeneity
and His bundle modeling — that are discussed in detail. The numerical imple-
mentation is based on state-of-the-art numerical methods: domain decomposi-
tion techniques and second order semi-implicit time marching schemes, offering
a good compromise between accuracy, stability and efficiency. The numerical
ECGs obtained with this approach show correct amplitudes, shapes and polar-
ities, in all the 12 standard leads. The relevance of every modeling choice is
carefully discussed and the numerical ECG sensitivity to the model parameters
investigated.
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Mode´lisation mathe´matique de
l’e´lectrocardiogramme : une e´tude nume´rique
Re´sume´ : Dans ce rapport nous abordons la simulation nume´rique de l’e´lec-
trocardiogramme (ECG). Let but est de proposer un mode`le mathe´matique,
base´ sur des e´quations aux de´rive´es partielles, capable de simuler des ECGs
(a` 12 de´rivations) re´alistes. Les ingre´dients de ce mode`lse sont classiques:
e´quation bidomaine couple´e avec un mode`le ionique phe´nome´nologique dans
le cœur, et e´quation de Laplace ge´ne´ralise´e dans le torse. L’obtention d’ECGs
re´laliste´s repose sur d’autres caracte´ristiques importantes (telles que les condi-
tions de couplage cœur-torse, l’anisotropie, l’he´te´roge´nite´ cellulaire et le fais-
ceau de His) qui sont discute´es en de´tail. La mise en œuvre nume´rique est
base´e sur des algorithmes dans l’e´tat de l’art du calcul scientifique: me´thodes
de de´composition de domaine et sche´mas de marche en temps semi-implicites
d’ordre deux, offrant un bon compromis entre pre´cision, stabilite´ et e´fficacite´.
Les ECGs nume´riques obtenus avec cette approche ont des amplitudes, formes
et polarite´s physiologiques dans les 12 de´rivations. La pertinence de chaque
choix de mode´lisation est soigneusement discute´. Cette e´tude comporte aussi
une analyse de sensibilite´ de l’ECG nume´rique par rapport aux parame`tres du
mode`le.
Mots-cle´s : E´lectrocardiogramme a` 12 de´rivations, e´lectrophysiologie car-
diaque, mode´lisation mathe´matique, simulation nume´rique, e´quation bidomaine,
mode`le ionique, couplage cœur-torse, e´quation monodomaine, analyse de sensi-
bilite´.
Mathematical Modeling of Electrocardiograms 3
1 Introduction
The electrocardiogram (ECG) is a noninvasive recording of the electrical activity
of the heart, obtained from a standard set of skin electrodes and presented to the
physician as the “12-lead ECG”: that is, 12 graphs of the recorded voltage vs.
time. The ECG can be considered as the most widely used clinical tool for the
detection and diagnosis of a broad range of cardiac conditions (see e.g. [1, 24]).
Despite that, the clinical significance of some ECG findings is still not fully
understood. Computer based simulations of the ECG, linking models of the
electrical activity of the heart (in normal or pathological condition) to the ECG
signal, can therefore be a valuable tool for improving this knowledge. Such an
ECG simulator can also be useful in building a virtual data base of pathological
conditions, in order to test and train medical devices [16]. Moreover, being
able to simulate realistic ECGs is a necessary step toward the development of
patient-specific models from clinical ECG data.
The mathematical modeling of the ECG is known as the forward problem
of electrocardiography [32]. It relies on three main ingredients: a model for the
electrical activity of the heart, a model for the torso (extracardiac regions) and
some specific heart-torso coupling conditions. Within each of these components,
several options are possible, with different levels of complexity and realism (see
[32] for a recent comprehensive review).
Although many works have been devoted to the numerical simulation of car-
diac electrophysiology (see e.g. the monographs [47, 44, 51] and the references
therein), only a small number [28, 41, 32, 30, 54, 43] addresses the numerical
simulation of ECGs using a whole-heart reaction-diffusion (i.e. bidomain or
monodomain) model. Among them, only a very few [41, 43] provide mean-
ingful simulations of the complete 12-lead ECG. These simulations rely on a
monodomain description of the electrical activity the heart, a decoupling of the
heart and the torso (isolated heart assumption) and a multi-dipole approxima-
tion of the cardiac source within the torso (see [32, Section 4.2.4] and [26]).
To the best of our knowledge, none of the existing approaches based on partial
differential equations (PDE) and a fully coupled heart-torso formulation (see
e.g. [32, Section 4.6] and [51]) have shown realistic 12-lead ECG simulations.
The main ingredients of our mathematical ECG model are standard (see
e.g. [44, 51, 32]): bidomain equations and phenomenological cell model for
the heart, and a generalized Laplace equation for the torso. Nevertheless, once
these ingredients have been chosen, several other critical aspects have to be
elucidated: heart-torso transmission conditions, cell heterogeneity, His bundle
modeling, anisotropy, etc.
The purpose of the present work is therefore twofold: first, provide realistic
simulations of the 12-lead ECG based on a complete PDE model with a fully
coupled heart-torso formulation; second, discuss through numerical simulations
the impact of various modeling options and the sensitivity to the model pa-
rameters. Note that the achievement of these two goals is a fundamental step
prior to addressing the inverse problem of electrocardiography, which consists
in identifying the ECG model parameters from clinical ECG data.
The numerical methods proposed to solve the problem offer a good balance
between efficiency, stability and accuracy. The PDE system made of the heart
and torso models is solved using a finite element method and a second order
semi-implicit time marching scheme (see e.g. [45]). The coupling conditions at
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the heart-torso interface are enforced by a Dirichlet-Neumann domain decom-
position algorithm (see e.g. [46, 53]).
The remainder of the this paper is organized as follows. The ECG model
equations are presented in section 2. Section 3 is devoted to the description
of the numerical algorithm. The numerical ECGs obtained with the resulting
computational model, under a healthy and a pathological (bundle branch block)
condition, are presented and discussed in section 4. Section 5 investigates the
impact, on the ECG, of various modeling assumptions: heart-torso uncoupling,
monodomain approximation, isotropy, cell homogeneity, resistance-capacitance
behavior of the pericardium. In section 6, we present a time and space con-
vergence study in terms of the ECG. The sensitivity of the ECG to the main
model parameters is also investigated. At last, conclusions and some lines of
forthcoming research are drawn in section 7.
2 Modeling
This section contains standard material (see e.g. [51, Chapter 2]). It introduces
notation and the coupled system of partial and ordinary differential equations
(PDE/ODE) involved in the reference mathematical model considered in this
paper.
2.1 Heart tissue
Our reference model for the electrical activity of the heart is the so-called bido-
main model [55, 51, 44]. This macroscopic model is based on the assumption
that, at the cell scale, the cardiac tissue can be viewed as partitioned into two
ohmic conducting media, separated by the cell membrane: intracellular, made
of the cardiac cells, and extracellular which represents the space between them.
After an homogenization process (see [37, 39]), the intra- and extracellular do-
mains can be supposed to occupy the whole heart volume ΩH (this also applies
to the cell membrane). Hence, the averaged intra- and extracellular densities of
current, ji and je, conductivity tensors, σi and σe, and electric potentials, ui
and ue, are defined in ΩH. The electrical charge conservation becomes
div(ji + je) = 0, in ΩH, (2.1)
and the homogenized equation of the electrical activity of the cell membrane is
given by
Am
(
Cm
∂Vm
∂t
+ Iion(Vm, w)
)
+ div(ji) = AmIapp, in ΩH, (2.2)
complemented with the Ohm’s laws
ji = −σi∇ui, je = −σe∇ue. (2.3)
Here, Vm stands for the transmembrane potential, defined as
Vm
def= ui − ue, (2.4)
Am is a constant representing the rate of membrane area per volume unit and
Cm the membrane capacitance per area unit. The term Iion(Vm, w) represents
INRIA
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the ionic current across the membrane and Iapp a given applied current stimulus.
Both currents are measured per membrane area unit.
In general, the ionic variable w (possibly vector valued) satisfies a system of
ODE of the type:
∂w
∂t
+ g(Vm, w) = 0, in ΩH. (2.5)
The definition of the functions g and Iion depends on the considered cell ionic
model (see [55, 51, 44] and the references therein). According to their degree of
complexity and realism, the ionic models typically fall into one of the following
categories (see [44, Chapter 3]): phenomenological (e.g. [19, 56, 18, 36]) or
physiological (e.g. [4, 34, 33, 38, 15]).
In this study, the phenomenological two-variable model proposed by Mitchell
and Schaeffer in [36] is considered (rescaled version). The functions g and Iion
are then given by
Iion(Vm, w) = − w
τin
(Vm − Vmin)2(Vmax − Vm)
Vmax − Vmin +
1
τout
Vm − Vmin
Vmax − Vmin ,
g(Vm, w) =

w
τopen
− 1
τopen(Vmax − Vmin)2 if Vm < Vgate,
w
τclose
if Vm > Vgate,
(2.6)
where τin, τout, τopen, τclose, Vgate are given parameters and Vmin, Vmax scaling
constants (typically -80 and 20 mV, respectively).
Despite its reduced complexity (2 state variables, 5 free parameters), the
Mitchell-Schaeffer model integrates relevant physiological properties of the cell
membrane: transmembrane potential, activation dynamics and two currents
(inward and outward) leading to depolarization and repolarization. Moreover,
owing to its planar character, the model can be understood analytically (see
e.g. [36]), which allows to identify how the free parameters affect its behavior
(see subsection 4.1.5).
The gate variable w depends on the change-over voltage Vgate and on the time
constants for opening, τopen, and closing, τclose. The time constants τin and τclose
are respectively related to the length of the depolarization and repolarization
(final stage) phases. Typically, these constants are such that τin  τout 
τopen, τclose.
To sum up, the system of equations modeling the electrical activity within
the heart is
Am
(
Cm
∂Vm
∂t
+ Iion(Vm, w)
)
− div(σi∇Vm)− div(σi∇ue) = AmIapp, in ΩH,
−div((σi + σe)∇ue)− div(σi∇Vm) = 0, in ΩH,
∂w
∂t
+ g(Vm, w) = 0, in ΩH,
(2.7)
with g and Iion given by (2.6). This system has to be complemented with
appropriate initial and boundary conditions. Denoting by V 0m and w
0 given
initial data for the transmembrane potential and the gate variable, the following
initial condition must be enforced
Vm(x, 0) = V 0m(x), w(x, 0) = w
0(x) ∀x ∈ ΩH. (2.8)
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As regards the boundary conditions on Σ def= ∂ΩH (see Figure 1), it is widely as-
sumed (see e.g. [55, 31, 44, 51]) that the intracellular current does not propagate
outside the heart. Consequently,
ji · n = σi∇ui · n = 0, on Σ,
where n stands for the outward unit normal to ΩH. Equivalently, and owing to
the divergence structure of (2.7)1, this condition can be enforced as
σi∇Vm · n+ σi∇ue · n = 0, on Σ. (2.9)
ΩT
ΩH
Σ
Γext
bonelungs
Figure 1: Geometry description: the heart domain ΩH and the torso domain
ΩT (extramyocardial regions)
2.2 Coupling with torso
To set up boundary conditions on the extracellular potential ue, a perfect electric
transmission between the heart and the torso domains is generally assumed (see
e.g. [55, 31, 44, 51]):{
ue = uT, on Σ,
σe∇ue · n = σT∇uT · n, on Σ.
(2.10)
Here, uT and σT stand respectively for the potential and conductivity tensor
of the torso tissue, denoted by ΩT (see Figure 1). Note that, with (2.9), the
current continuity condition (2.10)2 is consistent with the divergence structure
of (2.7)2. Other possible heart-torso transmission conditions will be discussed
in sections 5.1 and 5.5.
INRIA
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Under the quasi-static assumption [35], the torso can be viewed as a pas-
sive conductor. Therefore, the potential uT satisfies the generalized Laplace
equation:
div(σT∇uT) = 0, in ΩT. (2.11)
This equation is complemented with a boundary condition on the external
boundary Γext
def= ∂ΩT \ Σ (see Figure 1). Moreover, assuming that no cur-
rent can flow from the torso across Γext, we enforce
σT∇uT · nT = 0, on Γext, (2.12)
where nT stands for the outward unit normal to ΩT.
In summary, our reference model for the ECG is based on the coupled solu-
tion of systems (2.7), (2.6) and (2.11), completed with the boundary conditions
(2.9) and (2.12), the interface conditions (2.10) and the initial condition (2.8).
Throughout this study, this system of equations will be termed RM (reference
model), which is also known in the literature as full bidomain model (see e.g.
[9]). The interested reader is referred to [7] for a recent study on the math-
ematical well-posedness of this system, under appropriate assumptions on the
structure of Iion and g.
Although additional complexity and realism can still be introduced through
the ionic model (see e.g. [4, 34, 33, 38, 15]), this coupled system can be con-
sidered as the state-of-the-art in the PDE/ODE modeling of the ECG (see e.g.
[32]).
3 Numerical methods
This section is devoted to a brief presentation of he numerical method used to
solve the coupled problem RM.
3.1 Space and time discretization
The discretization in space is performed by applying the finite element method
to an appropriate weak formulation of this coupled problem. Let Ω be the
interior of ΩH∪ΩT. Problem RM can be rewritten in weak form as follows (see
e.g. [7]): for t > 0, Vm(·, t) ∈ H1(ΩH), w(·, t) ∈ L∞(ΩH) and u(·, t) ∈ H1(Ω),
with
∫
ΩH
u = 0, such that
Am
∫
ΩH
(
Cm
∂Vm
∂t
+ Iion(Vm, w)
)
φ+
∫
ΩH
σi∇(Vm + u) ·∇φ = Am
∫
ΩH
Iappφ,∫
ΩH
(σi + σe)∇u ·∇ψ +
∫
ΩH
σi∇Vm ·∇ψ +
∫
ΩT
σT∇u ·∇ψ = 0,
∂w
∂t
+ g(Vm, w) = 0, in ΩH,
(3.13)
for all (φ, ψ) ∈ H1(ΩH) ×H1(Ω), with
∫
ΩH
ψ = 0. The potentials in the heart
and the torso are recovered by setting ue = u|ΩH and uT = u|ΩT . Note that this
weak formulation (3.13) integrates, in a natural way, the coupling conditions
(2.10).
RR n° 6977
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The space semi-discretized formulation is based on (3.13) and obtained by
replacing the functional spaces by finite dimensional spaces of continuous piece-
wise affine functions, Vh ⊂ H1(ΩH) and Wh ⊂ H1(Ω).
The resulting system is discretized in time by combining a second order im-
plicit scheme (backward differentiation formulae, see e.g. [45]) with an explicit
treatment of the ionic current. We refer to [17] for a recent review which sug-
gests the use of second order schemes. Let N ∈ N∗ be a given integer and
consider a uniform partition {[tn, tn+1]}0≤n≤N−1, with tn def= nδt, of the time
interval of interest [0, T ], with a time-step δt def= T/N . Denote by (V nm , u
n, wn)
the approximated solution obtained at time tn. Then, (V n+1m , u
n+1, wn+1) is
computed as follows: For 0 ≤ n ≤ N − 1
1. Second order extrapolation: V˜ n+1m
def= 2V nm − V n−1m ;
2. Solve for wn+1 ∈ Vh:
1
δt
(
3
2
wn+1 − 2wn + 1
2
wn−1
)
+ g(V˜ n+1m , w
n+1) = 0, (nodal-wise);
3. Ionic current evaluation: Iion(V˜ n+1m , w
n+1);
4. Solve for (V n+1m , u
n+1) ∈ Vh ×Wh, with
∫
ΩH
un+1 = 0:
Am
∫
ΩH
Cm
δt
(
3
2
V n+1m − 2V nm +
1
2
V n−1m
)
φ+
∫
ΩH
σi∇(V n+1m + un+1) ·∇φ
= Am
∫
ΩH
(
Iapp(tn+1)− Iion(V˜ n+1m , wn+1)
)
φ,∫
ΩH
(σi + σe)∇un+1 ·∇ψ +
∫
ΩH
σi∇V n+1m ·∇ψ +
∫
ΩT
σT∇un+1 ·∇ψ = 0,
(3.14)
for all (φ, ψ) ∈ Vh ×Wh, with
∫
ΩH
ψ = 0. Finally, set un+1e = u
n+1
|ΩH and
un+1T = u
n+1
|ΩT .
The above algorithm is semi-implicit (or semi-explicit) since, owing to the ex-
trapolation step 1, it allows the uncoupled solution of steps 2 and 4, which are
computational demanding. The interested reader is referred to [32, Section 4.6]
for an analogous approach, using a different time discretization scheme and to
[48, 58, 10, 23] for a description of various computational techniques (precon-
ditioning, parallel computing, etc.) used for the numerical resolution of the
bidomain equations.
3.2 Partitioned heart-torso coupling
At each time step, the linear problem (3.14) requires the coupled solution of
the transmembrane potential V n+1m and the heart-torso potential u
n+1. This
coupling can be solved monolithically, that is, after full assembling of the whole
system matrix (see e.g. [32, Sections 4.6 and 4.5.1] and [52, 51, 8]). But this
results in a increased number of unknowns with respect to the original bidomain
INRIA
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system. Moreover, this procedure is less modular since the bidomain and torso
equations cannot be solved independently.
This shortcoming can be overcome using a partitioned iterative procedure
based on domain decomposition (see e.g. [46, 53]). In this study, the heart-torso
coupling is solved using the so-called Dirichlet-Neumann algorithm, combined
with a specific acceleration strategy. A related approach is adopted in [8] (see
also [32, 44]), using an integral formulation of the torso equation (2.11).
The main idea consists in (k-)iterating between the heart and torso equations
via the interface conditions{
un+1,k+1T = u
n+1,k
e , on Σ,
σe∇un+1,k+1e · n = σT∇un+1,k+1T · n, on Σ.
Hence, the monolithic solution is recovered at convergence. In the framework of
(3.14)2, this amounts to decompose the discrete test function space Wh as the
direct sum Wh = Zh,0 ⊕ LVh. The subspace Zh,0 contains the functions of Wh
vanishing in ΩH, whereas LVh is the range of the standard extension operator
L : Vh →Wh satisfying, for all ψe ∈ Vh,{
Lψe = ψe, in ΩH,
Lψe = 0, on Γext.
The full algorithm used in this paper to solve (3.14) reads as follows: For
k ≥ 0, until convergence,
• Torso solution (Dirichlet):
un+1,k+1T = u
n+1,k
e , on Σ,∫
ΩT
σT∇un+1,k+1T ·∇ψT = 0, ∀ψT ∈ Zh,0.
• Heart-bidomain solution (Neumann):
Am
∫
ΩH
Cm
δt
(
3
2
V n+1,k+1m − 2V nm +
1
2
V n−1m
)
φ
+
∫
ΩH
σi∇(V n+1,k+1m + ̂un+1,k+1e ) ·∇φ
= Am
∫
ΩH
(
Iapp(tn+1)− Iion(V˜ n+1m , wn+1)
)
φ,∫
ΩH
(σi + σe)∇ ̂un+1,k+1e ·∇ψe +
∫
ΩH
σi∇V n+1,k+1m ·∇ψe
= −
∫
ΩT
σT∇un+1,k+1T ·∇Lψe,
(3.15)
for all φ ∈ Vh and ψe ∈ Vh, with
∫
ΩH
ψe = 0.
• Relaxation step:
un+1,k+1e |Σ ←− ωk ̂un+1,k+1e |Σ + (1− ωk)un+1,ke |Σ.
RR n° 6977
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The coefficient ωk is a dynamic relaxation parameter which aims to accelerate
the convergence of the iterations. In this work, the following explicit expression,
based on a multidimensional Aitken formula (see e.g. [29]), has been considered
ωk =
(
λk − λk−1) · (λk − λ̂k+1 − λk−1 + λ̂k)∣∣λk − λ̂k+1 − λk−1 + λ̂k∣∣2 , λk def= un+1,ke |Σ.
4 Numerical results
In this section, it is shown that the full PDE/ODE based model RM, completed
by additional modeling assumptions, allows to get meaningful 12-lead ECG
signals. Moreover, the predictive capabilities of the model are illustrated by
providing realistic numerical ECG signals for some known pathologies, without
any other calibration of the model than those directly related to the pathology.
4.1 Reference simulation
Throughout this paper, the terminology “reference simulation” (or RS) refers to
the 12-lead numerical ECG signals obtained by solving the reference model RM
of section 2 with the numerical method described in section 3 and the modeling
assumption described in the following paragraphs. The model parameters used
in the RS are summed up in Tables 1–3 below and, as initial data, we have
taken V 0m = Vmin and w
0 = 1/(Vmax − Vmin)2.
4.1.1 Anatomical model and computational meshes
The torso computational geometry (see Figure 2), including the lung and main
bone regions, was obtained starting from the Zygote1 model – a geometric
model based on actual anatomical data – using the 3-matic2 software to obtain
computationally-correct surface meshes. The heart geometry is simplified, based
on intersecting ellipsoids, so that the fibers orientation can be parametrized in
terms of analytical functions. We refer to [49] for the details of the geometrical
definition of the heart. Note that this simplified geometry only includes the
ventricles. We therefore cannot simulate the P-wave of the ECG.
The 3D computational meshes of the torso and the heart are displayed in
Figures 2 and 3. They have been obtained by processing the surface meshes
with the softwares Yams [21] and GHS3D [22].
4.1.2 Heart conductivity
Cardiac muscle is made of fibers. The electrical conductivity is higher along
the fiber direction than along the cross-fiber direction. The intracellular and
extracellular media are therefore anisotropic. This anisotropy is included in our
model defining the conductivity tensors σi and σe by:
σi,e(x)
def= σti,eI + (σ
l
i,e − σti,e)a(x)⊗ a(x), (4.16)
1www.3dscience.com
2www.materialise.com
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Figure 2: Computational torso mesh.
Figure 3: Computational heart mesh (left) and heart fiber directions (right).
where a(x) is a unit vector parallel to the local fiber direction (Figure 3) and
σli,e and σ
t
i,e are respectively the conductivity coefficients in the intra- and extra-
cellular media measured along the fibers direction and in the transverse direc-
tion. Different conductivities values are available in the literature (see e.g.
[51, 9, 35]). The values used in our simulations, originally reported in [42], are
given in Table 1. As mentioned above, the fibers directions have been set as in
[49].
σli (S cm
−1) σle (S cm
−1) σti (S cm
−1) σte (S cm
−1)
3.0× 10−3 3.0× 10−3 3.0× 10−4 1.2× 10−3
Table 1: Heart conductivity parameters.
RR n° 6977
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4.1.3 Torso conductivity
We assume that the torso has isotropic conductivity, i.e. σT is diagonal σT =
σTI, and that the scalar heterogeneous conductivity σT takes three different
values:
σT =

σlT, lungs,
σbT, bone,
σtT, remaining regions,
given in Table 2.
σlT( S cm
−1) σbT( S cm
−1) σtT( S cm
−1)
2.4× 10−4 4× 10−5 6× 10−4
Table 2: Torso conductivity parameters.
4.1.4 His bundle and Purkinje fibers
The His bundle quickly transmits the activation from the atrioventricular node
to the ventricles. It is made of three main branches in the septum and gives
rise to the thin Purkinje fibers in the ventricular muscle. The activation travels
from the His bundle to the ventricular muscle in about 40ms. Interesting at-
tempts at modelling the His bundle and the Purkinje fibers have been presented
in the literature (see e.g. [57]). But a physiological model of this fast conduc-
tion network coupled to a 3D model of the myocardium raises many modeling
and computational difficulties: the fiber network has to be manually defined
whereas it cannot be non-invasively obtained from classical imaging techniques;
the results are strongly dependent on the density of fibers which is a quantity
difficult to determine; the time and the space scales are quite different in the
fast conduction network and in the rest of the tissue which can be challenging
from the computational standpoint.
To circumvent these issues, we propose to roughly model the Purkinje system
by initializing the activation with a (time-dependent) external volume current,
acting on a thin subendocardial layer (both left and right parts). The prop-
agation speed of this initial activation is a parameter of the model (see the
details in appendix A). Although this approach involves a strong simplification
of the reality, it allows a simple and quite accurate control of the activation
initialization, which is a fundamental aspect in the simulation of correct ECGs.
4.1.5 Cell heterogeneity
Action potential duration (APD) heterogeneity may be found at different my-
ocardium locations, for instance: between base and apex, between septal and
posterior sides, and transmurally (see e.g. [20]). Although not yet fully ex-
plained (see e.g. [13], for a review), experimental evidence [27, 20, 59, 2] sug-
gests that transmural APD heterogeneity is likely to be the most important
factor in the genesis of the normal ECG T-wave shape and polarity. A number
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of simulation studies [14, 41, 40, 30, 6] confirm also this (still debated) postu-
late. Interestingly, the numerical investigations recently reported in [11] (using a
highly idealized geometry) indicate that the polarity of the T-wave (for unipolar
ECG leads) may be mainly driven by the cardiac tissue anisotropy.
Vm
time (ms)
60 ms
Vm
time (ms)
300 ms
Figure 4: Transmural APD heterogeneity: comparison of the simulated trans-
membrane potentials for endocardial cells (green), M-cells (red) and epicardial
cells (blue). Snapshots of the transmembrane potential at times t = 60 and 300
ms.
In the present work, cell heterogeneity is only considered as transmural vari-
ation of APD in the left ventricle. Hence, we assume that epicardial cells have
the shortest APD and that endocardial cells have an intermediate APD be-
tween mid-myocardial cells (M-cells) and epicardial cells (see e.g. [59]). From
the analysis reported in [36, Section 3.1], the leading order of the maximum
APD provided by the Mitchell-Schaeffer ionic model (2.6) is proportional to the
parameter τclose. Thus, the APD heterogeneity is modeled with a parameter
τclose varying across the left ventricle transmural direction: τ endoclose near the endo-
cardium, τmcellclose in the mid-myocardium (M-cells) and τ
epi
close near the epicardium
(see Figure 4). For simplicity, we take a constant value of τRVclose in the whole
right ventricle. The values of the parameters are given in Table 3.
Am(cm−1) Cm(mF) τin τout τopen τRVclose τ
endo
close τ
mcell
close τ
epi
close Vgate Vmin Vmax
200 10−3 4.5 90 100 120 130 140 90 −67 −80 20
Table 3: Cell membrane parameters.
4.1.6 Results
The ECGs are computed according to the standard 12-lead ECG definition (see
[35], for instance):
I def= uT(L)− uT(R), II def= uT(F )− uT(R), III def= uT(F )− uT(L),
aVR def=
3
2
(uT(R)− uW), aVL def= 32(uT(L)− uW), aVF
def=
3
2
(uT(F )− uW),
Vi def= uT(Vi)− uW i = 1, .., 6,
(4.17)
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Figure 5: Torso domain: ECG leads locations.
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Figure 6: Reference simulation: 12-lead ECG signals obtained by a strong cou-
pling with the torso, including anisotropy and APD heterogeneity. As usual,
the units in the x- and y-axis are ms and mV, respectively.
where uW
def= (uT(L) + uT(R) + uT(F ))/3 and the body surface electrode loca-
tions L, R, F , {Vi}i=1,...,6 are indicated in Figure 5.
The simulated ECG obtained from RS is reported in Figure 6. Some snap-
shots of the corresponding body surface potential are depicted in Figure 7.
Compared to a physiological ECG, the computed ECG has some minor flaws.
INRIA
Mathematical Modeling of Electrocardiograms 15
Time
1.0
00
00
0*
Co
ord
ina
tes
 - 1
.00
00
00
*p
hi_
t
I
0 200 400 600
-0.5
0
0.5
1
1.5
2
Time
1.0
00
00
0*
Co
ord
ina
tes
 - 1
.00
00
00
*p
hi_
t
I
0 200 400 600
-0.5
0
0.5
1
1.5
2
Time
1.0
00
00
0*
Co
ord
ina
tes
 - 1
.00
00
00
*p
hi_
t
I
0 200 400 600
-0.5
0
0.5
1
1.5
2
Time
1.0
00
00
0*
Co
ord
ina
tes
 - 1
.00
00
00
*p
hi_
t
I
0 200 400 600
-0.5
0
0.5
1
1.5
2
Time
1.0
00
00
0*
Co
ord
ina
tes
 - 1
.00
00
00
*p
hi_
t
I
0 200 400 600
-0.5
0
0.5
1
1.5
2
Time
1
.0
0
0
0
0
0
*
C
o
o
rd
in
at
es
 -
 1
.0
0
0
0
0
0
*
p
h
i_
t
I
0 200 400 600
-0.5
0
0.5
1
1.5
2
-1.121e+00
5.920e-01
2.305e+00
4.018e+00
5.730e+00
uT
Figure 7: Reference simulation: some snapshots of the body surface potentials
at times t = 10, 47, 70, 114, 239 and 265 ms (from left to right and top to
bottom).
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First, the T-wave amplitude is slightly lower than expected. Second, the elec-
trical heart axis (i.e. the mean frontal plane direction of the depolarization
wave traveling through the ventricles during ventricular activation) is about -40
degrees whereas it should be between 0 and 90 degrees (see e.g. [1]). This is
probably due to a too horizontal position of the heart in the thoracic cavity.
Third, in the precordial leads, the R-wave presents abnormal (low) amplitudes
in V1 and V2 and the QRS complex shows transition from negative to positive
polarity in V4 whereas this could be expected in V3.
Despite that, the main features of a physiological ECG can be observed. For
example, the QRS-complex has a correct orientation and a realistic amplitude
in each of the 12 leads. In particular, it is negative in lead V1 and becomes
positive in lead V6. Moreover, its duration is between 80 ms and 120 ms, which
is the case of a healthy subject. The orientation and the duration of the T-wave
are also satisfactory. To the best of our knowledge, this 12-lead ECG is the
most realistic ever published from a fully based PDE/ODE 3D computational
model.
4.2 Pathological simulations
In this paragraph, we modify the reference simulation that provided the “healthy”
ECG (Figure 6) in order to simulate a right or a left bundle branch block (RBBB
or LBBB). The purpose is to test whether the ECG produced by our model
possesses the main characteristics that allow a medical doctor to detect these
pathologies.
In the RS, the right and the left ventricle are activated simultaneously. Now,
in order to simulate a LBBB (resp. a RBBB) the initial activation is blocked in
the left (resp. right) ventricle.
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Figure 8: Simulated 12-lead ECG signals for a RBBB
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Figure 9: Simulated 12-lead ECG signals for a LBBB
The results are reported in Figure 8 (RBBB) and 9 (LBBB). As in the
healthy case, an expert would detect some flaws in these ECGs. For example,
he would expect a larger QRS and a lead V1 without Q-wave. Nevertheless, he
would also recognize the main features that indicate the bundle branch blocks
(see e.g. [35]). First, the QRS-complex exceeds 120 ms in both cases. Second,
it can be seen in Figure 8 that the duration between the beginning of the QRS
complex and its last positive wave in V1 exceeds 40 ms which is a sign of RBBB.
Third, it can be seen in Figure 9 that the duration between the beginning of
the QRS complex and its last positive wave in V6 exceeds 40 ms which is a sign
of LBBB. It is noticeable that these results have been obtained without any
recalibration of the RS, besides the above mentioned (natural) modifications
needed to model the disease.
5 Impact of some modeling assumptions
In this section, the impact of some alternative modeling assumptions on the sim-
ulated ECG is investigated. This allows to assess to what extent the modeling
assumptions involved in the RS are necessary to obtain a meaningful ECG.
5.1 Heart-torso uncoupling
A common approach to reduce the computational complexity of the RM consists
in uncoupling the computation of (Vm, ue) and uT. This can be achieved by
neglecting, in (2.10), the electrical torso feedback on the cardiac region. That
is, by replacing the coupling condition (2.10)2 by
σe∇ue · n = 0, on Σ, (5.18)
which amounts to work with an isolated heart domain (see e.g. [9, 42]).
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As a result, the intracardiac quantities (Vm, ue) can be obtained, indepen-
dently of uT, by solving (2.7) with initial condition (2.8) and insulating condi-
tions {
σi∇Vm · n+ σi∇ue · n = 0, on Σ,
σe∇ue · n = 0, on Σ.
(5.19)
Thereafter, the torso potential uT is recovered by solving (2.11) with{
uT = ue, on Σ,
σT∇uT · nT = 0, on Γext,
(5.20)
as boundary conditions. In other words, the uncoupled heart potential ue is
transferred, from ΩH to ΩT, through the interface Σ (see [3, 50]).
Remark 5.1 Rather than interface based, as (5.20), most of the uncoupled ap-
proaches reported in the literature are volume based (see [32, Section 4.2.4] for
a review). Thus, the torso potentials are generated by assuming a (multi-)dipole
representation of the cardiac source, typically based on the transmembrane po-
tential gradient ∇Vm (see e.g. [26, 44]).
From the numerical point of view, the heart-torso uncoupling amounts to
replace step 4, in section 3.1, by:
• Solving for (V n+1m , un+1e ) ∈ Vh × Vh, with
∫
ΩH
un+1e = 0:
Am
∫
ΩH
Cm
δt
(
3
2
V n+1m − 2V nm +
1
2
V n−1m
)
φ+
∫
ΩH
σi∇(V n+1m + un+1) ·∇φ
= Am
∫
ΩH
(
Iapp(tn+1)− Iion(V˜ n+1m , wn+1)
)
φ,∫
ΩH
(σi + σe)∇un+1e ·∇ψe +
∫
ΩH
σi∇V n+1m ·∇ψe = 0,
for all (φ, ψe) ∈ Vh × Vh, with
∫
ΩH
ψe = 0.
Then, once {un+1e }0≤n≤N−1 are available, the torso potential is obtained by
solving, for un+1T ∈ Zh,
un+1T = u
n+1
e , on Σ,∫
ΩT
σT∇un+1T ·∇ψT = 0, ∀ψT ∈ Zh,0.
(5.21)
The remainder of this section discusses the impact of the uncoupled approach
on ECG accuracy and computational cost.
5.1.1 Numerical results
Figure 10 presents the ECGs obtained with the fully coupled (i.e. the RS) and
the uncoupled approaches in a healthy condition. For the sake of conciseness,
we have only reported the I, aVR, V1 and V4 leads of the ECG. Figure 11
reports the comparison in the case of a pathological RBBB situation.
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Figure 10: Comparison of the simulated healthy ECGs obtained using heart-
torso uncoupling (top) and fully heart-torso coupling (bottom).
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Figure 11: Comparison of the simulated RBBB ECGs obtained using heart-torso
uncoupling (top) and fully heart-torso coupling (bottom).
In both cases, the amplitude of the waves of the uncoupled formulation is
much larger than in the fully coupled formulation. In the healthy case (Figure
10), it can nevertheless be noted that the shape of the ECG is almost unaffected.
These results are consistent with the experimental findings reported in [25]: no
significant changes in epicardial activation but substantial increasing in epicar-
dial potentials magnitude were observed when the heart surface was exposed to
insulating air. Thus, considering an uncoupled formulation can be reasonable to
get a qualitatively correct ECGs, in the sense that some important features of
the ECGs – for example, the QRS or the QT intervals – are the same as in the
fully coupled case. This observation is the basis of the numerical study reported
in section 6 using heart-torso uncoupling. Nevertheless, Figure 11 shows that
both amplitude and shape can differ in some cases. The uncoupling assumption
has therefore to be considered with caution. Similar conclusions are given in
[44, Page 315] (see also [32, Section 4.3]), by comparing the surface potentials,
on a 2D torso slice, obtained with a multi-dipole representation of the cardiac
source (see remark 5.1).
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5.1.2 Torso transfer matrix computation
Under a heart-torso uncoupling assumption, the torso potential uT is computed
by solving the generalized Laplace equation (2.11) with boundary conditions
(5.20). Therefore, uT depends linearly on the heart extracellular potential at
the heart-torso interface ue|Σ. At the discrete level, we will see that this leads
to a matrix-vector product representation of the ECG computation in terms of
the discrete extracellular potential at the heart-torso interface Σ.
To this aim, we introduce some additional notation and assume that the
heart and torso finite element discretizations match at the interface. For the sake
of simplicity, the degrees of freedom (DOF) of torso potential are partitioned
as xT
def= [xT,I,xT,Σ] ∈ RnI+nΣ , where xT,Σ denotes the heart-torso interface
DOF and xT,I the remaining DOF. We denote by xe|Σ ∈ RnΣ the extracellular
potential DOF at the heart-torso interface Σ. Finally, we assume that the
9 potential values generating the ECG (see section 4.1.6), say xECG ∈ R9,
are obtained from the discrete torso potential xT in terms of an interpolation
operator P ∈ R9×nI , so that
xECG = PxT,I, (5.22)
for instance, P can be a nodal value extraction of xT,I. On the other hand,
from (5.21), the discrete torso potential xT is solution to the following finite
element linear system: [
AII AIΣ
0 IΣΣ
] [
xT,I
xT,Σ
]
=
[
0
xe|Σ
]
. (5.23)
Hence, by Gaussian elimination, we have that xT,I = −A−1II AIΣxe|Σ, and by
inserting this expression in (5.22), we obtain
xECG = −PA−1II AIΣ︸ ︷︷ ︸
T
xe|Σ.
Therefore, the ECG can be computed from the discrete extracellular potential
at the heart torso interface, xe|Σ, by a simple matrix-vector operation xECG =
Txe|Σ, with T
def= −PA−1II AIΣ.
There are different solutions to compute T . The naive idea consisting of
computing the matrix A−1II is of course ruled out. A reasonable and natural
option is to compute matrix T by column (see [50]), i.e. by evaluating Tei
for i = 1, . . . , nΣ, where ei denotes the i-th canonical vector of RnΣ . But each
of these evaluations involve the solution of system (5.23) with xe|Σ = ei, and
therefore the overall computational cost is proportional to nΣ, which can be
rather expensive (remember that nΣ is the number of nodes on the heart-torso
interface, and is therefore of the order of several thousands). In contrast, a
computation by row is much more efficient since it is only needeed to evaluate
T Tei for i = 1, . . . , 9, where ei stands for the i-th canonical vector of R9. From
the symmetry of the finite element matrix,
T T = −ATIΣA−TII P T = −AΣIA−1II P T .
Therefore, the matrix-vector product evaluation
T Tei = −AΣIA−1II P Tei︸ ︷︷ ︸
xT,I
, (5.24)
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can be performed in two steps as follows. First, solve for [xT,I,xT,Σ] the dis-
crete source problem (depending on the linear operator P ), with homogeneous
Dirichlet boundary condition on Σ:[
AII AIΣ
0 IΣΣ
] [
xT,I
xT,Σ
]
=
[
P tei
0
]
, (5.25)
Second, from (5.24), evaluate the interface residual
T Tei = −AΣIxT,I = −
[
AΣI AΣΣ
] [xT,I
xT,Σ
]
.
Note that, T Tei is nothing but the discrete current flux through the heart-torso
interface Σ, associated to the homogeneous Dirichlet condition in (5.25).
In this paper, all the numerical ECGs based on the uncoupling conditions
(5.19)-(5.20) have been obtained using the matrix T presented in this paragraph
(and this matrix has been computed by row).
Remark 5.2 If the operator P is a simple extraction of nodal values from the
torso potential DOF, xT, each evaluation T Tei, for i = 1, . . . , 9, can be (for-
mally) interpreted at the continuous level as a current flux evaluation at Σ of
the problem 
div(σT∇v) = δxi , in ΩT,
v = 0, on Σ,
σT∇v · nT = 0, on Γext,
with δxi the Dirac’s delta function at the i-th point, xi, of torso potential record-
ing on Γext.
Remark 5.3 Note that the transfer matrix T can be computed “off-line”, since
it depends neither on time nor on solution in the heart. Nevertheless, this matrix
has to be recomputed when the torso conductivities are modified or when dealing
with dynamic torso meshes.
Full coupling Uncoupling Uncoupling
Laplace equation Transfer matrix
60 4 1
Table 4: Comparison of the elapsed CPU time (dimensionless) for the compu-
tation of the ECG.
Table 4 reports the elapsed CPU time needed to simulate an ECG with three
different approaches. As expected, the uncoupling assumption significantly re-
duces the computational cost of the ECG simulation, especially if the transfer
matrix method is used to recover the torso potentials. Let us emphasize that,
the last two columns of Table 4 refer to the same problem (uncoupled formula-
tion) solved with two different algorithms, whereas the problem corresponding
to the first column (fully coupled formulation) is different and a priori more
accurate.
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5.2 Study of the monodomain model
In the previous section we have investigated a simplifying modeling assumption
that allows a uncoupled computation of the heart and torso potentials (Vm, ue)
and uT. We now discuss another simplification known as monodomain approx-
imation (see e.g. [9, 12]). Combined with a heart-torso uncoupling assumption,
this approach leads to a fully decoupled computation of Vm, ue and uT.
The next subsection investigates the implications, on ECG modeling, of the
general monodomain derivation proposed in [9, 12], without any assumptions on
the anisotropy ratio of the intra- and extracellular conductivities. The impact
of this approximation on the simulated ECG is then illustrated in subsection
5.2.2, using the heart-torso uncoupling simplification.
5.2.1 The monodomain approximation
We assume that the intra- and extracellular local conductivities σl,ti and σ
l,t
e are
homogeneous (constant in space). Let j def= ji + je be the total current, flowing
into ΩH, and σ
def= σi + σe be the bulk conductivity tensor of the medium.
From (2.3) and (2.4), j = −σi∇ui−σe∇ue = −σi∇Vm−σ∇ue, or, equiv-
alently,
∇ue = −σ−1σi∇Vm − σ−1j. (5.26)
By inserting this expression in (2.7)1 and (2.9), we obtain
Am
(
Cm
∂Vm
∂t
+ Iion(Vm, w)
)
− div (σi(I − σ−1σi)∇Vm)
= −div(σiσ−1j) +AmIapp, in ΩH,
σi(I − σ−1σi)∇Vm · n = σiσ−1j · n, on Σ.
(5.27)
On the other hand, σi(I −σ−1σi) = σiσ−1(σ−σi) = σiσ−1σe. Therefore, by
defining
σa
def= σiσ−1σe, (5.28)
the expression (5.27) reduces to
Am
(
Cm
∂Vm
∂t
+ Iion(Vm, w)
)
− div (σa∇Vm)
= −div(σiσ−1j) +AmIapp, in ΩH,
σa∇Vm · n = σiσ−1j · n, on Σ.
(5.29)
Following [9, 12], we deduce from (4.16)
σiσ
−1 = µtI + (µl − µt)a⊗ a, (5.30)
with
µl
def=
σil
σil + σ
e
l
, µt
def=
σit
σit + σet
,
By setting  def= |µt − µl|, we deduce from (5.30)
σiσ
−1 = µtI +O(). (5.31)
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As noticed in [9],  is a parameter that measures the gap between the anisotropy
ratios of the intra- and extracellular media. In general 0 ≤  < 1, and for equal
anisotropy ratios  = 0 so that σiσ−1 = µtI.
Assuming  1, the expansion (5.31) can be inserted into (5.29) by keeping
the terms up to the zero order. Thus, since µt is assumed to be constant,
and using (2.1) and (2.9), up to the zero order in , the so-called monodomain
approximation is obtained:Am
(
Cm
∂Vm
∂t
+ Iion(Vm, w)
)
− div (σa∇Vm) = AmIapp, in ΩH,
σa∇Vm · n = −µtσe∇ue · n, on Σ.
(5.32)
Heart-torso full coupling. Under the full coupling conditions (2.10), Vm and
ue cannot be determined independently from each other. Note that, in (5.32)
the coupling between Vm and ue is fully concentrated on Σ, whereas in RM
this coupling is also distributed in ΩH, through (2.7)1. Therefore, as soon as
the heart and the torso are strongly coupled, the monodomain approximation
does not substantially reduce the computational complexity with respect to
RM. Owing to this observation, we will not pursue the investigations on this
approach.
Heart-torso uncoupling. Within the framework of section 5.1, the insulat-
ing condition (5.18) combined with (5.32) yieldsAm
(
Cm
∂Vm
∂t
+ Iion(Vm, w)
)
− div (σa∇Vm) = AmIapp, in ΩH,
σa∇Vm · n = 0, on Σ,
(5.33)
which, along with (2.5), allows to compute Vm independently of ue. The extra-
cellular potential can then be recovered, a posteriori, by solving{
− div((σi + σe)∇ue) = div(σi∇Vm), in ΩH,
(σi + σe)∇ue · n = −σi∇Vm · n, on Σ.
At last, the heart potentials are transferred to the torso by solving (2.11) with
(5.20), as in section 5.1.
Therefore, the monodomain approximation (5.32) combined with a heart-
torso uncoupling assumption leads to a fully decoupled computation of Vm, ue
and uT. The three systems of equations which have to be solved successively
read:
1. Monodomain problem, decoupled Vm:
Am
(
Cm
∂Vm
∂t
+ Iion(Vm, w)
)
− div(σa∇Vm) = AmIapp, in ΩH,
∂w
∂t
+ g(Vm, w) = 0, in ΩH,
σa∇Vm · n = 0, on Σ.
(5.34)
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2. Heart extracellular potential ue:{
div
(
(σi + σe)∇ue
)
= −div(σi∇Vm), in ΩH,
(σi + σe)∇ue · n = −σi∇Vm · n, on Σ.
(5.35)
3. Torso potential uT: 
div(σT∇uT) = 0, in ΩT,
uT = ue, on Σ,
σT∇uT · nT = 0, on Γext.
(5.36)
To sum up the discussion of this subsection on can say that two levels of sim-
plification can be considered with respect to RM: first, replacing the bidomain
equations by the monodomain equations; second, replacing the full heart-torso
coupling by an uncoupled formulation. The first simplification significantly re-
duces the computational effort only if the second one is also assumed.
5.2.2 Numerical results with heart-torso uncoupling
Figure 12 shows the ECG signals obtained with the bidomain model (bottom)
and the monodomain approximation (top) in a healthy case, using the heart-
torso uncoupling simplification. The simulated ECGs for a RBBB pathological
condition are given in Figure 13. These figures clearly show that the most
important clinical characteristics (e.g. QRS or QT durations) are essentially
the same in both approaches.
The first lead, in a healthy case, of both approaches are presented together
in Figure 14, for better comparison. The relative difference on the first lead is
only 4% in l2-norm. Thus, as far as the ECG is concerned, bidomain equations
can be safely replaced by the monodomain approximation.
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Figure 12: Simulated normal ECG with heart-torso uncoupling: monodomain
(top) and bidomain (bottom) models.
These observations are consistent with the conclusions of other studies based
on isolated whole heart models [9, 42]. For instance, the numerical results
reported in [42] show that the propagation of the activation wave is only 2%
faster in the bidomain model and that the electrograms (point-wise values of
the extra-cellular potential) are almost indistinguishable.
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Figure 13: Simulated ECG for a RBBB pathology with heart-torso uncoupling:
monodomain (top) and bidomain (bottom) models.
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Figure 14: First ECG lead: bidomain and monodomain models with heart-torso
uncoupling
5.3 Isotropy
The impact of the conductivity anisotropy on the ECG signals is now investi-
gated. To this aim, the numerical simulations of section 4.1 are reconsidered
with isotropic conductivities, by setting
σte = σ
l
e = 3.0× 10−3 S cm−1, σti = σli = 3.0× 10−3 S cm−1.
Figure 15 (top) shows the corresponding ECG signals. The QRS and T waves
have the same polarity than in the anisotropic case, Figure 15 (bottom). How-
ever, we can clearly observe that the QRS-complex has a smaller duration and
that the S-wave amplitude, in leads I and V4, is larger. The impact of anisotropy
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Figure 15: ECG signals: isotropic conductivities (top), anisotropic conductivi-
ties (bottom).
is much more striking when dealing with pathological activations. In Figure 16,
for instance, the simulated ECG signals for a RBBB pathology have been re-
ported with anisotropic and isotropic conductivities. Notice that the electrical
signal is significantly distorted. In particular, the amplitude of the QRS com-
plex is larger in the isotropic case (this observation also holds in the healthy
case).
These numerical simulations show that anisotropy has a major impact on
the accuracy of ECG signals. Meaningful ECG simulations have therefore to
incorporate this modeling feature (see also [11]).
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Figure 16: Isotropic (top) and anisotropic (bottom) conductivities in a patho-
logical case (RBBB).
5.4 Cell homogeneity
As mentioned in subsection 4.1.5, an heterogeneous coefficient τclose has been
considered in RS to incorporate an APD gradient across the left ventricle trans-
mural direction. In this paragraph, the myocardium is assumed to have homo-
INRIA
Mathematical Modeling of Electrocardiograms 27
geneous cells. The ECG signals corresponding to a constant APD in the whole
heart, obtained with τclose = 140 ms, are reported in Figure 17.
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Figure 17: ECG signals: homogeneous action potential duration (top), hetero-
geneous action potential duration (bottom).
Note that now, in the bipolar lead (I), the T-wave has an opposite polar-
ity with respect to the RS and to what is usually observed in normal ECGs.
Indeed, without transmural APD heterogeneity, the repolarization and the de-
polarization waves travel in the same direction, which leads to the discordant
polarity, between the QRS and the T waves, observed in lead I. On the contrary,
the unipolar leads (aVR, V1 and V4) present a similar polarity, irrespectively
of the ADP heterogeneity (see also [11]).
As a result, as also noticed in [41, 40, 30, 6], transmural APD heterogene-
ity is a major ingredient in the simulation of a complete 12-lead ECG with
physiological T-wave polarities.
5.5 Capacitive and resistive effect of the pericardium
The coupling conditions (2.10) are formally obtained in [31] using an homoge-
nization procedure. In that reference, a perfect electrical coupling is assumed
between the heart and the surrounding tissues.
It might be interesting to consider more general coupling conditions. For
instance, by assuming that the pericardium (the double-walled sac containing
the heart) might induce a resistor-capacitor effect. This can be a way to model
pathological conditions — e.g. pericarditis, when the pericardium becomes
inflamed — or to take into account the fact that, even in a healthy situation,
the heart-torso coupling can be more complex. Thus, we propose to generalize
(2.10), by introducing the following resistor-capacitor (R-C) coupling conditions:RpσT∇uT · n = RpCp
∂(ue − uT)
∂t
+ (ue − uT), on Σ,
σe∇ue · n = σT∇uT · n, on Σ,
(5.37)
where Cp and Rp stand for the capacitance and resistance of the pericardium,
respectively. Note that, the classical relations (2.10) can be recovered from
(5.37) by setting Rp = 0. To the best of our knowledge, the resistor-capacitor
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Figure 18: Simulated 12-lead ECG signals: R-C heart-torso coupling conditions
with Rp = 102 Ω cm2, Cp = 0 mF cm−2.
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Figure 19: Simulated 12-lead ECG signals: R-C heart-torso coupling conditions
with Rp = 104 Ω cm2, Cp = 0 mF cm−2.
behavior (5.37) of the pericardium is not documented in the literature, so we
propose to study its effect on ECGs through numerical simulations.
Numerical tests showed that for Rp small (Rp < 103 Ω cm2 approximatively)
or Cp large (Cp > 1 mF cm−2 approximatively) the simulated ECG is very close
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Figure 20: Simulated 12-lead ECG signals: R-C heart-torso coupling conditions
with Rp = 1020 Ω cm2, Cp = 10−2 mF cm−2
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Figure 21: Simulated 12-lead ECG signals: R-C heart-torso coupling conditions
with Rp = 1020 Ω cm2, Cp = 10−4 mF cm−2.
to the RS. Figure 18, for instance, presents the ECG signals obtained with
Rp = 102 Ω cm2 and Cp = 0 mF cm2.
In order to illustrate the resistor effect, we have reported in Figure 19 the
ECG obtained with Cp = 0 mF cm−2 and Rp = 104 Ω.cm2. We clearly observe
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that the amplitude of the signals is smaller than in the RS. More generally, this
amplitude decreases when Rp increases, as expected.
We now focus on the capacitor effect by taking Rp very large. Figure 20
presents the ECG signals obtained withRp = 1020 Ω cm2 and Cp = 10−2 mF cm−2.
We observe that the capacitive term induces a relaxation effect and distorts the
signal. In particular, the T-wave is inverted in all the ECG leads and the S-wave
duration is larger than for the RS. At last, Figure 21 shows that for very small
values of Cp the amplitude of the ECG is also very small. This can be for-
mally explained by the fact that, in this case, condition (5.37)1 approximately
becomes σT∇uT ·n = 0 on Σ: no heart information is transferred to the torso,
leading to very low ECG signals.
6 Numerical investigations with weak heart-torso
coupling
In this section, we investigate the ECG sensitivity to the time and space dis-
cretizations and to the heart and torso model parameters. To carry out these
studies at a reasonable computational cost, we consider the heart-torso uncou-
pling. Although we have noticed (in section 5.1) that uncoupling may affect
the ECG accuracy in some cases, we can expect that the conclusions of the
sensitivity analysis remain still valid under this simplification.
6.1 Time and space convergence
In this section, we are not interested in the convergence of the whole solution
of the RM with respect to the space and time discretization parameters, but
rather in the convergence of the ECG which is here considered as the quantity
of interest.
6.1.1 Time convergence
In Figure 22, we present the first ECG lead (lead I) obtained for three different
time-step sizes δt = 0.25, 0.5 and 2 ms. The l2-norm of the relative difference
with the result obtained with δt = 0.25 ms is 10 % when δt = 2 ms and 2.0%
when δt = 0.5 ms.
6.1.2 Space convergence
Three different levels of refinements are considered for the heart and the torso
meshes, as shown in Table 5. The finite element meshes used in the RS are
the R2. In Figure 23, we report the first lead of the ECGs obtained for these
simulations.
Although the whole solution might not be fully converged within the heart,
we can observe that the quantity of interest – namely the ECG – is almost un-
affected by the last refinement. Therefore, in a goal-oriented refinement frame-
work, the solution may indeed be considered as converged.
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Figure 22: Comparison of three simulations of ECG (lead I) with three different
time steps: 2, 0.5 and 0.25 ms
Meshes Heart nodes Torso nodes Total number of tetrahedra
R1 13 000 56 000 370 000
R2 80 000 120 000 1 080 000
R3 236 000 232 000 2 524 000
Table 5: There different levels of refinement for the computational heart and
torso meshes (rounded off values).
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Figure 23: Comparison of three simulations of ECG (lead I), using three different
levels of mesh refinement (see Table 5).
6.2 Sensitivity to model parameters
In this section, we study the sensitivity of ECG to some model parameters. This
is fundamental step prior to addressing its estimation (see e.g. [5]) using data
assimilation techniques.
Suppose that α1, α2, ..., αp are parameters the ECG depends upon, i.e.
ECG = ECG(α1, α2, ..., αp).
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The ECG sensitivity to parameter αi can then be approximated as
∂αiECG(α1, α2, ..., αp) ≈
ECG(α1, α2, ..., (1 + )αi, ..., αp)− ECG(α1, α2, ..., αp)
αi
,
where  is a small parameter, in our case 10−6 ≤  ≤ 10−4 gives a good approx-
imation. Instead of ∂αiECG(α1, α2, ..., αp) we consider the normalized value
αi∂αiECG(α1, α2, ..., αp), which allows to compare the sensitivity irrespectively
of the parameter scales. In the next paragraphs, we provide time evolution of
this scaled derivative, evaluated around the parameters used in the RS. Once
more, for the sake of conciseness, we focus on the first ECG lead.
6.2.1 Ionic model parameters
In this paragraph, we investigate the sensitivity of the ECG to the Mitchell-
Schaeffer parameters. In Figure 24, we have reported the normalized derivatives
with respect to τin, τout, τopen or τclose. The high ECG sensitivity to τin is clearly
visible, particularly during the QRS-complex. The sensitivity to τout is moderate
both during the depolarization and depolarization phases. As expected, the
sensitivity to τclose is only relevant during repolarization. Interestingly, the
sensitivity to τopen is relatively small. Therefore, this parameter may be removed
(i.e. keep fixed) within an inverse estimation procedure.
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Figure 24: Normalized ECG sensitivity to τin, τout, τopen and τclose.
6.2.2 Bidomain model parameters
We first focus on the ECG sensitivity to the local myocardium conductivities:
σte, σ
l
e, σ
t
i and σ
l
i . The corresponding normalized derivatives are given in Fig-
ure 25. During depolarization (QRS-complex), the ECG is mainly sensitive to
transverse conductivity (σte, σ
t
i ). This can be due to the dominating transmural
propagation of the depolarization wave in the left ventricle (see Figure 4 (left)).
During repolarization (T-wave), on the contrary, the ECG shows approximately
the same sensitivity to all the local conductivities.
We now pursue our sensitivity analysis, by considering the parameters Am
and Cm. The corresponding normalized derivatives are given in Figure 26. We
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Figure 25: Normalized ECG sensitivity to the local myocardium conductivities:
σte, σ
l
e, σ
t
i and σ
l
i .
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Figure 26: Normalized ECG sensitivity to Am and Cm.
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Figure 27: Normalized ECG sensitivity to the activation angular velocity.
observe a strong sensitivity to both parameters during depolarization. Whereas,
during the repolarization phase, the sensitivity is reduced.
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At last, we investigate the sensitivity of the ECG to the initial activation in
the heart (see Appendix A). More precisely, we focus on the sensitivity to the
activation angular velocity pi2tact . The corresponding normalized derivative is re-
ported Figure 27. As expected, the ECG is strongly sensitive to this parameter,
particularly during the depolarization phase.
6.2.3 Torso parameters
We finally consider the sensitivity of the ECG to the torso conductivities σlT, σ
b
T
and σtT. Note that, in a heart-torso uncoupling framework, the corresponding
three normalized derivatives are linked by a linear relation. Indeed, from (2.11)
and (5.20), we have that, for all λ ∈ R, uT solves
div(λσT∇uT) = 0, in ΩT,
uT = ue, on Σ,
λσT∇uT · nT = 0, on Γext.
In other words,
uT(λσlT, λσ
b
T, λσ
t
T) = uT(σ
l
T, σ
b
T, σ
t
T). (6.38)
Differentiating this relation with respect to λ (and evaluating the resulting ex-
pression at λ = 1) yields
σlT∂σlTuT + σ
b
T∂σbTuT + σ
t
T∂σtTuT = 0.
Thus, from (4.17), we obtain a similar relation for the normalized ECG deriva-
tives:
σlT∂σlTECG+ σ
b
T∂σbTECG+ σ
t
T∂σtTECG = 0.
Figure 28 presents the normalized derivatives of the ECG with respect to the
tissue, lung and bone conductivities. This figure clearly shows that the ECG
s
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Figure 28: Normalized ECG sensitivity to σlT, σ
b
T and σ
t
T.
sensitivity to the bone parameter σbT is negligible compared to its sensitivity to
the tissue and lung parameters. Thus, if we have in mind to limit the number
of parameters to be estimated, σbT can safely be fixed to the value used in the
RS.
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7 Conclusion
A fully PDE/ODE based mathematical model for the numerical simulation of
ECGs has been described. The electrical activity of the heart is based on the
coupling of the bidomain equations with the Mitchell-Schaeffer phenomenolog-
ical ionic model, including anisotropic conductivities and transmural APD het-
erogeneity. This system of equations has been coupled to a generalized Laplace
equation in the torso, with inhomogeneous conductivity (bone, lungs and re-
maining tissue). A detailed description of the different algorithms used for the
numerical solution of the resulting ECG model has been also provided.
Our approach has several limitations: we did not consider the atria, which
prevents us from computing the P wave of the ECG; the cell model being phe-
nomenological, it cannot handle complex ionic interactions; the effect of the
blood flow on the ECG was neglected; the geometry of the ventricles were sim-
plified.
Despite the above mentioned limitations, we were able to compute a sat-
isfactory healthy 12-lead ECG, with a limited number a parameters. To the
best of our knowledge, this constitutes a breakthrough in the modeling of ECGs
with partial differential equations. Moreover, for a pathological situation cor-
responding to a bundle branch block, our simulations have provided an ECG
which satisfies the typical criteria used by medical doctors to detect this pathol-
ogy. This shows, in particular, that our numerical model have some predictive
features.
In a second part, we have studied the impact of some modeling assumptions
on the ECGs. The main conclusions of this investigation are the following:
1. As far as the general shape of the ECGs is concerned, heart-torso uncou-
pling can be considered. The level of accuracy obtained with uncoupling
is probably sufficient in several applications, which may explain why this
simplification is so widespread in the literature. Nevertheless, our nu-
merical results have clearly pointed out that the amplitudes of the ECG
signals obtained via uncoupling and full coupling can significantly dif-
fer. We therefore recommend to carefully check in each specific situations
whether the uncoupling approximation is acceptable or not.
2. In agreement with other studies, we noticed that cell heterogeneity and
fiber anisotropy have an important impact on the ECG and, therefore,
cannot be neglected.
3. The bidomain equations can apparently be safely replaced by the mon-
odomain equations without significantly affecting the ECG. Nevertheless,
even with this simplification, we point out that the transmembrane po-
tential Vm and the extracellular potential ue still have to be solved simul-
taneously when the heart and the torso are fully coupled. To be really
attractive, the monodomain simplification has therefore to come with the
uncoupling approximation, which can affect the ECG, as mentioned above.
4. We have proposed a new heart-torso coupling condition which takes into
account possible capacitive and resistive effects of the pericardium. We did
not find in the literature any evidence of these effects and our results show
that it does not seem necessary to include them in order to get realistic
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healthy ECGs. Nevertheless, these coupling conditions might be relevant
in some pathologies affecting the pericardial sac and the simulations we
provided to illustrate these effects might be useful for future works.
5. At last, a sensitivity analysis has shown that the most critical parameters
of the bidomain model are Cm, Am, the angular velocity of the activation
wave and the transverse conductivities σti and σ
t
e. As regards the ECG
sensitivity to the ionic model parameters, we have noticed a extreme sen-
sitivity of the QRS-complex to the parameter τin and a high sensitivity of
the T-wave to the parameter τclose. Moreover, we have also observed that
the ECG sensitivity to the torso conductivity parameters is less significant
than to the heart model parameters.
To conclude, our main concern during this study was to build a model rich
enough to provide realistic ECGs and simple enough to be easily parametrized.
In spite of its shortcomings, the proposed approach essentially fulfills these
requirements and is therefore a good candidate to address inverse problems.
This will be investigated in future works.
A External stimulus
In order to initiate the spread of excitation within the myocardium, we apply
a given volume current density to a thin subendocardial layer of the ventricles
during a small period of time tact. In the left ventricle, this thin layer (1.6 mm)
-8.000e+01
-5.500e+01
-3.000e+01
-5.000e+00
2.000e+01
−z
x
Vm
(x0, 0, z0)
α(t)
Figure 29: Geometrical description of the external stimulus (plane cut y = 0).
of external activation is given by
S
def= {(x, y, z) ∈ ΩH / c1 ≤ ax2 + by2 + cz2 ≤ c2},
where a, b, c, c1 and c2 are given constants, with c1 < c2, see Figure 29. The
source current Iapp, involved in (2.7), is then parametrized as follows:
Iapp(x, y, z, t) = I0(x, y, z)χS(x, y, z)χ[0,tact](t)ψ(x, z, t),
where
I0(x, y, z)
def= iapp
[
c2
c2 − c1 −
1
c2 − c1 (ax
2 + by2 + cz2)
]
,
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with iapp the amplitude of the external applied stimulus,
χS(x, y, z)
def=
{
1 if (x, y, z) ∈ S,
0 if (x, y, z) /∈ S,
χ[0,tact](t)
def=
{
1 if t ∈ [0, tact],
0 if t /∈ [0, tact],
ψ(x, z, t) def=

1 if atan
(
x− x0
z − z0
)
≤ α(t),
0 if atan
(
x− x0
z − z0
)
> α(t),
the activated angle α(t) def= tpi2tact and tact = 10 ms. The activation current in
the right ventricle is built in a similar fashion.
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