Ontology matchers establish correspondences between ontologies to enable knowledge from different sources and domains to be used in ontology mediation tasks (e.g. data transformation and information/ knowledge integration) in many ways. While these processes demand great quality alignments, even the best-performing alignment needs to be corrected and completed before application. In this paper, we propose a rule-based system that improves and completes the automatically-generated alignments into fullyfledged alignments. For that, the rules capture the pre-conditions (existing facts) and the actions to solve each (ambiguous) scenario, in which automatic decisions supported by a folksonomy-based matcher are adopted. The evaluation of the proposed system shows the increasing accuracy of the alignments.
INTRODUCTION
Ontology (or schema) alignment is the process whereby correspondences between entities of two different ontologies with common or overlapping domains are established (Euzenat and Shvaiko, 2007) and is particularly relevant in many areas of application of ontologies (Otero-Cerdeira et al., 2015; Shvaiko and Euzenat, 2013) .
Automatic alignment systems make use of automatic matching algorithms (ontology matchers) which evaluate the similarities between pairs of source and target ontologies' entities, exploring different dimensions of ontologies (Euzenat and Shvaiko, 2007 ).
Yet, automatically-generated alignments are often not information-integration-ready alignments. Analysis of automatically-generated alignments shows that ambiguous situations are quite common and prevent direct application of these alignments in Ontology Mediation tasks (e.g. data transformation, integration and migration). Moreover, most of the existing ontology matchers generate incomplete, incorrect and mutually contradictory alignments, preventing their application in scenarios demanding high quality and completeness, such ontology mediation (de Bruijn et al., 2006) . The results obtained with the automatic alignment systems are in fact below the required for ontology mediation, demanding the user/expert intervention, by correcting and completing the automatic alignments into data integration suitable alignments.
The manual alignment systems use complex, time-consuming and yet error prone mapping processes that require extensive and profound (human/expert) knowledge of the domain. Also, other approaches propose solving alignment problems or defects by removing correspondences (Meilicke et al., 2007; Xu and Xu, 2010) , or by detecting the existence of semantic inconsistencies (Jean-Mary et al., 2009; Wang and Xu, 2007) , but none of them is focused on improving and completing the automatically-generated alignments into information integration alignments. Furthermore, instead of correspondences between just concepts, we make use of correspondences between properties.
The next section describes the foundational concepts adopted in this paper. Section 3 describes our proposal of a rule-based system and its conceptual operation. Section 4 describes the ambiguity scenarios and the design of rules to solve the ambiguities. Section 5 describes the performed experiments and, finally, section 6 draws some conclusions and outlooks future research directions.
FOUNDATIONAL CONCEPTS
Ontology can be defined as follows.
Definition 1 (Ontology). An Ontology
(also known as knowledge base) is a tuple ∶= ( , ) where is the terminological axioms and is the assertional axioms. Both are defined based on a structured vocabulary ∶= ( , ) comprised of concepts (or classes) and properties (or roles) . Concepts (and properties) axioms are of the form ⊑ ( ⊑ ) or ≡ ( ≡ ) such that , ∈ ( , ∈ ) respectively. Properties are used to establish relations between concepts. For a set of individuals ℐ, concepts and properties assertions are of form ( ) or ( , ) such that ∈ , ∈ and , , ∈ ℐ (Baader et al., 2003) .
Ontology mediation is a generic term that gathers a set of techniques needed to achieve interoperability in semantically enabled systems. Some of these techniques are query rewriting and instance translation (data transformation). Conceptually, ontology mediation includes a process named Matching that is carried out by Matcher(s) to identify correspondences between ontology entities.
Definition 2 (Matcher).
The matcher is a function which, from a pair of ontologies to match, 1 and and ′ are ontology properties of the source and target ontologies respectively, such that ∈ and ′ ∈ ′ ;  is the relation holding between properties;  is the confidence value in the relation.
Notice that most of the existing matchers only generate equivalence (≡) correspondences and that there is a lack of any widely-accepted benchmark involving more than 1-to-1 equivalence correspondences (Amini et al., 2016) . The confidence value is normalized to the interval ]0, 1].
Properties have their own domain and range and are differentiated according to its range as (i) datatype property, if the range is Literal and (ii) object property, if the range is a concept. Additionally, the same property can have multiple domain and range concepts, allowing certain instances to use the same ontology property to relate two distinct types of property instances. Due to this central role that properties play in the modeling process, and besides the object-oriented modeling capabilities, ontologies of this kind are (also) categorized as property-centric ontologies.
Due to distinct ontological decisions made when modeling ontologies, semantically equivalent properties are often located in different levels of the ontologies structure. Addressing properties in distinct levels of the ontology is necessary to overcome semantic heterogeneity.
In the ontology mapping scenario of Figure 1 To address these limitations, the Path and Step concepts are necessary.
Definition 6 (Step).
A step is a 3-tuple in the form of ∶= ( , , ) ∈ where:  is the set of all steps;  ∈ is the domain of ;  ∈ is the ontology property;  ∈ ∪ { } is the range of the ontology property, which can be either an ontology concept or Literal;  : → is a function that defines the ontology concept playing the role of subject in the step;  : → is a function that defines the ontology property playing the role of predicate in the step;  : → ∪ { } is a function that returns the ontology concept or Literal playing the role of object in the step.  ℒ is the set of all paths;  ∈ ;  ℎ: ℒ → ℕ + is a function that returns the (positive integer) number of steps of the path;  ( ) = ( +1 ), < ℎ( ), i.e. the subject of certain step in the path should be the object of the previous step of the path;  : ℒ → is a function that returns the first step of the path;  : ℒ → is a function that returns the last step of the path.
An information-integration-ready (ii-ready) scenario is formally described next.
Definition

(Information-integration-ready scenario).
An information-integration-ready (iiready) scenario is a tuple ∶= ( , ′ ) ∈ where:  is the set of all ii-ready scenarios;
). If and ′ are object properties, the following conditions are also satisfied:
Definition
(Information-integration-ready alignment).
An information-integration-ready alignment is a set of all established/accepted iiready scenarios between two ontologies.
Manifestly, the automatically-generated correspondences, i.e. property-correspondences (Definition 5) and concept-correspondences (Definition 4), do not respect Definition 8. Transforming the automatically-generated correspondences into ii-ready scenarios is not univocal, being subject to time-consuming and errorprone decisions.
PROPOSAL
The proposed rule-based system is captured in the BPMN diagram depicted in Figure 2 .
The rules are fired when an ambiguous scenario is detected, i.e. a scenario-to-resolve, as no existing facts allows decision. In such cases, the automatic folksonomy-based matcher is triggered. This matcher exploits the RhymeZone (http://www. rhymezone.com) folksonomy via the Datamuse API (http://www.datamuse.com/api/) and applies the matching conditions as described next: foreach 0≤i<se.words.length() ws=readFolksonomy(se.words[i],t) if( !ws.includesOneOf(te.words) ) return false return true
The attribute of source and target entities ( and ) is the set of words comprising their syntactic representation (e.g. order_items syntax gives rise to the {order, items} set of words). The function evaluates the existence of at least a common word in two sets of words. The argument is the number of folksonomy-related words read from the folksonomy.
When no more rules are found to fire, i.e. when no more ambiguous scenarios are found, the filtering process prepares an information-integration-ready alignment. This process typically consists of eliminating unnecessary facts for the application of the alignment in ontology mediation. Drools (http://www.drools.org) was adopted as the rule engine coupled to the rest of the system with a service bridge that allows updating and querying the knowledge/facts base, thus allowing a nonmonotonic reasoning. Yet, due to the negation as failure, the closed-world assumption is affordable and guaranteed.
RULES
The goal is to transform the automatically-generated property-correspondences into ii-ready scenarios as defined in Definition 8. Yet, for that, several possibilities may exist, some of them semantically correct and other incorrect. The folksonomy-based matcher will support the system in selecting the correct and will consider the decisions for further automatic decisions.
The expert-defined rules capture the preconditions (existing facts) and the actions (i.e. facts to be asserted) to solve each (ambiguous) alignment scenario. The rules aim to determine at least one path for the source and target properties of a property-correspondence, i.e. Source Path + Target Path. Notice that determining the source and target path follows the same process. Based on Definition 7, a path can be defined by the combination of associations between concepts, either directly (single-step path) or indirectly (multi-step path).
Consider the alignment scenario of Figure 3 in which the property-correspondence between O1:name and O2:name ( 1 ) is defined. Notice that although a property can have multiple domain and range concepts, they are not specified in the automatically-generated property-correspondences, allowing multiple interpretations that give rise to ambiguities during the transformation process (e.g. which property's domain concept, or path, should be considered?). The goal is to determine which of these possibilities should be considered to transform (copy) the value of O1:name into O2:Person.name.
Disambiguation Assertions
Because all, some and none of the theoretical contextualization paths may be valid, an ambiguous situation arises. For resolving such ambiguous scenarios, several decisions must be taken, which will give rise to 4 types of assertions:
 Acceptance of a new concept-correspondence assertion (cf. Definition 4);  Acceptance of an ii-ready scenario assertion (cf. Definition 8);  Rejection of a concept-correspondence, thus giving rise to a not-concept-correspondence assertion (cf. next Definition 10);  Rejection of an ii-ready-scenario, thus giving rise to a not-ii-ready scenario assertion (cf. next Definition 11).
Definition 10 (Not-concept-correspondence). Let 1 and 2 be the source and target ontologies and let and ′ be its concepts, respectively. A notconcept-correspondence is a tuple ∶= ( , ′ ) ∈ which establishes that C and C ′ are explicitly not related, such that:
 is the set of all not-conceptcorrespondences;  and ′ are ontology concepts of the source and target ontologies respectively, such that ∈ and ′ ∈ ′ ;  ∩ = ∅;  ∀ ∈ , ∈ : ≠ ¬ . -ii-ready scenario) . A not-iiready scenario ∈ is a ii-ready-scenario that was stated as not valid, such that:
Definition 11 (Not
 is the set of all not-ii-ready scenarios;  ∩ = ∅;  ∀Z ∈ , W ∈ : Z ≠ ¬W.
The adoption of these two definitions aims to close the world in a MKNF-similar approach (Lifschitz, 1991; Motik and Rosati, 2010) , i.e. in a way that negation facts are explicitly asserted in the knowledge base.
Formal Definition of Ambiguous Scenarios
Ambiguous scenarios are defined as follows.
Definition 12 (Concept-ambiguous scenario). Let = ( , ′ , , ) ∈ be a property-correspondence such that ∈ and ′ ∈ ′ . We are in the presence of a concept-ambiguous scenario if and only if the following conditions are simultaneously satisfied:
Definition 13 (Path-ambiguous scenario). Let = ( , ′ , , ) ∈ be a property-correspondence such that ∈ and ′ ∈ ′ . We are in the presence of a path-ambiguous scenario if and only if the following conditions are simultaneously satisfied:
Concept-Ambiguous Rule in a Single-Step Path
From the property-correspondence, the search for paths starts by considering the direct-domain concepts and then proceeds to indirect-domain concepts (two-step path, three-step path, etc.). Please consider the scenario depicted in Figure 4 in which there are three possible situations that may occur between the concepts c1 and cA: (i) the existence of a concept-correspondence, (ii) the existence of a not-concept-correspondence and (iii) neither the existence of a concept-correspondence nor the existence of a not-concept-correspondence. The inexistence of a concept-correspondence and of a not-concept-correspondence between the concepts c1 and cA results in an ambiguous situation previously identified as a concept-ambiguous scenario (cf. Definition 12). This is captured by the pre-conditions (i.e. the LHS) as follows:
 ∃ ∈ : = ( 1: 1, 2: ), i.e. there is a property-correspondence between the properties O1:p1 and O2:pA;  ∃ ∈ ℒ: = [( 1: 1, 1: 1, 1: )], i.e. there is a single-step source path where the predicate of the step is O1:p1;  ∃ ′ ∈ ℒ ′ : ′ = [( 2: , 2: , 2: )] i.e. there is a single-step target path where the predicate of the step is O2:pA;  ∄ ∈ : = ( 1: 1, 2: ), i.e. there is not a concept-correspondence between the domain concepts;  ∄ ∈ : = ( 1: 1, 2: ), i.e. there is not a not-concept-correspondence between the domain concepts.
If these pre-conditions hold, an ambiguous situation exists and a decision must be made, either accepting or rejecting the concept-correspondence between c1 and cA. Depending on the decision from the folksonomy-based matcher this will give rise to one of the following assertions (i.e. the RHS):
 The acceptance of the conceptcorrespondence, i.e. the fact = ( 1: 1, 2: ) ∈ is asserted;  The rejection of the concept-correspondence, i.e. the fact = ( 1: 1, 2: ) ∈ is asserted.
Path-Ambiguous Rule in a Single-
Step Path
If a concept-correspondence exists between c1 and cA this is an ii-ready scenario (cf. Definition 8). In this case, there are three new possible situations that may occur:  The system has already accepted the ii-ready scenario, which will be part of the ii-ready alignment ( Figure 5 );  The system has already rejected the ii-ready scenario, which gave rise to a not-ii-ready scenario assertion and therefore will not be part of the ii-ready alignment;  The system has not yet accepted or rejected the ii-ready scenario. )], i.e. there is a single-step target path with the predicate O2:pA;  ∃ ∈ : = ( 1: 1, 2: ), i.e. there is a concept-correspondence between the domain concepts;  ∄ ∈ : = ( , ′ ), i.e. the ii-ready scenario has not yet been accepted;  ∄ ∈ : = ( , ′ ), i.e. the ii-ready scenario has not yet been rejected.
If these pre-conditions hold, an ambiguous situation exists and a decision must be made, either accepting or rejecting the path. Depending on the decision from the folksonomy-based matcher this will give rise to one of the following assertions (i.e. the RHS):
 The acceptance of the ii-ready scenario ( Figure 5 ), asserting the fact = ( , ′ ) ∈ ;  The rejection of the ii-ready scenario, thus asserting the fact = ( , ′ ) ∈ .
Further Rules
In the previous sections, the rules to prepare ii-ready scenarios based on one-step paths were designed. Nevertheless, one-step path may not be correct, thus suggesting the adoption of paths with more than one step. Rules for each of those scenarios are exhaustively defined as necessary. In our experiments (cf. section 5), only one, two and threestep path rules were defined. Also, only propertycorrespondences between datatype properties or between object properties were processed, i.e. no property-correspondence between datatype and object property (or vice-versa) were considered. Finally, the range of datatype properties are processed as literal (string) only.
EVALUATION
The evaluation seeks to determine how accurate are the results of the rule-based system when comparing to the automatically-generated alignments and to the best alignments. For that, three elements are necessary: (i) ontologies, (ii) reference alignments and (iii) automatically-generated alignments. The ontologies used in the respected Ontology Alignment Evaluation Initiative (http://oaei. ontologymatching.org) Conference track were first considered. This is the only test set of the initiative that has reference alignments containing matches between properties as well as concepts (Cheatham and Hitzler, 2014) . Also, for the automaticallygenerated alignments between these pairs of ontologies, we decided to use the alignments submitted to OAEI by the automated ontology matching system AgreementMakerLight -AML (http://somer.fc.ul.pt/aml.php). In the last years, AML has been the top performing system in several tracks of OAEI, including the Conference track (Achichi et al., 2016; Faria et al., 2016) .
However, the execution of the system on these pairs of ontologies, using the mentioned alignments resulted in few ambiguous scenarios. These results conducted us to the conclusion that the OAEI Conference track ontologies are not appropriate to thoroughly evaluate the current proposed rule-based system. Despite the ability of the system to solve the existing ambiguities found in these ontologies, they do not allow the demonstration of the system's capabilities. In fact, due to the simplicity of the ontologies, the ambiguities are practically nonexistent because at least one of the following situations occurs:  the alignments have few propertycorrespondences;  when searching for paths to contextualize the automatically-generated property-correspondences, only single-step paths are found;  the properties' domains concepts in the property-correspondences are already related in concept-correspondences derived from the alignment.
Therefore, we decided to use other ontologies (and alignments). Some were based on data models obtained from the Database Answers (http://www. databaseanswers.org). The others were developed by the authors in previous contexts and are available at https://goo.gl/CsDVhz. Table 1 characterizes these ontologies. To evaluate the proposed system we had to manually create reference alignments consisting of 1-to-1 equivalence correspondences for all pairs of ontologies. Furthermore, AML was used as the matcher to generate the automatic alignments (cf. Figure 2) . The GUI version of AML was used and its configuration was based on predefined parameters, which included a threshold of 0.6, i.e. only correspondences with a confidence value ( ) above 0.6 were kept. Table 2 describes the pairs of ontologies and the alignments used in the evaluation.
Experiments
The proposed system was used to solve the ambiguities of each pair of ontologies presented in Table 2 . In these experiments, the threshold of the system was set to match the following targets:
 Shortest paths are preferred to longer paths;  Only one contextualization must be tried for each property-correspondence, even if more can exist.
To adequately measure the results obtained by the system and thus try to determine how accurate the results are, we compare 3 different resulting alignments for each pair of ontologies used in the experiments, namely: 1. The non-ii-ready initial alignment, i.e. the alignment automatically-generated by AML; 2. The ii-ready alignment generated by the system; 3. The best possible ii-ready alignment, i.e. the iiready alignment with the best precision and recall, considering the initial alignment. This alignment is possibly different from the previous, because based on the folksonomybased matcher decisions, the system's decisions may be wrong.
Analysis of Results
Precision, recall and f-measure are computed with respect to the reference alignment, as presented in Table 2 . The chart depicted in Figure 6 considers all the pairs of ontologies used in the experiments and shows an increase of accuracy of the system alignments over the initial alignments. As expected, the precision of the ii-ready alignments generated by the system is lower than of the automatic alignments. Instead, the results show a significant increase of accuracy obtained with the proposed system: recall increased from 34.1% to 63.7% and f-measure increased from 49.9% to 69.5%. Also, the results obtained by the system are still below the best possible alignments.
CONCLUSIONS AND FUTURE WORK
This paper addresses the resolution of the problems found when transforming the automaticallygenerated correspondences into informationintegration suitable alignments, by proposing a system based in a general-purpose rule engine that improves and completes the automatically-generated alignments into fully-fledged alignments. The rules at the core of the system are designed according to the formal and multi-dimensional analysis of the ontologies (section 2) and of the iiready alignment presented (section 4), yielding a strong formal rational to the system. A prototype of the system was developed and evaluated, showing an increase of accuracy of iiready alignments over non-ii-ready initial alignments (cf. Figure 6) .
As future work, the authors are focusing in four complementary concerns: (i) designing the rules to address other dimensions of the alignment space (e.g. concept subsumption, property subsumption); (ii) evaluating the rule-based system with larger and more complex ontologies and data models; (iii) designing of meta-rules that adaptively control the firing of rules; and (iv) involving the user in the decision process. 
