Let X 1 , X 2 , . . . be independent and identically distributed random elements taking values in a separable Hilbert space H. With applications for functional data in mind, H may be regarded as a space of square-integrable functions, defined on a compact interval. We propose and study a novel test of the hypothesis H 0 that X 1 has some unspecified non-degenerate Gaussian distribution. The test statistic T n = T n (X 1 , . . . , X n ) is based on a measure of deviation between the empirical characteristic functional of X 1 , . . . , X n and the characteristic functional of a suitable Gaussian random element of H. We derive the asymptotic distribution of T n as n → ∞ under H 0 and provide a consistent bootstrap approximation thereof. Moreover, we obtain an almost sure limit of T n as well as a normal limit distribution of T n under alternatives to Gaussianity. Simulations show that the new test is competitive with respect to the hitherto few competitors available.
Introduction
The normal distribution continues to play a prominent role, since many statistical procedures for finite-dimensional data assume an underlying normal distribution. It is thus not surprising that a myriad of tests for multivariate normality have been proposed. For some more recent approaches, see e.g., [1] , [10] , [12] , [17] , [18] , [19] , [28] , [31] , [33] , [34] , [35] , and [36] . A survey of affine invariant tests for multivariate normality is given in [16] . D = and D → mean equality in distribution and convergence in distribution of random vectors and random elements, respectively. All limits are taken when n → ∞, where n denotes the sample size.
The BHEP test in R d revisited
In this section, we revisit the BHEP test for finite-dimensional data and take a further view, that will be useful for our purposes. To this end, let X 1 , . . . , X n , . . . be independent and identically distributed (iid) copies of a d-variate random column vector X. We assume that the distribution P X of X is absolutely continuous with respect to Lebesgue measure. For testing the hypothesis H 0,d : P X ∈ N d , the rationale of the BHEP test is as follows: Write X n = n −1 n j=1 X j and S n = n −1 n j=1 (X j − X n )(X j − X n ) for the sample mean and the sample covariance matrix of X 1 , . . . , X n , respectively, and let Y n,j = S −1/2 n (X j − X n ), j = 1, . . . , n, be the so-called scaled residuals of X 1 , . . . , X n , which provide an empirical standardization of X 1 , . . . , X n . Here, S −1/2 n denotes the unique symmetric square root of S −1 n . If n ≥ d + 1, the matrix S n is invertible with probability one, see [11] . Since, under H 0,d and for large n, the distribution of the scaled residuals should be close to the standard d-variate normal distribution N d (0, I d ), it is tempting to compare the ecf ψ n (t) = 1 n n j=1 exp(it Y n,j ), t ∈ R d , of Y n,1 , . . . , Y n,n with exp(− t 2 /2), which is the cf of the law N d (0, I d ). The BHEP test rejects H 0,d for large values of the weighted L 2 -statistic
where w d,β (t) = (β 2 2π) −d/2 exp(− t 2 /(2β 2 )) is the probability density function of the d-variate normal distribution N d (0, β 2 I d ), and β > 0 is a parameter. In the univariate case, this statistic has been proposed by Epps and Pulley [13] , and the extension to the case d ≥ 2 has been studied by Baringhaus and Henze [3] for the special case β = 1 and, for general β, by Henze and Zirkler [21] and Henze and Wagner [20] . The acronym BHEP, after early developers of the idea, was coined by S. Csörgő [7] , who proved that the BHEP test is consistent against each non-normal alternative distribution (without any restriction on P X ). The test statistic T n,d,β may be written as
This representation shows that T n,d,β is a function of the scalar products Y n,j Y n,k = (X j − X n ) S −1 n (X k − X n ), 1 ≤ j, k ≤ n, and is thus invariant with respect to full rank affine transformations of X 1 , . . . , X n . Moreover, not even the computation of the square root S −1/2 n is needed. Affine invariance is a "soft necessary condition" for any genuine test for normality, since the class N d is closed with respect to such transformations, see [16] .
The setting and the test statistic
Assume that X is a random element of the separable Hilbert space H = L 2 ([0, 1], R) of (equivalence classes of) square-integrable real-valued functions, defined on the compact interval [0, 1], with the inner product f, g = 1 0 f (t)g(t) dt, norm f H = f, f 1/2 , f, g ∈ H, and equipped with the Borel σ-algebra. Throughout the paper we assume that X is square integrable, i.e., we have E X 2 H < ∞. As a consequence, we have E X H < ∞, and thus there is a unique mean function µ = E(X) ∈ H, which satisfies E X, x = µ, x for each x ∈ H. It follows that 1] , stand for the covariance function of X, and write C : H → H for the covariance operator of X, defined as Cf = E ( X − µ, f X), or equivalently, as Cf (s) = c(s, t)f (t) dt for each f ∈ H. The operator C : H → H is linear, compact, symmetric and positive, and it is of trace class. In what follows, we denote this class of operators by L + tr (H). Let X 1 , . . . , X n be iid copies of X. The mean function and the covariance function of X can be consistently estimated by means of
s, t ∈ [0, 1], respectively. The sample covariance operator C n , say, is given by C n f (s) = 1 0 c n (s, t)f (t) dt, f ∈ H. The characteristic functional of X, which uniquely determines the distribution P X of X, is defined as the function ϕ : H → C , with ϕ(f ) = E[exp (i X, f )]. By definition, P X is Gaussian if, and only if, there is a µ ∈ H (the expectation of X) and C ∈ L + tr (H) (the covariance operator of X), such that
In this case, we write X D = N(µ, C).
Based on the data X 1 , . . . , X n , we are interested in testing the hypothesis H 0 that P X is non-degenerate Gaussian, i.e., in a test of H 0 : ϕ(·) = ϕ(·; µ, C), for some µ ∈ H and some C ∈ L + tr (H), where Cf, f > 0 for each f ∈ H such that f = 0. Two main problems arise when one tries to extend the BHEP test for functional data.
First, a main difference between the finite-dimensional case and the functional data one is that in the latter case we have strict inclusion sp n H,
where sp n = sp(X 1 − X n , . . . , X n − X n ) denotes the set of finite linear combinations of X 1 − X n , . . . , X n − X n , while in the d-dimensional case sp n = R d almost surely for each n ≥ d + 1. This point has an important implication related to invariance.
Section 2 made the case for affine invariance of any genuine test for normality in R d . In the infinite-dimensional case we have the following: If X ∈ H is Gaussian with mean µ and covariance operator C, and A : H → H is a bounded linear operator, then AX is also Gaussian (with mean Aµ and covariance operator ACA * , A * being the adjoint of A). Therefore, arguing as in the previous section, any genuine test for Gaussianity should be invariant under bounded linear operators. However, since (3) holds for each fixed n, it is not reasonable to impose that the test statistic be invariant under any bounded linear operator.
This lack of invariance entails that the null distribution of any test statistic of H 0 depends on the population parameters µ and C. Therefore, the critical points must be approximated by (for example) some resampling method. Since our test statistic (to be defined in a moment) is translation invariant, its distribution does not depend on µ.
Second, recall that the BHEP statistic in R d compares the ecf of the scaled residuals Y n,1 , . . . , Y n,n with the cf of the standard normal law in R d . There is, however, no standard normal law in H. Nevertheless, the BHEP test statistic (1) can rewritten in the form
Here, φ n (·) stands for the ecf of the data X 1 , . . . , X n , φ(·; µ, Σ) is the cf of the distribution N d (µ, Σ), and F β is a certain distribution function on R d , see Lemma 2 in [26] for details. In view of the above expression, we consider the test statistic
for testing H 0 . Here, Q is some suitable probability measure on (the σ-field of Borel subsets of) H, and ϕ n is the empirical characteristic functional
of X 1 , . . . , X n . Straightforward algebra gives
Notice that T n depends solely on the differences X j − X k and X j − X n . Consequently, the distribution of T n does not depend on the unknown expectation µ = E(X) of X.
In what follows, we will restrict the probability measure Q to be symmetric with respect to the zero element 0 of H, i.e., Q is invariant with respect to the mapping x → −x, x ∈ H. With this assumption, the addition rule cos(α − β) = cos α cos β + sin α sin β and considerations of symmetry yield
where
The statistic (4) is similar to that considered in [6] , which is based on a comparison of the empirical distribution functional with a parametric estimator of that functional, obtained under the null hypothesis. As argued in [6] , Q must be chosen so that the resulting test statistic is tractable computationally. To this end, notice that the test statistic T n is the expected value of the function V n (f ) with respect to the measure Q. Hence, Monte Carlo integration is an option for computation, provided that Q can be easily sampled (from a computational point of view). Thus, if f 1 , . . . , f M is a random sample from Q, for some large M , then T n can be approximated by
4 An almost sure limit for T n This section deals with an almost sure limit of T n under general distributional assumptions.
Theorem 4.1. Let X 1 , . . . , X n , . . . be iid copies of a random element X of H satisfying E X 2 H < ∞. Writing ϕ X for the characteristic functional of X, and letting µ and C denote the expectation and the covariance operator of X, respectively, we have
PROOF. Recall ϕ n (f ) from (5) and ϕ(f ; µ, C) from (2). To stress the dependence on ω ∈ Ω, we write
is the sample covariance operator based on X 1 (ω), . . . , X n (ω). Let D ⊂ H be a countable dense set. By the strong law of large numbers and the fact that the intersection of a countable collection of sets of probability one has probability one, there is a measurable subset Ω 0 of Ω such that P(Ω 0 ) = 1, and for each ω ∈ Ω 0 we have, as n → ∞,
Now, fix ω ∈ Ω 0 and f, g ∈ H, and notice that
If g ∈ D, (12) and the inequality |e iu − e iv | ≤ |u − v|, valid for real numbers u and v, yield
Since 2 f − g H E X H can be made arbitrarily small because D is dense, the continuity of the exponential function entails lim
Since the integrand in (11) is bounded from above by 4, the result follows from dominated convergence. 2
Notice that τ Q is nonnegative, and that τ Q vanishes under H 0 . Since the function t(·) that maps
Observe that (13) holds if Q is Gaussian. As a consequence, a reasonable test for Gaussianity should reject H 0 for large values of T n . In this respect, it is indispensable to have some information on the distribution of T n under the null hypothesis, or at least an approximation to this distribution. This will be the topic of the next section.
The limit null distribution of T n
In this section we assume that H 0 holds, i.e., X D = N(µ, C) for some µ ∈ H and some C ∈ L + tr (H). Since the distribution of T n defined in (4) does not depend on µ, we will make the tacit standing assumption µ = 0 in what follows. Let L 2 Q denote the Hilbert space of (equivalence classes of) measurable functions Υ : H → R satisfying
The scalar product and the resulting norm in L 2 Q will be denoted by Υ, Φ Q and Υ Q = Υ, Υ Q , respectively. Notice that L 2 Q is separable since H is separable. The main result of this section is as follows.
Theorem 5.1. Let X 1 , . . . , X n , . . . be iid copies of a Gaussian random element X of H with covariance operator C.
Assume that
where σ f,g = Cf, g and
PROOF. From (7), we have nT n = V n 2 Q , where V n is given in (8) . The idea is to approximate the random element V n of L 2 Q by a random element V n,0 such that V n − V n,0 Q = o P (1), and V n,0 takes the form
where Ψ :
In the sequel, the notation W n = o P (1) always refers to a random element of L 2 Q such that W n Q tends to zero in probability as n → ∞. Starting with (8), the addition theorems for the cosine and the sine function yield
Moreover, we have
and it follows that
Now, the term figuring in (20) 
. As for the term figuring in (21),
Upon combining we obtain (15) , where
and V n − V n,0 Q = o P (1). From the central limit theorem in separable Hilbert spaces (see, e.g., Theorem 2.7 in Bosq [5] ), there is a centred Gaussian random element V of
Q . From Sluzki's lemma, we thus have V n D → V in L 2 Q , and the assertion follows from the continuous mapping theorem. Using the fact that the joint distribution of f, X and g, X is the joint distribution of σ f N 1 and σ g (ρN 1 + 1 − ρ 2 N 2 ), where N 1 , N 2 are independent standard normal random variables and ρ = σ f,g /(σ f σ g ), one easily obtains
Notice that the condition
Remark 5.2. Notice that the kernel given in (14) is in accordance with the kernel figuring in display (2.3) of [20] , if one replaces σ 2 f with s 2 , σ 2 g with t 2 and σ f,g with s t.
Since the asymptotic null distribution of nT n depends on the unknown covariance operator C, it cannot be used to approximate the actual null distribution of nT n . To this end, we consider a parametric bootstrap estimator, defined as follows: Given X 1 , . . . , X n , let X * 1 , . . . , X * n be iid copies of X * D = N(0, C n ). Let T * n be the bootstrap version of T n , which is obtained by replacing X 1 , . . . , X n with X * 1 , . . . , X * n in the expression of T n given in (6) . Let P * denote the conditional distribution, given X 1 , . . . , X n , and let P 0 denote the null distribution. The bootstrap estimates P 0 (nT n ≤ t) by means of P * (nT * n ≤ t). The next result gives the limit law of the bootstrap distribution of nT n .
Theorem 5.3. Let X 1 , . . . , X n , . . . be iid copies of a random element X of H with covariance operator C. Assume that
where V is the centred Gaussian random element given in the statement of Theorem 5.1.
PROOF. Let V *
n be the bootstrap version of V n in (8) , which is obtained by replacing X 1 , . . . , X n , X n and C n with X * 1 , . . . , X * n , X * n and C * n , respectively, where X * n is the sample mean and C * n denotes the sample covariance operator associated with the bootstrap sample X * 1 , . . . , X * n . Then nT * n = V * [29] . To verify the conditions (i)-(iii) of that theorem, let C * n,V and c * n,V be the covariance operator and the covariance kernel of V * n,0 , respectively. Likewise, let C V and c V denote the covariance operator and the covariance kernel of V, respectively. Notice that c * n,V has the same expression as c V in (14), with σ 2 f , σ 2 g and σ f,g replaced by σ 2 n,f , σ 2 n,g and σ n,f,g = C n f, g , respectively. Notice also that c * n,V (f, g)
, for each f, g ∈ H, and that c * V (f, g) is a bounded function, i.e., for some finite constant M we have |c * V (f, g)| ≤ M for each f, g. Let {e k } k≥1 be an orthonormal basis of L 2 Q . By dominated convergence, it follows that
Setting a k, = C V e k , e Q in the notation of Theorem 1.1 of [29] , this proves that condition (i) holds. Let E * denote the conditional expectation, given X 1 , . . . , X n . To verify condition (ii) of Theorem 
Finally, we must prove that L n (ε, Θ) → 0 for each ε > 0 and each Θ ∈ L 2 Q , where
and 1{·} stands for the indicator function. In the sequel, let Θ = 0 without loss of generality. Using the inequality t exp(−t/2) ≤ 2/e, t ≥ 0, it follows that | Ψ n (f,
where a 0 , . . . , a 4 are positive constants. By the Cauchy-Schwarz inequality, we have Ψ n (·, X * 1 ),
As a consequence, we have
where c is a positive constant. Now, (23) holds trivially if k = 0, and if k > 0 we have to show that E * X * given X 1 , . . . , X n and the distribution of nT n when the sample is drawn from a Gaussian population with covariance operator C, are close to each other for large n. In particular, under the null hypothesis H 0 , the conditional distribution of nT * n given the data is close to the null distribution of nT n . More precisely, letting nT n,obs = nT n (X 1 , . . . , X n ) denote the observed value of the test statistic and, for given α ∈ (0, 1), writing t * n,α for the upper α-percentile of the bootstrap distribution of nT n , the test function Ψ * n = 1, if nT n,obs ≥ t * n,α , 0, otherwise, or, equivalently, the test that rejects H 0 when P * {nT * n ≥ nT n,obs } ≤ α, is asymptotically correct in the sense that when H 0 is true, we have lim n→∞ P(Ψ * n = 1) = α. An immediate consequence of Theorems 4.1 and 5.3 is that, if Q satisfies (13) , then the test Ψ * n is consistent, i.e., it is able to detect any fixed alternative in the sense that lim n→∞ P(Ψ * n = 1) = 1 whenever X is not Gaussian.
In practice, the bootstrap distribution of nT n cannot be calculated exactly. It can be approximated, however, as follows:
1. Generate a bootstrap sample X * 1 , . . . , X * n , where X * 1 , . . . , X * n are iid from N(0, C n ). 2. Calculate the sample mean X * n and the sample covariance operator C * n of X * 1 , . . . , X * n , and compute nT * n = nT n (X * 1 , . . . , X * n ) as given in (6), with X n replaced by X * n and C n replaced by C * n , respectively. 3. Repeat steps 1-2 B times (say), thus obtaining nT * 1 n , . . . , nT * B n . Approximate the upper α-percentile of the null distribution of nT n by the upper α-percentile of the empirical distribution of nT * 1 n , . . . , nT * B n .
6 The limit distribution of T n under alternatives −→ τ Q , where τ Q is given in (10) . In this section, we will show that, under slightly more restrictive conditions on the underlying distribution, √ n(T n − τ Q ) has a centred limit normal distribution. To this end, we first present an alternative representation of τ Q . Recall the standing assumption that Q is symmetric. We first notice that τ Q does not depend on the expectation µ = E(X) of the underlying distribution, since ϕ X (f ) = ϕ X−µ (f ) exp(i f, µ ) and thus
where X − µ is centred. Since the covariance operator is invariant with respect to translations, the result follows. (18) , (19) and (22), straightforward calculations yield
PROOF. Notice that
Since E[ξ(f, X)] = 0, f ∈ H, and since E ξ(·, X) 2 Q < ∞ due to the conditions E X 4 H < ∞ and H f 4 H Q(df ) < ∞, the central limit theorem in Hilbert spaces and Sluzki's lemma yield the assertion. 2 Corollary 6.3. Under the conditions of Theorem 6.2 we have
PROOF. In view of the reasoning preceding Theorem 6.2, the proof follows from Fubini's theorem, since
Remark 6.4. All our results have been stated under the tacit assumption that realizations of X 1 , . . . , X n , i.e., complete trajectories of functions, are observable. In practice, these functions are observed at a finite grid of points, and the curves X 1 , . . . , X n are recovered by using nonparametric techniques, such as local linear regression. The statistics are then calculated from X 1 , . . . , X n , which stand for the resulting curve estimators. Under suitable assumptions, all previous results remain valid when the test statistic is calculated from X 1 , . . . , X n , see, e.g., Jiang et al. [24] , in particular the comments made after the proof of their Theorem 2.
Numerical results
In this section, we present the results of a simulation study that has been conducted in order to study the finite-sample performance of the test for Gaussianity based on T n , and to compare the power of this novel test with respect to competing procedures. All computations have been carried out using programs written in the R language (see [32] ), with the help of the package fda.usc, see [14] .
We first studied the performance of the bootstrap approximation to the null distribution of T n . With this aim, the following experiment was repeated 1000 times: Independently of each other, we generated n = 50 realizations of a standard Wiener process on [0, 1] (denoted by W in Table 2 ), and we calculated T M,n in (9), where M = 1000 and Q is the Wiener measure on L 2 ([0, 1]). The associated p-value was then obtained by generating 200 bootstrap samples. This setting has been repeated for an Ornstein-Uhlenbeck process (denoted by OU in Table 2 ), and simulations have also been run for both scenarios with the sample size n = 100.
To study the power, we generated samples from
where A 0 , C 1 , . . . , C 5 and S 1 , . . . , S 5 are independent random variables, the distributions of which are displayed in Table 1 . We also considered the alternatives Alt1', Alt2' and Alt3'. These are the same as the alternatives given in Table 1 : Description of alternatives.
Alternative half-normal standard normal Alt1
A 0 , C 1 , . . . , C 5 , S 1 , . . . , S 5 Alt2
A 0 , C 1 , C 2 , C 3 , S 1 , S 2 , S 3 C 4 , C 5 , S 4 , S 5 Alt3
A 0 , C 1 , S 1 C 2 , . . . , C 5 , S 2 , . . . , S 5 , with the exception that the half normal distribution is throughout replaced with an equal mixture of a half normal distribution and a standard normal distribution. Likewise, the alternatives denoted by Alt1", Alt2" and Alt3" originate from throughout replacing the half normal distribution with a Laplace distribution (two-sided exponential distribution).
As competitors to the novel test for Gaussianity based on T n , we considered the Jarque-Bera type test in Górecki et al. [15] for iid data (denoted by JB in the table), and the random projection test of Cuesta-Albertos et al. [8] (denoted by RP ) with 3, 5, 10 and 40 projections. Table 2 reports both the observed empirical level and the empirical power for the nominal levels of significance α = 0.05 and α = 0.10.
From Table 2 , we see that the empirical power of the test based on T n is quite close to the nominal value, even for the moderate sample size n = 50. As for the power, it is not surprising that there is no test having highest power against all alternatives considered. For alternatives Alt1, Alt2, Alt3 and Alt3', the test based on T n outperforms its competitors, whereas the latter exhibit higher power against the remaining alternatives. Notice that all alternatives considered belong to the same basic model (26) , in which the distribution of some coefficients is switched. The power of the T n -test and of the random projection test change softly as the coefficients are switched. In most cases, however, the power of the JB test drops as the alternative becomes closer to H 0 , i.e., as the number of coefficients with normal distribution increases.
We close this section with a real data set application. As explained in Section 1, some inferential procedures, designed for functional data, assume Gaussianity. An example is the test in Zhang et al. [37] for the equality of the mean [37] applied their test to the Berkeley Growth Data set. This data set contains the heights of 39 boys and 54 girls recorded at 31 not equally spaced ages from Year 1 to Year 18. The data set is available from the R package fda. The method in that paper is designed for Gaussian random functions, but the assumption of Gaussianity had not been checked for either sample. We applied the test based on T n as well as its competitors included in Table 2 to each of the two data sets. First of all, proceeding as in [37] , the growth curves have been reconstructed by using local polynomial smoothing. Each of the individual curves has been smoothed separately, using the same bandwidth h = 0.3674. Figure 1 displays the smoothed growth curves. Table 3 reports the p-values obtained. All tests agree in not rejecting the assumption of Gaussianity for both populations, the boys and the girls.
Concluding remarks
We have introduced and studied a novel genuine test for Gaussianity in separable Hilbert spaces that is applicable for functional data. Some preliminary simulation results show that the procedure compares favorably with the hitherto few existing competitors. It would be interesting to modify and generalize the approach with respect to testing for Gaussianity in situations in which the mean and/or the covariance operator have a certain parametric structure. For example, one could test for a Wiener process on [0, 1], where µ = 0 and c(t, s) = ϑ min t, s, for some ϑ > 0. It would also be tempting to test for Gaussianity of multivariate functional data that take values in L 2 ([0, 1] d ).
