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Abstract  
 
The grain boundary properties of CGO10 (Ce0.9Gd0.1O1.95) and CGO20 (Ce0.8Gd0.2O1.95) have been 
investigated by impedance spectroscopy and high resolution scanning transmission electron 
microscopy-electron energy loss spectroscopy (STEM-EELS). High density polycrystalline ceramic 
specimens with a range of grain sizes (0.17-2.7µm) have been prepared from high purity (SiO2 ~120-210 
ppm) commercially available powders. Impedance measurements obtained for these ionic conducting 
materials were interpreted using the brick layer model. The specific grain boundary conductivity (∗ ) 
was found to be 2-3 orders of magnitude lower than the grain bulk conductivity (). The grain 
boundary blocking effect in these materials has been attributed to the formation of grain boundary 
space charge layers. The brick layer model was used to estimate the space charge layer thickness (δ) 
from impedance spectroscopy measurements and was found to be in the range 1-2 nm. 
High resolution STEM-EELS measurements were carried out over a number of grain boundaries in 
CGO10 and CGO20. These measurements showed an increase in the gadolinium to cerium and oxygen 
to cerium atomic ratios (Gd:Ce and O:Ce respectively) at the grain boundary region. These findings are in 
accordance with the space charge layer model. From these measurements the space charge layer 
thickness (δ) was shown to be in the range 1-2 nm. Analysis of the cerium M4,5-edge fine structure 
showed the cerium oxidation state to remain unchanged in the space charge layer in all grain 
boundaries studied. 
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1 Introduction 
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1.1 Project Aims and Objectives 
In this work, the grain boundary properties of gadolinium-doped ceria (Ce1-xGdxO2-δ) are investigated. 
This material is a solid state oxygen ion conductor. In polycrystalline form, this material currently has 
applications as an electrolyte material in solid oxide fuel cells (SOFCs). The grain boundary properties of 
this material have been investigated using two principle approaches. The first of which and more 
traditional approach is to use A.C. impedance spectroscopy to investigate the electro-chemical 
behaviour of the material. This technique allows the grain and grain boundary contributions to the total 
conductivity to be separated and with the application of an appropriate microstructural model detailed 
information can be obtained regarding the grain boundary properties. In the work presented here, this 
conventional investigative technique has been further supported by investigations using high resolution 
transmission electron microscopy (TEM) and scanning transmission electron microscopy electron energy 
loss spectroscopy (STEM-EELS). These state of the art TEM techniques have been utilised enabling 
microstructural characterisation to be achieved with atomic resolution. The technique of EELS provides 
element identification in addition to information regarding bonding co-ordination and valence state of 
these elements. When combined with atomic resolution STEM, this information can be obtained on a 
sub nanometre scale.  
It is the aim of this work to correlate the macroscopic investigative technique of impedance 
spectroscopy with the microscopic approach of STEM-EELS. It is well established that grain boundaries in 
solid state oxygen ion conductors hinder the conduction of oxygen ions [1-6]. This has been attributed to 
nanoscale gadolinium segregation [7,8] and subsequent oxygen vacancy depletion at grain boundaries 
via the space charge model in high purity materials [9-12] and the formation of intergranular amorphous 
silicate phases in low purity materials [4,5,13,14]. The specific objective of this work is to provide direct 
evidence of inter-granular amorphous silicate phases and nanoscale gadolinium segregation to grain 
boundaries. Electronic defects have also been reported to accumulate in the grain boundary space 
charge layers in gadolinium-doped ceria [10,11,15]. High spatial resolution STEM-EELS used in this work 
provides the opportunity to obtain direct evidence of such defects by analysis of the cerium valence 
state in grain boundary space charge layers.  
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1.2 Introduction 
In this chapter, the basic workings of a fuel cell are described with a specific focus on the solid oxide fuel 
cell or SOFC. This is followed by an analysis of the material selection requirements for SOFC electrolytes. 
The underlying principles upon which ionic conduction occurs in gadolinium doped ceria (CGO) are then 
described. This description of ionic conductivity relates to the conduction of oxygen ions through the 
crystal lattice. SOFC electrolyte materials are used in the form of polycrystalline ceramics and the factors 
which govern electronic conduction at the grain boundaries is less well understood. In the final section 
of this chapter, the structure and methods used to identify different types of grain boundaries are 
discussed. 
1.3 Fuel Cell Basic Principles 
Solving the problems of an increasing world energy demand and its effect on climate change is possibly 
the most important task facing mankind today. As a consequence the search for alternative methods of 
energy generation is an active area of scientific research. Fuel cells offer an alternative method for 
producing electricity over current methods which generally rely on fuel combustion. In a fuel cell, 
electricity is generated by the electrochemical reaction of fuel (usually hydrogen) with oxygen. This 
method of electricity generation has the potential to be a more efficient and environmentally-friendly 
than current methods. 
The basic operation of a fuel cell was first demonstrated by William Grove in 1839. A fuel cell generates 
electricity by converting chemical energy into electrical energy by an electrochemical reaction shown in 
equation 1.1. This reaction used (reaction 1) is the reverse of the electrolysis reaction. 
2", + , = 2", 
1.1 
The components common to all fuel cell types are two electrodes (an anode and a cathode), an 
electrolyte and an interconnect. The role of the electrodes is to provide reaction sites for the reduction 
of oxygen and oxidation of fuel. The basic reduction or cathode reaction is shown in equation 1.2 and 
the oxidation reaction or anodic reaction is shown in equation 1.3. In order to avoid combustion of the 
reactants, the electrolyte must provide a physical barrier to the reactants in their gaseous or molecular 
state.  However, the primary function of the electrolyte is to transport ionic species from one electrode 
to the other in order for electrochemical reaction to take place. The interconnect provides a pathway for 
electrons in order to complete the electrochemical circuit.  
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12 , + 2/0 = ,0 
1.2 ", + ,0 = ", + 2/0 
1.3 
There are many different types of fuel cell which operate at different temperatures and require different 
types of fuel. The defining aspect of each type of system is the electrolyte material used. Different 
electrolytes can transport or conduct different ionic species. A review of the main types of fuel cell 
system currently being used are detailed in table 1.3.1. 
Fuel Cell  Mobile species  Temperature (˚C)  Fuel  
Alkaline  (AFC) OH-  5-200  H2 (pure)  
Proton Exchange Membrane (PEM)  H+  30-100  H2 (pure)  
Direct Methanol  (DMFC) H+  20-90  CH3OH  
Phosphoric Acid (PAFC)  H+  220  H2 , CO  
Molten Carbonate (MCFC)  CO3
2-  650  H2 , CO and CH4  
Solid Oxide (SOFC)  O2-  500-1000  H2 , CO and CH4  
Table 1.3.1: Showing the type of conducting species, operating temperature and fuel type for different types of fuel cell. 
Each fuel cell type has different characteristics and advantages which dictate their application. Each 
system has different fuel requirements and this determines the waste products produced. The operating 
temperature is also, to some extent, dictated by the electrolyte material as, for example, sufficient ionic 
conductivity in solid oxide fuel cells can only be achieved at high temperature. High operating 
temperatures offer the benefit of fast reaction kinetics, whereas lower temperatures allow faster start 
up times and greater energy release from the principal electrochemical reaction. These factors and the 
overall power output of the fuel cell determines their application.  The AFC, PAFC and MCFC are 
generally used in large scale power generation systems. The PEM is the primary candidate for use in the 
automotive industry and the DMFC has applications in small scale portable electronics industries. The 
SOFC has applications for remote power generation and medium scale independent energy generation. 
The fuel flexibility allows them to be operated on natural gas and their high operating temperature 
allows them to be used in combined heat and power (CHP). Current applications of these systems 
include in-situ independent energy generation for buildings.  
In this work we are interested in acceptor-doped ceria material which has applications in the 
intermediate temperature SOFC; hence, our discussion will focus on this system. A schematic illustration 
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of the basic operating principles of the SOFC is presented in figure 1.3.1 where the electrolyte material is 
a solid oxide oxygen ion conductor. 
 
Figure 1.3.1: Schematic illustration of the operating principles of the SOFC system. 
The cathode is usually made of a perovskite material such as strontium-doped lanthanum manganate 
(LSM) or mixed conductors such as lanthanum strontium cobalt ferrite (LSCF). The electrolyte is made 
from 8 mol% yttria stabilised zirconia (YSZ) for SOFCs operating at high temperatures or 5 mol% 
gadolinium-doped ceria (CGO) at lower temperatures. The anode in an SOFC is usually a composite of 
nickel particle inter-dispersed within the same material as the electrolyte (i.e. YSZ or CGO). In order to 
maximise the reaction rates, a number of steps are taken. In SOFCs, the anode is where the majority of 
the fuel cell reactions occur. The anode material selection in the SOFC has remained largely unchanged 
for 40 years. A schematic illustration of the anode microstructure for the intermediate temperature 
SOFC is shown in figure 1.3.2.  
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Figure 1.3.2: Schematic illustration of the anode microstructure showing the oxygen ion and electron path. 
The nickel acts to both catalyse the reaction and conducts electrons away from the reaction sites to the 
cell interconnect. The CGO supplies oxygen ions to the reaction and the porosity provides the pathway 
for the flow of gaseous fuel and waste products. The most important aspect of the anode is the number 
of three phase boundaries. A three phase boundary is the point in the microstructure where nickel, CGO 
and porosity meet and are sites where the reaction can take place. Gadolinium-doped ceria, in addition 
to conducting oxygen ions, also has the benefit of being a mixed conductor. This increases the three 
phase boundary area and thus increases the number of reaction sites.  
The cathode also has a porous microstructure which maximises the cathode air interfacial area. The 
mixed conducting cathode material supplies electrons to these reaction sites at which oxygen is 
reduced. The oxygen ions produced in this reaction are then conducted to the electrolyte. The cathode 
reaction is a highly important component of the overall reaction. Many different material solutions are 
currently under investigation to achieve sufficient activity, particularly in intermediate temperature 
SOFCs. 
In order to generate sufficient power output density (kW m-3) from a fuel cell system, the individual cells 
are stacked together and arranged in high density. When stacking cells, the fuel and air supplies must be 
kept separate. High density cell stacking is generally achieved by one of two key stack designs that are 
illustrated in figures 1.3.3 A and B.  
e-
O2-
H2
H2O
Ni
CGO
Porosity
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Figure 1.3.3: Schematic illustration of A) the tubular and B) planar SOFC stack designs 
Figure 1.3.3 A illustrates the tubular stack design where each fuel cell is formed into a tubular shape. Air 
is passed through the centre and the fuel passed across the outside surface. These SOFC tubes are 
stacked on top of each other and connected by the interconnect material. The second approach is the 
planar design illustrated in figure 1.3.3 B. Here each fuel cell is stacked in sheets or a planar structure 
and again connected via the interconnect. The gas flow channels are set into the interconnect plate 
horizontally on one side and vertically on the other. This interconnect geometry allow the air and fuel 
supplies to be kept separate. In both cases, the electrons produced at the anode of one cell are 
conducted to the cathode of the next cell. This shortens the distance which the electrons travel and thus 
improves stack performance through the reduction of ohmic losses. 
1.3.1 Efficiency 
The efficiency of a fuel cell system can be measured in a number of ways. The simplest approach is to 
define efficiency in terms of the change Gibbs free energy of formation for the chemical reaction 
described in equation 1.1. If we assume a perfect reversible system with no losses, the electrical work 
done (&1) can be defined by equation 1.3.1. 
&1 = −∆34156  
Equation 1.3.1 
Air
Air
Fuel
Fuel
Cathode
Anode
Electrolyte
Fuel
AirCathode
Anode
Electrolyte
A B
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In equation 1.3.1 ∆341 is the change in Gibbs free energy of formation, 6 is the Faraday constant and 5 is 
the number of moles of electrons involved in the reaction. The theoretical electrical work (&1) used in 
this equation is calculated from the Gibbs free energy of formation of each species. This value is taken at 
standard temperature and pressure and can vary depending on the temperature, pressure and 
concentrations of reactants. The Nernst equation is shown in equation 1.3.2 and considers the effect of 
such variables. This equation can take a number of forms but the most useful for this application 
assumes that the products and reactants are in the gaseous form.  
& = &1 + %56 ln 89:;9<;
=,9:;< > 
Equation 1.3.2 
This equation gives the theoretical maximum output of the electrochemical reaction. The efficiency (?) 
of the fuel cell can then be defined by comparing this theoretical voltage (&1) to the operating voltage 
measured from the actual fuel cell (@A).  
? = B4 @A&1 100 
Equation 1.3.3 
The fuel utilisation coefficient (B4 ) is included since not all the fuel is reacted on passing over the anode. 
This expression of efficiency is widely used and more useful than other definitions since it measures the 
real operational efficiency of the fuel cell system. 
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1.3.2 Voltage Losses (Irreversibility) 
The actual operating voltage (@A) of a fuel cell is lower than the calculated value of the EMF (&). These 
losses arise due to different processes in the fuel cell. 
 
Figure 1.3.4: Schematic operating voltage verses current density (V-I) curve for an SOFC operating at a) low temperature and 
b) high temperature. The dotted lines distinguish the different types of voltage loss in each case. 
The voltage vs. current density curves in figure 1.3.4 illustrate the voltage losses in the fuel cell. At zero 
current density, the open cell voltage is approximately equal to the theoretical value calculated from the 
Nernst equation (equation 1.3.2). Once a current is drawn from the cell, a steep decline in the cell 
voltage occurs. This initial voltage drop (referred to as activation losses in figure 1.3.2) is due to the 
electrode reaction rate at the electrode surface. At higher operating temperatures, the electrode 
reactions proceed at a faster rate and thus a smaller voltage drop is observed in figure 1.3.4 B.  
Activation losses can also be minimised by increasing the electrode surface area and using higher 
activity catalysts. After this initial voltage drop the V-I curve decreases with a shallower gradient. This 
region is approximately linear and is due to the cell resistance. These Ohmic losses are primarily due to 
the resistance to ionic conductivity of the electrodes and electrolyte materials and are reduced at higher 
operating temperatures. The steep drop off in voltage at high current densities is due to mass transport 
losses of the reactants at the electrode surfaces. This type of voltage loss occurs due to the decrease in 
reactant concentration as fuel is reacted. This can be described in terms of a decrease in the partial 
pressure of the reactant species and can therefore be described by the Nernst equation. 
V
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1.4 SOFC Electrolyte Material 
The SOFC is based on solid oxide oxygen ion conducting materials. The electrolyte material most widely 
used in the SOFC operating at temperatures above ~ 750˚C is yttria stabilised zirconia (YSZ). Gadolinium 
doped ceria has higher oxygen conductivity and can operate in the intermediate temperature range of 
500-700˚C [16]. YSZ is highly stable in both reducing and oxidising conditions experienced at the cathode 
and anode respectively up to a temperature of 1000˚C. CGO is not as stable as YSZ and is more easily 
reduced; particularly at high temperatures. For this reason the use of CGO as an SOFC electrolyte 
material is limited to the intermediate temperature range of 500-700˚C. Both materials have a cubic 
structure where the cations occupy face-centred cubic lattice sites and the oxygen ions have tetrahedral 
co-ordination. A schematic illustration of the basic YSZ and CGO structures is shown in figure 1.4.1. The 
property of oxygen ion conductivity arises in these structures due to the formation of oxygen vacancies. 
The host cation in these two structures is tetravalent (i.e. Zr4+ and Ce4+). The dopant ions which 
substitute onto the host lattice are trivalent (i.e. Y3+ and Gd3+).  This lattice substitution introduces 
vacant oxygen sites on the anion sublattice. These oxygen vacancies become highly mobile at high 
temperatures enabling oxygen ion conductivity. Ionic conductivity in these materials at fuel cell 
operating temperatures is comparable to that of liquid electrolytes. 
 
Figure 1.4.1: Illustration of the cubic fluorite structure of YSZ and CGO (dopant ions and oxygen vacancies are not shown for 
simplicity). 
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A material property which is often used in fuel cell literature is area specific resistance (ASR). This is 
simply the cell resistance normalised by the cell area and is measured in units of ΩDE,. In order to 
minimise ohmic losses from the electrode and electrolyte materials within the SOFC and produce 
sufficient current densities a target area specific resistance of 0.45 ΩDE, is required [17]. By dividing 
this cell ASR equally amongst the three key resistive components (anode, cathode and electrolyte) the 
ASR of the electrolyte material should not exceed 0.15 ΩDE, [17]. Commercial ceramic fabrication 
techniques allow mechanically supported thin films to be produced to a thickness of approximately 
15μm [17]. Through the relationship between conductivity () and ASR shown in equation 1.4.1 this 
leads to a target SOFC electrolyte conductivity of 10-2 Scm-1 [17]. 
FG =  
The above calculation sets the material selection requirements for an SOFC electrolyte material. Figure 
1.4.2 shows the temperature dependant ionic conductivity of a selection of candidate SOFC electrolyte 
materials. The candidate materials shown include Zr0.9Y0.1O2-δ (YSZ), Ce0.9Gd0.1O2-δ (CGO), 
La0.9Sr0.1Ga0.8Mg0.2O3-δ (LSGM) and Bi2V0.9Cu0.1O6-δ. The target electrolyte conductivity of 10
-2 Scm-1 which 
is achieved at an electrolyte thickness of 15μm is marked by the arrow. 
 
Figure 1.4.2: Specific conductivity versus reciprocal temperature for selected solid oxide electrolytes [18]. 
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The different electrolytes achieve the required conductivity at various temperatures. Below ~800˚C YSZ 
does not possess sufficient conductivity. It is for this reason that YSZ is used in SOFC systems which 
operate above this temperature. According to figure 1.4.2 CGO achieves the conductivity criteria at 
temperatures above 500˚C. The CGO electrolyte is the basis of the intermediate temperature SOFC 
operating in the temperature range of 500-700˚C [16]. This reduction in operating temperature has the 
benefit of being able to use stainless steel cell interconnects. This avoids problems associated with other 
more expensive interconnect candidate materials.  
Figure 1.4.2 shows that 5 mol% gadolinium-doped ceria (CGO10) meets the conductivity requirements 
for a 15μm thick electrolyte at an operating temperature of 500˚C.  The Bi2V0.9Cu0.1O5.35 displays higher 
conductivity at this temperature but is not selected due to instability under the highly reducing 
atmospheres experienced at the fuel cell anode. CGO10 is stable under these conditions, although the 
reduction of Ce4+ to Ce3+ is a concern in the reducing conditions near the anode above 600˚C [18]. 
Reduction of ceria will introduce electronic conductivity into the material which is detrimental to the 
electrolyte performance. This can however, be of benefit in the anode. The property of mixed 
conduction provides both oxygen to the fuel for reaction and the electrons to the nickel and current 
collector. This has the effect of increasing the available surface area for the anode reaction. The amount 
of Ce3+ is low in CGO even under highly reducing atmospheres at 500˚C [17]. 
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1.5 Bulk Conductivity  
1.5.1 Defects 
Ionic conductivity is a mass transport process and requires the formation of defects within the crystal 
structure. Transport of oxygen ions in ceria and stabilised zirconia occurs via oxygen vacancies. At 
elevated temperature the oxygen ion mobility (B) increases. This enables oxygen ions to migrate into 
neighbouring vacant oxygen lattice sites under an applied electric field. In order for a material to possess 
high level of oxygen ion conductivity, the oxygen sub lattice must contain a large concentration of 
vacant sites. The concentration of oxygen vacancies in a solid oxide conductor such as CGO is dependent 
on the partial pressure of oxygen in the surrounding atmosphere. In CGO and YSZ systems, defects other 
than oxygen vacancies are also present. Control of the number and type of defects is crucial in order to 
optimise the performance of ionic conductors. 
Defects in crystalline solids are the deviation from the repeat crystallographic structure of the crystal. 
Structural defects in a crystalline solid are categorised by their dimensionality, point defects are the 
important type for ionic conductivity and are the subject of the following discussion. However, planar 
defects such as grain boundaries are the subject of the subsequent section.  Point defects refer to single 
lattice points and can be vacancies (vacant lattice sites), interstitials (ions occupying the space between 
lattice sites) or substitutional (ions taking the place of other species). These types of point defect are 
illustrated in the two dimensional lattice shown in figure 1.5.1. 
In ionic compounds, the individual lattice sites are occupied by charged ions and consequently lattice 
defects are charged. This charge causes the ionic current flow under an applied potential. In addition to 
structural point defects electronic defects can also form in an ionic solid by changes in valence, 
producing free electrons and electron holes. This results in some solid oxide ceramic materials to 
become mixed electronic and ionic conductors. 
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Figure 1.5.1: Schematic two dimensional illustration of the different types of point defects in a CGO lattice. 
The formation of point defects can be expressed in a defect reaction using Kröger-Vink notation. This 
notation is a standard method of representing defect reactions in ionic solids. The defect is defined with 
respect to the perfect lattice. The defect species is represented in the form shown below. 
HIA 
Where H represents the type of atom or V representing a vacant site. The superscript (c) represents the 
effective charge relative to the surrounding lattice where the symbol (•) represents positive, (⁄) negative 
and (x) neutral effective charge. The subscript (L) represents the site in the perfect lattice where the 
defect is located (i.e. an oxygen site O or cerium site Ce). Interstitial sites are denoted with the letter i . 
This notation allows defect formation reactions to be expressed in a conventional manner where the 
laws of mass conservation and electroneutrality are obeyed in addition to conservation of the number 
of lattice sites. Kröger-Vink notation will be used in the following section to describe the main types of 
point defects gadolinium doped ceria (CGO). 
When an intrinsic defect is formed in an ionic crystal the associated charge must be balanced in order to 
maintain overall charge neutrality. This occurs by the formation of oppositely charged defects in the 
Oxygen Vacancy
O2-
Ce4+
Oxygen 
Interstitial
Metal 
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crystal. The basic defect reactions are illustrated and described in the form of Kröger-Vink notation in 
figure 1.5.2.    
 
       J#'' KL<;MNO @KL//// +  2@<••                  R/KLS KL<;MNO R/T•••• + @KL////                 <S KL<;MNO T// + @<•• 
Figure 1.5.2: Illustration of the three types of intrinsic disorder as described in the form of Kröger-Vink notation. 
Each process has a different formation energy which is different for each material. The type of intrinsic 
disorder with the lowest formation energy will be the dominant mechanism. In addition to the structural 
defects shown in figure 1.5.2, the formation of electronic defects can also occur by intrinsic 
electron-hole pair formation as described by reaction 1.4. 
J#'' KL<;MNO // + ℎ• 
Reaction 1.4 
These reactions can all occur spontaneously within the system at stoichiometry in the crystal. As 
mentioned previously, extrinsic factors such atmosphere and dopants can create extrinsic defects. In 
highly oxidising atmospheres the following reactions can take place.  
=,, KL<;MNO T// + 2ℎ• 
Reaction 1.5 
=,, KL<;MNO <S + @KL//// + 2ℎ•• 
Reaction 1.6 
 
In a highly reducing atmosphere, the following reactions can take place. 
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<S KL<;MNO =,, + @<•• + 2// 
Reaction 1.7 
R/KLS + 2<S KL<;MNO R/T•••• + 4// + , 
Reaction 1.8 
In order to distinguish between all of these possible reactions, the dominant intrinsic defect reaction is 
identified. In the case of ceria, the dominant reaction is the anti-Frenkel reaction [19] since the 
formation energy of vacancies and interstitials for the cerium ion would result in the formation of 
tetravalent defects. In selecting the most energy favourable defect formation reactions under oxidising 
and reducing conditions, the remaining reactions under such conditions (reactions 1.6 and 1.8) can be 
considered negligible. Extrinsic defects are also produced by the incorporation of aliovalent ions into the 
lattice. These dopant ions can take up interstitial or substitutional sites and can have the same or 
different valence to the host lattice ions. Gadolinium is a tri-valent ion and when incorporated into the 
tetravalent lattice of the ceria system becomes an acceptor dopant. Gadolinium is specifically selected 
as a dopant due to the close matching ionic radius of 0.97 Å to the ionic radius of ceria 1.06 Å [20] and 
as a result, when gadolinium ions are incorporated into the ceria lattice, doping takes place 
substitutionally. The aim of this doping scheme is to introduce a large concentration of extrinsic oxygen 
vacancies and increase the range of oxygen partial pressures over which these defects are dominant. 
Oxygen vacancy compensation which occurs as a result of gadolinium incorporation into the ceria lattice 
is described by reaction 1.9. 
  
3,W KL<;MNO 23KL/ + @<•• 
Reaction 1.9 
However, under more oxidising conditions the effective negative charge of the substitutional gadolinium 
ion can be compensated by the formation of electron holes as described by reaction 1.10 
3,W KL<;MNO 23KL/ + 4<S + 2ℎ• 
Reaction 1.10 
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1.5.2 Brouwer Diagrams 
We now have all the reactions required in order to predict the defect concentrations under variable 
temperature and oxygen partial pressure. A Brouwer diagram is a plot of the concentration of each 
defect species in the system against partial pressure of oxygen.  The concentrations of each species in a 
defect chemical reaction can be measured by a reaction constant.  
We can now create an expression equating the concentrations of each defect species present in the 
system. Under different temperatures and pressures, the reaction constants for the defect formation 
reaction can swing in favour of forming one type of defect over another. In order to maintain the charge 
balance of the system, the full electroneutrality condition shown by equation 1.5.2 must be obeyed. 
2X@<••Y + Z = 2XT//Y + J + X3KL/ Y 
Equation 1.5.1 
Where electrons and electron holes are represented by J and Z respectively. In order to construct the 
Brouwer diagram for gadolinium doped ceria we define a distinct PO2 region where a specific reaction 
dominates. Under an oxidising atmosphere, all the reactions are possible but the oxidation reaction 
(reaction 1.5) dominates. In this reaction, oxygen interstitials and electrons holes are the only defects to 
be created; thus, the full electroneutrality condition can be simplified to equation 1.5.2. 
2XT//Y = Z 
Equation 1.5.2 
By substituting this electroneutrality condition (equation 1.5.2) into the oxidation reaction constant 
relationship (equations 1.5.3), we arrive at and 1.5.4. 
[1S(%) = XT//YZ,9<;;^  
Equation 1.5.3 
 XT//Y = _, = `abc(d)e fg^ 9<;h^  
Equation 1.5.4 
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We now have an equation describing the PO2 dependence of oxygen interstitial and electron hole 
concentrations. We can use the anti-Frenkel reaction constant (equation 1.5.5) to find the oxygen 
vacancy concentration dependence which is described by equation 1.5.6. 
[ij = X@<••YXT//Y 
Equation 1.5.5 
 X@<••Y = [ij k[1S(%)4 l0
=W 9<;0=m 
Equation 1.5.6 
Finally, the electronic reaction constant (equation 1.5.7) is used to show the electron concentration 
dependence on PO2 (equation 1.5.8). 
J = [L(%)Z  
Equation 1.5.7 
J = [L(%)2 k[1S(%)4 l0
=W 9<;0=m 
Equation 1.5.8 
Now we have an expression relating the partial pressure of oxygen to each of the defect species under 
oxidising conditions. The above process can then be carried out for two different impurity controlled 
intermediate regions and under reducing conditions. These relationships are then used to plot the PO2 
dependence of the defect concentration for each species, under each of the four conditions, thus 
creating the Brouwer diagram shown in figure 1.5.3. 
33 
 
 
Figure 1.5.3: A Brouwer diagram for gadolinium doped ceria showing the dominant defect species for each distinct region. 
The region where oxygen vacancies are the dominant defects is the region in the centre. This region is 
controlled by the dopant concentration. The effect of increasing the dopant concentration is to increase 
the number of oxygen vacancies relative to the other defects in addition to widening the PO2 range of 
this region in the diagram [19]. The electronic contribution to the total conductivity for CGO has been 
shown to be negligible at 635˚C and an oxygen partial pressure in excess of 10-13 atm [19].  
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1.5.3 Conductivity 
In each of the regions of the Brouwer diagram there is more than one charged defect therefore 
conductivity is always mixed to some extent. One type of conductivity is usually dominant, in the PO2 
range of SOFC operation conductivity due to species other than oxygen vacancies can be considered 
negligible.  The total conductivity σtot of a system is given as the sum of the individual conductivities of 
type j (Equation 1.5.10) and the conductivity of a given species is described by equation 1.5.11. 
 n1n = o pp  
Equation 1.5.9 
p = Rppqµp  
Equation 1.5.10 
Where R is the number of carriers of type s per unit volume,  is the species charge and q the electron 
charge. With sufficient gadolinium doping the oxygen vacancy concentration is high enough that ionic 
conductivity will dominate. However, there have been reports [19,21,22] that under highly reducing 
conditions experienced during fuel cell operation ceria can be reduced to a trivalent state resulting in 
the introduction of excess electrons into the system.  Electrons have a much higher mobility (2.2x10-3 
cm2/V sec [19]) than ions (4.3x10-4 cm2/V sec [19]) due to their significantly smaller mass. In order to 
maintain the dominant ionic contribution to the total conductivity any increase in the number of 
electronic defects in the system must be kept to a minimum.  The relative contributions to the total 
conductivity can be quantified by the transport number tk. 
tu = u o ppv  
Equation 1.5.11 
For a mixed conductor the ionic transport number (tion) is given by the following equation. 
tT1w = T1w (T1w + LxLA)⁄  
Equation 1.5.12 
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The mobility of an oxygen ion is a measure of the energy required for the species to jump into a vacant 
site. The mobility is temperature dependant. This can be expressed by the following equations. 
µ = z{,|{(q }%)⁄ /~Z(−3 }%⁄ ) 
Equation 1.5.13 
Where z is a geometric factor, |{ is the jump attempt frequency, { is the average jump distance,  is 
the species charge, q the electron charge, } the Boltzmann constant, % the temperature, and ΔGm is the 
Gibbs free energy for the species to make the jump. This can be rewritten in terms of the enthalpy 
(") as shown by equation 1.5.15. 
µ = ( %⁄ )/~Z(−" }%⁄ ) 
Equation 1.5.14 
Where  contains the non-temperature dependant terms including /~Z(G }⁄ ). This can then be 
related to the concentration of charge carriers (R) by substituting equation 1.5.14 into equation1.5.10. 
This gives the temperature dependant conductivity relationship shown in equation 1.5.16. This is then 
simplified to the empirically derived form which is used to analyse conductivity data 1.5.16. 
  = ( %⁄ )Rq /~Z(−" }%⁄ ) 
Equation 1.5.15 
 = F{/~Z(−& }%⁄ ) 
Equation 1.5.16 
Where & is the activation energy for conduction. Equation 1.5.16 now contains the concentration of 
free species term (C) in the F{ term. It is important to make the distinction between free and bound 
oxygen vacancies since the phenomenon of defect association becomes important at low temperatures 
and high dopant concentrations. This occurs due to a combination of coulombic attraction between 
positively charged oxygen vacancies X@<••Y and the negatively charged dopant ion X3KL/ Y, and elastic 
strain energy. This has an effect on the activation energy at low temperatures as the vacancies require 
additional energy to dissociate from the dopant ion. In this low temperature regime (<650˚C), the 
activation energy, &, is made up of an association term, ", and the defect migration term, ". A 
change in activation energy is observed above 650˚C [23,24]. This change is attributed to the negligible 
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defect association energy term above this temperature. From measurements of the activation energy 
above and below this transition temperature, " has been estimated to be 0.28 eV for gadolinium-
doped ceria, which agrees well with theoretical calculations [23,24]. The concept of defect association is 
an important one and has been used to explain the decrease in ionic conductivity with increased dopant 
concentration observed above the optimum value (~ 10-15 at% of CGO and 16 at% for YSZ [25-27]).  
Ionic conductivity in the bulk material is relatively well understood. Ceramic oxide materials such as 
acceptor-doped ceria and zirconia have a polycrystalline structure. The conduction pathway through the 
bulk material is therefore interrupted a series of internal interfaces or grain boundaries. The effect of 
these interfaces on ionic conductivity and their interaction with charged defects is less well understood 
and of crucial importance for future development of these materials. This particular area of research has 
been the subject to intense investigation in recent years and a detailed review of the literature in this 
area is presented in chapter 3. The different types of grain boundary and the methods used to 
characterise their geometry will be discussed in the following section.  
37 
 
1.6 Grain Boundaries 
A polycrystalline ceramic material is formed by sintering a compacted powder at high temperature. 
During high temperature sintering, diffusion of atoms enables the powder particles to grow, porosity in 
reduced and the density of the material increases. This densification process is driven by a reduction in 
Gibbs free energy which is associated with a reduction in surface area. Grain growth also occurs at the 
expense of smaller grains and is driven by the internal energy gains associated with the reduction of 
surface area to volume ratio of the grains. It is during such high temperature sintering processes that 
segregation of impurities and dopant ions occurs. This segregation is driven by either the desire to lower 
the lattice strain energy associated with ionic radii mismatch or by coulombic attraction by charged 
grain boundaries. After the sintering process, the highly porous, compact powder microstructure is 
transformed to a high density series of grains separated by grain boundaries. The different types of grain 
boundaries formed during sintering are defined by the misorientation between grains and the energy 
associated with this misorientation. An overview of the measurement of grain boundary geometry is 
outlined in this section. 
Grain boundaries are structural components of a polycrystalline material. The macroscopic properties of 
a polycrystal cannot just be considered as the sum of individual grains but must be considered as a sum 
of the grains and grain boundaries. A grain boundary can be defined as the region of relative disorder 
resulting from the meeting of two misorientated grains.  The term relative disorder is used here as a 
degree of order can be found in the grain boundary structure. The amount of order in the grain 
boundary structure is dependent on the grain boundary misorientation. An understanding of the types 
of grain boundary and their effect on the macroscopic properties becomes even more important in 
nanocrystalline materials due to the high volume fraction of grain boundaries.  
The primary physical feature of a grain boundary is the amount of excess free volume present compared 
to the bulk. Grain boundaries can be sites for segregation, nucleation, high strain and defect 
accumulation. There can also be differences in properties between grain boundaries themselves which 
depends on their misorientation and excess free volume. Defining types of grain boundaries is not a 
simple task. Grain boundaries can be generally categorised into low and high angle grain boundaries. 
High angle grain boundaries have a misorientation angle greater than approximately 10˚. Low angle 
grain boundaries consist of an array of dislocations which elevate the strain energy associated with the 
small misorientation. Grain boundaries can also be categorised as special and general boundaries. 
Special grain boundaries are high angle grain boundaries which have some regular structure resulting in 
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a reduction in the grain boundary energy. At these specific orientations the grain boundary can possess 
properties different from the general type of boundary. This distinction is very closely related to the 
grain boundary structure and special grain boundaries will have low excess free volume in their 
structure. The approach of attempting to engineer grain boundaries so as to maximise the number of 
special grain boundaries has been the subject of much research [28,29]. However, the exact relationship 
between grain boundary structure and properties is not fully understood.  
Gaining a detailed knowledge of the position of individual atoms in a boundary plane in addition to 
defect structures and chemistry is currently only possible on a small scale. The usual approach to 
measuring defining a grain boundary structure is a more general one of considering the crystallographic 
relationship between two grains. This crystallographic relationship constitutes the major part of the 
boundary structure and allowing statistically significant quantities of data to be collected. Obtaining this 
information requires the combination of crystallographic and spatial information in order to establish 
the principle grain orientations and the orientation of the boundary plane.  
Electron microscopy is the primary tool for this characterisation as diffraction patterns can be obtained 
from regions smaller than the grain size in addition to imaging the grain boundary plane. In the 
transmission electron microscope (TEM) this can be achieved with higher special resolution than 
scanning electron microscopy (SEM). Modern TEM techniques such as high resolution transmission 
electron microscopy (HRTEM), scanning transmission electron microscopy (STEM) and electron energy 
loss spectroscopy (EELS) can provide detailed atomic scale structural and chemical information, although 
statistically significant quantities of data is not feasible. An alternative approach is to use SEM and 
electron back-scatter diffraction (EBSD), which is able to identify the orientation relationship of a large 
number of grains in a short time. The special resolution of this technique is limited and the grain 
boundary plane orientation is not known and the high level of detail available with TEM is not possible.  
1.6.1 Grain Boundary Geometry 
An isolated grain boundary has eight degrees of freedom. Five of which are termed macroscopic and 
three microscopic [30-32]. Of the five macroscopic degrees of freedom, four define two crystallographic 
directions in each grain and the other refers to a rotation angle. The three microscopic degrees of 
freedom refer to the atomic structure of the grain boundary plane and are characterised by translations 
of the two grains parallel and perpendicular to the grain boundary plane. These microscopic degrees of 
freedom are more difficult to measure, although important to the grain boundary properties. There are 
 a number of schemes for characterising the grain boundary geometry, the more important and widely 
used methods will be described here.
The five macroscopic degrees of freedom characterise the grain boundary geometry
crystallographic misorientation of the two grains. In case of the general grain boundary this 
misorientation is commonly defined by an angle and axis pair. We imagine that two crystals or grains of 
a grain boundary can interpenetrate. One 
(UVW) of rotation is then defined using the coordinate system of the reference grain. A single rotation 
of the second grain about this axis must bring the lattice points of the two grains into ali
angle of rotation (θ) combined with the rotation axis (UVW) define a grain boundary misorientation and 
satisfy the five macroscopic degrees of freedom. This rotation and angle is shown schematically in figure 
1.6.1 for a special grain boundary 
actually parallel to the grain boundary plane and is often referred to as a tilt boundary. The general 
example is a combination of a tilt and twist.
Figure 1.6.1: Illustration of two interpenetrating crystal lattices showing the axis (UVW) and angle (θ) pair for a) a special 
grain boundary and b) a general or random grain boundary. 
Generally five degrees of freedom which are satisfied by t
to categorise grain boundary geometry. 
 
grain is arbitrarily chosen as the reference grain. An axis 
and a general boundary. The rotation axis in the special boundary is 
 
 
his approach are considered sufficient in order 
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 The angle axis pair only addresses five of the eight degrees of freedom for a give grain boundary. This 
defines the orientation relationship of the two grain but says 
boundary plane. A simple illustration of this point can be seen from figure 1.6.2.
                                               
Figure 1.6.2: a) Showing the interpenetration of two grains, b) the removal of atoms from each side of the chosen boundary 
position and, c) the relaxed grain boundary structure after a microscopic translation.
The important point from figure 1.6.2 is the position of the grain boundary
are shown to interpenetrate.  In figure 1.6.2 B the atoms on either side of the boundary have been 
removed revealing the grain boundary structure. In figure 1.6.2 C the crystallographic relationship 
between the two grains is identical yet the boundary structure is different due to a translation 
perpendicular to the boundary plane. As a result of this translation the boundary plane is in a slightly 
different position. This is an example of the effect on grain boundary structure
The grain boundary plane could be positioned on the next row of atoms or one grain translated parallel 
to the boundary plane shown in figure 1.6.2. The boundary plane c
angle, resulting in a very different grain boundary structure. The grain boundary has a second dimension 
running into the plane of the paper allowing the boundary to be inclined at an angle or twisted which 
again will result in a different crystal structure as illustrated in figu
nothing about the position of the grain 
 
 
 
. In figure 1.6.2 A the grains 
ould also be curved or inclined
re 1.6.3.  
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 of a simple translation. 
 at an 
 Figure 1.6.3: Illustration of the grain boundary plane position in the three dimensional material.
This illustrates the need for an image of the grain boundary plane preferably with atomic resolu
can be achieved in the TEM however there are some practical problem with identifying an inclination in 
the boundary plane accurately.  
The angle/axis pair approach is the most common method for characterising grain boundary geometry. 
The grain boundary is often reported without including the boundary plane normal, thus the same 
angle/axis pair may be reported for two grain boundaries with different boundary structures. A quartet 
of information should be reported for a grain boundary rather than a
boundary accurately, they are an angle, axis, boundary plane normal and microscopic translation.
1.6.2 Special Grain Boundaries 
Special grain boundaries do not have the apparent random structure as with the general case. D
the specific angle, axis, and plane normal relationship
boundary structure due to lattice ‘matching’. It is these grain boundaries which are easier to study and 
often exhibit ‘special’ behaviour. For 
approach is employed. First we consider the interpenetration of the two grains as described previously, 
and the same angle axis pair approach is used to characterise the boundary. For the spe
super lattice which is generated from the interpenetration of the two grains results in a periodicity of
the structure shown in figure 1.6.4
 
 pair in order to characterise a grain 
 
, special grain boundaries have periodicity in the 
such special grain boundaries, the coincident site lattice (CSL) 
. 
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tion. This 
 
ue to 
cial case, the 
 
 Figure 1.6.4: Illustration of special grain boundaries showing a) the interpenetration of the two grains, b) the grain boundary 
plane position and structure after removal of atoms from either side of the boundary plane, c) the CSL structure and d) a 
second special grain boundary [33]. 
The specific misorientation shown in figure 1.6.4 A gives rise to some of the lattice points being 
coincident (occupying the same lattice site). The coincident site lattice is a resul
symmetry of the two grains, and there are a number of misorientations which give rise to a CSL. 
Removal of atoms of each grain from the opposite side of the boundary plane leads to the grain 
boundary structure shown in figure 1.6.4 B
CSL unit cell volume to that of the lattice unit cell volume is five to one meaning that one every five 
lattice sites coincide. This particular case has a rotation of 36.87
grain boundary. Figure 1.6.4D shows a different rotation angle of the two grains about the same 001 
axis. This boundary has a rotation of 22.62
called a ∑13 boundary. The repeat
real repeat structure present in the grain boundary structure. This boundary structure is shown in 
A 
C 
. Figure 1.6.4 C highlights the CSL unit cell. The ratio of the 
˚ about the 001 axis
˚ and has a CSL cell volume ratio of thirteen to one and is 
 structure of the CSL in the interpenetrating model manifests as the 
B 
D 
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t of the structure and 
 and is called a ∑5 
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figures 1.6.4B and D. The repeat structure of a special grain boundary gives the two grains a close fit 
compared with the general case. Small microscopic translations will often occur to relax the strain of 
individual atoms lowering the grain boundary energy. In polycrystalline materials there is little chance of 
finding a special grain boundary. Grain boundaries which are close to the CSL misorientation will often 
show properties similar to that of the special case.  
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1.7 Summary 
In this chapter, the types and basic principles governing the operation of a fuel cell with a specific focus 
on the solid oxide fuel cell or SOFC have been described. The methods used to calculate the efficiency of 
the fuel cells and the types of losses which occur in the cell were discussed. The structure and 
performance criteria requirements of the SOFC electrolyte material have also been discussed. The 
defect types and concentrations for acceptor-doped ceria have been described and the principles 
governing oxygen ion conductivity have been set out. Grain boundary geometry and the coincident site 
lattice system for describing grain boundaries was introduced alongside methods for characterising the 
general grain boundary.  
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2 Grain Boundary Conductivity: A Literature Review 
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2.1 Grain Boundary Defect Structure 
Acceptor-doped ZrO2 and CeO2 are ionic conductors over a wide temperature range. These materials are 
used in the form of polycrystals and the grain boundaries present a blocking effect to ionic conductivity. 
The specific grain boundary conductivity (∗ ) is usually at least two orders of magnitude lower than 
that of the bulk material () [34-85]. The grain boundary blocking effect in many cases has been 
attributed to an amorphous inter-granular film of predominantly SiO2 impurity. High purity materials 
which show no amorphous inter-granular film have also shown the presence of a grain boundary 
blocking effect. In this case, the blocking effect has been attributed to the presence of a space charge 
layer and subsequent oxygen vacancy depletion at the grain boundaries [86-102]. The grain boundary 
activation energy is higher than the bulk for both normal and high purity material. The grain boundary 
blocking effect has also been shown to become negligible at temperatures above 600˚C in gadolinium 
doped ceria [75] and at dopant concentrations greater than 15 mol% in calcium-doped ceria [103]. 
In structural terms, a grain boundary is an internal interface between two misoriented crystals. This 
interface is atomically sharp and can be defined as the region where the crystallographic repeat 
structure of a crystal no longer exists. At thermodynamic equilibrium, due to the nature of an ionic 
crystal the structural grain boundary or grain boundary core becomes charged. This charging of the grain 
boundary core arises from excess ions of a given charge in the boundary plane. The core charge is then 
compensated by the accumulation of species of the opposite sign in a layer adjacent to the boundary 
core. Charge compensation adjacent to the boundary core in this way is known as a space charge layer 
[104-109]. Accumulation of charged species in the space charge layer creates a deviation from the bulk 
defect concentration. This is illustrated schematically in figure 2.1.1. The exact nature of the space 
charge layer is dependant of the formation energies of the various defects in the system. The formation 
energies of such defects can also vary with dopant type, concentration and other impurities present in 
the system. Electrical properties of ionic conductors such as CGO and YSZ, as discussed previously, are 
highly dependent on the type and concentration of defects. Deviation from the bulk defect 
concentrations in the space charge layer has a significant influence on the electrical properties of the 
overall system. 
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Figure 2.1.1: Schematic illustration of a grain boundary core (at x=0) and adjacent space charge layer (with width λ*), the 
defect concentration within the space charge layer deviates from the bulk value due to grain boundary core charge 
compensation.  
The space charge concept poses an interesting point regarding the definition of a grain boundary. The 
space charge layer is a part of the bulk material in structural terms, however, in electrical terms it is 
clearly a part of the grain boundary. If we use the electrical definition the grain boundary can be defined 
in the following way. 
 = 2∗ + 	 
Equation 2.1.1 
The term  in equation 2.1.1 is the total grain boundary width,  ∗ is the space charge layer width and 	 is the width of the grain boundary core. The space charge layer can be quite large whereas the 
boundary core is on the order of 1nm. Work carried out on di, tri (Y3+ and Ca2+) and pentavalent (Nb5+ 
and Ta5+) dopant ions in ZrO2 showed an enrichment of divalent and trivalent ions (with effective 
negative charge) at the grain boundary layers. Pentavalent ion (with effective positive charge) 
enrichment was not observed, suggesting a positively charged grain boundary core [110]. These findings 
are illustrated schematically in figure 2.1.2.  
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Figure 2.1.2: Showing A) schematic illustration showing preferential grain boundary segregation of dopant ions with effective 
negative charge (Ca
2+
 and Y
3+
) suggesting a positive grain boundary core charge [110] and B) dopant concentration profiles in 
in a ZrO2 crystal matrix.  
In fluorite structures such as gadolinium-doped ceria, the difference in ionic radius between Gd3+ and 
Ce4+ is too small for elastic strain energy to provide a significant driving force for segregation. 
Segregation of Gd ions to the grain boundary is considered to be driven solely by coulombic attraction 
with the positively charged boundary core. The segregation of Gd to grain boundaries has been 
observed in accordance with this model [111,112]. Gadolinium ion enrichment at free surfaces has also 
been observed in CGO, and it was postulated that similar effects would occur at internal surfaces 
[113,114].  
In other material systems, such as perovskites, the evidence for space charge layer is compelling. The 
grain boundary core in SrTiO3 has been shown to have a positive charge. This positive charge has been 
shown to originate from high concentrations of oxygen vacancies and has been supported by theoretical 
calculations to show such oxygen vacancy concentrations to be energetically favourable [115-119]. 
Atomic resolution analysis of grain boundaries in SrTiO3 show evidence for incomplete oxygen 
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octahedra, which effectively act as immobile oxygen vacancies at the grain boundary core [118]. 
Molecular dynamic simulations carried out for a ∑5 (310)/[001] θ=36.9˚ symmetrical tilt boundary in YSZ, 
showed that the misoreintation of the two grains creates a structural relaxation resulting in the 
stabilisation of intrinsic oxygen vacancies at the boundary core [120]. It is important to note, however, 
that perovskite systems are very different from both acceptor-doped zirconia and ceria structures. 
One of the few electron energy loss spectroscopy (EELS) investigations carried out on fluorite structures 
showed some interesting results. Investigations carried out at a (310)/[001] θ=24˚ boundary showed an 
increase in the Y/Zr ratio which was accompanied by a decrease in the O/Zr and O/Y ratios relative to 
the bulk composition [22]. These results show an enrichment of yttrium and oxygen vacancies at the 
boundary core, but the Y enrichment is not sufficient to charge compensate the oxygen vacancy 
concentration. Polycrystalline Gd doped ceria (CGO) samples were also studied in this work and similar 
changes where observed. The Gd/Ce atomic ratio was shown to increase and was accompanied by a 
decrease in the O/Ce ratio. It was concluded in this work that such changes at the grain boundary core 
are generic to fluorite systems. One important observation made in this work was a change in the Ce 
M5/M4 edge ratio in the electron energy loss spectra for the CGO system, and changes in both Zr 
M3/M2 and Y M3/M2. These changes were also accompanied by a shift in the edge position and it was 
thus concluded that the electronic and ionic properties local to the grain boundary were significantly 
changed. Such a change for the Ce M5/M4 edge ratio indicates a change in the cerium valence state 
from 4+ to 3+. This reduction of ceria introduces electronic defects into the system and acts to charge 
compensate the positive grain boundary core. Various other techniques have been used such as auger 
electron spectroscopy (AES), electron energy loss spectroscopy (EELS), energy dispersive x-ray analysis 
(EDX) and x-ray photoelectron spectroscopy (XPS), to observe yttrium enrichment at grain boundaries in 
YSZ. These studies have all shown yttrium enrichment over a distance of 1-4 nm [121,122]. 
In the space charge layer model, the defect concentration profile of mobile defect species is governed 
by the Poisson equation. Following the approach presented by Guo and Waser [123] the electrochemical 
potential of a mobile defect species s with an effective charge 5 at a position ~ from the interface is 
given by 
?p(~) = µp{ + }% 'J Rp(~) + 5/
(~) 
Equation 2.1.2 
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Where Rp(~) is the concentration of species s at position ~, 
(~) is the electrostatic potential, µp{ is the 
standard chemical potential, } is the Boltzman constant, % is temperature and / is the electron charge. 
At equilibrium ?p(~) = ?p(∞) and equation 2.1.2 can be rearranged to give an expression relating 
composition profile with the electrostatic potential profile. 
Rp(~)Rp(∞) = /~Z k− 5/
(~)}% l 
Equation 2.1.3 
Segregation of acceptor dopants in the space charge layer can only occur at temperatures higher than 
1000˚C since these ions do not have sufficient mobility in the lattice at temperatures below this value. 
The acceptor concentration profile is “frozen in” below 1000˚C and the grain boundary concentration 
has been found to be approximately a factor of two higher than the bulk value for YSZ [121,122]. In 
contrast, the oxygen vacancy concentration profile in the space charge layer can decrease to several 
orders of magnitude lower than the bulk value [95] and can vary with temperature. Assuming a double 
Schottky type barrier, the Poisson equation can be used to describe the electrostatic potential in 
relation to the bulk. 
,∆
(~)~, = − 1 (~) 
Equation 2.1.4 
In equation 2.1.4,  is the charge density and  is the dielectric constant. Due to the depletion of oxygen 
vacancies, the charge density is considered to be dominated by the acceptor concentration profile. 
There is an association energy between the dopant ion and oxygen vacancy in the bulk which is 
indicated by a curvature in the grain bulk Arrhenius plot [124]. No such curvature is found in the grain 
boundary Arrhenius plot even down to temperature below 560˚C [123]. This indicates that the 
association energy found in the bulk at low temperatures can be considered negligible at the grain 
boundary. The defects at the grain boundary can, therefore, be considered to be essentially free due to 
the field defect in the space charge layer. These assumptions allow us to equate the charge density () 
to the charge associated with the acceptor concentration (/R/ ) [123]. This leads to equation 2.1.5. 
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,∆
(~)~, = − /R/  
Equation 2.1.5 
By incorporating the Debye length  and rearrangement of equation 2.1.5 we arrive at equation 2.1.6. 
∆
(~) = /R/2 (~ − ∗) 
Equation 2.1.6 
Here ∗ is the space charge layer width. This equation allows the electrostatic potential produced by the 
barrier to be calculated and by substituting equation 2.1.3 into 2.1.6 we arrive at the following equation 
which allows the oxygen vacancy concentration as a function distance from the grain boundary core (~) 
to be calculated.  
R••(~)R••(∞) = /~Z − 12 k~ − 
∗ l, 
Equation 2.1.7 
Where the Debye length () is related to the electrostatic potential barrier height (∆
) by equation 
2.1.8. 
∗ = 2 /Δ
(0)}% 
=,
 
Equation 2.1.8 
This double Schottky barrier model can also be used to explain the diminishing grain boundary 
resistance which has been observed at high temperatures (>1000˚C). At these temperatures, in addition 
to the oxygen vacancies, the dopant species are also mobile. Thus both species contribute to the space 
charge layer electrostatic potential. Due to the temperature dependence of the oxygen vacancy profile, 
the depletion levels of this species are small. This combined with a small space charge layer width, can 
explain the negligible grain boundary resistance above 1000˚C. The low temperature situation which is 
described above is the important one since this the regime of operation for these materials. 
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2.2 Grain Boundary Electrical Properties 
SiO2 is the major impurity phase present in ZrO2 and CeO2 ceramic materials, in addition to trace 
elements of alkali, transition metal and other rare earth metal oxides. During high temperature 
sintering, these elements along with the host and dopant ions accumulate at grain boundaries producing 
an intergranular siliceous phase. It is widely recognised that the presence of such a phase has a 
significant and detrimental effect on the grain boundary electrical properties [41-44,46-48,50,52-
55,60,64-66,72,76,81,82,125-130]. The impurity phase can be continuous or accumulated at multi grain 
junctions and exist in different compositions. The specific morphology, location, viscosity, wetting 
properties and composition of the intergranular phase is dependent on a number of factors including, 
starting powder composition, sintering atmosphere, temperature and cooling rates. The main factor 
affecting the grain boundary conductivity is the extent of grain boundary coverage. The activation 
energy for conduction, &, does not vary significantly with impurity composition 1.08-1.16 eV 
[48,49,54,103,125,126,131] which is only a small increase compared to the bulk value.  
The morphology of this SiO2 phase can be divided into two models. The first is a continuous boundary 
phase covering all grains. In this model there is only one pathway for oxygen ions to cross the grain 
boundary and that is through the SiO2 phase. In order for this to be true the mobility of oxygen ions 
through this phase must be good. This model would also suggest that there would be very different 
activation energies for two chemically different SiO2 phases and be significantly different for the bulk 
and SiO2 phase. The experimental evidence does not support this model. The second model involves the 
accumulation of the intergranular phase at pockets and multi grain junctions resulting in only partial 
coverage of the grain boundary area. Most TEM investigations have suggested this partial coverage 
model [45,58,87,90,132-136]. This model poses the possibility for conduction to take place via two 
different pathways, through direct grain contact and through the SiO2 phase. The composition and 
structure of the SiO2 phase is similar to that of silicate glass [137] and thus would not be expected to be 
a good ionic conductor. Transport of oxygen ions across grain boundaries is assumed to occur via the 
direct grain to grain contact only. The dependence of grain boundary conductivity on impurity content is 
thought to be a product of a reduction in direct grain to grain contact area [123]. 
The majority of observations made of the intergranular SiO2 layer show the phase to reside at multi 
grain junctions. The grain boundary conductivity can be reduced by the constriction of the current path 
by this insulating phase [60,138]. This can be modelled as a reduction in surface area and can be 
described in the following terms [138]. 
 The term =  in equation 2.2.1 is the resistance resulting from constriction of current path by SiO
the bulk resistance, is the average grain size, 
to grain contact area assuming circular morphology, and 
Figure 2.2.1: Schematic of the model describing the grain boundar
by SiO2 intergranular phase. The direct grain to grain contact area is simplified to a circle with diameter 
the average distance between grain boundaries or grain size.
The ratio of the two resistance values shown in equation 2.2.1 can be used to describe the effect of SiO
impurity on the grain boundary resistance. Bauerle 
effect of SiO2 impurity on the grain boundary resistance, however, this mathematical treatment allows 
the effect to be modelled numerically 
increased by a factor of 17 as the SiO
can be explained by a high SiO2 grain boundary coverage as modelled by a 
Materials of high purity, where a SiO
conductivity to be at least an order of magnitude lower than the bulk value 
boundaries are inherently resistive despite the presence of an amorphous SiO
Burggraaf et al. [36] first suggested that a
boundary region could play a role in the observed low grain boundary conductivity.
developed using a space charge layer model and the grain boundary conductivity was calculated as 50
120 times lower than the bulk value which agrees well with experiment 
= = F   
 (as shown in figure 2.2.1) is the diameter of the grain F is a geometrical factor.
y resistance resulting from the 
 
[139] first suggested this model to describe the 
[123]. Badwal [45] showed that the grain boundary resistance 
2 content in YSZ increased from 20ppm to 870ppm. This increase   value of 0.09 
2 phase has not been observed, show specific grain boundary 
[58,87,89,90,132,140]
 depletion in the number of oxygen vacancies at the grain 
[101]. Guo and Maier proposed 
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constriction of current flow  and the term  is 
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[123]. 
. Grain 
2 intergranular film. 
 This idea was 
-
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a Schottky barrier model which explains the observed grain boundary phenomena for doped ZrO2 and 
CeO2 [90,95,101].This model was also shown to be valid for nanocrystalline CeO2 [92] The grain 
boundary resistance due to the space charge layer model can be calculated from the conductivity ratio 
which is a function of the potential barrier height as shown by equation 2.2.2. A full derivation of this 
equation can be found in the review by Gou et al. [123]. 
xu = exp(2/ ∆
 [%⁄ )25/ ∆
 [%⁄  
Equation 2.2.2 
The Schottky barrier model has been applied to explain the grain boundary blocking effect in SrTiO3. 
Depleted concentrations of oxygen vacancies and electron holes have been observed at grain 
boundaries in SrTiO3 [141-145]. This evidence supports the space charge layer model in explaining the 
blocking effect sufficiently for SrTiO3. 
From this section we conclude that the grain boundary resistance is composed of two parts shown in 
equation 2.2.3. 
d1nx = = + , 
Equation 2.2.3 
The grain boundary resistance due to the constriction of current flow by SiO2 intergranular phase, which 
is modelled by equation 2.2.1 is =. The intrinsic grain boundary resistance from the space charge layer 
is ,. Although it is important to distinguish the contributions to the total grain boundary resistance in a 
system where both contributions are significant separating them is a very difficult objective to achieve. 
In order to interpret electrical measurements from impedance spectra and use them to understand the 
material behaviour a microstructural model is employed. Before further discussion of grain boundary 
property measurements the details and assumptions of this model will be explained. 
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2.2.1 The Brick Layer Model 
 The polycrystalline sample is simplified to an array of cubes stacked together like bricks as shown in 
figure 13. The grain boundary conductivity path can now be simplified into two possibilities, parallel 
(along the grain boundary) and perpendicular (across the grain boundary). We have already 
acknowledged that the grain boundary resistance due to SiO2 and or space charge layer is large 
compared with the bulk thus it is not unreasonable to suggest that the parallel resistance is much 
greater than the perpendicular resistance. This assumption is not valid for microstructures where the 
grain size is on the nano scale since the number of parallel grain boundaries is significantly increased and 
their contribution cannot be ignored [146,147]. Further discussion of nanocrystalline systems is 
presented in section 2.2.4. When the brick layer model is applied to a system the blocking effect of the 
parallel grain boundaries is neglected and conduction is expected to occur through grains and across 
grain boundaries. Information collected from impedance measurements and geometrical measurements 
of our sample allows the calculation of a number of terms.  
Rxu = {xu iw           and           R = { iw 
Equation 2.2.4  and Equation 2.2.5 
Figure 2.2.2 shows that L is sample length, A is the surface area and   is the average grain size 
estimated from scanning electron microscopy (SEM) images. The capacitance (C) and resistance (R) 
values can be collected from impedance spectroscopic data. Armed with this information the brick layer 
model allows us to estimate the measured electrical thickness of the grain boundary () from the 
following equation (based on the assumption that  xu = ). This assumption is not ideal but the 
effect on the final result is negligible compared with the difference in capacitance values. In addition  
has been shown to be 0.95 that of the bulk value in SrTiO3 [143]. 
 
 Figure 2.2.2: Schematic representation of the simplified polycrystalline microstructure as used in the brick layer model. 
A is the electrode area, L the sample length
direction of current flow. 
Using the brick layer model and the assumption described above equations 2.2.4 and 2.2.5 can be 
simplified to equation 2.2.6. This equation (as derived from the brick layer model) is central to the 
analysis of the grain boundary electrical properties. 
Another important term to introduce is that of the specific grain boundary conductivity 
boundary resistance presented in t
individual contributions from each grain boun
more grain boundaries that are present in the sample under investigation the larger the measured grain 
boundary resistance. In order to make meaningful comparisons between samples of different siz
grain size, the following equation allows the calculation of specific grain boundary conductivity which is 
an averaged property for a single grain boundary.
,  the average grain size and + the electrical grain boundary width in the 
 
RxuR = xu 
he impedance spectra for a given sample is the summation of all the 
dary perpendicular to the direction of current flow. So the 
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Here 
Equation 2.2.6 
(∗ ). The grain 
es and 
57 
 
∗ = F xu 
Equation 2.2.7 
In this equation the length () and surface area (F) of the bulk specimen allow the resistance term 
(which is dependent on geometry) to be converted to resistivity which a material property. The 
reciprocal of resistivity, is of course, conductivity. The equation for calculating conductivity () from 
resistance () is given by equation 2.2.8. Therefore the above equation describing specific grain 
boundary conductivity (∗ ) can be simplified to equation 2.2.9. 
 = F 
Equation 2.2.8 
∗ =  xu  
Equation 2.2.9 
The average grain size (xu) can be obtained with reasonable accuracy from microstructural analysis. 
Therefore, the calculated specific grain boundary conductivity, ∗ , is heavily dependent on the 
capacitance ratio shown in equation 2.2.6, the assumptions of the brick layer model, and valid 
interpretation of impedance spectral data. However, when applied to a suitable microstructural system, 
equation 2.2.9 allows true comparison of grain boundary conductivity between materials of different 
grain sizes and compositions to be made. 
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2.2.2 High Purity Material 
The intrinsic effects from the space charge layer become much more significant for materials of high 
purity (specifically low SiO2 content). This is defined here as <50ppm for high purity, ~200ppm for 
medium and  ~ 1000ppm for low purity material. In the high purity situation, the = contribution to the 
total resistivity is negligible and d1nx is taken to be equal to , (see equation 2.2.3). In high purity 
material such as this, the grain boundary arc in the impedance plot is very small. An example is shown 
for 8 mol % ZrO2 in figure 2.2.3 [123]. 
 
Figure 2.2.3: Example impedance spectrum of high purity 8mol% YSZ at 300˚C illustrating the small grain boundary resistance 
with low SiO2 content [123].  
Using equation 2.2.6, the space charge layer thickness () can be calculated and has been shown to be 
approximately 4-6 nm in total from various samples [36,90,95,148]. This approximate value agrees well 
with experimentally-collected data for solute segregation which has been shown to occur over a 
distance of 2-4nm [111,114,121,122,133-136]. From this estimation of the space charge layer thickness, 
the calculated specific grain boundary conductivity for the example shown in figure 2.2.3  is 
approximately two orders of magnitude lower than the bulk [123]. The specific grain boundary 
conductivity for high purity material is dependent on composition. It has been shown to be four orders 
of magnitude lower than the bulk for 1 mol% YSZ [95]. In acceptor-doped CeO2 the blocking effect is 
larger but a similar trend with composition has been observed. The specific grain boundary conductivity 
(∗ ) for 1mol% yttrium doped ceria (CYO) was found to be five to seven orders of magnitude lower 
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than the bulk and three orders of magnitude lower for 10 mol% CYO [90]. HRTEM studies on these 
materials showed no sign of SiO2 intergranular film to explain the low specific grain boundary 
conductivity [90,95]. The poor specific grain boundary conductivity can therefore be explained in terms 
of the space charge layer model. The higher activation energy (&) associated with the grain boundary 
is attributed to the space charge layer [123]. The difference in activation energy between bulk and grain 
boundary can, therefore, be described in terms of the potential barrier height. 
& − &xu = 2/∆
(0) − [%  1 + 1%∆
 ∆
(1 %⁄ )¡ 
Equation 2.2.10 
This difference in & can be estimated from equation 2.2.10. For 8 mol% YSZ (as discussed above) [123] 
the difference in activation energy was calculated at 0.12 eV which agrees well with the experimental 
value of 0.11eV [95,123]. Similar agreement was shown for CYO [90].  
Once the grain bulk and specific grain boundary conductivity have been obtained by impedance 
spectroscopy, the grain boundary barrier height can be calculated as a function of temperature from 
equation 2.2.2. The temperature dependence of the potential barrier (
) height has been observed 
experimentally [90]. The grain boundary blocking effect has also been shown to be dependent on 
dopant concentration. Guo et al. [90] calculated a decrease in barrier height from 0.5eV to 0.4eV for 1 
and 10 mol% CYO from the observed difference in activation energy, as shown in figure 2.2.4. 
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Figure 2.2.4: Schottky barrier height (*) calculated from experimentally obtain conductivity data using the brick layer model 
for 10 and 1 mol% Y2O3-doped CeO2 as a function of inverse temperature. The barrier height per Kelvin is also plotted for 10 
mol% CYO [90]. 
This decrease in barrier height with concentration can explain the diminishing blocking effect observed 
for 15mol% (30 at%) material, although a larger rate of decrease is required from 10-15 mol% acceptor 
doping than that shown from 1 to 10 mol% [123]. As shown in the equations set out above describing 
the space charge layer model, the oxygen vacancy profile can be calculated. Guo et al [95] carried out 
such a calculation for 8 mol% YSZ and 0.4 mol% Al2O3 co-doped 8mol% YSZ. The calculation showed the 
oxygen vacancy concentration profile dropped by 3-4 orders of magnitude in the space charge layer 
compared to the bulk value (figure 2.2.5A). This was shown to agree well with the experimental values 
of the grain boundary and grain bulk conductivity ratio [95]. This has been further supported in the 
acceptor-doped CeO2 situation where oxygen vacancy depletion in the space charge layer was calculated 
at 7-10 orders of magnitude below the bulk value for 10 and 1 mol% CYO [90] (figure 2.2.5B).  
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Figure 2.2.5: Normalised oxygen vacancy concentration profile calculated from equation 2.1.7 in the space charge layer for 
A), 8 mol% Y2O3-ZrO2 and 0.4 mol% Al2O3-ZrO2 -8 mol% Y2O3-ZrO2 and B) [95], 10 mol% Y2O3-CeO2 and 1 mol% Y2O3-CeO2 [90]. 
This oxygen vacancy depletion shown in figures 2.2.5 accounts for the blocking effect observed in high 
purity material. For material of normal purity (~200 ppm SiO2) the blocking effect can be accounted for 
by a combination of grain boundary area constriction by SiO2 and oxygen vacancy depletion in the space 
charge layer. The space charge layer effect is thought to dominate when the barrier height is larger than 
0.35 eV [123]. A small amount of SiO2 impurity can have a large effect on the grain boundary resistance 
and causes both the =and , contributions to increase [41-44,46-48,50-55,60,64-66,72,76,81,82,125-
130,149]. For the high impurity case (~1000 ppm SiO2) the grain boundary resistance would be expected 
to be extremely high due to the decrease in the area of grain boundary where the grains are in direct 
contact. This decrease in available area also causes the potential barrier height in the space charge layer 
to increase [87,123]. 
2.2.3 Evidence for the Space Charge Layer 
The existence of a SiO2 intergranular film and its effect on grain boundary conductivity can be identified 
with relative ease. Evidence for the existence of a space charge layer is more difficult to obtain.  In this 
section some specific evidence for the space charge layer dominance over grain boundary resistance for 
high purity material is presented. 
An investigation was carried out into the effect of compressive stress on the conductivity of high purity 
3 mol% YSZ [88,91]. A small stress was applied in a direction perpendicular to the direction of current 
A B
8 mol% Y2O3-ZrO2
0.4 mol% Al2O3-ZrO2 -8 mol% Y2O3-ZrO2
10 mol% Y2O3-CeO2
1 mol% Y2O3-CeO2
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flow and the mechanical response was found to be elastic. The experiment was designed to show that 
the space charge layer (being a part of the bulk) shows a similar response to mechanical stress as the 
bulk, whilst the conductivity of grain boundary and bulk can be separated by impedance spectroscopy. 
Results showed an increase in both grain boundary and bulk resistance with stress over a large 
temperature range. If the blocking effect were purely due to SiO2 the grain boundary resistance should 
not be affected by the stress in the same way as the bulk conductivity. This strongly suggests that SiO2 is 
not solely responsible and the space charge layer model is the most likely alternative to explain the 
intrinsic grain boundary effect in high purity material.  
If the space charge layer is formed at the grain boundary then this should become asymmetric under an 
applied bias. The effect of which is to create a non-linear electrical response. The results of an 
investigation into the non-linear electrical response of grain boundaries for high purity are presented, 
and the difficulties of the experiment are also discussed. On application of a bias to a ZrO2 system the 
major voltage drop occurs over the bulk and electrode.  The grain boundary resistance is relatively small. 
In addition the individual grain boundaries are in series so the voltage drop for an individual grain 
boundary is even smaller. A bias which is large enough to create a voltage drop over a single grain 
boundary will result in electrochemical degradation. For this reason the non-linear effect has not been 
observed experimentally for ZrO2. In CeO2 based systems the grain boundary resistance is larger than 
doped ZrO2. This non-linearity has been observed for a 1mol% Y2O3 doped CeO2 material with a grain 
size of 35 μm [86]. Impedance spectroscopy was carried out at 400 ˚C with the sample under D.C bias. 
D.C. bias voltages up to 14 V were applied during the impedance measurements. The bulk electrical 
properties were found not to change with applied voltage but the grain boundary properties varied 
significantly. The brick layer model was applied to calculate the resistance over one grain boundary. The 
current voltage relationship for the grain boundary was shown to be non-linear and the effective 
thickness of the grain boundary was shown to increase with application of the bias (Figure 2.2.6).  
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Figure 2.2.6: Calculated grain boundary thickness (+) with increasing applied bias for 1 mol% Y2O3 –doped CeO2 [86]. 
The effect of the bias on the small grain boundary space charge layer width is to reduce the width on 
one side and extend it on the other (as shown schematically in figure 2.2.7) where the overall result is to 
widen the layer [86].  
 
Figure 2.2.7: Schematic illustration of the oxygen vacancy concentration profile in the space charge layer with and without 
the application of a dc bias. 
Further evidence has been supplied by the introduction of electronic defects and analysis of their 
interaction with the space charge layer [150-156]. The accumulation of electrons at grain boundaries has 
been studied in a number of works by the introduction of TiO2 to the YSZ system. The introduction of Ti 
ions to the ZrO2 lattice results in the creation of excess electrons due to the variable valence of these 
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ions. This approach is used due to the difficulty in creating excess electrons intrinsically by changes in 
temperature or partial pressure of oxygen [157]. Titanium can be dissolved substitutionally in large 
concentrations and does not change the ZrO2 structure. Under low oxygen partial pressure, each Ti ion 
will reduce to a 3+ valence state resulting in an excess electron. The effect of TiO2 in high purity YSZ was 
studied for a variety of grain sizes [158]. Grain boundaries were shown to be free from second phases by 
HRTEM and therefore the space charge layer was considered to dominate the grain boundary blocking 
effect. Figure 2.2.8 shows an example high resolution TEM phase contrast image for a grain boundary in 
TiO2 and Y2O3 co-doped ZrO2 [158].  
 
Figure 2.2.8: High resolution TEM phase contrast image for a grain boundary in TiO2 and Y2O3 co-doped ZrO2 [158]. Showing 
no second phases or amorphous grain boundary layers. Dislocations in the grain boundary core are highlighted with circles. 
Samples were annealed at high oxygen partial pressure and impedance spectroscopy was used to 
investigate the electric properties. Impedance analysis was then repeated after a low oxygen partial 
pressure anneal (1.7x10-18atm). Both grain boundary and bulk conductivity increased after the low Po2 
anneal due to the introduction of electrons into the system. The grain boundary arc which was observed 
after the high Po2 anneal (shown in figure 2.2.9A) almost disappeared on investigation after the low Po2 
anneal (shown in figure 2.2.9B). This introduction of excess electrons overrides the blocking effect and 
supports the space charge layer model. The presence of electrons in the system is supported by the low 
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activation energy for conduction. The grain boundary arc almost disappeared on the introduction of 
electrons and fine grain sized samples showed higher conductivity compared to larger grain sized 
material.  
 
Figure 2.2.9: Impedance spectra comparing different TiO2 and Y2O3 co-doped ZrO2 samples with grain average sizes of 1.6 and 
28.6 μm respectively. The grain boundary arcs (as identified by their capacitance value) observed in A), oxygen rich 
atmosphere almost disappear in the B), reducing atmosphere [158]. 
In order to explain the increase in conductivity observed in the small grain size sample, the effect of the 
grain boundaries parallel to the direction of current flow is considered. The increase in bulk conductivity 
for fine grain systems after annealing in low Po2 was attributed to the parallel grain boundary 
contribution which is usually neglected and has a similar resistance to that of the bulk. This argument 
was used to explain the observed increase in bulk conductivity for the finer grain sized material. In order 
for this bulk increase to be due to the parallel grain boundary pathway, the grain boundary must be 
enriched with excess electrons. As a consequence of a combination of oxygen vacancy depletion and 
electron accumulation at the space charge layer, the electronic pathway parallel to the grain boundaries 
is preferred to the ionic pathway through grains and across grain boundaries, resulting in an overall 
increase in conductivity [158].  
The accumulation of electrons in the space charge layer is considered to occur due to coulombic 
attraction. Ti ions may segregate due to lattice strain and ionic radii mismatch with the host lattice. For a 
finite concentration of Ti ions a lower concentration would be expected at the grain boundaries for 
smaller grain sized systems [121]. In the work described above the opposite effect was observed with 
the small grain sized system showing larger grain boundary conductivity than the larger grain sized 
A B
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sample. This was explained by the accumulation of excess electrons which is independent of Ti 
segregation, and must therefore be attracted to the grain boundary by columbic forces  
This model for excess electrons accumulating at grain boundaries and the consequential increase in 
conductivity has been applied to other systems such as the CeO2 [90,92] and is explored further for 
nanocrystalline systems. 
2.2.4 Nanocrystalline Systems 
Pure CeO2 can be readily reduced resulting in the introduction of electrons into the lattice. The 
accumulation of electrons at the space charge layer has been demonstrated and used to explain the 
increased conductivity observed for nanocrystalline CeO2 systems [90,92]. Electronic conductivity has 
also been shown to play a role in the conductivity behaviour of lightly doped (0.1 mol% Y2O3) CeO2 [90]. 
Both the bulk and grain boundary conductivity were shown to increase in a low Po2 atmosphere, which 
was attributed to electronic conduction. This increase was small for the bulk and large for the grain 
boundary which supports the idea of electron accumulation in the space charge layer. Nanocrystalline 
CeO2 contains a large volume fraction of grain boundaries and if electronic defects are present in the 
system (by reduction of cerium) then the electronic contribution of the grain boundary conduction in 
the parallel direction can dominate the overall behaviour. The total conductivity for nanocrystalline 
CeO2 is usually several orders of magnitude larger than its microcrystalline counterpart [159-165]. 
Electron accumulation was shown to be responsible for the high conductivity by separate measurement 
of the electronic and ionic conductivity contributions [166].  
An important point here is that the discussion of the effect of excess electrons on the conductivity of 
nanocrystalline material has thus far centred on un-doped or lightly doped ceria. Work conducted by 
Browning et al. [111] using electron energy loss spectroscopy (EELS) showed an apparent accumulation 
of Ce3+ ions at a grain boundary in a 10 mol% CGO microcrystalline sample. This conclusion was drawn 
from observation of the ceria M4,5 edge where a change in peak ratio, and slight change in peak position 
can be interpreted as a change in the Ce3+ to Ce4+ atomic ratio [167]. These observed changes where 
rather pronounced and are shown in figure 2.2.10 where the change in Ce M4,5 peak ratio can be seen in 
2.2.10A and plotted as a function of beam position in 2.2.10B. 
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Figure 2.2.10: A) Electron energy-loss spectra (EELS) showing changes in the Ce M5/M4 peak ratio and B) the Ce M5/M4 peak 
ratio plotted as a function of beam position across a grain boundary in 10 mol% gadolinium doped ceria [111,168].   
In addition, Browning et al. [111] also showed changes in the zirconia and yttria ions bonding states at a 
grain boundary in a 8mol% YSZ microcrystalline sample. This was concluded from apparent changes in 
the zirconia M2,3 and oxygen K edges. These findings are presented in figures 2.2.11A and 2.2.11B, where 
the apparent changes in edge shape are difficult to observe.  
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Figure 2.2.11: Electron energy-loss spectra (EELS) showing changes in A) the zirconia M2,3 and B) oxygen K edges at a grain 
boundary in a 8 mol% YSZ [111]. 
The consequential accumulation of excess electrons at grain boundaries in these systems would be 
expected to present a significant contribution to the total conductivity. This work did not present any 
information regarding the conductivity behaviour of these materials. The author knows of no other work 
that has been presented on the subject of electron accumulation at grain boundaries in acceptor-doped 
ceria or zirconia. 
A number of studies have been carried out into the effect of grain size on the grain boundary 
conductivity in acceptor-doped CeO2 and ZrO2 [36,169-174]. These studies were all conducted on high 
purity material (i.e. low SiO2) and TEM investigations showed no sign of an intergranular film or SiO2 
pockets. An example micrograph is shown in figure 2.2.12 for 3 mol% Y2O3 doped ZrO2 with an average 
grain size of 120 nm [123].  
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Figure 2.2.12: High resolution phase contrast image of two triple junctions in % Y2O3 doped ZrO2 with an average grain size of 
120 nm [123]. No second phases or intergranular amorphous film is observed. 
Specific grain boundary conductivity has been shown to increase with decreasing grain size 
[84,132,169,171,175]. In addition, the bulk conductivity has been shown to decrease with decreasing 
grain size. This is thought to occur due to “de-doping” of the bulk. More grain “de-doping” is thought to 
occur with the rise in grain boundary volume fraction associated with small grain sized material. This de-
doping effect is then thought to be responsible for the increased grain boundary conductivity as 
segregate becomes less abundant and the segregate concentration in the space charge layer is 
decreased [176]. Using the space charge layer theory, calculations have been carried out on a number of 
these results [123] showing the potential barrier height (∆
) to decrease with decreasing grain size 
which translates, via equation 2.1.7, to a lower level of oxygen vacancy depletion in the space charge 
layer. 
The space charge layer theory predicts that when the grain size is decreased to such an extent that the 
space charge layers of two opposite grain boundaries overlap an interesting situation may unfold. The 
overlapping space charge layers result in the defect density no longer approaching the “bulk value” at 
the centre of the grains. Under these conditions the ionic conductivity can increase by a few orders of 
magnitude compared to the coarse grained equivalent. This effect has been predicted by Maier 
[172,173] and has been demonstrated for CaF2/BaF2 fluorite heterostructures [170]. The theory predicts 
that this effect is only expected with a grain size less than 10 nm. 
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The brick layer model used to interpret the collected conductivity data often ignores the effect of the 
grain boundary conductivity in the direction parallel to the current flow. As was shown with the 
experiments using TiO2 additions, this is not always a negligible parameter. When the grain size 
decreases to the nanoscale, this parallel grain boundary conduction path may become more important. 
Predictions using the brick layer model equations show that the parallel grain boundary contribution 
only becomes important below a grain size of ~15 nm (i.e. when the space charge layer becomes 
comparable in size to the grain itself). In this small grain size condition, the model needs to be reviewed. 
However, due to de-doping effects which occur with decreasing grain size, the space charge layer width 
may become larger [97]. Due to this effect, in reality, a deviation from the model can be anticipated to 
occur at larger grain sizes than 15 nm. Studies into materials with grain sizes of 30 [92], 26 [93] and 
10 nm [164,176] showed that the bulk and grain boundary arcs in the impedance spectrum cannot be 
separated. This suggests that, as with the experiments into TiO2 additions, the introduction of a 
significant parallel grain boundary contribution to the overall conductivity. 
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2.3 Summary 
In this chapter, a review of the published literature on the subject of the grain boundary properties in 
acceptor-doped ceria and zirconia ionic conducting polycrystalline ceramic materials has been 
presented.  The grain boundary blocking effect observed at grain boundaries has been contextualised 
and attributed to two factors, SiO2 impurities and the space charge layer model. The microstructural 
model (the brick layer model) used to interpret conductivity measurements of these polycrystalline 
materials has been presented. The assumptions upon which this model is based have been discussed.  
The mathematical relationships describing the space charge layer model have been presented. These 
equations allow space charge layer properties to be calculated for high purity systems. Some specific 
studies supporting the space charge layer model have been described. 
A review of the work giving an argument for electron defect accumulation in the space charge layer was 
discussed. In addition, a review of the literature showing the extension of the space charge layer model 
to the nanocrystalline system has been presented.  
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3 Instrumentation and Theory  
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3.1 Introduction 
In this chapter, the instrumentation and techniques used to characterise the properties of CGO 
materials will be introduced. In addition, the principles upon which these techniques rely will be 
explained. The main techniques used in this work include X-ray diffraction, A.C. impedance spectroscopy 
and transmission electron microscopy.  
The principles of X-ray diffraction will be introduced including a description of the Scherrer equation 
which allows the average crystallite size to be estimated from peak broadening. The principles which 
underpin the electrochemical technique of impedance spectroscopy will be introduced. A simple resistor 
and capacitor circuit will be used to explain the information which can be obtained from an impedance 
spectrum. This will then be followed by observations of the differences between the electrochemical 
response of a real solid state specimen and the simple circuit. These discussions will then lead to the 
introduction of constant phase element circuits and the depression angle parameter which in some 
instances can be used to quantify deviations from the ideal response. In this discussion, the importance 
and relevance of an accurate model of the material response is required for valid interpretations to be 
made.  
Electron microscopy is an invaluable tool for the characterisation of materials. Due to the small 
wavelength of electrons in the electron microscope, images can be obtained on a smaller scale relative 
to traditional light based microscopes. In addition, a wide variety of structural and chemical information 
can be obtained by utilizing the range of different modes of operation possible in the electron 
microscope. 
The fundamental principles on which electron microscope relies are outlined in this chapter including a 
discussion of the interaction of high energy electrons with the specimen. Some of the components of an 
electron microscope will be discussed. The principles of conventional and scanning transmission 
electron microscopy (CTEM and STEM) will be introduced before a detailed discussion of high resolution 
phase contrast imaging and atomic resolution Z-contrast imaging in the STEM. In the penultimate 
section, electron energy-loss spectroscopy (EELS) will be introduced with particular attention to 
quantification of elements through core loss excitation processes.  The final section will detail the 
methods used to produce electron transparent thin specimens suitable for imaging in the transmission 
electron microscope. 
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3.2 X-Ray Diffraction 
X-rays are electromagnetic radiation with energy in the range of 100 eV to 100 keV which equates to a 
wavelength between 1x10-8 to 1x10-11 m. The x-rays used for diffraction experiments have wavelengths 
of approximately 1x10-10 m and are termed hard x-rays since their high energy allows them to penetrate 
deep into the material. The small wavelength of hard x-rays is comparable to the size of the atomic 
spacing in crystals and allows their structure to be investigated by diffraction experiments. 
X-rays in laboratory diffractometers are produced in an X-ray tube. The X-rays are generated by focusing 
a beam of electrons onto a target material. The high energy electrons excite the atoms in the target 
material and, as these excited atoms return to their ground state, X-rays are emitted. The X-rays emitted 
from the target have an energy which is characteristic of the target material. The target material used in 
this work was copper where Cu Kα X-rays were generated with a wavelength of 1.54 Å. This kind of X-ray 
source is commonly used for X-ray diffraction experiments of materials. 
When directed at matter, X-rays primarily interact with the electrons in the atoms. The X-ray 
wavelength is comparable to the atomic spacing of materials. At specific incident angles relative to the 
atomic planes in crystalline materials, the incident X-rays are diffracted. Diffraction can occur from many 
different atomic planes, each plane spacing diffracting at a characteristic Bragg angle. The relationship 
between interplanar spacing () and the diffraction angle () is described by Bragg’s law shown in 
equation 3.2.1. Due to the Bragg criteria, the wavelength of these diffracted X-rays are in phase and add 
constructively to produce high intensity peaks in the diffraction pattern.   
J = 2 sin  
Equation 3.2.1 
Figure 3.2.1 shows the geometry involved in Bragg diffraction where the dimensions  (wavelength),  
(interplanar spacing) and  (Bragg angle) are interrelated. The diffraction pattern holds information 
regarding the structure and lattice constant of the crystal.  
 Figure 3.2.1: Schematic illustration of the underlying principle by which incident electromagnetic radiation is diffracted by 
atomic planes in a regular periodic crystal lattice. Where for specific incident (Bragg) angles the projected distance between 
atomic planes is a multiple of ¢ £⁄  or 
Powder X-ray diffraction is a common technique where the sample is in powder form. This name is also 
used to refer to any diffraction technique whereby the sample consists of multiple, randomly oriented 
crystalline domains or crystallites. In this case
concentric rings of the diffraction peaks corresponding to the
Bragg’s law describes the condition for sharp diffraction peaks to be produced from a crystalline 
material. This equation assumes diffraction occurs from an infinite three dimensional crystal. This 
assumption holds valid for crystallite sizes down to approximately 100
the assumption of infinite repeat crystalline structure is no longer valid and the sharp diffraction peaks 
observed for large crystallite sizes become broader. This pe
the average crystallite size for materials with domain size on this scale.  The relationship between 
average crystallite size can be derived from Bragg’s law by fixing the wavelength and allowing the angle 
() and d spacing to vary. This leads to the Scherrer equation presented in equation 3.2.2.
Where  t or ∆ is the mean crystallite size, 
the Bragg angle of the peak in question and 
crystal specimen the diffraction peaks have a width associated with them due to instrumental
broadening. Sources of instrumental broadening are X
source. In order to measure the peak broadening which is due to the crystallite size alone the 
¤¥¦ §. 
, the two dimensional diffraction pattern consists of 
 inter-planar spacing of the crystal.   
 nm. At this small crystallite size 
ak broadening effect can be used to estimate 
t . ∆ .

 cos 
 
 is the full width half maximum (FWHM) of the peak, 
 is the X-ray wavelength. However, even in a large single 
-ray beam divergence and a polychromatic X
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Equation 3.2.2 
 is 
 
-ray 
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broadening effect due to instrumentation effects must be measured. This is usually achieved by 
measuring the FWHM of a single crystal specimen such as silicon. This peak width is then subtracted 
from the FWHM value of the sample being studied. 
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3.3 Impedance Spectroscopy 
In order to characterise the electrical behaviour of any electro-ceramic material, and in particular 
polycrystalline materials, techniques are required that can probe the different components of the 
microstructure. AC impedance spectroscopy is a technique that can measure the electrical properties of 
a material. Impedance spectroscopy measures the impedance of a sample over a wide range of 
frequencies (0.1 Hz-10 MHz) and the different microstructural components of the material are 
distinguished by their electrical relaxation times.  
In order to investigate the electrochemical behaviour of a material, electrodes are applied to two 
opposite surfaces of the specimen. The specimen is made in a geometrically symmetrical form such as a 
cylinder or rectangle in order to simplify calculation of the specimen thickness and electrode area. The 
general approach to impedance spectroscopy is to apply a known voltage or current to the electrodes 
and to observe the response by measuring the resulting current or voltage. These measurements are 
made as a function of frequency. Most commonly, an ac voltage of known frequency is applied to the 
electrodes and the phase shift and amplitude of the resulting current at that frequency is recorded 
[177]. The monochromatic signal applied to the specimen can be represented by equation 3.3.1 where 
the frequency () is described by equation 3.3.2. 
|(t) = @ sin(ªt) 
Equation 3.3.1 
 = ª2  
Equation 3.3.2 
The resulting steady state current can then be represented by equation 3.3.3. 
«(t) = ¬ sin(ªt + ) 
Equation 3.3.3 
Where |(t) and  «(t) are time variant voltage and current respectively. @ and ¬ are the maximum 
voltage and current and ª is the angular frequency. The phase difference between the input voltage and 
the measured current () is zero for a pure resistor. The impedance (ª) can then be defined as;  
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(ª) = |(t)«(t)  
Equation 3.3.4 
Impedance is a more general concept than resistance and differs from resistance in that phase 
differences are taken into account. Impedance can be expressed in terms of a vector diagram or 
complex representation. Impedance can be represented in two forms, either as a vector or phasor, or as 
a complex number as shown in equation 3.3.5. 
 =  + s	 
Equation 3.3.5 
The real part of impedance (/) is plotted along the x axis and the imaginary part (//) on the y axis. The 
impedance is expressed in these terms in equation 3.3.6. 
 = / − s// 
Equation 3.3.6 
Using the complex number expression for impedance, at each measurement frequency the impedance 
can be plotted on the orthogonal axis. 
(ª) = ||/~Z(s) 
Equation 3.3.7 
 3.3.1 Equivalent Circuits and Impedance Spectroscopy
For practical application of impedance measurements we consider the effect of measuring the electrical 
response of a simple resistor and capacitor parallel circuit as shown in figure 3.3.1.
Figure 3.3.1: Schematic of a simple resistor and capacitor parallel circuit. The electrical properties of such a system can be 
investigated by impedance spectroscopy.
The impedance spectra that would be measured form the simple circuit shown in figure 3.3.1 is 
illustrated in figure 3.3.2. The result is a semicircle centred at (
the real axis twice at 0 and . 
Figure 3.3.2: Plot of real (®/) verses imaginary (
simple RC circuit shown in figure 3.3.1.
The resistance () of the specimen (in this case a simple
the two intersects on the real axis. At this point 
  
 
 
 2⁄ ,0) and of radius 
®//) components of impedance as a function of increasing frequency for the 
 
 R circuit) is given by the difference between 
of intersect the imaginary component of impedance 
R
C
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 2⁄ .This intersects 
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(//) is zero hence there is no phase difference between the input and output signals. The impedance of 
a resistor (¯) is purely real and simply expressed in equation 3.3.8. 
¯ =  
Equation 3.3.8 
The impedance of a capacitor (K) is purely imaginary and given by equation 3.3.9. 
K = 1sªR 
Equation 3.3.9 
The impedances of the two components of the parallel circuit in figure 3.3.1 add as the inverse shown 
by equation 3.3.10. 
1¯K = 1¯ + 1K 
Equation 3.3.10 
This allows the impedance of the parallel circuit shown above to be expressed as; 
¯K = 1 + Rsª 
Equation 3.3.11 
Which can be re-written in terms of conductance (3) where  = 1 3⁄ . This leads to the expression of 
impedance in the form shown in equation 3.3.12. 
¯K = 13 + Rsª 
Equation 3.3.12 
This, however, is not a convenient form of the expression for impedance (). In order to change this 
expression we multiply by the complex conjugate of the denominator in equation 3.3.12. This is 
achieved by multiplying by equation 3.3.13 so as not to alter the value of impedance. 
1 = 3 − sªR3 − sªR 
Equation 3.3.13 
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In doing this we arrive at equation 3.3.14 which can be broken down into the real component (/) and 
imaginary component (//). The real and imaginary parts are expressed by equations 3.3.15 and 3.3.16 
respectively. 
 = 3 − sªR3, + ª,R, 
Equation 3.3.14 
/ = 33, + ª,R, 
Equation 3.3.15 
// = sªR3, + ª,R, 
Equation 3.3.16 
By eliminating the term ªR we arrive at equation 3.3.17. 
//, + k/ − 123l, = k 123l, 
Equation 3.3.17 
Where, 
123 = 2 
Equation 3.3.18 
This gives the expression describing the semicircle shown in figure 3.3.2 which is centred at  2⁄  and has 
a radius of  2⁄  (equation 3.3.19).  
//, + k/ − 2l, = k2l, 
Equation 3.3.19 
At the apex point of the semi circle shown in figure 3.3.2 (point of maximum /) the real and imaginary 
components of impedance are of equal magnitude. Therefore we can equate equations 3.3.15 and 
3.3.16 we arrive at equation 3.3.20 which is rearranged to the form shown in equation 3.3.21. 
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3 = 1 = ªR 
Equation 3.3.20 ªSR = 1 
Equation 3.3.21 
This equation is of fundamental importance for extracting information from impedance spectra. Since 
the resistance () can be measured from the intercept with the real axis equation 3.3.21 allows the 
capacitance to be (R) calculated from the frequency corresponding to the apex to the semicircle. 
If we now connect multiple RC circuits with increasing relaxation time in series as shown in figure 3.3.3 
and measure the impedance response we obtain the plot shown in figure 3.3.4. 
 
Figure 3.3.3: Simple electrical circuit consisting of parallel RC elements with different relaxation times connected in series, 
where °± > °£ > °². 
R1
C1
R2
C2
R3
C3
 Figure 3.3.4: Complex impedance response for the simple electrical circuit shown in figure 3.3.3. 
Figure 3.3.4 shows three distinct semi circles. Each semicircle represents the response from each RC 
element in the tested circuit (figure 3.3.3). The semicircles are inde
difference in capacitance and resistance of each circuit element. These differences cause a difference in 
relaxation time (³) and through the relationship shown in equation 3.3.21 each feature appears at a 
different frequency.  
A very similar response to that shown in figure 3.3.4 is routinely produced for polycrystalline ionic 
conducting ceramic systems. Such a response was first observed by Bauerle 
stabilised zirconia. In this work, a circuit equivalent of this material response was
RC elements corresponding to the grain bulk (g), grain boundaries (gb) and electrode (e) connected in 
series as shown in figure 3.3.3. The application of such an equivalent circuit model relies upon a valid 
microstructural model such as the brick layer model proposed by Bauerle 
chapter 2. Although Bauerle et al. 
employed for use with impedance spectroscopy by Schouler 
Figure 3.3.5 A shows an experimentally observed impedance spectrum and (B) that which was simulated 
using the simple RC equivalent circuit model 
pendent from each other due to the 
et.al.
[178] first used this model with admittance spectroscopy it was first 
et.al. [179] and 
[181]. 
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et al. [178] for yttria 
 presented with parallel 
 [178] and discussed in 
Armstrong et.al. [180]. 
 Figure 3.3.5: shows (a) the experimentally observed impedance spectrum 
impedance spectrum using a simple RC 
The agreement between experiment and simulation was considered satisfactory the grain bulk and grain 
boundary semicircles in both shape and distribution of frequency. This agreement indicates that the 
equivalent circuit model is adequate for representing t
origin of each semi semicircle is identified by the magnitude of the capacitance value for that semicircle. 
The bulk, grain boundary and electrode capacitances are of the order of pico, nano and micro Farads 
respectively [182]. The values of the equivalent circuit elements used in the simulated response shown 
in figure 3.3.5 are presented in table 3.3.1.
 
Capacitance 
Resistance 
Table 3.3.1: Typical resistance and capacitance values for the three micostructural components responsible for the three 
impedance semicircles taken from [181]
for 6 mol% YSZ and 240
equivalent circuit model and parameter values shown in table 3.3
he features of the experimental response. The 
 
Grain Bulk Grain Boundary 
4.8 pF 1.7 nF 
2.1 MΩ 1.5 MΩ 
. 
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 ˚C and b) simulated 
.1 [181]. 
Electrode 
2.0 µF 
5.0 MΩ 
 3.3.2 Depression Angle 
The impedance spectrum for either the simulated or tested RC circuit model such as that proposed by 
Bauerle et al. [178] produces perfectly symmetrical semicircles as shown in figure 3.3.5B 
material systems however experimental data rarely
axis. This depression of the semicircles below the real axis can be seen in figure 3.3.5A and can be 
measured by the depression angle (
the relaxation time (³) rather than being a single value is distributed around a mean value (
The depression angle () is then related to the width of this distribution about the mean relaxation time. 
Figure 3.3.6: Illustration of a depressed semicircular impedance response where the depression angle is 
As discussed above a single semicircle in the impedance spectra (for example that arising from the grain 
bulk) can be represented by a resistor (
however, consists of a large number of individual grains. Each grain can then be represented by its own 
resistor and capacitor. Assuming an homogeneous dis
specimen grains, the individual grain resistances can be summed to and represented by a single 
resistance (). The individual grain capacitances are however, dependent on the spatial dimensions of 
the grains through equation 3.3.22.
 produce semicircles with their centre on the real 
). The depression angle is illustrated in figure 3.3.6. In such a ca
) and capacitor (R) in parallel. A polycrystalline specimen 
tribution of charge carriers throughout the 
 
R = {´ F 
86 
[181]. In real 
se ³) [181]. 
 
 
§.   
Equation 3.3.22 
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Therefore, in the case of a single phase polycrystalline specimen, the depression angle of the semicircle 
and hence distribution of individual relaxation times could be interpreted as a distribution in spatial 
dimensions or relative permittivity. This interpretation highlights the importance subtle features such as 
depression angle in impedance spectroscopy and the importance of a sound microstructural model for 
the interpretation of such spectroscopic features. 
It is important to realize that the semicircles which appear depressed below the real axis in experimental 
material specimens will not be ideally modeled by the simple RC circuit proposed by Bauerle et.al [178]. 
Furthermore, it is the capacitive component of impedance which is affected by this distribution in 
relaxation time. In order to sufficiently model the distributed behavior of real electrochemical systems, a 
constant phase element (CPE) can be used in place of the simple capacitor (R) [183,184]. The impedance 
of a CPE is shown by equation 3.3.23, 
Kµ¶ = 1%(sª)· 
Equation 3.3.23 
where the capacitance (R) is given by the term % and the exponent 
 describes the deviation from ideal 
capacitive behavior. When 
 = 1 the CPE behaves like a simple capacitor and when 
 = 0 the CPE 
behaves as a simple resistor. It is when 
 ≠ 1 or 0 for the CPE in parallel with a resistor that a depressed 
semicircle is produced in the impedance spectrum [177]. It is, therefore, through the use of CPEs in 
place of the capacitor in the equivalent circuit that depressed semicircles can be modeled and more 
accurate values of capacitance derived. 
In this section, the principles of impedance spectroscopic techniques have been introduced. The ideal 
impedance response from electrical circuit element has been shown. This has been placed in context 
with the impedance response observed from typical single phase polycrystalline specimens relevant to 
this work. In addition, the importance of using an equivalent circuit model for valid interpretation of the 
impedance spectra has been highlighted. Particular attention has been draw to the phenomena of 
depressed semicircles in the complex impedance plane and methods used to interpret such effects. 
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3.4 Principles of Electron Microscopy 
3.4.1 Electron Properties 
Electron microscopy operates on the principle of wave-particle duality. That is the ability of a particle, in 
this case an electron, to display a wave-like character. The negative electrical charge of electrons allows 
them to be produced reliably by using either a thermionic or field emission gun (see section 3.4.1). The 
negative electric charge also allows their direction to be controlled via electromagnetic lenses as will be 
discussed in section 3.4.2. The wavelength of an electron in a working electron microscope is 
substantially smaller than that of visible light [185]. This wavelength can be controlled in the electron 
microscope by the accelerating voltage. This relationship is expressed by equation 3.4.1, 
 = ℎ2E{/@ 1 + k /@2E{D,l;^
 
Equation 3.4.1 
where  is the electron wavelength, ℎ is plank’s constant, E{ is the electron rest mass, / its charge, @ 
the microscope accelerating voltage and c is the speed of light. In this work accelerating voltages of 
200kV and 300kV have been used which correspond to electron wavelengths of 0.00251 nm and 
0.00197 nm, respectively. When compared to the wavelength of visible light (400-700 nm) the small 
wavelength of electrons fundamentally allows improved spatial resolution. 
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3.5 Electron-Matter Interactions 
During the operation of an electron microscope, a thin foil specimen is irradiated by high energy 
electrons. Within the crystalline sample a number of interactions occur between the incident electrons 
and the atoms in the specimen. These interactions result in a number of secondary signals which can be 
detected in the electron microscope. These secondary signals have different angular ranges and are 
illustrated schematically in figure 3.5.1. For a thin specimen, the majority of electrons pass through 
without undergoing any interaction. These electrons contribute to the direct beam. The electron 
interactions with atoms within a crystalline sample can be broadly grouped into two categories, elastic 
and inelastic scattering. 
 
Figure 3.5.1: Schematic illustration of the interaction of an electron beam with a crystalline sample. Angles not to scale [186]. 
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3.5.1 Elastic Scattering 
Elastic scattering within the sample occurs via interaction with the electrostatic potential of the atoms. 
This potential alters the incident electrons trajectory with negligible energy loss. The scattering angle () of an elastically scattered electron and its energy can be described by the atomic scattering 
amplitude () which is expressed in equation 3.5.1 [187]. 
() = E/,2ℎ,  ¹ º«J», ( − S) 
Equation 3.5.1  
The atomic scattering amplitude describes the interaction of electrons with a single atom within the 
sample. The expression shown in equation 3.5.1 describes scattering events from two components of 
the atom. Rutherford scattering involves interaction with the positively-charged nucleus of the atom 
and is dependent on the atomic number ().  The atomic scattering factor (S) is associated with 
scattering from the negatively-charged electron shells of the atom [188]. These two types of scattering 
contribute to the atomic scattering amplitude (()). This distinction in the type of scattering event is 
evident in the angular distribution of scattered electrons. Rutherford scattering is more prominent at 
high scattering angles and scattering from the electron shells is the dominant contribution at low 
scattering angles. 
It is clear from equation 3.5.1 that the scattering factor (()) is strongly influenced by the atomic () 
number but it also decays rapidly for large scattering angles ()[186]. At large scattering angles, the 
scattering amplitude is increased for larger atomic number (higher Z) elements.  Approximations have 
been used to model the interaction of incident electrons with a number of elements [189]. The accuracy 
of the calculated scattering factor using such approximations decreases with increasing atomic number 
(Z) [188]. 
So far only scattering from a single atom has been considered; however, real crystalline material consists 
of arranged in a periodic structure. The expression for the scattering amplitude (equation 3.5.1) is 
modified in order to consider the effect of such periodicity. Scattering occurs from the atomic planes 
producing coherently diffracted waves. This type of scattering event is governed by Bragg’s law and 
results in electrons being scattered to angles characteristic of the diffracting planes. The result of 
considering the effect of diffraction from crystal planes is the structure factor F(θ). The structure factor 
is a measure of the scattering amplitude for electrons scattered from a unit cell of atoms [186]. The 
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structure factor is calculated from the sum of the individual scattering centres in a unit cell multiplied by 
the phase factor. It is this phase factor which takes into account the difference in phase between waves 
which are scattered from the atomic planes within the unit cell. The structure factor is described in 
equation 3.5.2 
6() = o T/,¼T(½ S¾ ¿u À¾¿x Á¾)T  
Equation 3.5.2 
where « denotes the individual scattering centres with unit cell co-ordinates (~T , ÂT  and 5T) that make up 
the scattering atomic planes denoted by the Miller indices (ℎ}'). The structure factor 6() can be 
modified to consider the effect of thermal displacement of atoms. These displacements are small 
relative to the inter-atomic spacing. For electrons which are scattered from planes with small atomic 
spacing, the thermal displacements become significant. This effect is incorporated into the structure 
factor calculation by use of the Debye-Waller factor (equation 3.5.3). Due to the inverse relationship 
between scattering angle and inter planar distance it is electrons which are scattered to high angles 
which are affected by the Debye-Waller factor. The displacement of atoms due to thermal motion 
causes variation in the interplanar spacings. Consequently the usually discrete scattering angle becomes 
blurred at these high scattering angles. 
/~Z −16 ,#, Ãº«J,, Ä 
Equation 3.5.3 
The scattering factor requires further modification through alteration of the individual atomic scattering 
amplitudes. This modification considers the change in electronic structure of individual atoms due to 
local bonding. This effect is particularly significant for semiconductor materials where electrons are 
delocalised in the conduction and valence bands and ionically bonded solids. Since these changes in 
electronic structure due to bonding affect the outer electrons, alterations to the scattering factor are 
significant for low angle scattering.  
Due to the angular dependence of scattering amplitude described in equation 3.5.1, high angle 
scattering is dominated by Rutherford scattering and not influenced by scattering from the electron 
cloud. High angle scattering can thus be considered as being dependant on the atomic number only and 
not influenced by the periodic nature of crystal (diffraction contrast). The one exception to this is the 
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effect of channelling which is described in section 3.4.3. Channelling can cause scattering of electrons to 
high angles and is related to the periodic nature of the crystal structure. The scattering amplitude due to 
Rutherford scattering is proportional to , @,⁄ , at a particular scattering angle. Electrons which are 
scattered in this way are not in phase and thus incoherent [190]. The scattering angle from Rutherford 
scattering (wA) can be expressed by equation 3.5.4 [188]. 
wA = 3.69g^@Æ;^ 
Equation 3.5.4 
The Rutherford scattering angle (wA) can be calculated for different atoms. This angular dependence 
can be utilised in the electron microscope to produce an image where the contrast is dependent on 
Rutherford-like scattering alone. This is achieved by collecting an angular range of scattered electrons. 
An annular shaped detector is used and positioned at the desired distance from the sample in order to 
achieve the required angular range [191]. Such a detector is called a high angle annular dark field or 
HAADF detector. This technique is the basis of Z-contrast imaging [192]. However, the scattering 
amplitude for Rutherford scattering is small at such high angles therefore in order to maximise the signal 
a high incident current density is required.  
3.5.2 Inelastic Scattering 
Inelastic scattering occurs by the transfer of energy from the incident electron beam to the sample. This 
can occur in a number of different ways. The incident electron may transfer some of its energy to an 
inner-shell electron causing it to be excited to an unoccupied electron shell or removed from the atom 
completely. Such an energy transfer allows chemical information to be obtained from the precise energy 
loss of incident electron as it is collected after passing through the sample. The details of this technique 
will be explained in section 3.4.3. 
The transfer of energy from the incident electron to the sample can also cause radiation damage. Such 
inelastic collisions can result in the breaking of chemical bonds or the direct displacement of atoms from 
there lattice sites in the crystal. These two mechanisms are known as radiolysis and knock-on damage 
respectively. Knock-on damage is more likely to occur with low atomic number atoms and with higher 
incident electron energies (i.e. accelerating voltage) [186]. 
The incident electron can also lose some energy through Coulombic interactions with the valence 
electrons. This type of Coulombic interaction can result in the collective oscillation of these outer-shell 
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electrons. Such oscillations resonate through the sample and are known as plasmons [185]. The plasmon 
energy is related to the density of the valence electrons and the resulting angle of the scattered electron 
is inversely proportional to the incident electron energy. The electrons which receive enough energy 
from the incident electrons to be removed from the atom are termed secondary electrons. The majority 
of these secondary electrons are ejected from the valence band since they require less energy to be 
removed. 
Electrons can also be ejected from the specimen by the following mechanism. The electron hole which is 
created by the ionization process will be filled by an electron from a higher energy state. This results in 
the release of energy. This can, in certain cases, manifest as the ejection of an electron from another 
higher energy state.  Electrons which are ejected from the specimen from this mechanism are termed 
Auger electrons. Auger electrons are emitted at characteristic energies due to the discrete energy states 
of the electrons in the atom [186]. When an electron in a ion drops down to fill an electron hole in a 
lower energy state, the energy can also be released in the form of an X-ray. This X-ray has a 
characteristic energy which is determined by the difference in energy between the initial and final 
energy states of the transcending electron [186]. 
Another mode of inelastic scattering involves the transfer of energy from the incident electron to the 
atoms of the specimen. This particular mode of energy transfer causes the atoms to oscillate about their 
mean position. This type of oscillation is termed a phonon [186].   
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3.6 Electron Microscope Components 
3.6.1 Electron Sources 
An electron microscope requires a source of electrons. The characteristics of the electron source are of 
fundamental importance to the microscopes operation and capability. The characteristics such as 
brightness and total electron current of an electron source are crucial to the detail of information which 
can be obtained from a conventional TEM image [186]. The electron energy is determined by the 
accelerating voltage. The electrons which are emitted from the electron source are accelerated in an 
assembly called an electron gun. 
One of the most important characteristics of the electron source is the brightness which is defined as 
the current density per unit solid angle [186]. The brightness is also affected by the acceleration voltage. 
The source brightness also determines the total current density which can be focused into a given spot 
size on the specimen. This spot size relates to the current that can be focused to a probe in STEM. 
Another important parameter of the electron source is the energy spread of the emitted electrons. This 
energy spread is the limiting factor for electron energy-loss spectroscopy which will be discussed in 
section 3.8. 
There are two main types of electron gun that are commonly used in electron microscopes. The first of 
which is the thermionic gun where the source material is heated. It is this thermal energy which supplies 
the conduction electron with sufficient energy to overcome the material’s work function [186]. The 
second main type of electron source is the field emission gun (FEG). In this case, the work function of 
the material is overcome by the application of an intense electric field [186]. The emission from a FEG 
may also be aided by heating the source material and in another variation coated with a low work 
function material. The FEG systems, in general, produce an electron beam which has a higher brightness, 
a small size and a small energy spread when compared to the thermionic system.    
Thermionic source materials are heated to enable electrons to be liberated form is surface. Two 
strategies can be used when selecting the source material. One is to select a material with a low work 
function. In this case, the material requires less thermal energy for the electrons to gain sufficient 
energy to overcome this barrier. The other strategy is to select a material with a high melting point. In 
this case the material can withstand the high temperature required for the electrons to overcome the 
work function. A low work function material which is used is lanthanum hexaboride (LaB6) and a high 
melting point material is tungsten. Tungsten is used in the form of a thin wire which is bent and pinched 
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to a sharp point. Due to the geometry of this point the energy required to extract the electrons is slightly 
reduced at this point. LaB6 is used in the form of a single crystal. This crystal is grown with the [100] 
direction aligned with the optical axis. In this direction the work function is at its lowest. The LaB6 
filament is highly reactive and therefore requires a better vacuum than the tungsten filament [186]. 
 
Figure 3.6.1: Schematic of a thermionic electron gun assembly [186]. 
Figure 3.6.1 shows a schematic of thermionic gun assembly. The filament acts as a cathode and is 
heated to the extraction temperature (2700 °C). Electrons are extracted by the potential difference of -
100 kV between the cathode and anode plate shown in figure 3.6.1. A small bias is applied to the 
Wehnelt cylinder. This bias helps to control the trajectory of the emitted electrons. This bias can be 
adjusted to control the emission current and the source size which is defined by the cross-over size. The 
source size of a 100 kV tungsten filament is 10 µm whereas the source size for a LaB6 filament with the 
-
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same extraction voltage is 1 µm. The brightness of a tungsten filament is approximately 3x106 Acm-2sr-1 
and for a LaB6 filament it is closer to 1x10
7 Acm-2sr-1 [188]. After the gun cross over point the electron 
beam diverges at an angle (α0). This is the divergence angle that enters the condenser system. 
In a field emission gun assembly, electrons are emitted from the filament by the application of an 
intense electric field. An anode is positioned close to the filament tip which is usually a tungsten 
filament where a potential of 3-5 kV is applied. This potential acts over the filament tip, area from which 
the electrons are extracted. Once the electrons have been extracted from the filament tip they are 
accelerated by a potential difference of 100 kV that is set up between the tip and the second anode. The 
brightness that can be obtained from a FEG is higher than that produced by the thermionic system 
[186]. A heat-assisted FEG will produce a source brightness of 1x107-1x109 Acm-2sr-1 and the brightness 
of a cold FEG will range between 1x108 and  1x109 Acm-2sr-1 
3.6.2 Electron Lenses 
In an electron microscope, the trajectory of the electrons is controlled by the use of electromagnetic 
lenses. Electromagnetic lenses allow the electron beam to be focused and can be considered equivalent 
to glass lenses in light based microscopes. An electromagnetic lens consists of a copper coil (electrical 
component) and a soft iron casing (magnetic component). The iron casing has a hole or bore in it where 
the magnetic circuit is broken. An electric current is passed through the coils and consequently a 
magnetic field is set up in the soft iron casing. The magnetic field extends into the gap in the magnetic 
circuit. The field in this region is the part of the magnetic field that directly controls the trajectory of the 
electrons. The negatively-charged electron is subjected to a Lorentz force when moving through this 
magnetic field which allows its path to be altered [186]. When the electron passes through the magnetic 
field on a trajectory away from the optical axis, it will be subjected to a force acting towards the optical 
axis. In addition, due to the fact that the magnetic field has a radial and axial component the electron is 
actually pushed (by the field) on a helical trajectory. An advantage of the electromagnetic lens (over the 
glass lens in a light based microscope) is that the strength of the lens can be altered by adjusting the 
electrical current passing through the coil. This in turn changes the focal distance of the image plane. 
Newton’s lens equation can be used to approximate the magnification of an electromagnetic lens. This is 
achieved by dividing the image plane distance from the lens by the object plane distance from the lens. 
In this way the magnification is controlled by adjusting the strength of the current passing through the 
lens coil [186]. 
 Physical imperfections in the lens components which are
asymmetrical magnetic field. This will result in lens aberrations. Lens aberrations impose a limit on the 
amount of detail which is resolvable in the electron microscope. Furthermore, lens aberrations limit the 
spatial resolution to approximately 0.2
value is two orders of magnitude higher than the electron wavelength of approximately 0.00197
300 kV.  
Spherical aberration occurs since electrons passing through
focused than those passing at lower angles. This creates a blurring of a point on the object in to a disk in 
the image plane. This effect is illustrated by comparison of figures 3.6.2 A and B showing a ray diagra
for a lens without and with spherical aberration.
Figure 3.6.2 A): Ray diagram illustrating the operation of a perfect lens and B) the operation of a lens with spherical 
aberration [186]. 
 always present, to some degree
 nm for a non-aberration-corrected electron microscope. This 
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The resolution limit of a microscope is defined as the minimum distance between two points on the 
sample which can be distinguished in the image. This minimum distance is controlled by two factors. 
One of which is the disc radius due to spherical aberration (Ç_½), as described by figure 3.6.2 and 
expressed by equation 3.6.1. 
Ç_½ =  RÇ ÈW 
Equation 3.6.1 
The lens which contributes to spherical aberration is the objective lens. The second contribution to the 
resolution limit is the theoretical resolution limit which is ultimately dependant on the electron 
wavelength and the collection angle (α) or finite size of the lens. Diffraction of electrons (or rays) at the 
outermost region of the lens cause a point on the object to spread to a disk. The theoretical disc radius 
(n½) is defined by equation 3.6.2 and is called an Airy disk. This equation is the Rayleigh criterion. 
n½ = 0.61È  
Equation: 3.6.2 
The combination of spherical aberration and the Rayleigh criterion leads to the practical resolution of an 
electron microscope or point resolution limit. If we increase the lens collection angle (by increasing the 
lens and aperture size) the theoretical resolution improves but the effect of spherical aberrations 
increases resulting in poorer resolution. The optimum lens collection angle (È) is found by summing 
equation 3.6.1 and 3.6.2, and differentiating the resulting equation. This leads to the point resolution 
(Tw) as described by equation 3.6.3. 
Tw = ~RÇ= ev W ev  
Equation 3.6.3 
The high angle beams which cause spherical aberration can be excluded from the image by the use of an 
aperture. This approach limits the spatial resolution of the image to the point resolution since the detail 
of smaller spacing is contained in these high angle beams. The use of aberration correction is an 
alternative approach to improve the spatial resolution.  
 3.6.3 Aberration Correction
Aberration correction was first used to improve the resolution of light microscopes up to the diffraction 
limit [193]. In an electron microscope the diffraction limit
wavelength of the electron. Comparatively large aberrations arise in the electron microscope due to the 
rotational symmetric electromagnetic lenses. It was suggested by Scherzer that the unavoidable axial 
aberrations could be corrected by replacing the rotationally symmetrical lens with a system of
multipoles [194]. Since then many attempts have been made to
lens using many arrangements of multpole lenses. The main problems associated with such system are 
associated with the stability and ability to precisely control the magnetic fields of the lenses. It has only 
been in recent years that such a multipole system has been built demonstrated 
the resolution limit was demonstrated to decrease from 0.24
used today is based on this design which is illustrated schematicall
Figure 3.6.3: Schematic of the semi-aplanatic objective lens system consisting of a compound objective lens (
length (ÊË), the transfer doublets Ì² 
the doublets. Every possible ray is a linear combination of the two principle rays the axial (
The aberration correction system illustrated in fig
two transfer doublets (D1 and D2). The principle by which correction is achieved is based on the fact 
that the primary non-rotationally symmetric second order aberrations of the first hexapole are 
compensated by the second hexapole element. Due to their non
hexapoles create a secondary third order spherical aberration which is rotationally symmetrical 
 
 is somewhat lower due to the small 
 correct aberrations from the objective 
 nm to 0.13 nm [196]
y in figure 3.6.3.
and Ì£. OP is the object plane and ÍË, Í² and Í£ denotes the outer nodal planes of ÎÏ) and off
ure 3.6.3 consists of two hexapoles (Hx1 and Hx2) and 
-linear diffracting ability, the two 
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[195]. Using this system 
. The multipole system 
 
 
ÐÑ) with focal 
-axial (ÒÏ). 
[197] 
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and proportional to the hexapole strength. The sign of coefficient for this induced spherical aberration is 
opposite to that of the objective lens. In this way the spherical aberration of the whole system can be 
eliminated by exciting the hexapoles appropriately [195]. This hexapole system was first used for 
scanning transmission electron microscopy where off axial aberrations do not need to be considered 
[198,199]. In parallel illumination TEM the off-axis aberrations such as coma are important. The radial 
component of the off-axis coma is eliminated by the doublets (D1 and D2) shown in figure 3.6.3. This is 
achieved by matching the coma-free plane of the objective lens ({) with the coma-free plane of the 
corrector (=and ,). In order to reduce the azimuthal component of the off-axial coma, the current 
direction of the first transfer doublet (D1) is opposite to that of the objective lens [195]. The result of 
this off axis coma minimisation is to allow high resolution imaging with a sufficiently large field of view. 
The second order aberrations of the hexapole lens cancel out if the first hexapole is imaged onto the 
second with negative magnification. The third order spherical aberration of the system is cancelled by 
the hexapoles, however a fifth order aberration remains but is sufficiently small in magnitude. In order 
to actually improve the resolution of the microscope, the microscope must be aligned appropriately and 
reproducibly. This alignment procedure allows compensation of parasitic second order axial aberrations, 
coma and threefold astigmatism, and reduction of non-spherical axial third order aberrations, star 
aberrations and four-fold astigmatism. These aberrations are determined by the use of a diffractogram 
tableau method [200]. An example of such a diffractogram tableau is shown in figure 3.6.4 for non-
corrected systems and after correction and proper alignment. 
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Figure 3.6.4: Diffractogram tableaus of (a) the uncorrected microscope and (b) after spherical-aberration correction and 
proper alignment. The beam tilt angle is 10.8 mrad in both cases and the azimuthal angles vary between 0 and £Ó in steps of Ó Ô⁄ . The near identical shape of the diffractograms in (b) indicates aplanatic properties. 
The different rotationally-symmetrical aberrations discussed can be represented by the aberration 
function which is expanded as a polynomial and shown in equation 3.6.4.  
ÕÖS, ÀØ =  `2 v f ÙÚR=ÖS, + À,Ø 2Û Ü + ÚRWÖS, + À,Ø 4Û Ü + ÚRÝÖS, + À,Ø 6Û Ü … . ß 
Equation 3.6.4 
The term ÕÖS, ÀØ describes the phase shift that is imparted to the electron beam that travels through 
the optical axis at the sample plane. This beam can have an angle  and an azimuthal angle 
. The 
angles S and À are related to the azimuthal angle 
 by equations 3.6.5 a and b. 
S =  Dº(
) 
À =  º«J(
) 
Equation 3.6.5 
A list of the different aberration coefficients up to the fifth order is given in table 3.6.1. All aberration 
coefficients are denoted by Rw where R denotes an axial aberration,  E is the order of the aberration 
and J relates to the angle which results in an identical phase shift phase shift. 
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Aberration coefficient Name Azimuthal symmetry àË²Î X shift 1-fold àË² Y shift 1-fold à² Defocus Rotational à²£ Astigmatism 2-fold à£² Coma 1-fold à£± 3-fold astigmatism 3-fold à±ÒÏ àá Spherical Rotational à±£ àá 2-fold astigmatism 2-fold à±â àá 4-fold astigmatism 4-fold àâ² 4th order coma 1-fold àâ± 4th order 3-fold astigmatism 3-fold àâã 5-fold astigmatism 5-fold àã 5th order Rotational àã£ 2-fold astigmatism of àã 2-fold àãâ 4-fold astigmatism of àã 4-fold àãÔ 6-fold astigmatism of àã 6-fold 
Table 3.6.1: Lens aberration coefficients up to the fifth order. Taken from [201]. 
3.6.4 Electron Detection 
In electron microscopy, a detection system is required in order to produce an image. There are in fact 
several different types of electron detectors which are commonly use in electron microscopy. In 
conventional TEM, a viewing screen is usually present at the bottom of the microscope. This consists of 
a screen which is coated with a scintillator such as ZnS which emits light in the visible spectrum when 
electrons impact the surface [186]. In order to produce good image quality, the grains of this material 
must be smaller than can be detected by the human eye. This type of detector forms an analog image. 
Digital images can also be produced and the most commonly used detector is the charge-coupled device 
(CCD). In this system, the electrically isolated pixels collect the charge in proportion to the incident 
electron intensity. The CCD array can be connected optically to a scintillator system as described above 
and thus does not interact with the incident electrons directly. 
In order to create an image from the charge in each pixel of the CCD array, the change in potential 
recorded by each pixel is feed to an amplifier. The number of grey levels required for the image is 
determined from the various signals produced by the CCD and converted to a digital image [186]. CCDs 
produce a low noise, high quantum detection efficiency (which is defined as the output single to noise 
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ratio divided by the input signal to noise ratio) and high dynamic range images [186]. The draw back 
from using CCD array is that thermal leakage currents can occur, for example when exposed to high 
intensities, in addition to electrical noise. This is overcome by subtracting these effects (which can be 
measured when the detector is not exposed to electrons) from the image. 
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3.7 Transmission Electron Microscopy Modes of Operation 
3.7.1 Conventional Transmission Electron Microscopy (CTEM) 
Transmission electron microscopy can be carried out using two principle modes of operation 
conventional TEM and scanning TEM. The fundamental difference between these modes of operation is 
in the way that the specimen in illuminated by the electron beam. Figure 3.7.1 illustrates this difference 
between CTEM and STEM operation for an 80-300 FEI Titan TEM/STEM instrument. The vast majority of 
electron microscopy was conducted using this instrument which employs a three condenser lens system. 
In the three condenser lens system the first and second condenser lenses (C1 and C2) control the beam 
current in conventional TEM and the probe size in STEM. The third condenser lens in combination with 
the upper objective lens (C3 and Upper Objective) then controls whether the specimen is under parallel 
illumination (CTEM) or convergent beam illumination (STEM). The combination of lens strengths in the 
second and third condenser lenses (C2 and C3) control the beam width and convergence angle for CTEM 
and STEM modes of operation. The result of parallel illumination is that the incident beam will be 
coherent which is important for high resolution imaging. When STEM mode is used the C3 and objective 
lens is used to focus the beam onto the specimen forming a probe which can be on the atomic scale.  
When using parallel illumination in the TEM, an area of the sample is illuminated simultaneously by the 
electron beam. This area can then be imaged by focusing the scattered electrons onto a suitable 
detector. However, when operating in STEM mode, the incident electron beam converges to a point on 
the specimen. In order to form an image, the small incident electron probe is scanned across the 
specimen where the electrons scattered at each point by the sample are collected. An image can then 
be formed from the scanned area. The beam position is controlled by two pairs of scan coils which are 
positioned between the C3 lens and the upper objective or probe forming lens. These scan coils are used 
together such that the incident probe remains normal to the specimen surface.     
 
 Figure 3.7.1: Schematic illustration of the optic system used to produce A) parallel illumination (CTEM) and B) convergent 
beam illumination used in STEM in the three condenser lens system used in a 
electron ray paths are greatly exaggerated for illustrative purposes.
3.7.2 Image Contrast and CTEM
Image contrast can be defined as the difference in intensity between two areas of the image. This 
contrast, in a TEM image, arises due to scattering of the incident electron beam by the specimen. The 
incident electron beam can change in amplitude and phase as it propagates through the sample both of 
which cause contrast in the image. Changes in amplitude of the electron 
give rise to mass-thickness contrast and diffraction contrast. The principles of forming high resolution 
phase contrast images will also be discussed. 
The scattered electrons can be selected to form different types of image. I
beam is selected by the objective aperture. In dark field TEM imaging
and used to form the image contrast. This is illustrated schematically in figure 3.7.2.
80/300 FEI Titan TEM/STEM. The angles of the 
 
 
beam will be discussed which 
 
n bright field TEM the direct 
, scattered electrons are selected 
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 Figure 3.7.2: Schematic illustration showing the role of the objective aperture in forming A) bright field and B) dark field 
images.  
Dark field imaging in the TEM has not been used in this work and thus the following discussion will 
center on the details of forming bright field images. Bright field images are formed from the direct (un
scattered) beam and the scattered beams are excluded from the image. Regions in the sample which 
produce more electron scattering will therefore appear brigh
are selected to form the image and thus the contrast observed by the bright field technique is reversed. 
Contrast in a conventional bright field image can arise due to a number of mechanisms. These will be 
outlined in the following paragraphs.  
Contrast can occur in CTEM due to variations in atomic mass, thickness and differences in density. This 
type of contrast is termed mass
scattering. As discussed previously Rutherford scattering increases with atomic number of the elements 
(Z). Electrons which are scattered in this way are scattered to high angles. Regions containing high mass 
elements will scatter more electrons to high angles outside the acce
aperture. These regions will then appear darker relative to their surroundings in a bright field image. The 
probability of Rutherford type scattering and other scattering events occurring also increases with the 
number of atoms which are illuminated by a fixed electron beam. For this reason areas in the specimen 
which are thicker or contain higher density structures will scatter a larger proportion of the incident 
electrons. Therefore a higher proportion of electrons will be sc
t. In dark field imaging scattered electrons 
 
-thickness contrast and occurs due to incoherent Rutherford type 
ptance angle of the objective 
attered to angles larger than the 
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acceptance angle of the objective aperture. These thicker or denser regions will  appear darker relative 
to their surroundings.  
Diffraction contrast is a major contrast mechanism for crystalline specimens. Electrons are coherently 
scattered by the regular spacing of atomic planes in a crystal according to Bragg’s law (equation3.7.1). 
 = 2 sin  
Equation 3.7.1 
This type of elastic scattering is dependent on the structure and orientation of the crystal. The objective 
aperture can be used to select which diffracted beams in the diffraction pattern contribute to the image. 
The sample can be tilted in order that one of the diffracted beams is strong. This beam together with the 
direct beam can then be selected by the aperture to form the image. Regions of the sample which by 
satisfy a different Bragg angle will not contribute to the image contrast. In this way, image contrast can 
be formed due to differences in diffraction conditions. Imaging by selecting two strongly diffracting 
beams as described in this example is referred to as a two beam condition. The samples studied in this 
work are polycrystalline. If a two beam condition is set up for one grain in the specimen, the other grains 
will not be at the same orientation and therefore not satisfy the same diffraction condition. This will 
cause diffraction contrast between the two grains. It is not only a two beam condition which will 
produce such diffraction contrast. Simply the difference in grain orientation will result in different 
diffraction conditions. A strongly diffracting grain will scatter electrons out to higher angles than a grain 
which is not strongly diffracting. The objective aperture will exclude the high angle electrons from the 
image and, therefore, this grain will appear darker in the image. 
3.7.2.1 Phase Contrast Imaging 
Contrast in the TEM can be produced due to differences in phase between beams which are scattered 
by the crystal lattice. This difference in phase arises due to the difference in path length between 
transmitted beams as they are scattered through the specimen. In order to obtain phase contrast in a 
TEM image, more than one diffracted beam must be allowed through the objective aperture. These 
beams can then interfere to produce contrast. The phase contrast images produced using this technique 
show periodic contrast with a spacing which directly relates to the atomic spacing of the crystal. In order 
to achieve phase contrast images in this way, the spatial resolution of the microscope must be on the 
atomic scale. Instrumental parameters which affect the phase of the electrons in the microscope must 
 also be carefully controlled. The following section describes the variables which produce these 
conditions and how the best resolution phase contrast images can be obtained.
As discussed in section 3.6.2 a point on the specimen is transformed by the optical system into a disc in 
the image. Two closely spaced points in the specimen can therefore produce two overlap
the image. This is illustrated in figure 3.7.3. 
Figure 3.7.3: Two points, fA and fB in the specimen produce two disks, g
A mathematical model can be used to describe the
wave exiting the specimen. The specimen can be described by the specimen function 
corresponding to each point can be described by 
extended to the whole specimen each point in the image contains contributions from a number of 
points in the object. The image function can then be expressed by equation 3.572. 
Where ℎ()is the point spread function and the spatial co
radius . The symbol ä indicates that the two functions 
 
 
A and gB in the image. 
 transformation the optical system performs on the 
(~, Â]. If the argument of overlapping discs is 
\] . \]äU\] 
-ordinates x and y have been replaced by a 
\] and U\] are “folded together” (multiplied 
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Equation 3.7.2 
 and integrated) or “convoluted with one another”. The Fourie
3.7.3) represents this equation in terms of reciprocal lattice space. This Fourier transform operation also 
changes the convolution in real space (r) into a multiplication in reciprocal space (u). 
The term "(#) describes how contrast is transferred from the sample to the image and is known as the 
contrast transfer function. The contrast transfer function (
reciprocal space (#) as shown in figure 3.7.4. The contrast transfer function is oscillatory and where "(#) is non zero which means the spatial frequencies covered by this region of the graph undergoes 
good transmittance. The spatial frequencies whe
zero are not transmitted to the image. 
Figure 3.7.4: Graphical representation of the contrast transfer function 
The contrast transfer function "
function F(#), the envelope function 
these terms contribute to the contrast transfer func
r transform of this expression (equation 
3(#) = 6(#) "\#] 
"\#]) can be plotted as a functi
re the contrast transfer function is close to or equal to 
 
å\æ] and verses reciprocal space
\#] is a property of the microscope and is effected by the aperture 
&\#] and the aberration function \#]. Equation 3.7.4 shows how 
tion. 
109 
 
Equation 3.7.3 
on of 
 
\æ].   
110 
 
"(#) = F(#) &(#) (#) 
Equation 3.7.4 
The aperture function describes the angular range of diffracted beams that the aperture allows through 
the lens. The envelope function is a lens property but has the same effect as the aperture function by 
limiting the spatial frequencies contributing to the image. The aberration function is represented by 
equation 3.7.5 [186]. 
(#) = expÖ−«Õ(#)Ø 
Equation 3.7.5 
Where Õ(#) contains the aberration coefficient (RÇ), the electron wavelength () and the overfocus 
value of the lens (∆) (here f is not the specimen function). The specimen function can be described by 
equation 3.7.6 where  F(~, Â) is the wave amplitude and 
(~, Â) is the phase of the wave.  
(~, Â) = F(~, Â) /~ZÖ«
(~, Â)Ø 
Equation 3.7.6 
The incident wave amplitude can be set to unity which simplifies equation 3.7.6. The phase change (∆
) 
of the incident wave is dependent on the potentials that the electron sees as it passes through the 
specimen. This leads to equation 3.7.7 which is deduced by considering the change in energy of the 
electrons as they experience the potentials in the crystal and assuming the specimen is so thin that its 
thickness is negligible [202].  
∆
 ≃  @(~, Â) 
Equation 3.7.7 
In equation 3.7.7, the term  is the interaction constant. For a very thin specimen the potential function 
(@(~, Â)) is much less than unity and therefore the specimen function (equation 3.7.6) can be 
approximated to equation 3.7.8 [203]. 
(~, Â) = 1 + «@(~, Â) 
Equation 3.7.8 
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This equation is called the weak phase object approximation (WPOA). This expression shows that, for a 
very thin specimen, the amplitude of the transmitted wave function is linearly related to the projected 
potential of the specimen [186]. The projected potential is very different for an electron passing near 
the centre of an atom relative to one passing close to its edge. This expression represents the wave 
function immediately after exiting the specimen. Substituting equation 3.7.8 into equation 3.7.2 we can 
describe the wave function (è(~, Â)) in the image by the following equation. 
è(~, Â) =  X1 − «@n(~, Â)Yä ℎ(~, Â) 
Equation 3.7.9 
Equation 3.7.9 represents the wave function in the image. The important term which allows the image 
to be related back to the specimen function ((~, Â)) is the point spread function (ℎ(~, Â)). This term 
can be represented by real and imaginary components and written in terms of image intensity (¬). This 
leads to equation 3.7.10. 
¬ = 1 + 2@n(~, Â)äº«J(~, Â) 
Equation 3.7.10 
The º«J(~, Â) term in the above equation is the imaginary component of the point spread function. This 
equation highlights that it is only the imaginary part of the point spread function (ℎ(~, Â)) that 
contributes to the image intensity. Applying this to the aberration function ((#)) we can simplify 
equation 3.5.5 to (#) = 2 sin Õ (#). Referring back to equation 3.7.4 if the envelope function is 
ignored the transfer function (%(#)) can be expressed by these terms. The transfer function is closely 
related to the contrast transfer function ("(#)) which was described in equation 3.7.4. 
%(#) = 2F(#) sin Õ (#) 
Equation 3.7.11 
If the specimen behaves as a weak phase object, the transfer function can be related directly to the 
contrast transfer function and thus we can use equation 3.7.11 to describe how the image contrast 
varies with the microscope operating conditions. As mentioned in the above discussion the phase 
distortion term (Õ(#)) contains the aberration coefficient (RÇ), the electron wavelength () and the 
overfocus value of the lens (∆). This phase distortion term can be expressed as a phase shift of the 
form 2 ⁄ . Equation 3.7.11 can be used to describe the optimum conditions to produce phase contrast 
112 
 
images with the best spatial resolution. If the contrast transfer function (%(#)) is positive, the phase 
contrast is positive and the atom would appear dark, when the contrast transfer function is negative, 
the phase contrast is negative and the atoms would appear bright. When %(#) is equal to zero no 
contrast is observed. A plot of %(#) as a function of (#) is illustrated in figure 3.7.4. Image contrast 
results from the phase shift of the diffracted beam by − 2⁄ . If the beam is further shifted by − 2⁄ , 
amplitude is subtracted from the forward scattered beam leading to dark contrast. If the beam is shifted 
by + 2⁄ , amplitude is added and bright contrast is observed.  
A large value of %(#) at a reciprocal space (#) means that the information with spatial frequencies 
relating to that value of (#) will result in strongly transmitted image contrast. The ideal contrast transfer 
function will be large up to large values of reciprocal space. Due to the inverse relationship between real 
and reciprocal space better spatial resolution is obtained for large value of reciprocal space (#). 
A mentioned previously, the phase distortion term in the %(#) function contains the microscope 
variables. This function allow the optimum conditions for producing phase contrast images by 
maximising the reciprocal space, to which, the transfer function is large. Once a lens with a minimum 
spherical aberration coefficient (RÇ) is chosen and the electron wavelength is fixed the remaining 
variable is the defocus value of the lens. This value will allow the smallest spatial frequencies to be 
imaged with maximum contrast. This optimum defocus value has been defined by Scherzer as shown in 
equation 3.7.12. 
∆éA½ = 1.2 (RÇ);^ 
Equation 3.7.12 
This leads to a new definition of resolution which relates the spherical aberration coefficient, the 
Rayleigh criterion and the optimum Scherzer defocus. This is given by equation 3.7.13. 
 
ÇA½ = 0.66 RÇê^ gê 
Equation 3.7.13 
A plot of the contrast transfer function (%(#)) could in principle extend to infinite values of reciprocal 
space. There is however a physical limit to the value of (#) possible for a microscope. This limit is 
 imposed by factors other than is incorporated into the contrast transfer function in the form 
been presented here. This limit can be included in the transfer function by incorporating the envelope 
function &(#). Figure 3.7.5 shows a plot of 
function and thus limiting the large value of
Figure 3.7.5: Plot of ë(æ) verses (æ) which include the envelope 
shown as a dotted line. 
The envelope function represents chromatic aberration, the angular spread of the electron source, 
specimen drift and vibration and the resolution limits imposed by the detector. All of these terms 
restrict the maximum allowed value of 
is known as the information limit. This envelope function highlights the benefit of using an FEG electron 
source since both the chromatic aberration and angular spread of electrons are both small relative to 
other electron sources. This has the effect of increasing the information limit to higher values of 
reciprocal space (#). When combined with an aberration corrector the range of spatial frequencies to 
which contrast transfer function is large can be further 
%(#) verses (#) which has been modified by the envelope 
 %(#) to a certain value of reciprocal space.
function ì(æ). The envelope function is also plotted and is 
(#) that a real optical system can transfer to the image. This limit 
increased through the aberration term 
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3.7.3 Scanning Transmission Electron Microscopy (STEM) 
As mentioned in the previous section, scanning transmission electron microscopy (STEM) uses a 
convergent beam which is focused on the specimen surface. This small electron probe is scanned across 
the sample and the electrons which are scattered from each beam position are collected on a suitable 
detector. The electron probe in the STEM can be made smaller than the atomic spacing in a crystalline 
sample allowing high resolution imaging to be carried out. The small size of a STEM probe is 
advantageous when coupled with analytical techniques such as electron energy loss spectroscopy 
(EELS). STEM-EELS allows chemical information to be obtained with a spatial resolution which is defined 
by the STEM probe size.   
The incident electron probe can be considered to consist of many plane waves traveling at with different 
vectors (}). The incident probe wavefunction is a function of both real space () and probe position (_). 
In order to calculate the wave function of the incident probe the various wave vectors (}) are integrated 
to a maximum (}S). This maximum wave vector is equivalent to the probe convergence semi-angle 
(ÈS). The relationship between these two values is described by equation 3.7.14. 
ÈS = }S 
Equation 3.7.14 
The plane waves are also influenced by the presence of aberrations in the objective lens. Hence the 
probe wavefunction is given by equation 3.7.15. 
è_Ö, _Ø = F í /~Zî−«Õ(}) − 2 «}Ö − _Øï,}uðñc{  
Equation 3.7.15 
Where F is a normalisation constant. The probe will then interact with the specimen through the 
transmission function t() in a similar treatment to that used for phase contrast imaging. The resulting 
transmitted wave function is described by equation 3.7.16. 
ènÖ, _Ø = t()è_Ö, _Ø 
Equation 3.7.16 
This wavefunction is then diffracted onto the detector which is represented by taking the Fourier 
transform. The intensity as a function of scattering angle is integrated over the collection angles of the 
 detector resulting in the intensity for one image pixel. The rest o
probe across the imaging area where the process described above is repeated.
The most common imaging techniques used in the STEM is Z
electrons which are scattered to high angles due
annular dark field (HAADF) detector. The intensity of electrons scattered to these high angles is 
dependent on the atomic number (Z). Figure 3.7.6 shows a schematic illustration of the different ang
ranges of the various STEM detectors.
Figure 3.7.6: Schematic illustration of the high angle annular dark field (HAADF) detector set
STEM. The bright field (BF) and annular dark field (ADF) detectors are also shown and there corresponding angular range of 
detection which is dependant of the incident beam energy 
The HAADF detector angular range can be adjusted by control of the camera length. The collection solid 
angle shown in figure 3.7.6 is large enough to avoid collecting electrons which are scattered by Bragg 
diffraction. The convergence angle of the incident
f the image is formed by scanning the 
 
-contrast imaging. In this technique 
 to Rutherford scattering are collected by the high angle 
 
-up for Z
[192]. 
 electron probe must be equal to or less than the 
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-contrast imaging in the 
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HAADF collection angle to ensure pure Z-contrast imaging. If this criterion is not meet then the electrons 
incident on the specimen at the higher angles may be Bragg scattered onto the HAADF detector.   
HAADF imaging is essentially an incoherent imaging technique. One of the main advantages of using 
STEM imaging is that lens are not used to form the image. Thus the effects of chromatic and spherical 
aberrations and sensitivity to small changes in thickness and lens defocus which occurs for high 
resolution phase contrast imaging is absent in the STEM imaging process. In addition, the contrast 
reversals which are seen with high resolution phase contrast imaging are not present in STEM imaging. 
The electron intensity that falls on the HAADF detector ¬Ö, _Ø is described by the convolution of the 
incident probe intensity (|è_Ö, _Ø|,) with the specimen object function (@Ö, _Ø). This specimen object 
function reflects the probability for scattering to the large angles of the HAADF detector and is related 
to the projected atomic specimen potential. Given an electron probe smaller than the atomic spacings, 
the specimen object function is strongly peaked at atomic sites and week between these positions. This 
will result in a structure image if the specimen is carefully aligned to a specific crystallographic direction.  
The way in which HAADF signals are affected by the nature of atomic columns is still not fully 
understood. Although Rutherford scattering is an incoherent process coherence may still exist in the 
vertical direction along the atomic columns [204]. It is believed however, that phonons in the specimen 
are likely to destroy any coherence in the columns in this direction. The complex nature of electron 
scattering within the specimen does have a direct effect on the character of HAADF images. An example 
of such an effect is that of probe channelling down atomic columns. Channelling occurs due to the 
presence of strong potentials that are generated by the atomic nuclei in the atomic column. These 
strong positive potentials attract the imaging electrons forcing them to propagate close to the column. 
However, with increasing sample thickness the probability of these electrons scattering increases. 
Electron channelling can result in electron scattering to high angles at certain crystallographic 
orientations. The result of which can be to produce periodic contrast features which are not related to 
Z-contrast using a HAADF detector collecting electrons scattered to high enough angles. 
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3.8 Electron Energy Loss Spectroscopy (EELS) 
Electron energy loss spectroscopy or (EELS) is an analytical technique which enables the identification 
and quantification of atomic species in the TEM specimen. The energy of the incident electrons in the 
TEM is set by the source.  As electrons interact with the sample via inelastic processes these incident 
electrons lose energy. The electron energy distribution is measured using a spectrometer and thus 
information regarding the nature of these inelastic processes can be ascertained. One particular type of 
inelastic process involves the excitation of bound core electrons to unoccupied energy states within the 
atom. Upon analysis of the electrons which cause these core loss transitions, chemical information 
regarding local bonding environment and valence state can be obtained. EELS spectra can be obtained in 
the TEM when operating in conventional or scanning (CTEM or STEM) modes. To the first 
approximation, when in STEM mode the spatial resolution of EELS is determined by the illuminated area 
of the specimen so EELS information can therefore be obtained with a spatial resolution on the scale of 
the electron probe size i.e. < 0.2 nm.  
The EELS spectrum is a plot of electron intensity versus energy loss and can be divided in to three 
principle regions. They are the zero loss peak, the low loss region and the core loss region. The zero loss 
peak (ZLP) is the dominant feature of the electron energy loss spectrum and has by far the highest 
electron intensity. The electrons which contribute to this peak are those that have undergone no 
inelastic scattering event within the specimen and hence lost no energy. The ZLP is a distributed peak 
and the full width half maximum (FWHM) of this peak is a measure of the energy resolution of the TEM-
EELS system. The energy resolution of the energy loss spectrum is limited by the energy spread (∆&) of 
the electrons emanating from the electron source and gun assembly.  
3.8.1 Thickness Measurements 
All features other than the ZLP in the EELS spectrum are due to inelastic scattering processes. The 
probability of an incident electron undergoing an inelastic event increases with sample thickness for a 
given material. The sample thickness can therefore be calculated from the relative intensity of the ZLP 
and the rest of the EELS spectrum as shown by equation 3.8.1 [205]. 
t =   ln k ¬d¬òIµl 
Equation 3.8.1 
118 
 
Here,  is the mean free path of for inelastic scattering [206]. This is a material property and reflects the 
average distance an electron travels through a material before it undergoes and inelastic event. The 
mean free path is calculated from the incident beam energy, spectrum collection angle and atomic 
number of the specimen. 
3.8.2 Low Loss 
The low loss region of the spectrum extends up to approximately 50 eV. This region is dominated by 
electrons which have lost energy due to interactions with the weakly bound outer shell electrons of the 
atoms in the specimen [206]. Such electrons are often delocalised due to bonding. As a result of this the 
low loss region of the spectrum contains inter band transitions of the valence electrons to unoccupied 
states above the Fermi level. The dominant feature of this region however, is the broad plasmon peak 
which arises due to collective resonant oscillations of the valence electrons [206].  
3.8.3 Core Loss   
The final region of the spectrum is the high energy loss or core loss region. This part of the spectrum 
extends from the edge of the low loss region at approximately 50 eV up to many thousand electron 
volts. Throughout the EELS spectrum the electron intensity decreases with a logarithmic slope from the 
high intensity zero loss peaks. The background electrons are primarily due to the tails of the plasmon 
peaks in the low loss region and preceding edges in addition to Bremsstrahlung energy losses [205]. 
Furthermore, plural scattering events also contribute to the background intensity. The core loss region 
of the spectrum is characterized by the presence of increased intensity edges which lie on this 
decreasing background [206]. The electrons which produce these increased intensity edge will have 
undergone interactions with the specimens tightly bound core electrons. The result of this inelastic 
interaction is to excite a core electron to an unoccupied atomic state. The amount of energy lost by the 
incident electron by this excitation process is equal to the difference in energy between the core and 
unoccupied states. The energy loss spectrum for each atom contains a number of edges which 
correspond to particular core electron excitations. The energy at which these edges occur is an exact 
measure of the energy levels within the specimen atoms. In this way, EELS can be used to identify the 
types of atoms present in the specimen [206]. In addition, any changes in chemistry such as valence 
state will alter the energy states of the electrons and thus be reflected in the energy loss spectrum.  
In a given atom, it is possible to excite a number of electrons from difference core energy states to the 
unoccupied energy level. The excitation of an electron in a 1s orbital will require more energy than a 
higher state 2p electron. The nomenclature used to identify specific edges has its origins in X-ray 
119 
 
analysis where the electron which is excited from an orbital with principle quantum number 1, 2, 3, 4, or 
5 is referred to as a K, L, M, N or O edge [206].  
3.8.4  Quantification  
Due to the fact that inner shell binding energies are separated by tens or hundreds of electron volts 
elements can be identified by the occurrence of ionization edges in the core loss spectrum [205]. The 
amount of each element can be calculated by measuring the area under the ionization edge. In order to 
do this, the background signal must be removed by curve fitting to the background signal immediately 
before the edge onset. A power law relationship is usually used to model the background signal. In order 
to measure the area under the ionization edge a suitable integration window (or energy loss range) 
must be selected. This energy window (∆) is usually 50-100 eV [206]. Once the edge intensity has been 
measured the partial ionization cross section () is required for the relevant edges. The ionization cross 
section is a measure of the probability of the specific ionization event occurring and can be calculated 
using either the hydrogenic model or the more sophisticated Hartree-Slater atomic model. The cross 
section is a function of convergence and collections angles (È and ó) the energy widow (∆) and incident 
beam energy (&{). The ionization edge intensity (¬S) is approximately related to the number of atoms (of 
the element giving rise to the edge) per unit area of the specimen (S) by equation 3.8.2. This term is 
also referred to as the areal density. 
¬S = S¬Áx_ 
Equation 3.8.2 
Where ¬Áx_ is the intensity of the zero loss peak. However, these values are sensitive to the energy 
window size used to measure the intensities and the collection angle. The zero loss intensity over a 50 
eV energy window (for example) will also encompass nearly the entire low loss region. The value of ¬Áx_ 
will therefore vary more than ¬S with collection angle and specimen thickness and thus introduce errors 
in the calculation. The absolute value of S, however, is usually not required and simply the ratio S À⁄  
for two elements ~ and Â is sufficient. This atomic ratio can be obtained for two elements in the 
specimen using the same integration widow size (∆) by equation 3.8.3. 
SÀ = ÀS ¬S¬À 
Equation 3.8.3 
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The above equation applies to two edges acquired under the same angular and spectrometer conditions 
for two different elements x and y. Different edges can be used in this equation where K edges are 
suitable for low mass elements and L and M edges for higher atomic number elements. The accuracy of 
this calculation is improved if the two edges have similar shape. Relative changes in the atomic ratio 
over an area of the specimen can simply be measured from the intensity ratio (¬S ¬À⁄ ). For a specimen of 
constant thickness and constant acquisition parameters the partial cross section ratio in equation 3.8.3 
will also remain constant. In such a case, the intensity ratios of the two elements x and y are directly 
related to the amount of each element present. 
3.8.5 Experimental Parameters 
When acquiring EELS spectra, it is important to consider the effect of the following experimental 
parameters. In order to acquire good quality energy loss spectra, a careful  balance is required between 
the energy resolution, signal to noise and signal to background ratios (SNR and SBR) of the spectra. The 
primary factor which governs the energy resolution is the energy spread of the electron source. 
However, careful choice of spectrometer collection angle (ó) controls both SNR and SBR and effects the 
energy resolution. In an ideal situation the spectra would have the highest possible energy resolution, 
whilst maximizing both SNR and SBR. The energy resolution of the spectra is measured from the FWHM 
of the zero loss peak as mentioned previously. The energy resolution can be improved by reducing the 
emission current of the source or by using a monochromator system; however, this also decreases the 
signal to noise ratio (SNR)[206]. The effect of increasing the spectrometer collection angle is to decrease 
the energy resolution. The spectral noise is proportional to the square root of the number of electrons 
being detected by the spectrometer. Therefore, as the number of electrons increase the SNR also 
increases. The SNR is thus dependant on the incident electron intensity at the specimen, the incident 
beam energy, the source brightness, emission current, the condenser aperture and the spectrometer 
collection angle. So, although the energy resolution is decreased by using a larger collection angle, the 
signal to noise ratio is improved [206]. The signal to background ratio (SBR) is a measure of the visibility 
of the edge above the background signal. The main contribution to the background comes from the tail 
of the low loss Plasmon peak. The SBR is largest at low collection angles, since the contribution to the 
spectra from the Plasmon losses is greatest for high collection angles. The SBR also decreases with 
increased specimen thickness, also due to an increase in the Plasmon losses contribution. An optimum 
collection angle is therefore required in order to obtain a good compromise between SNR and SBR. A 
typical collection angle is on the order of 10-15 mrad for most commonly observed energy loss features. 
 3.9 Microscopy Sample Prepara
A diamond coated precision circular saw was used to cut the sample into approximately 3
pieces. These pieces were then cut in half as shown in figure 3.9.1 in order to increase the number of 
samples. 
Figure 3.9.1: Schematic illustration showing the way in which the sample has been cut to form a 3mm x 3mm piece.
The small samples were affixed to an adjustable metal stub using a low melting temperature wax. 
Initially, the sample thickness is not
Gatan® disk grinder, a schematic of which is shown in figure 3.9.2. The height of the sample was 
adjusted such that a portion of the sample was protruding above the disk grinder surface
the opposite side of the disk grinder. The first side of the sample is ground using 1200 particles per inch 
silicon carbide paper and polished using 6
then removed from the disk grinder, hea
removed and cleaned in warm isopropanol. The thickness of the samples was measured using a 
micrometer.  
Figure 3.9.2: Schematic illustration of the Gatan® Disk Grinder.
tion 
 considered. The stub, complete with samples was placed inside a 
 µm and 3 µm diameter diamond suspensions. The stub was 
ted on a hot plate to melt the wax adhesive and the samples 
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 mm x 3 mm 
 
 
 using a dial on 
 
 The samples were then returned to the stub polished side down using the wax adhesive. A section of the 
stub was cleaned of any excess wax and the height of the sample relative to the stub surface was 
measured with the micrometer. T
thickness of the wax layer beneath the sample to be known. The height of the top sample surface was 
adjusted to be parallel with the disk grinder surface. In order to align the sample with the d
surface a glass slide was used. A small amount of water was placed on the glass slide surface. This 
surface was placed in contact with the disk grinder and the sample height adjusted until contact with 
the slide was made. This contact point was
glass slide and the disk grinder surface.
Once the sample height had been calibrated with the disk grinder surface the sample height was then 
controlled with the dial. The sample height was then a
disk grinder surface. The sample was then progressively ground and polished using 1200 particles per 
inch silicon carbide paper and 6 
Once the samples where 100-80
complete with samples was placed on the revolving table of a Gatan® model 656 dimple grinder. The 
grinding wheel of the dimple grinder was calibrated to the sample surface and set to grind
determined depth. A small amount of 3
centre of the sample. The revolving brass grinding wheel and the revolving table is then set in motion. 
The wheel is then lowered to the sample surfac
Figure 3.9.3: Schematic illustration of the dimple created by the Gatan® dimple grinder.
his measurement combined with the sample thickness allows the 
 indicated by small movements in the water film between the 
 
djusted leaving 100-80 µm of sample below the 
µm and 3 µm diameter diamond suspensions.  
 µm thin and polished to a surface roughness of less than 3
 µm diameter diamond paste and water is then placed in the 
e. 
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 to a pre-
 
 After the wheel reaches the determined depth a crater or dimple is ground in the sample surface as 
illustrated in figure 3.9.3. As the initial sample thickness was known at this stage dimple grinding was 
continued until a thickness of 15
A Gatan® precision ion polishing system was used mill the last 15
perforation in the centre of the dimple. The sample around this perforation is then thin enough to be 
electron transparent. In order to achieve this goal
figure 3.9.4. The holder was then 
two argon ion guns were positioned to target the centre of the sample and inclined to impact the 
sample at an angle of 4˚ from above and 4˚ from below.  When in operation the sample holder 
whilst the ion guns impact the sample surface in order to mill the sample uniformly. The guns are set to 
switch off as the clamps pass in front of the ion gun. 
Figure 3.9.4: Schematic illustration of the precision ion polishing system sample holder and operation.
The argon ions penetrate the uppermost layers of the sample. As these layers are continuously 
bombarded this layer becomes amorphised and is removed from the sample. This continues until 
perforation point. A beam energy of 5
region of 4-5 hours depending on sample thickness. The sample was then polished using a beam energy 
of 2.5 kV for a duration of 1 hour followed by a 
carefully removed from the holder. A small amount of epoxy resin was then placed on a 2.5
diameter TEM copper ring. The sample was placed on the copper ring as illustrated in figure 3.9.5 where 
the resin was left to set at ~50˚C. Once set
 µm remained at the centre of the dimple.  
 µm of the sample. This c
, the sample was placed in the sample holder shown in 
placed inside the precision ion polishing system under vacuum. The 
 
 kV was used to mill the sample to perforation. This took in the 
polish of 0.5 kV for 1 hour. The sample was then 
, the sample was placed in the TEM holder and imaged.
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 Figure 3.9.5: Illustration of the TEM sample set up required to place in the TEM holder.
In order to maintain a clean sample and avoid contamination from hydrocarbons during STEM 
operation, the sample was cleaned in the TEM holder using a Gatan® Solarus model 950 Advanced 
Plasma System. 
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3.10 Summary 
In this chapter, an introduction to X-ray diffraction has been provided. The Scherrer equation which 
allows the average crystallite size to be estimated from peak broadening was also described.  
The principles which underpin the electrochemical technique of impedance spectroscopy have been 
detailed. The impedance response from a simple resistor and capacitor circuit was used to explain the 
information which can be obtained from an impedance spectrum. The differences and similarities 
between the electrochemical response of a real solid state specimen and the simple circuit where 
discussed. These discussions lead to the introduction of constant phase element circuits and the 
depression angle parameter which in some instances can be used to quantify deviations from the ideal 
response. 
The basic principles of electron microscopy have been introduced in this chapter. Details regarding the 
processes of elastic scattering, principally by diffraction from the electron cloud resulting in coherent 
electron beams and Rutherford scattering producing incoherent electron beams have been discussed. 
The generation of electrons by the electron source and gun assemblies where outlined. This was 
followed by a discussion of electron lenses and the factors affecting spatial resolution. Background 
information on the basic operation of CTEM and STEM has also been provided. A detailed discussion of 
the formation of phase contrast imaging and the factors affecting the contrast transfer function was 
presented. The principles of Z-contrast imaging in the STEM were discussed. The technique of electron 
energy loss spectroscopy was then introduced with particular attention given to quantification using 
core loss EELS. The final section described the methods used to prepare thin electron transparent 
samples for use in the TEM.  
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4 Results and Discussion: Macroscopic Characterisation 
 
128 
 
4.1 Introduction 
The results of macroscopic characterisation experiments will be presented in this chapter. The focus of 
this chapter is placed on the electrical characterization of the grain bulk and grain boundary conductivity 
behavior of polycrystalline CGO specimen. This characterization involved the use of A.C. impedance 
spectroscopy. Prior to presenting the results of this electrical characterisation, information about how 
these specimens were formed is presented. In addition, the structural analyses, chemical identity of the 
elements present in the specimens, and post sintering microstructual characterisation results are 
presented and discussed. The presentation of this information is essential in order to give a 
comprehensive analysis of the electrical properties of these materials. 
All samples produced in this work have been produced from commercially-available CGO10 and CGO20 
powders. Initially, the details of these powders are presented along with results of X-ray powder 
diffraction experiments. Information about the way in which solid sample are produced from these 
powders is then provided. This section also includes post-sintering analysis such as the methods used to 
evaluate the density of the sintered specimens, and average grain size measurements using scanning 
electron microscopy (SEM). The results of this post sintering analysis are then presented. The techniques 
of induction-coupled mass spectrometry and atomic emission spectroscopy are then introduced. These 
techniques were used to analyse the elements and impurities present in the initial powders, the results 
of which are subsequently discussed. An initial high resolution microstructural characterisation is 
presented in order to investigate the grain boundary morphology. This analysis is crucial to the 
subsequent presentation and discussion of the grain and grain boundary electrical properties. 
A.C. impedance spectroscopy results are then displayed and discussed. The model used (which is 
discussed in Chapter 2) to analyse the data obtained from these experiments is reiterated. The resulting 
conductivity data are presented using the Arrhenius equation. The electrical properties of all the 
samples are discussed with a particular focus of the effect of grain size on the grain boundary electrical 
properties.  
The microstructural and electrical characterisation suggests the space charge layer effect dominates the 
grain boundary properties. In light of this, further calculations are made based on the space charge layer 
model, the results of which are presented and discussed. 
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4.2 Powder Characterization 
Samples were prepared from a variety of commercial suppliers in order to contrast the grain and grain 
boundary conductivity properties. Two compositions were studied Ce0.9Gd0.1O2-δ (CGO10) and 
Ce0.8Gd0.2O2-δ (CGO20) where δ represents the induced oxygen vacancy concentration. In addition, a 
powder with a nano-scale crystallite size was obtained to prepare nano-structured polycrystalline 
samples. Details of each powder as quoted by the supplier are presented in table 4.2.1. 
Sample Code Composition Commercial Supplier Surface Area (m
2
/g) 
P10 Ce0.9Gd0.1O2-δ Praxair 34.3 
N10 Ce0.9Gd0.1O2-δ Nextech (Fuel Cell Materials) 7.3835 
N10 nano Ce0.9Gd0.1O2-δ Nextech (Fuel Cell Materials) 117.68 
R10 Ce0.9Gd0.1O2-δ Rhodia  
R20 Ce0.8Gd0.2O2-δ Rhodia  
Table 4.2.1: Showing the composition and commercial source for each stating powder used in this work. 
Approximately 100 mg of each powder was evenly dispersed over an aluminium stub and placed in x-ray 
diffraction chamber. X-ray diffraction patterns where obtained for each sample over the angular range 
of 10-80˚ (2θ) with a step size of 0.04˚ (2θ). This was performed with a Phillips PW1710 diffractometer 
using Cu Kα radiation with a wavelength of 1.542 Å. A diffraction pattern was obtained for a single 
crystal silicon sample. This was used to measure the instrumental peak broadening. The peak width 
measured here is then used to calculate peak broadening from crystallites according to the Scherrer 
formula (as discussed in chapter 3). 
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X-ray diffraction (XRD) patterns were obtained for four different commercial powders (figure 4.2.1). All 
powders are shown to have a single phase cubic fluorite-type structure.  A lahce parameter of 5.4140 Å 
(±0.001 Å) was calculated from the (111) reflection for all CGO10 powders. This value is in excellent 
agreement with the literature for fluorite structured CGO10 material [207]. The structure belongs to the 
Fm3m space group. Peak broadening was observed for the N10 nano powder reflecting the small 
crystallite size of this powder. Scherrer’s formula (as discussed in chapter 3) was used to estimate an 
average crystallite size of 5.4 ±2 nm from the broadening of the (111) reflection. 
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Figure 4.2.1: X-ray diffraction patterns for CGO10 powders showing line broadening for N10 nano powder. 
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The XRD pajerns for CGO10 and CGO20 have been compared in ﬁgure 4.2.2. The R20 powder is also 
single phase with a cubic structure.  A lahce parameter of 5.4440 Å (±0.001 Å) was calculated from the 
(111) reflection for the CGO20 powder. The effect of this diﬀerence in lahce parameter can be observed 
from the inset in ﬁgure 4.2.2 where the (111) reﬂecnon is shioed in 2θ by 0.16˚. This shio corresponds to 
a lahce expansion of 0.0299 Å (±0.001 Å). This lattice expansion can be explained by the increased 
gadolinium content for CGO20 and has been observed in previous studies [207-209]. This lattice 
expansion agrees with Vegard’s law and is a result of elastic strain energy associated with the 
incorporation of gadolinium into the CeO2 fluorite structure. 
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Figure 4.2.2: XRD patterns comparing CGO10 (R10) and CGO20 (R20). As predicted by Vegard’s law a lattice expansion is 
observed with increased dopant concentration. 
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4.3 Sintering and Microstructural Characterisation 
Approximately 0.5 g of each powder was weighed using a digital balance and placed in a 12 mm 
diameter stainless steel die. The powder was then manually compacted in a uniaxial press prior to 
isostatic pressing at 300 Mpa. A small amount of the initial powder for each sample was placed on top of 
an alumina tile. The compacted pellets were then placed on top of this powder bed and covered with an 
alumina boat prior to sintering. The bed of powder is used to eliminate the inter-diffusion of atoms 
between the sample and alumina tile. The alumina boat was used to prevent contaminants falling onto 
the samples from the inside of the furnace. The details of the sintering regimes used for each sample are 
presented in table 4.3.1.  
In order to investigate the influence of grain size on the electrical and microstructural properties of 
these materials, three distinct sintering regimes were employed. The standard sintering regime used 
was 1400 ˚C for 5 hours. In order to produce specimens with a larger average grain size, both the 
temperature and sintering time were increased resulting in a sintering temperature of 1500 ˚C and a 
sintering time of 8 hours [210]. Specimens with an average grain size on the nano-scale were prepared 
from an initial powder with a significantly smaller crystallite size of 5.4 nm as measured by X-ray 
diffraction. A lower sintering temperature of 1100 ˚C and extremely short sintering time of 6 min was 
used in order to minimize grain growth whilst allowing densification to occur [211].  
Once the specimens had been sintered their density was measured using Archimedes principle, the 
details of which are discussed in this paragraph. Initially the weight of the pellet (E=) is measured. A 
beaker of ionized water was placed under a specifically designed set of scales. A small amount of 
surfactant was dissolved in the water in order to minimize the surface tension of the water. A tungsten 
wire was then tied around the sample. The sample was submerged in the water and suspended by the 
wire from a hook on the balance. This allows the submerged weight (E,) of the pellet and wire to be 
measured. The pellet is then removed from the wire. The surface water on the pellet was allowed to dry 
before the wet weight (E) of the pellet is measured. The aim of this measurement is to record the 
weight of the sample and any water that fills the surface pores without including water which is lying on 
the surface. The weight of the wire with one end submerged in the water was measured (ET´L) in 
order to calculate the weight of the pellet when submerged in water. The density of water (ô:;< ) was 
taken from a standard table for the temperature at which the measurements were carried out. 
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ô = ô:;< E=E − E, + ET´L 
Equation 4.3.1 
Equation 4.3.1 was then used to calculate the sample density. This was then compared to the calculated 
theoretical density of CGO for each composition. 
The average grain size of each sample was estimated using the linear intercept method [212] using 
scanning electron microscopy. Jeol JSM -5610 LV and LEO Gemini 1525 scanning electron microscopes 
(SEM) were used to image the sample microstructure. In general the contrast generated in an SEM is 
produced by either differences in atomic number (Z) (backscattered electron mode) or by different 
surface topography (secondary electron mode). The samples here are single phase and hence secondary 
electron SEM is required where surface topography is required to identify the grains. This was achieved 
by using a thermal etch to create grain boundary grooving as illustrated in figure 4.3.1 A. The samples 
were polished to a surface roughness of less than 1 μm using silicon carbide paper and diamond 
suspension polish creating the non-equilibrium surface shown in figure 4.3.1 B. The samples were then 
subjected to a heat treatment of 1400 ˚C for 30 min whereby the surface energy and grain boundary 
energies reached equilibrium, producing a grain boundary groove as shown in figure 4.3.1 and described 
by equation 4.3.2. This produced the necessary topography for the grains to be identified by secondary 
electron SEM. This technique was used for all samples studied with the exception of the CGO10 nano-
structured specimen. For this sample a fracture surface was used to create the topography required to 
image the microstructure using secondary electron SEM. The thermal etch technique was avoided in 
order to maintain the small grain size of this nano structured sample. A small amount of error may be 
expected in the average grain size measurements for these samples since the correction factor assumes 
a polished surface. 
 Figure 4.3.1: Illustration of the surface forces involved in thermal etching.
 
SEM images were taken from across the specimen surface in order to fully
for each sample. Images included more than 500 grains for each sample. 
The linear intercept method involves drawing a straight line across the microstructure image. The length 
of this line is then measured with reference to t
length is then divided by the number of grain boundaries which intercept this line. This yields the 
average intercept distance (). A model is then used which predicts the effect of grain shape, and thre
dimensional grain size distribution. The Hillert distribution function was used here and equation 4.3.3 
used to calculate the average grain size (
 
 
z = zDº + z  Dº
 
 represent the microstructure
 
he magnification factor or image scale marker. This 
) [212]. 
 . 1.57 
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e 
Equation 4.3.3 [212] 
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Figure 4.3.2: Scanning electron microscopy images of polished and thermally etched surfaces for A) P10, B) N10, C) R10a and 
D) R20, sintered at 1400 °C, showing well developed microstructures. Images acquired using the Jeol JSM -5610 LV scanning 
electron microscope. 
Example micrographs of the resulting thermally-etched surfaces are presented in figure 4.3.2 for 
samples which were prepared the standard sintering regime of 1400 ˚C for 5 hours. These micrographs 
are considered to be representative of the microstructure as a whole. The materials appear to be dense 
with little evidence for porosity. The grains appear to have an even geometry with no obvious 
preference for grain growth along a specific crystallographic direction. Some small pores are visible and 
reside at multi grain junctions.  Grain size distribution data was obtained by the measurement of 
individual grains. The results of which are presented in figure 4.3.4 and 4.3.5, for all samples studied. 
2µm
2µm 2µm
2µm
A B
C D
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Figure 4.3.3: Scanning electron microscopy images of polished and thermally etched surfaces for A) N10 L, B) R10b L, C) R20 L, 
sintered at 1500 °C and D) fracture surface for N10 nano, sintered at 1100 °C. Images acquired using the LEO Gemini 1525 
scanning electron microscope. The improved image quality is due to the field emission gun (FEG) electron source. 
Figure 4.3.3 shows SEM micrographs of thermally-etched surface for sintered, dense CGO10 specimens 
produced from the powders obtained from A) Nextech and B) Rhodia. Figure 4.4.3 C shows SEM 
micrographs of thermally-etched surface for the sintered, dense CGO20 specimen produced from 
powder also obtained from Rhodia. These specimens were subjected to a higher sintering temperature 
and longer sintering time compared to the samples shown in figure 4.3.2. The larger grain size which 
would be expected from this more extreme sintering regime is not obvious from a qualitative analysis of 
these micrographs. This sintering regime was chosen from a study of the effect of grain size on the 
electrical properties of CGO20 by Christie et al. [210]. Christie et al. produced average grain sizes of 
approximately 5 µm by sintering at 1500 ˚C for 4 hrs. It was considered that by increasing this sintering 
time to 8 hrs grain sizes larger if not equal to this value would be achieved in order to study the effect of 
grain size on the electrical properties of CGO10 and CGO20. 
Figure 4.3.3 D shows the SEM micrograph of a fracture surface of the nanostructured specimen 
produced from the nano powder which was obtained from Nextech Fuel Cell Materials. This specimen 
was subjected to only a mild sintering regime of 1100 ˚C for a duration of 6 min.  This specimen appears 
2µm
A
2µm
B
2µm
C
2µm
D
 to be highly dense with very little sign of porosity. The mild sintering regime and finer powder used to 
produce this specimen has obviously resulted in a smaller grain size.  
Figure 4.3.4: Grain size distribution da
surfaces. 
 
ta for P10, N10, R10 and R20 as measured from SEM images of thermally
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 Figure 4.3.5: Grain size distribution data for N10 nano, N10L, R10L and R20L as measur
thermally-etched surfaces. 
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4.3.1 Analysis 
Details of the sintering regime used to produce each specimen along with the resulting relative density, 
and average grain size for each specimen is presented in table 4.3.1. 
Sample 
N10 
nano 
P10  N10 R10a R20 N10 L R10b L R20 L 
Sintering 
Temp (°C) 1100 1400 1400 1400 1400 1500 1500 1500 
Time (hrs) 0.1 4 4 4 4 8 8 8 
Relative Density 
(% Theoretical) 
93 
(±1%) 
96 
(±1%) 
99 
(±1%) 
99 
(±1%) 
99 
(±1%) 
99 
(±1%) 
99 
(±1%) 
99 
(±1%) 
Grain Size (μm) 
(±RSD) 
0.17 
(±0.07) 
2.7 
(±1.4) 
1.4 
(±0.7) 
1.6 
(±0.8) 
1.5 
(±0.7) 
2.7 
(±1.3) 
2.3 
(±1.1) 
2.4 
(±1.2) 
Table 4.3.1: Showing sintering, relative density measured using Archimedes principle and grain size measured using the 
linear intercept method from SEM micrographs for all samples produced. 
The low temperature fast sintering regime used to produce the nanostructured specimen resulted in a 
low density of 93% theoretical value. Ideally, a theoretical density of greater than 95% is desirable as 
below this density, a continuous network of open porosity is possible across the sample. Considering the 
fast sintering time, the level of densification observed in this nanostructured specimen is remarkable. 
This lower density was deemed satisfactory for the use in further experiments; although if an open 
network of pores is present the interpretation of electrical measurements may be affected by a surface 
conduction pathway. This fast sintering time also successfully produced a small grain size of 
approximately 170 nm. The remaining specimens underwent more conventional sintering regimes. All of 
these samples produced densities of 99 % of the theoretical value, with the exception of the CGO10 
specimen produced from the powder obtained from the supplier Praxair (P10). P10 produced a density 
of 96 % theoretical. This was accompanied by a larger grain size compared to the other samples. This 
lower density may be related to impurities in the material which is discussed further in section 4.4. The 
reason for the larger grain size of the P10 sample is not clear, however, figure 4.3.4 shows a wider 
distribution in grain size compared to the other CGO10 specimens. All other samples sintered with the 
intermediate heat treatment (N10, R10 and R20) produced a comparable grain size of around 1.5 μm. 
These three powders produced specimens with 99 % theoretical density and were then chosen to 
produce samples of larger grain size by subjecting them to the more extreme sintering regime. Samples 
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produced by this more extreme sintering regime exhibited theoretical densities of 99 %. The grain size 
for these samples, although larger than the intermediate sintering regime, produced a grain size of 
around 2.5 µm, with the N10 L sample producing the largest value of 2.7 μm. This sintering regime was 
chosen from the work carried out by Christie et al. [210] who produced an average grain size of 5.3 μm 
at this temperature and half the time that was used here. The reason for the difference in grain growth 
behavior between these samples and the work of Christie et al. [210] is not clear, but may be related to 
differences in impurity composition. The details of the impurity composition of the powders used by 
Christie et al. [210] were not published.  
The distribution of grain size was obtained by measuring the diameter of each grain in the SEM images 
individually, using an approach similar to that described by the linear intercept method. More than 500 
grains were measured for each specimen. This data is presented in figures 4.3.4 and 4.3.5 and the 
resulting standard deviation about each mean grain size is presented in table 4.3.1. The grain size 
distribution data presented in table 4.3.1 shows that the specimens with the larger grain sizes (i.e. P10 
and N10 L) show the largest distribution in grain size. This data also shows that the distribution of grain 
sizes is on the whole quite large and range between approximately 40-50 % of the mean value. Figures 
4.3.4 and 4.3.5 show that the distribution of grain sizes in all samples are normal. This normal 
distribution is, in many cases, skewed. The distribution in all cases, however, consists of one single 
mode. This is an important observation as the suitability of the bricklayer model to be applied to these 
specimens can be confirmed. In addition to the application of the bricklayer model to these specimens 
the use of the simple number average to obtain the average grain size for each specimen is validated.  
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4.4 Inductively Coupled Plasma Mass Spectrometry and Atomic Emission 
Spectroscopy (ICP- MS and AES) 
Prior to discussion and analysis of the conductive properties of the specimens studied, inductively 
coupled plasma mass spectrometry and atomic emission spectroscopy was carried out in order to 
determine the purity of the specimens. This technique allowed an analysis of the exact dopant 
concentration in addition to the identification and quantification of impurities and trace elements 
present in the starting powder materials. 
Inductively coupled plasma mass spectrometry (ICP-MS) and atomic emission spectroscopy (ICP-AES) are 
highly sensitive techniques for quantifying atomic concentrations in the parts per million (ppm) range. 
The system is composed of two parts, an inductively coupled plasma torch and the detection system. An 
oscillating magnetic field is created by a radio frequency generator. A gas such as argon is supplied to 
the touch where it is ionised by the magnetic field creating a stable plasma. The sample is dissolved in a 
suitable solution such as HCL, HNO3 or H2O2 and introduced to the plasma where is ionised. In the ICP-
MS case the ionised sample is then accelerated through a mass spectrometer where the mass to charge 
ratio is used to identify and quantify the ions present in the sample. In the AES case, the discrete 
wavelength of the photons emitted from each ion in the plasma is focused onto a diffraction grating. 
The grating separates the radiation into its component wavelengths. The intensity of the radiation at 
each wavelength is then compared to a standard for quantification. Each of the powder samples shown 
in table 4.2.1 were analysed by both ICP-MS and ICP-AES the results of which are presented in 
table 4.4.1.  
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Sample 
 
Element (ppm) 
N10 nano N10 P10 R10b R20 
Hf* (± 2.4% RSD) 8 2 2 8 2 
Si  (± 3.5% RSD) 210  165  145  127  169  
Al <1300 <1300 <1300 <1300 <1300 
Ti <25 <25 <25 <25 <25 
Fe (± 2.5% RSD) 7 7 9 6 6 
Mg <3 <3 <3 <3 <3 
Ca <1600 <1600 <1600 <1600 <1600 
Na <150 <150 <150 <150 <150 
Y (± 0.5% RSD) 62 62 78 105 45 
Gd (± 1% RSD ) 93300 93400 94900 91000 183000 
La* (± 0.9% RSD) 2 4 420 24 610 
Pr* (± 1.8% RSD) 10 8 730 15 7 
Table 4.4.1 Inductively coupled plasma mass spectrometry* and atomic emission spectrometry data showing gadolinium and 
trace element content measured in parts per million for all powders. The error presented for these element concentrations is 
the % relative standard deviation (%RSD) which reflects the reproducibility of these measurements. 
The error in these measurements is presented as a % relative standard deviation and reflects the 
reproducibility of the measurements. This technique is sensitive to elements at concentrations in the 
parts per billion range. Since the concentration of material is diluted in a solvent by 1000 times the 
minimum detectable concentration in the actual material is in the parts per million range. The minimum 
detectability varies for each element due to interference of spectral lines from other elements in atomic 
emission spectrometry and other charged species in mass spectrometry.  
In order to confirm the nominal composition of the powders, the gadolinium concentration was 
checked. The two CGO10 powders obtained from Nextech Fuel Cell Materials were found to contain 9.3 
at% gadolinium. The gadolinium content was found to vary slightly, as powders obtained from Praxair 
and Rhodia contained 9.5 and 9.1 at%, respectively. The CGO20 powder obtained from Rhodia was 
found to contain twice as much gadolinium as the CGO10 material. The gadolinium content in all 
powders tested by ICP-AES showed lower dopant concentration than that stated by the manufacturers.   
The most important trace element concentration measured by this technique is that of silicon. These 
values were found to range between 210 to 127ppm. This level of silicon impurity places the material in 
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the intermediate impurity range which was defined in Chapter 2 (with high purity defined as <50 ppm 
SiO2, intermediate <500 ppm SiO2, and low purity >500 ppm SiO2). With this level of silicon impurity, the 
grain boundary blocking effect would be expected to be dominated by the space charge layer. A small 
amount of SiO2 would be expected to reside at multi grain junctions, thereby contributing to the grain 
boundary blocking effect by the constriction model [213]. 
Lanthanum and praseodymium are the only trace elements which have been detected in significant 
quantities by this technique. Lanthanum concentrations have been detected at approximately 0.04 and 
0.06 at% in the P10 and R20 powders, respectively, and praseodymium detected at a level of 0.07 at% in 
the P10 powder. At these quantities, La and Pr are not expected to affect the bulk conductivity, but if 
segregated to the grain boundaries may play a minor role in the grain boundary conductivity. 
Praseodymium has been shown to introduce significant p-type conductivity to the lattice of CGO at 
concentrations as low as 2 mol% [214]. La has been shown to scavenge siliceous phases from grain 
boundaries, increasing the conductivity by increasing the grain to grain contact [215]. The 
concentrations of these elements found in the powders studied here are low and would need to 
segregate completely in order to alter grain boundary electrical properties by a notable amount. The 
high praseodymium content found in the P10 material may be responsible the lower density of this 
specimen since a slight decrease in density has been reported for Pr-doped CGO compared with Pr-free 
material in previous studies [216]. 
The minimum level of detection for aluminium and calcium are high relative to the other elements 
analysed. This leaves the possibility of Al and Ca concentrations of up to 0.17at% Al (0.065mol% Al2O3) 
and 0.16 at% Ca (0.16 mol% CaO). Again these values are small but could play a role in the grain 
boundary properties. Al2O3 at levels of 0.2 have been shown to increase grain boundary conductivity in 
intermediate SiO2 purity material by scavenging the amorphous siliceous layer [217-219]. Aluminium 
that remains dissolved in the lattice has been shown to slightly lower the bulk conductivity by defect 
association between F'KL  and @<••. In high purity material, aluminium has been shown to lower the grain 
boundary conductivity by incorporation into the space charge layer [218,220]. Similar effects have been 
observed for CGO10 materials containing 500 ppm SiO2 and CaO additions of 2 mol%. The grain 
boundary resistivity was lowered by 743 KΩ cm to 3.5 KΩ cm with this CaO addition by scavenging the 
SiO2 amorphous intergranular film [221,222]. Bulk conductivity was lowered due to the defect 
association between  RKL  and @<•• [221,222]. 
 4.5 Initial Microstructural Characterisation
Although a thorough microstructual analysis of the specimens studied in this work is presented in 
Chapter 5, it is appropriate to present an initial TEM a
MS and AES analysis showed the presence of silicon in all specimens along with other trace elements. In 
order to interpret the conductivity properties of the specimens
there are any second phases or amorphous films residing at the grain boundaries (see Chapter 2).
Figure 4.5.1: Bright field TEM images of grain boundaries in A) CGO10
(N10). A and B show no evidence for macroscopic scale grain boundary second phases or amorphous regions. High resolution 
phase contrast TEM images in C) and D) show direct grain to grain contact with no sign of an amorphous intergr
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Bright field transmission electron microscopy images shown in figures 4.5.1 A and B are typical of all the 
samples studied. There is no evidence for macroscopic second phases and the triple junctions appear 
free from any large scale second phases. These observations are further supported by high resolution 
atomic scale phase contrast images shown in figures 4.5.1 C and D where direct grain to grain contact is 
apparent with no evidence for an amorphous intergranular film. Such observations have been for all 
samples surveying hundreds of grain boundaries and the images presented in figures 4.5.1 C and D are 
typical. Silicon, however, is present in the powders as confirmed by ICP-MS analysis and is unlikely to 
remain dissolved in the lattice structure of CGO. On a few very rare occasions small pores have been 
observed at triple junctions. It is possible that these features are sites where amorphous siliceous 
phases have formed and subsequently dropped out during sample preparation and/or during sample 
handling. Alternatively the small level of silicon impurity may reside at a few rare triple junctions which 
have not been observed in this work due to the sheer number of triple junction in a polycrystalline 
specimen.    
In light of this microstructural analysis, the grain boundaries are considered to be free from a continuous 
amorphous intergranular phase and the grain boundary blocking effect is thus dominated by the space 
charge layer. Although not observed directly, the SiO2 which is present in all samples is thought to 
remain in a few isolated pockets at multigrain junctions and has a relatively small effect on the grain 
boundary conductivity. 
 
 
146 
 
4.6 Electrical Measurements 
Initial impedance measurements were carried out using platinum paste electrodes. As shown in figure 
4.6.1, the electrode impedance is high at 200 °C temperatures and the electrode and grain boundary 
responses were merged. These measurements where then repeated with silver paste electrodes. The 
impedance response for this electrode was found to be lower compared to platinum and the grain 
boundary and electrode responses were sufficiently separated. This produced a well defined grain 
boundary semi-circle allowing more accurate analysis of the grain boundary electrical properties. This 
effect has also been reported elsewhere [181]. 
 
Figure 4.6.1: Impedance spectra for N10, contrasting the effect of different electrodes at 200˚C. The grain and grain boundary 
arcs are shown from left to right with the onset of the electrode arc (far right) merged with (Pt) and separated from (Ag) the 
grain boundary arc. 
Figure 4.6.2 shows impedance spectra for all samples subjected to the conventional sintering regime. 
Each response consists of a grain and grain boundary arc. These arcs are identified by their capacitance 
values [182]. In each case the high frequency arc (left) has a capacitance value of approximately 1x10-11 
F (see table 3.3). This is typical of a grain response [181,182]. The CGO10 samples display second, well 
defined lower frequency arcs which have capacitance values of approximately 1x10-8 F. This value is 
typical of a grain boundary response [182]. The onset of the electrode response can be seen at the low 
frequency end of each spectrum. 
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Figure 4.6.2: Impedance spectra contrasting the impedance response for CGO10 obtained from three different commercial 
suppliers and CGO20 at 200˚C using silver electrodes. 
The grain responses for the CGO10 samples show similar resistivity values, which is to be expected for 
samples of the same composition. The small variation in grain response between CGO10 samples is due 
to a variation in the temperature at which these measurements were made, with the lower temperature 
resulting in greater grain resistivity. Although the samples were left in the furnace for 200 min at 200 ˚C 
to reach equilibrium, thermocouple readings showed a variation of up to 6 degrees between samples. 
This can be due to a combination of variation in sample position within the furnace and the sample not 
reaching thermal equilibrium.   
The grain resistivity of the CGO20 (R20) sample is significantly larger than the CGO10 samples. This is 
expected due to the increased number of possible defect association reactions between @<•• and 3KL  as 
discussed is chapter 2. As the dopant concentration is increased the number of possible association 
reactions increase resulting in fewer free vacancies available for conduction [223-227]. These reactions 
are prominent at the low temperatures studied here and as the temperature is increased the difference 
in grain conductivity between CGO10 and CGO20 is expected to decrease [228-233].  
Relative to the large grain response of CGO20 the grain boundary arc is small and is slightly merged with 
the grain response. However, it still has a resistivity on the same scale as the grain boundary response 
for CGO10 samples. A similar sample response has been observed for high purity 8 mol% Y2O3 doped 
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ZrO2 [213]. Figure 4.6.3 shows the typical impedance spectra for the remaining samples. It is important 
to note here that the large difference between some grain responses can be attributed to a variation in 
measurement temperature of up to 6˚C. Following the Arrhenius equation, using the activation energies 
extracted for these samples, a decrease in temperature of 6˚C has the effect of decreasing the 
conductivity by more than 20%. This can account, in part, for the differences seen in grain bulk resistivity 
for N10L and N10 shown in figure 4.6.3. The larger resistivity observed in the nanostructured specimen 
(N10 nano) is likely to be associated with the greatly increased grain boundary volume fraction resulting 
in significant grain de-doping due to solute segregation to grain boundaries [234]. The grain responses 
for the CGO10 and CGO20 specimens produced from Rhodia powder (R10 and R20) do not follow the 
same trend. These differences are unusual and may be due to the samples not reaching thermal 
equilibrium in the furnace before the conductivity measurements were made. Alternatively, errors in 
measuring the sample geometry may account for these discrepancies in bulk resistivity. 
 
Figure 4.6.3: Typical impedance spectra at ~200˚C comparing the different grain sized material. Variation in grain response 
for in the most part is related to a variation in measurement temperature of up to 6˚C in some cases. 
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When comparing specimens of different compositions and microstructures it is important that the data 
being analysed is reproducible. The reproducibility of the impedance measurements was checked by 
analysing a number of specimens of nominal composition which were produced under identical 
conditions. Figure 4.6.3.1 shows an example of the variability of the impedance plots for nominally 
identical specimens. 
 
Figure 4.6.3.1: Impedance plots measured at 200 °C comparing nominally identical specimens for a) N10L, b) N10 and 
c) N10 nano. 
The grain bulk arcs show good agreement within error of the specimen geometry measurements. The 
grain boundary responses are more variable. This variability may reflect differences in grain size and 
microstructure for the specimens.  The difference in these spectra may in part explain the unexpected 
differences observed in figure 4.6.3. The small difference between grain arcs in figure 4.6.3.1 will 
introduce some scatter in the conductivity plots for these materials. The largest difference in grain 
conductivity shown in figure 4.6.3.1 appears between the N10 nano specimens. This introduces scatter 
in the conductivity plots of ± -0.056 S cm-1. This value is within the error of ± -0.09 S cm-1 that is 
associated with the variation in sample temperature as denoted by the error bars in the Arrhenius plots 
(figure 4.6.10). Interpretation of the scatter in the grain boundary data is difficult without details of the 
specimen microstructure. 
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4.6.1 Interpretation 
Each impedance spectrum can be modeled by an equivalent circuit. In most cases analysed here, the 
circuit shown in figure 4.6.4 modeled the responses well. The constant phase element is used instead of 
a capacitor to reflect the deviation from the ideal response. This deviation can be seen as a depression 
of the semi-circle below the real axis which can be measured by the depression angle. 
 
Figure 4.6.4: Equivalent circuit proposed for modelling the grain and grain boundary response of each impedance spectra. 
The circuit is composed of two resistance and constant phase element parallel circuits placed in series. 
A single semi-circle was found to fit each arc of the impedance data more accurately. In addition, the 
equivalent circuit became even more difficult to match with the impedance data at the upper and lower 
end of the temperature range studied. At 350˚C only a small section of the grain response was recorded 
due to the limited frequency range of the instrumentation (maximum frequency of 10 MHz). Measuring 
the grain bulk response at this higher limit of the frequency range lead to a highly distorted grain bulk 
response. A similar effect was observed in some cases at the low temperature of 150 ˚C where the grain 
boundary response becomes distorted at the low end of the frequency range (0.1 Hz). Under these 
conditions it became impossible to fit the whole data set to the equivalent circuit model shown in 
figure 4.6.4.        
As discussed in chapter 2, equation 4.6.1 shown below allows the resistance (R) and capacitance (C) to 
be measured from the frequency at the apex (ªS) of each semi-circle of the impedance spectra. 
1 ªS = Rv  
Equation 4.6.1 
The axis of the impedance spectra shown in figures 4.6.2 and 4.6.3 display resistivity values (ρ) rather 
than resistance (R). This is because the spectra have been normalized to the sample geometry by 
equation 4.6.2 which has also been presented in chapter 2. 
RG
CPEG
RGB
CPEGB
 The thickness of the pellets (') and diameter (D) was measured in order to calculate the surface area of 
the pellet (A) shown schematically in
Figure 4.6.5: Schematic of sample geometry showing the thickness 
The use of equation 4.6.2 allows the impedance spectra for samples with differing geometry to be 
normalised by plotting resistivity (as shown in figures 4.6.2 and 4.6.3) rather than resistance. From a 
measurement of resistivity (ρ) the conductivity (σ) can be obtained by simply taking the inverse as 
shown by equation 4.6.3. 
In order to analyse the grain boundary electrical properties of each samples
normalized by grain size. As discussed in chapter 2 if we assume that the relative permittivity of the 
grain () and grain boundary (
allows the calculation of the grain boundary thickness and specific grain boundary conductivity (
from equations 4.6.4 and 4.6.5.  
ô =  F'  
 figure 4.6.5. 
 
(÷) and diameter (Ì). 
 = 1
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∗ =   
Equation 4.6.5 
Where R  and  R are the capacitance of the grain and grain boundary respectively,  is the electrically 
measured grain boundary thickness and  is the average grain size. These equations are based on the 
bricklayer model which was introduced in chapter 2. Once the average grain size is estimated from a 
large sample of SEM images such as those shown in figures 4.3.2 and 4.3.3, the grain boundary thickness 
() can be estimated. However, in order to calculate the specific grain boundary conductivity (∗ ), only 
the measured capacitance values are required due to the relationship shown by equation 4.6.4. 
 
Figure 4.6.6: Grain bulk capacitance values derived from impedance spectra at each temperature studied. Above a 
temperature of approximately 280˚C (denoted by the dotted line) the capacitance value were found to increase. Data is 
grouped into three categories A), B) and C) for clarity. 
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Figure 4.6.6 shows the grain capacitance values derived from the impedance spectra for all samples. It 
can be seen that for all specimens the capacitance values can be grouped into two distinct regions. 
Below a temperature of approximately 280˚C (shown by the dotted line in figure 4.6.6), the grain 
capacitance values are relatively uniform. Above this temperature, a sharp increase in the grain 
capacitance is observed for all samples. This is due to distortion of the grain response in the impedance 
spectra which is observed above this temperature. This distortion occurs since these measurements are 
made at the high frequency end of the measureable range. In order to avoid these errors carrying 
though to the specific grain boundary conductivity calculation, an average capacitance was calculated 
from the values measured below 280˚C. Over this temperature range, the measured capacitances show 
greater consistency and this approach was considered satisfactory since capacitance is not temperature 
dependant. It is this averaged capacitance that is then used for further calculation via equation 4.6.4.  
It can be seen that the grain capacitance values measured below 280°C, for sample sintered using the 
standard sintering regime (figure 4.6.6 A), are tightly clustered around a value of approximately 
1.6x10-11 F. The capacitance values for the N10 samples with different grain sizes (figure 4.6.6 B) show a 
trend of increasing capacitance with increasing grain size. This trend is also observed for the R20 
samples with different grain sizes (figure 4.6.6 C), however, the CGO 10 (R10) samples with different 
grain size do not show the same trend. 
The capacitance of a simple parallel plate capacitor with an area (F) and separation (') is given by 
equation 4.6.6. 
R = ´1 F'  
Equation 4.6.6 1 is the permittivity of free space (8.854x10-14 F cm-1) for a specimen with geometry of approximately 
1cm-1 and relative permittivity (´) of 10 a capacitance value of approximately 1x10-12 F is to be expected 
[182]. The values shown in figure 4.6.6 are on the whole between 1.5x10-11 and 3x10-11 F and within the 
error of the above calculation the values from these arcs can be attributed to the grain bulk. It is 
important to note that when measuring such small capacitance values using impedance spectroscopy, 
error can arise due to stray capacitances. The thin connective wires which run parallel to each other 
along length of the specimen holder can produce a parasitic capacitance. This stray capacitance has 
been measured by measuring the open circuit capacitance to be 1.12x10-11 F. This value was obtained by 
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setting the current collectors to a distance equal to the sample thickness. The grain bulk and grain 
boundary capacitance values presented in this work have been corrected for this parasitic capacitance. 
This correction was carried out by simply subtracting the parasitic capacitance from the bulk grain 
capacitance value obtained from the impedance spectroscopy measurements. 
 
Figure 4.6.7: Grain boundary capacitance values derived from impedance spectra at each temperature studied. The 
specimens have been grouped into three categories for clarity. Average grain size is presented in the key for each figure. 
Figure 4.6.7 shows the grain boundary capacitance values derived from impedance spectra for all 
samples across the temperature range studied. These values exhibit greater consistency over the entire 
temperature range compared with the grain bulk values shown in figure 4.6.6. An average value was 
taken for further calculation to remove the error associated with the minor variation in values. This 
minor variation is a result of errors in fitting the semi-circles to the impedance arcs. The majority of 
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grain boundary capacitance values are in the 1x10-8 range which is expected for a grain boundary 
response. In order to attribute these capacitance values to the grain boundaries, the bricklayer model is 
applied. Due to the inverse relationship between capacitance and the capacitor thickness (i.e. grain size 
() and grain boundary width () ) equation 4.6.4 can be applied. Other microstructural features can be 
present in the system such as pores and second phases which restrict conduction across grain 
boundaries. As a result grain boundary capacitances are found to vary from 1x10-8 to 1x10-11 F [182]. The 
higher values are likely to occur for materials with a high density and thin grain boundary regions [182]. 
Values in the lower end of this range occur with poor density and can be associated with restriction of 
current flow across grain boundaries [235]. The values measured in this work fall in the center of this 
range. 
A clear trend with grain size can be seen in figure 4.6.7. There appears to be direct relationship between 
grain size and grain boundary capacitance. This trend is particularly clear in figure 4.6.7 B. The low 
capacitance value for the nanostructured specimen may owe a small contribution to the slightly lower 
density of this specimen [182], however, the main contribution is likely to be due to the small grain size. 
This direct relationship was also observed for the grain bulk capacitance in most specimens. If the simple 
relationship derived from the bricklayer model (equation 4.6.4) holds true, this suggests that the grain 
boundary thickness () should increase with increasing grain size. The R20 sample with the smaller grain 
size also shows a lower grain boundary capacitance than CGO10 samples with similar grain size. This 
may be a result of the higher dopant concentration but this is not the case for the CGO20 sample with 
larger grain size (R20 L (2.4 µm)). For both CGO20 samples a grain boundary response was not observed 
in the impedance spectra at 150 ˚C. This is due to the high resistance at this temperature which causes 
this arc to occur outside the frequency range of the experiment. 
4.6.2 Temperature Dependence of Ionic Conductivity 
Generally, at each temperature and hence conductivity the quantity % obeys the Arrhenius relationship 
shown in equation 4.6.7. 
% = F{/~Z k−&}% l 
Equation 4.6.7 
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This equation allows the activation energy (&) and pre-exponential factor (F{) to be extracted from the 
gradient and y-intercept, respectively, from the straight line produced by plotting log (%) vs. 1 %v  
(where is the conductivity at a temperature %  in Kelvin and } the Boltzmann constant). 
 
Figure 4.6.8: Grain and specific grain boundary (GB*) Arrhenius plots for samples with medium grain size. 
All samples are shown to obey the Arrhenius equation (figure 4.6.8) as expected .The specific grain 
boundary conductivity for all samples studied is approximately 2-3 orders of magnitude lower than the 
grain conductivity. This is typical of the intrinsic grain boundary space charge layer blocking effect 
[210,218,236-239] as a significant contribution to the blocking effect from SiO2 would be expected to 
produce a much lower specific grain boundary conductivity [240]. Table 4.6.1 shows the activation 
energies and pre-exponential factors for derived from figure 4.6.8. 
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Sample P10 (2.7μm) N10 (1.4μm) R10 (1.6μm) 
Ea
G (eV) (±0.02)  0.79 0.82 0.83 
Ea
GB (eV) (±0.02)  0.92 0.95 0.93 
ΔEa (Ea
GB
 -Ea
G) (eV) 0.13 0.13 0.10 
Ao (G) (S cm
-1 K-1) (x106)   3.2   (±1.3) 2.3   (±0.9)   2.9  (±1.2)    
Ao (GB) (S cm
-1 K-1) (x106)  0.0058 (±0.002) 0.033 (±0.01) 0.055 (±0.02) 
Table 4.6.1: Grain and grain boundary activation energy and pre-exponential factor conductivity data for specimens of 
intermediate grain size shown in figure 4.6.8. 
The grain boundary activation energy for all samples is larger compared to the grain (table 4.6.1) by at 
least 0.1 eV. This difference is indicative of the intrinsic space charge layer blocking effect, since 
constriction of current flow by SiO2 has been shown to have no effect on the grain boundary activation 
energy [240-242]. In addition, the grain boundary pre-exponential factor (F1) is lower than the grain 
bulk value by as much as three orders of magnitude. As discussed in chapter 2, the pre-exponential 
factor contains a concentration of charge carriers term (R). It is possible, therefore, that this measured 
decrease in F1 at the grain boundary reflects a decrease in the concentration of charge carriers in the 
space charge layer. Grain conductivity behavior of the CGO10 samples shown in figure 4.6.8 are in 
excellent agreement. The grain activation energies for these three samples also show good agreement 
within experimental error. These consistent grain properties are to be expected for samples of the same 
composition.   
The grain boundary responses for CGO10 samples shown in figure 4.6.8 are varied. This variation could 
potentially arise from two sources. The first is a contribution to the grain boundary blocking effect by 
SiO2. As mentioned previously, extensive TEM analysis has shown very little sign, if any, of an SiO2 inter-
granular phase in any of the samples. However, at the concentrations measured by ICP-MS the effect of 
SiO2 on the grain boundary electrical properties cannot be completely ruled out. A small amount of SiO2 
has been shown to markedly decrease the grain boundary conductivity [241-268]. The second factor is 
differences in the intrinsic space charge layer. Sample number P10 has a larger average grain size than 
samples N10 and R10a. The effect of increasing the grain size has also been shown to increase the space 
charge layer potential barrier height [213,236,238,269]. This larger grain size would also cause any SiO2 
at the grain boundaries to increase in concentration due to the smaller grain boundary area. This 
behavior is typical of the “grain size effect” for materials containing silicon concentrations greater than 
50 ppm [210,219,242,243,250].  
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Sample number P10 is also shown to contain a significantly higher concentration of both La and Pr as 
measured by ICP, compared to samples N10 and R10a (table 4.4.1). Both these elements would be 
expected to segregate to the grain boundary region and increase the space charge layer potential 
barrier height [270]. The concentrations of these elements are still low but could play a role in increasing 
the space charge layer potential barrier height and consequently change in specific grain boundary 
conductivity. This would affect grain boundary activation energy but at such low concentrations this 
increase would not be detectable above the experimental error.  
A model is available which could satisfactorily quantify the effect of SiO2 on the specific grain boundary 
conductivity for these samples. This model was described in chapter one. In order for this model to 
accurately separate the contributions of SiO2 and the space charge layer to the specific grain boundary 
conductivity, a detailed survey of grain boundaries in each sample must be carried out. The extensive 
TEM survey carried out in this work did not find sufficient examples of SiO2 boundary phases or pockets 
required to characterise its morphology sufficiently. 
The average grain size of samples N10 and R10a is comparable and the difference between specific 
conductivity of N10 and R10a could therefore be explained by the higher silicon content of N10 which is 
approximately 30 ppm higher. The R10a sample was produced from a different batch of powder to the 
one analysed by ICP-MS. However, the small grain boundary arc of both R10a and R10b L (figure 4.6.3) 
suggests that the silicon content in this material is similarly low.  
In summary, the large difference between grain and specific grain boundary conductivity is attributed to 
the formation of a grain boundary space charge layer which is reflected in the higher grain boundary 
activation energy. The variation in specific grain boundary conductivity is attributed to a combination of 
two factors. The first is a grain size effect, which can affect both the space charge layer and impurity 
concentrations at the grain boundaries; in addition to differences in SiO2 content between the 
specimens as measured ICP (table 4.4.1). 
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Figure 4.6.9: Comparison of CGO20 (R20) and CGO10 (R10a) grain and specific grain boundary Arrhenius plots. 
Figure 4.6.9 shows the clear difference in behavior with increased gadolinium concentration. The lower 
grain conductivity of the R20 sample discussed previously is clearly visible. This is due to the increased 
dopant concentration which results in an increase number of defect association reactions. The specific 
grain boundary conductivity of the two compositionally different samples is comparable over the 
temperature range studied. The activation energies for conduction and pre-exponential factors for the 
plots shown in figure 4.6.9 are presented in table 4.6.1.  
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Sample R10a (1.6μm) R20 (1.5μm) 
Ea
G (eV) (±0.02)  0.83 1.02 
Ea
GB (eV) (±0.02)  0.93 1.10 
ΔEa (Ea
GB
 -Ea
G) (eV) 0.10 0.08 
Ao (G) (S cm
-1 K-1) (x106)   2.9  (±1.2)    33 (±13)     
Ao (GB) (S cm
-1 K-1) (x106)  0.055 (±0.02) 4.3 (±1.5) 
Table 4.6.2: Grain and grain boundary activation energy and pre-exponential factor comparing CGO10 and CGO20 shown in 
figure 4.6.9. 
The grain activation energy for conduction is approximately 0.2 eV larger for the CGO20 material 
(table 4.6.2), which agrees well with the literature [228,271]. The CGO20 material also shows increased 
grain boundary activation energy (of approximately 0.2 eV) compared to the CGO10 material which is to 
be expected for higher dopant concentrations [210]. In both samples the grain boundary activation 
energy is larger than for the grain value by approximately 0.1 eV. This indicates that the space charge 
layer dominates the grain boundary conductivity since constriction be SiO2 would not affect the 
activation energy [240-242]. It is interesting to note from figure 4.6.9 that the grain and specific grain 
boundary conductivity for the CGO20 sample are closer in absolute value compared with CGO10. This is 
ultimately a result of the poor grain bulk conductivity of CGO20 as discussed above but the specific grain 
boundary conductivity is not decreased in the same way. Table 4.6.2 shows a grain boundary pre-
exponential factor (F{) which is two orders of magnitude lower than the bulk value for CGO10 as was 
shown in table 4.6.1. This indicates a possible reduction of the number of charge carriers (R) in the 
space charge layers. The pre-exponential factor is also shown to increase by a factor of ten for both 
grain and grain boundary in CGO20 compared with CGO10. If this were to solely reflect an increased 
concentration of charge carriers, then F{ would be expected to increase by a factor of two.  
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4.6.3 Grain Size Effect 
Impedance spectra for the N10 samples with different grain sizes are shown in figure 4.6.3 and variable 
behavior in both the grain and grain boundary conductivity is clear. Interpretation of these impedance 
spectra, was not clear since the measurement temperatures were not identical for all the samples and 
varied by as much as 6˚C. Figure 4.6.10 shows the Arrhenius plots for the N10 specimens where the 
conductivity data is plotted at the measured temperature, allowing clear comparison to be made of the 
effect of grain size.  
 
Figure 4.6.10: Grain and specific grain boundary Arrhenius plots for samples of different grain size produced from powder 
obtained from Nextech (N10L, N10, and N10 nano with average grain sizes of 2.7 µm, 1.4 µm and 0.17 µm respectively). 
The grain conductivity of these materials increases with grain size. The significantly larger grain 
boundary area of the N10 nano sample requires more gadolinium to segregate to the space charge 
layers compared to the larger grain sized material. This results in grain “de-doping” [234]. In such a 
situation a change in grain activation energy would be expected to be negligibly small. The decrease in 
bulk dopant concentration associated with de-doping would result in a decrease in the number of 
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charge carriers and hence a lower pre-exponential factor. The grain and grain boundary activation 
energies for conduction and pre-exponential factors for the plots shown in figure 4.6.10 are presented in 
table 4.6.2 below. The grain bulk activation energy for the nanostructured specimen remains 
comparable, within experimental error, to the other two CGO10 specimens yet a decrease is observed in 
the pre-exponential factor (F{).  
Sample N10 L (2.7μm) N10 (1.4μm) N10 nano (0.17μm) 
Ea
G (eV) (±0.02)  0.79 0.82 0.81 
Ea
GB (eV) (±0.02)  0.96 0.95 0.98 
ΔEa (Ea
GB
 -Ea
G) (eV) 0.16 0.13 0.18 
Ao (G) (S cm
-1 K-1) (x106)   2.2 (±0.9)     2.3 (±0.9)   1.3 (±0.52) 
Ao (GB) (S cm
-1 K-1) (x106)  0.029 (±0.01) 0.033 (±0.01) 0.2 (±0.07) 
Table 4.6.3: Grain and grain boundary activation energy and pre-exponential factor comparing CGO10 samples with different 
grain sizes from figure 4.6.10. 
The increase in grain boundary conductivity can be explained by a combination of two effects. The first 
is that the small amount of silicon present in the N10 nano sample is spread over a much larger grain 
boundary area decreasing the faction of grain boundary area blocked by SiO2 amorphous phases 
[210,219,242,243,250,272]. The second effect is a result of the decreasing potential barrier height 
imposed by the space charge layer [213,236,238,269]. These two mechanisms are the standard 
explanations for this well documented “grain size effect”. The grain and grain boundary activation 
energies for these three N10 samples does not change significantly (table 4.6.3). The small differences in 
activation energy shown in table 4.6.10 are within the experimental error. The factor dominating the 
grain boundary blocking effect is the intrinsic space charge layer [210,218,236-239]. The effect of SiO2 
on the grain boundary properties, however, cannot be completely ruled out. 
Enhanced grain boundary conductivity in nano-structured materials has also been attributed to the 
accumulation of electrons in the space charge layers in CeO2 [239,273]. Conduction of these 
accumulated electrons parallel to the grain boundaries is considered to have a notable effect when the 
grain size decreases to the nanoscale. At the grain size of the N10 nano-sample, the volume fraction of 
parallel grain boundaries is significantly increased compared to larger grain sized material. It is, 
therefore, a possibility that electron accumulation in the space charge layer may play a role in the in the 
improved specific grain boundary conductivity of the N10 nano-samples shown in figure 4.6.10.   
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Figure 4.6.11: Grain and specific grain boundary Arrhenius plots for a) CGO10 and b) CGO20 samples with different grain 
sizes. 
The difference in conductivity between R10a and R10b samples shown in figure 4.6.11 is minimal and 
within experimental error. The grain and grain boundary activation energy for the CGO10 sample with 
the larger grain size is interestingly the lowest of all the samples at 0.77 eV (see table 4.6.4). This value 
is, however, just inside the error of ±0.03 eV for these measurements. The grain and specific grain 
boundary conductivity for the two CGO20 samples show very similar behaviour within experimental 
error. The activation energies for both grain and grain boundary are unchanged by the difference in 
grain size. The lower grain conductivity observed with increasing dopant concentration results in a 
smaller difference between grain and specific grain boundary conductivity compared with CGO10 
samples. The difference in activation energy between grain and grain boundary for CGO10 is larger 
compared with CGO20 suggesting a larger segregation factor.  
Sample R10a (1.6μm) R10 L (2.3μm) R20 (1.5μm) R20 L (2.4μm) 
Ea
G (eV) (±0.02)  0.83 0.77 1.02 1.04 
Ea
GB (eV) (±0.02)  0.93 0.90 1.10 1.12 
ΔEa (Ea
GB
 -Ea
G) (eV) 0.10 0.13 0.08 0.09 
Ao (G) (S cm
-1 K-1) (x106)   2.9  (±1.2)    0.5  (±0.2)    33      (±13)     47      (±19)  
Ao (GB) (S cm
-1 K-1) (x106)  0.055 (±0.02) 0.014 (±0.005) 4.3     (±1.5) 2.5     (±0.9) 
Table 4.6.4: Grain and grain boundary activation energy and pre-exponential factor comparing CGO10 and CGO20 sample 
with different grain sizes from figure 4.6.11. 
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4.6.4 Space Charge Layer Model 
If we make the assumption that the grain boundary blocking effect is dominated by the space charge 
layer effect and exclude the possibility of a contribution from SiO2 the space charge layer model can be 
applied to these samples. This allows the potential barrier height (
) of the space charge layer and 
subsequent oxygen vacancy depletion to be calculated. These calculations have been applied previously 
to samples of high purity (i.e. samples containing < 50 ppm silicon). The applicability of these 
calculations to the samples studied in this work is questionable considering the higher silicon content. 
These calculations have been carried out for all samples studied in this work and the effect that SiO2 
may have on the results must be considered. 
Equation 4.6.8 shows the relationship between potential barrier height (
) and the grain and grain 
boundary conductivity ratio. Further detail of this equation is presented in chapter one.  
 = /~Z(2/
(0) }%⁄ )25/
(0)/}%  
Equation 4.6.8 [213] 
The potential barrier height value at each temperature measured was estimated by solving equation 
4.6.8 analytically. The temperature dependence of 
 for CGO10 and CGO20 samples with different 
grain sizes is shown in figure 4.6.12. 
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Figure 4.6.12: Temperature dependence of the space charge layer potential barrier height (∆*) for CGO10 and CGO20 with 
different grain size. 
Samples with a larger grain size show a higher potential barrier height (figure 4.6.12) in all cases. It is not 
clear if this is a result of SiO2 content or a true reflection of a different barrier height potential. The 
barrier height does increase with temperature as expected by the space charge layer model which 
agrees well with the literature calculations carried out for high purity zirconia and ceria based systems 
[218,239]. All the values shown in figure 4.6.12, however, are lower than the values calculated for 
8 mol% Y2O3 -ZrO2 [218] and 10 mol% Y2O3 -CeO2 [239]. The latter example is comparative to the CGO20 
samples shown in figure 4.6.12. At a temperature of 350˚C (which correlates to a 103/T value in 
figure 4.6.12 of 1.6) Guo et al. [239] showed a potential barrier height of ~0.33 eV for 
10 mol% Y2O3 -CeO2 [239]. This difference between the values shown in figure 4.6.12 for R20 and those 
calculated by Guo et al. [239] could be explained by the different dopant ion. Gadolinium has an ionic 
radius closer to the host lattice value compared to yttria and would result in lower elastic strain energy. 
In addition, the yttria-doped samples used by Guo et al. [239] have a grain size of ~10 μm and a higher 
potential barrier height would be expected for this larger grain size [213,236,238,269]. It is interesting 
that the silicon content of the samples studied by Guo et al. [239] were measured at 10 ppm compared 
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to ~150 ppm for the samples studied here. The small barrier height shown in figure 4.6.12 suggests that 
the effect of silicon in these samples is small. 
It is interesting to note the low barrier height of both N10 nano and the R20 samples. The N10 nano 
sample is expected to show a low potential barrier height due to the grain size effect. The barrier height 
for the R20 samples is low but the potential barrier height is calculated relative to the bulk properties 
(equation 4.6.8). It is the low grain conductivity of CGO20 which causes the potential barrier height to be 
low at this composition.  
Using the double Schottky barrier model set out in chapter 2, the oxygen vacancy concentration profile 
at the grain boundary can be calculated. The Debye length () at 200 ˚C was calculated from 
equation 4.6.9. 
 = =,øk/
(0)}% l= ,⁄
  
Equation 4.6.9 [213] 
The space charge layer width () was taken as half the electrically measured grain boundary thickness 
() which are shown in table 4.6.5. This grain boundary thickness is calculated using the bricklayer model 
from equation 4.6.4. This calculation relies on the capacitances obtained from the impedance spectra 
and the averaged values are also presented in table 4.6.5.  
Sample 
N10 nano 
(0.17μm) 
P10 
 (2.7μm) 
N10 
(1.4μm) 
R10a 
 (1.6μm) 
R20 
(1.5μm) 
N10 L 
(2.7μm) 
R10 L  
(2.3μm) 
R20 L 
(2.4μm) 
CG  
(F) (x10-11) 
0.41 
(±0.1) 
1.7  
(±0.2) 
1.5 
(±0.2) 
1.7 
(±0.2) 
1.5 
(±0.3) 
2.8 
(±0.2) 
1.3 
(±0.2) 
3.2 
(±0.5) 
CGB  
(F) (x10-8) 
0.06 
(±0.003) 
2.1 
(±0.06) 
1.1 
(±0.02) 
1.4 
(±0.1) 
0.26 
(±0.02) 
3.1 
(±0.02) 
1.8 
(±0.1) 
1.1 
(±0.3) 
Δφ  
at 200˚C  
(eV) (±0.01) 
0.19 0.25 0.21 0.19 0.14 0.23 0.20 0.15 
GB 
Thickness 
(nm) 
1.1  
(±0.3) 
2.2 
(±0.2) 
2.0 
(±0.2) 
2.0 
(±0.2) 
8.2  
(±1.7) 
2.4 
(±0.2) 
1.7 
(±0.1) 
7.1 
(±1.8) 
Table 4.6.5. Showing potential barrier height ()*) and grain boundary thickness (+), which is estimated from the capacitance 
values which are also shown. 
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The accuracy of the capacitance measurements are critical to the estimate of the grain boundary 
thickness () through the ratio of grain and grain boundary capacitances. As discussed in section 4.6.1, 
the measurement of the small (~1 pF) grain bulk capacitance (R) can be affected by stray capacitances 
originating from the connective leads. This effect has, however, been corrected by subtracting the 
capacitance of the impedance rig as measured from open circuit measurements. It was also noted that 
the magnitude of the bulk capacitances measured in this work is more than a factor of ten larger than 
the predicted value of ~1 pF [182]. Other researchers have also found grain bulk capacitances on the 
order of 20 pF [210,219,242,243,250,272]. The calculation of the predicted value for grain bulk 
capacitance relies on a relative permittivity (´) for gadolinium doped ceria of 10. There is variability in 
the literature reporting the relative permittivity of ceria. Values are given of 10, 35 and 50 
[182,274,275]. Using these values and assuming a geometric factor of 1 cm this would result in a grain 
bulk capacitance of between 1 and 5 pF. The discrepancy between the expected values of grain bulk 
capacitance and the values shown in table 4.6.5 can be explained by the geometric factor in the samples 
studied here, which varies between 5 and 7 cm. 
The estimate of the grain boundary thickness () is based on the brick layer model and is calculated from 
the grain and grain boundary capacitance ratio (see equation 4.6.4). The estimated grain boundary 
thickness () values are presented in table 4.6.5. 
The term 
 in equation 4.6.9 is the potential barrier height at a temperature (%) of 473 K, the term / is 
the electron charge and } is Boltzmann’s constant. With these terms equation 4.6.9 allows the Debye 
length () to be calculated. Equation 4.6.10 can then be used to calculate the oxygen vacancy 
concentration profile in the space charge layer for each sample. 
R••(S)R••(∞) = /~Z  −=,kS0øIù l,¡ 
Equation 4.6.10 [213] 
This calculation has been carried out for all samples the results of which are displayed in the subsequent 
figures.  
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Figure 4.6.13: Normalised oxygen vacancy concentration profiles for samples with medium grain size. 
The normalised oxygen vacancy concentration profiles shown in figure 4.6.13 are very different for 
CGO10 and CGO20. This stems from the calculated grain boundary width () which is significantly larger 
for the CGO20 sample compared with CGO10 (table 4.6.5). This is reflected in figure 4.6.13 by the 
extension of the oxygen vacancy depleted region out to a distance of ~4 nm from the grain boundary. 
This corresponds to a total grain boundary thickness () of 8.2 nm. This large value of the grain 
boundary width for both CGO20 samples is in contrast to literature values of 4-6 nm [239,269,276,277] 
as calculated from electrical measurements and 2-4 nm as measured by TEM [278-284]. This is likely to 
be due to a poor estimate of grain boundary capacitance as a result of poor impedance modelling of the 
small and merged grain boundary impedance response for CGO20.  The oxygen vacancy concentration 
close to the grain boundary core is lower for CGO20 than CGO10 samples. This value is normalised to 
the oxygen vacancy concentration in the grain which is lower for CGO20 samples due to the increased 
number of defect association reactions [223-227].  
The estimated grain boundary width () for the CGO10 samples showed good agreement of ~2 nm. This 
value agrees well with those reported in the literature as measured from TEM investigations (2-4 nm) 
[278-284] and calculated from impedance measurements (4-6 nm) [239,269,276,277]. The differences in 
oxygen vacancy concentration at the grain boundary core for these samples reflect the different barrier 
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height values calculated from equation 4.6.8. It is not clear whether these differences are due to error 
from the effect of SiO2 or true variation in space charge layer properties.  
 
Figure 4.6.14: Grain size dependant normalised oxygen vacancy concentration profiles for N10 samples. 
Figure 4.6.14 shows the trend of increasing oxygen vacancy concentration in the space charge layer with 
decreasing grain size. These samples also display the trend of increasing space charge layer width with 
increasing grain size.  
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Figure 4.6.15: Grain size dependant normalised oxygen vacancy concentration profiles for CGO10 and CGO20. 
The R10 samples show near identical oxygen vacancy depletion in the space charge layer and space 
charge layer width (figure 4.6.15). This is not expected due to the slightly larger grain size of R10b L 
sample. The R20 samples shown in figure 4.6.15 show a slightly higher oxygen vacancy concentration in 
the grain boundary core for the smaller grain sized sample (R20) which is expected due to the grain size 
effect. Both CGO20 specimens show a significantly larger grain boundary width compared to the CGO10 
samples. This larger grain boundary width may be a result of poor modeling of the impedance spectra 
for these samples. The grain boundary response for CGO20 samples, which were shown figures 4.6.2 
and 4.6.3, showed a small semicircle which was merged with the grain bulk response. Poor modeling of 
this semicircle is likely to be responsible for errors in the grain boundary capacitance. This poor fitting to 
the data may also explain the high depression angle for these samples shown in table 4.6.6. The grain 
boundary response in both CGO20 samples may have been modeled more accurately by using a 
constant phase element (CPE). 
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Sample 
N10 nano 
(0.17μm) 
P10 
 (2.7μm) 
N10 
(1.4μm) 
R10a 
 (1.6μm) 
R20 
(1.5μm) 
N10 L 
(2.7μm) 
R10 L  
(2.3μm) 
R20 L 
(2.4μm) 
Grain 
 Depression 
Angle (˚) 
16     
(±4) 
11  
(±5) 
13  
(±5) 
12    
(±5) 
16    
(±1) 
13  
(±3) 
14   
(±1) 
16  
(±2) 
GB 
Depression 
Angle (˚) 
15    
 (±1) 
8   
 (±0.2) 
11 
(±0.8) 
24 
(±0.02) 
30    
(±1) 
11    
(±3) 
20   
(±2) 
42    
(±8) 
Table 4.6.6: Showing grain and grain boundary average depression angles for all samples.   
The depression angle as measured from each impedance arc for all samples is shown in table 4.6.6. The 
values for the grains are all very similar at approximately 15˚. The grain boundary depression angles 
show greater variation. This point is illustrated by the normalised grain and grain boundary impedance 
arcs for CGO10 samples shown in figure 4.6.16 A and B.  
 
Figure 4.6.16: Normalised impedance arcs for CGO10 samples with similar average grain size, comparing A) grain and B) grain 
boundary depression angles at 200˚C. 
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The samples produced form powder which was obtained from Rhodia (R10 and R20) have a high grain 
boundary depression angle (table 4.6.6). The CGO10 Rhodia sample also has the highest specific grain 
boundary conductivity of all the samples with the exception of the nano structured material. The 
association between the Rhodia material and depression angle is interesting and would be an area for 
further research. If the relationship discussed in Chapter 3 between depression angle and distributed 
capacitance values holds true, then the depression angle may influence conductivity through a 
distribution of space charge layer properties. If the high depression angle represents a distribution in 
potential barrier height this may in part explain some of the observed differences in grain boundary 
conductivity.  
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4.7 Summary 
In this chapter the electrical properties of CGO10 and CGO20 materials with different grain sizes have 
been investigated. In order to achieve this, the microscturctural characteristics of these specimens were 
first investigated. X-ray diffraction was carried out on the commercially obtained powders where the 
structure and lattice parameter were determined. The average crystallite size of the nanopowder was 
also determined. Details of the sintering regimes used to form solid polycrystalline specimen have been 
outlined. The microstructures produced from these different sintering regimes were characterized by 
measuring the specimen density using Archimedes and the average grain size, as determined from SEM 
images of thermally-etched surfaces. The results of ICP-MS and AES of the initial powders were 
presented and the effect of impurities which were found to be present discussed. An initial 
microstructural analysis was carried out using TEM to investigate the morphology of grain boundaries 
which is crucial for the interpretation of the grain boundary electrical characteristics.  
Impedance spectra where then presented and discussed for each specimen. The methods used to 
interpret these results were discussed in light of the brick layer model which was introduced in 
chapter 2. Arrhenius plots of conductivity as a function of temperature were discussed and the effect of 
grain size on the grain boundary conductivity analysed in light of the microstructural characterization.  
Using the brick layer model equations the electrically measured grain boundary thickness () was 
estimated from the grain and grain boundary capacitance ratios. The factors affecting the accuracy of 
the capacitance ratio and in particular the grain bulk value were discussed. The measured estimated 
grain boundary thickness (), however, was found to correlate well with literature values measured 
from both electrical data and TEM investigations.  
The space charge layer model was identified as the dominant mechanism governing the grain boundary 
blocking effect. In light of this, the space charge layer potential barrier height was calculated for each 
specimen from the relevant equations set out in chapter 2.  The oxygen vacancy concentration profile 
was then calculated from these equations and discussed in reference to the conductivity behavior of 
these specimens. The electrically-determined grain boundary properties will be discussed in subsequent 
chapters with reference to high resolution grain boundary analysis using TEM and STEM EELS 
techniques. The results of this TEM analysis are presented in the following chapter.  
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5 TEM Results and Discussion 
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5.1 Sample Preparation   
In order to produce high quality TEM images electron transparent samples must be produced with 
minimal surface damage. All TEM samples have been prepared in the conventional manner described in 
chapter 3. The final stage of this sample preparation procedure involves the use of Ar+ ion beam milling. 
This final thinning technique can produce surface damage which can be seen in TEM images [285]. 
Lowering the Ar+ beam energy can reduce this effect. Prior to carrying out material property 
investigations in the TEM a study was carried out to minimise the effects of surface damage associated 
with ion beam milling.  Initially a CGO20 sample was ion beam milled to the point of perforation using a 
beam energy of 5 kV and incident angles of 4˚ from above and 4˚ below the sample. The sample was 
then placed in the TEM column. Bright field TEM and phase contrast images of this sample are shown in 
figure 5.1.1. 
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Figure 5.1.1: Sample quality after ion beam milling at a beam energy of 5 keV from an angle of 4˚ from above and below the 
sample. A) bright field image, B) and C) phase contrast images, and D) FFT of phase contrast image confirming [110] grain 
orientation. 
Figure 5.1.1 A shows a bright field image showing contrast features forming a mottled pattern. These 
contrast features are typical of ion beam milling [285] and similar surface feature have been observed in 
previous TEM analysis of doped ceria ceramics [5]. This surface layer is created by Ar+ ion bombardment 
of the surface resulting in ion implantation and partial amorphisation of the surface atomic layers. High 
resolution phase contrast images shown in figures 5.1.1 B and C show the effect that this surface 
patterning has on the image quality. Regions of clear phase contrast can be seen revealing a structure 
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image. Adjacent regions by comparison show poor quality phase contrast from which structural 
information is limited. Figure 5.1.1 D shows the fast Fourier transform (FFT) of the phase contrast image 
showing a [100] grain orientation. This specimen was then removed from the TEM column and 
subjected to further ion beam milling using a beam energy of 2.5 keV for one hour. The sample was then 
returned to the TEM column for further imaging under identical optical conditions. 
 
Figure 5.1.2: Sample quality after ion beam milling with a beam energy of 2.5 keV from an angle of 4˚ from above and below 
the sample. A) bright field image, B) and C) phase contrast images, and D) Fourier transform of phase contrast image 
showing [110] grain orientation. 
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Figure 5.1.2 A shows a bright field image of a grain orientated to the [100] direction. In both figures 
5.1.2 A and B small contrast features can be seen. These features or spots have a different shape and 
are on a smaller scale compared to the surface damage shown in figure 5.1.1. Although some small scale 
surface patterning remains, it is clear that the larger scale surface damage features shown in figure 
5.1.1 A has been significantly reduced. Figures 5.3.2 B and C show high resolution phase contrast images 
of the same region. In contrast to those shown in figure 5.1.1, the phase contrast image quality has been 
improved. This is best observed in figure 5.3.2 C where a continuous region of high quality structure 
image can be seen compared to figure 5.3.1 C. Figure 5.3.2 D shows the fast Fourier transform of the 
phase contrast image confirming the [110] grain orientation. The sample was again removed from the 
TEM column and subjected to further ion beam milling using a beam energy of 0.5 keV for one hour. The 
sample was subsequently placed inside the TEM column and imaged under identical optical conditions.  
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Figure 5.1.3: Sample quality after ion beam milling at a beam energy of 0.5 keV from an angle of 4˚ from above and below 
the sample. A) Showing a bright field image, B), C) and D) phase contrast images. Insert in B) fast Fourier transfer of phase 
contrast image showing [110] grain orientation. 
Figure 5.1.3 A shows a bright field image of the same region as that shown in figure 5.1.2. After milling 
with a beam energy of 0.5 keV the contrast features which remained after the 2.5 keV milling stage 
(figure 5.1.2) are still present and can be seen in figure 5.1.3 A. Figure 5.1.3 B and C show phase contrast 
images which again illustrates the improvement in image quality which can be achieved using low 
energy ion beam milling. The optimum energy and duration of the lower energy milling treatment is not 
clear from this evidence. Figure 5.1.3 D again confirms the [110] orientation of this grain relative to the 
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incident electron beam direction. The same region as that shown in figures 5.1.2 and 5.1.3 was then 
imaged with the microscope operating in high resolution STEM mode and HAADF detector.   
 
Figure 5.1.4: High resolution STEM images of a grain in CGO20 after a final ion beam milling stage of 0.5kV. Bright spots are 
shown which are a result of ion beam milling surface damage. High resolution STEM image B) shows some scan distortion as 
identified by the non linear lattice planes. 
Figure 5.1.4 A and B show STEM images of the same sample area and is orientated to the [110] 
direction. A HAADF detector collection solid angle of 13-64 mrad was used to acquire the images. Due to 
the different angular condition used here compared with bright field images shown in the previous 
figures the spots appear bright.  This is a result of a larger number of electrons being scattered to these 
high collection angles by these small regions of the sample. The origin of these contrast features cannot 
be confirmed at this stage but are likely to be a consequence of the ion beam process.  
The patterned effects observed in low magnification bright field images have been identified as 
originating from surface layers. Ion beam milling using beam energies lower than 2.5 keV has been 
shown to improve sample quality by reducing the effects of surface damage. Samples used in the further 
TEM investigations have been subjected to low energy ion beam surface treatments using a beam 
energy of 2.5 keV or below.   
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5.2 STEM-EELS of Gadolinium-Doped Ceria 
5.2.1 Introduction 
In chapter 4 it was established that the grain boundaries in CGO10 and CGO20 that have been studied in 
this work are free from amorphous intergranular second phases. This was confirmed by high resolution 
phase contrast images which are typical of the grain boundary morphology in the samples studied.  The 
grain boundary blocking effect that was observed by impedance spectroscopy has been attributed to the 
presence of space charge layers at grain boundaries for these samples. Based on the bricklayer model, 
estimates of the space charge layer thickness where made and presented in chapter 4. In this chapter, 
the results of high spatial resolution STEM-EELS analysis of the composition of the space charge layers. 
This analysis reveals an increase in both gadolinium and oxygen concentration in the grain boundary 
space charge layers relative to the bulk composition. In addition, EELS has been used to analyse the 
cerium ion valance state at the grain boundary regions; the results of this study are presented in this 
chapter.  
Initially, the characteristic features of the cerium M4,5 EELS edge and how these features have been 
observed to change with cerium valence state in cerium oxide materials will be introduced. Changes in 
the oxygen K EELS edge which have been shown to accompany the change in cerium valence state for 
cerium oxide materials will also be discussed. The characteristic features of the gadolinium M4,5 EELS 
edge in gadolinia (Gd2O3) will then be presented.  Once familiar with these fingerprint edge structures, 
typical cerium M4,5 and gadolinium M4,5 edges obtained from the grain bulk of CGO10 and CGO20 
samples studied in this work will be presented. Finally, EELS spectra obtained using high spatial 
resolution STEM EELS which have been collected as a function of beam position across a number of 
grain boundaries in CGO10 and CGO20 will be presented and discussed. 
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5.2.2 Characteristic EELS Edge Structures 
The Ce M4,5-edge from CeO2 as published in Gatan’s Digital Micrograph EELS Atlas is shown in 
figure 5.2.1 [286]. The edge onset occurs at an energy loss of 883 eV. The Ce M4,5-edge consists of two 
main peaks X and Y. These are separated by energy 17 eV. They arise due to transitions from an initial 
3d104fn state to final states of the form 3d94fn+1 [287-290]. The M5 and M4 arise due to the two distinct 
ways in which the spin quantum number (º) couples with the orbital angular momentum ('). An electron 
in the 3d orbital has an angular momentum (') of 2 and a spin quantum number (º) of ± ½. Through 
equation 5.2.1 the total angular momentum (j) can therefore be 5 2⁄  (M5) or 3 2⁄  (M4).  
s = ' + º 
Equation 5.2.1 
 
Figure 5.2.1: Standard electron energy loss spectra showing the cerium M4,5-edge from CeO2 [286]. This is the characteristic 
shape for the cerium in the 4+ valence state. 
Each peak is further split in (X and X’) and (Y and Y’). These satellite peaks (X’ and Y’) are thought to 
occur due to transition to 4f states in the conduction band [291]. The intensity of these satellite peaks is 
considered to relate to the degree of delocalisation of f-electrons due to strong covalent hybridisation 
between Ce 4f and O 2p states [292]. 
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The Gd M4,5-edge from Gd2O3 as published in Gatan’s Digital Micrograph EELS Atlas is shown in 
figure 5.2.2 [286]. This edge occurs at an energy loss of 1185 eV. The Gd M4,5-edge consists of two main 
peaks X and Y which are separated by energy 29 eV. They arise as a result of transitions from an initial 
3d104fn state to final states of the form 3d94fn+1. The two peaks are produced from the different electron 
spin states resulting in a total angular momentum (j) of 5 2⁄  (M5) or 3 2⁄  (M4). 
 
Figure 5.2.2: Standard electron energy loss spectra showing the gadolinium M4,5-edge from Gd2O3 [286]. 
The oxygen K-edge from CeO2 as published by Garvie and Buseck is shown in Figure 5.2.3 [288].  The 
edge consists of three peaks A, B and C. The edge onset occurs at an energy loss of 532 eV and the three 
peaks are separated by energy 3 eV and 4 eV. The O K-edge in CeO2 arises due to transitions from the 1s 
state to final states of p-like component of the Ce 4f, O 2p hybrid band in CeO2 [293-295]. The second 
two peaks (B and C) arise from transitions to the unoccupied Ce 3d, O 2p hybridized band. These two 
peaks are separate in energy due to crystal field splitting of the 3d states into eg and t2g components 
[293-295]. The allowed transitions from intial to final states are governed by the dipole selection rule 
which is discussed in chapter 3.  
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Figure 5.2.3: Electron energy loss spectra showing the oxygen K-edge in CeO2 from digital micrograph EELS atlas and Garvie 
and Buseck [288]. 
The spectra discussed for cerium and oxygen are taken from CeO2 and thus the cerium ions are in the 4+ 
valence state. When cerium ions are reduced to the 3+ valence state changes are to be expected to the 
cerium M4,5 and oxygen K-edges. A particularly clear analysis of such changes has been presented by 
Garvie and Buseck [288]. Figure 5.2.4 [288] shows changes to the Ce M4,5 edge as ceria is reduced under 
the electron beam. The spectrum labelled H in figure 5.2.4 is for 100 % ceria Ce3+, and spectrum A is for 
100 % Ce4+.  
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Figure 5.2.4: Real time changes in Ce M4,5 edge shape and position as cerium is reduced under the electron beam as 
published by Gravie and Buseck [288]. The M5 to M4 peak area ratio and the per cent Ce
3+
 as calculated by Garvie and 
Buseck are also presented [288]. 
There are three main feature changes to the cerium M4,5-edge which accompany a change in cerium 
valance state. The satellite peaks (Y and Y’) which are characteristic of Ce4+ are no longer present in the 
Ce3+ state. The whole edge shifts to lower energy loss on reduction. Possibly the most significant change 
is the change in M5:M4 peak ratio. This ratio is the intensity of the M5 peak relative to the M4 peak and 
can be measured by integrating each peak over a suitable energy range (∆/). The overall intensity of an 
edge is proportional to the number of atoms present under the electron beam and therefore by using 
the fingerprint M4,5 ratios for Ce
4+ and Ce3+ the cerium 3+ to 4+ atomic ratio can be measured. In 
addition to these relatively large changes in structure some other more subtle changes in edge shape 
were noted by Garvie and Buseck [288]. Such subtleties include the broadening of the M5 peak, which 
has been resolved by high resolution XAS to consist of two separate peaks [289,296]. Asymmetry is 
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introduced into the M4 peak. A pre-peak can be seen in addition to a very subtle feature approximately 
halfway up the M4 peak on the low energy side. Such subtleties can only be observed for good quality 
EELS data, making use of high energy resolution and long acquisition times.   
When the cerium ion in CeO2 is reduced to the 3+ valence state, changes have also been observed in the 
oxygen K-edge. Figure 5.2.5 [288] contrasts oxygen K-edges for CeO2 and Ce2O3. The spectrum for CeO2 
displayed in this figure is the same as that shown in figure 5.2.3. This spectrum shows the relative 
intensities and positions of the three main features of the oxygen k-edge in CeO2. In contrast, the 
relative intensities of these three features in the two Ce3+ spectra are very different. Peak A is shown to 
increase relative to peaks B and C and shift to higher energy.  
 
Figure 5.2.5: Contrasting the oxygen K-edge in oxygen bonded with Ce
3+
 and Ce
4+
 as published by Garvie and Buseck [288]. 
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5.2.3 Grain Measurements 
The spectra discussed so far have been for CeO2, Ce2O3, and Gd2O3 in isolation. The following EELS 
spectra have been acquired from the grain bulk regions of the gadolinium-doped ceria specimens which 
were used in the electrical measurements discussed in chapter 4. The energy resolution used in the 
acquisition of these spectra was 0.7 eV as measured from the full width half maximum (FWHM) of the 
zero loss peak. The individual spectra where acquired for 10 seconds operating in STEM mode with 
convergence angle (α) or 9.56 mrad, collection angle (β) 14.2 mrad using a probe size of approximately 
0.5 nm. 
The oxygen K-edge for CGO20 shown in figure 5.2.6 shows the three distinct peaks A, B and C which 
were observed for CeO2 in the figures 5.2.3 and 5.2.5. This O K-edge structure confirms the cerium 
bonding state as 4+ in the bulk region of CGO10.   
 
Figure 5.2.6: Background removed oxygen K-edge summed from three spectra, acquired for 10 seconds from the grain bulk in 
CGO10. A convergence angle (α) of 9.56 mrad and collection angle (β) of 14.2 mrad was used to acquire each spectrum using 
an energy resolution of 0.7 eV. 
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Figure 5.2.7 A and B show the cerium M4,5 edge for CGO20 and CGO10 collected from the bulk region of 
the material. The spectra for both CGO10 (A) and CGO20 (B) show an M5 to M4 peak ratio typical of 
ceria in the 4+ valence state. The two satellite peaks which are characteristic of cerium 4+ to be resolved 
adding further confirmation of this valence state in grain bulk for these materials. The significantly 
higher overall edge intensity shown for CGO20 (figure 5.2.7 B) indicates this acquired from a region of 
the specimen thicker than that of CGO10 (A). This is further confirmed by the higher intensity post-edge 
tail. This suggests this specimen is thicker than the inelastic mean free path () for this material and thus 
increasing the occurrence of plural scattering events.   
 
Figure 5.2.7: Background removed cerium M4,5-edges summed from three spectra, each acquired for 10 seconds from the 
grain bulk in A) CGO20 and B) CGO10. A convergence angle (α) of 9.56 mrad and collection angle (β) of 14.2 mrad was used to 
acquire each spectrum using an energy resolution of 0.7 eV. 
Figure 5.2.8 A and B show the gadolinium M4,5 for CGO10 and CGO20 respectively. At gadolinium 
concentrations of 10 mol%, both the signal to background and signal to noise ratio (SBR) and (SNR) of 
this edge is small. In order to maximum signal to noise ratio in later experiments, using thinner 
specimens and collecting over a larger energy range the collection angle was increased at the expense of 
energy resolution when acquiring spectra. This is discussed further in subsequent sections. The spectra 
shown in figures 5.2.8 A and B further confirm the presence of gadolinium in these specimens. The 
increased signal to noise and signal to background ratios (SNR and SBR) for the CGO20 specimen add 
further confirmation of the increase gadolinium concentration of this specimen.  
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Figure 5.2.8: Background removed gadolinium M4,5 edge summed from three spectra, each acquired for 10 seconds from the 
grain bulk in A) CGO20 and B) CGO10. 
Prior to conducting grain boundary STEM-EELS measurements, a study into the reducibility of 
gadolinium-doped ceria in the electron microscope was conducted. The results of the work conducted 
by Garvie and Buseck [288] have been presented in figure 5.2.4 showing un-doped ceria being reduced 
under the electron beam.  
 
Figure 5.2.9: Series of ceria M4,5 edges after exposing CGO20 to the electron beam over time. Spectra were acquired using a 
convergence and collection angle of 14 mrad and energy resolution of 0.7 eV. 
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Figure 5.2.9 shows a series of ceria M4,5 edges acquired after exposing a CGO20 specimen to the 
electron beam. The spectra were acquired using a convergence and collection angle of 14 mrad, a probe 
size less than 0.25 nm and a spectral energy resolution of 0.7 eV. Spectra were collected after 1 and 10 
seconds then 1, 5, 8, 10 and 13 minutes as shown on the right of figure 5.2.9. This 13 minute exposure 
time is significantly longer than those used to acquire the subsequent grain boundary measurements. 
Figure 5.2.9 displays clear features of tetravalent ceria which remains unchanged after 13 minutes of 
beam exposure. The ceria M5/M4 edge ratio was analysed and found to be consistent with the 
tetravalent oxidation state at a ratio of 0.62 and remained unchanged over the course of the electron 
beam exposure. 
5.2.4 Grain Boundary Measurements 
STEM-EELS measurements have been obtained as a function of beam position across a number of grain 
boundaries in CGO10 and CGO20 samples with a variety of grain sizes. The EELS acquisition parameters 
used were α=9.56 mrad β=22.2 mrad and probe size less than 0.25 nm. This higher collection angle was 
used in order to increase the signal to noise ratio for the gadolinium edge for CGO10 [205]. The same 
angular conditions were used for the CGO20 specimen in order to obtain comparative spectra. As a 
result of this increased collection angle, the energy resolution of the spectra was 1.5 eV. As a 
consequence the fine structure of both the cerium M4,5 and oxygen K edges was sacrificed. This loss of 
energy resolution does not retard relative quantification methods used in this work and the cerium M4,5 
ratio can still be measured accurately. A spectrometer energy dispersion of 0.5 eV was used to collect 
EELS data over an energy range of approximately 300-1300 eV. This enables the simultaneous 
acquisition of the three edges of interest (O K, Ce M4,5 and Gd M4,5) at each beam position. This energy 
range allows sufficient energy for background fitting for the oxygen K-edge (at 532 eV) and integration 
window used for the quantification of the gadolinium M4,5-edge (at 1185 eV). A number of spectra were 
collected across the grain boundary at suitable spatial intervals.  
The EELS spectra at each beam position were analysed individually. The background was subtracted 
from the spectrum using a standard power law model.  An energy window of 100 eV was then 
positioned at the edge onset spanning the majority of the edge. The edge intensity was then integrated 
over this range. Since the edge intensity is proportional to the concentration of the element responsible 
for the edge, relative changes in concentration can be detected by plotting the edge intensity ratio as a 
function of beam position as was described in chapter 3. This technique has been used to plot the 
gadolinium to cerium (Gd:Ce) and oxygen to cerium (O:Ce) ratios.  
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The ratio of the Ce M5 and M4 peak have also been quantified as a function of beam position. An energy 
window of width 15 eV was placed over the Ce M5 peak. The edge intensity was then integrated over 
this energy range. The process was repeated for the Ce M4 peak and the cerium M5 to M4 ratio (Ce 
M5:M4) plotted as a function of beam position. The results of these measurements and subsequent 
analysis are presented below for a number of different grain boundaries in CGO10 and CGO20. The 
technique used to quantify the cerium M5 to M4 ratio was adapted from Leapman et.al. [297]. 
  
Figure 5.2.10: A) HR-TEM image of a grain boundary (GB1) in CGO20 material (average grain size of 2.4 µm). Insert shows a 
diffraction pattern for the grain on the right confirming the [110] grain orientation. Arrows refer to grain boundary structural 
features highlighted by the enlarged image in B) as dark spots on the scale of one atomic column.  
Figure 5.2.10 shows a phase contrast image of a grain boundary in CGO20 (average grain size of 2.4 µm). 
The grain on the right is orientated such that the [011] direction is parallel to the incident beam 
direction. This orientation alignment reveals a projection of the crystal structure. The grain to the left in 
this image is not oriented close to a specific crystallographic direction and does not project any 
structural information via phase contrast imaging.   
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The grain boundary shows a dark contrast fringe on one side of the grain boundary and a lighter contrast 
fringe on the other. This can be produced by Fresnel contrast. Alternatively, the grain boundary plane 
may not be oriented exactly parallel to the electron beam direction; a grain boundary which is slightly 
inclined relative to the beam direction can produce such contrast fringes.  The grain boundary structure 
shows feint spots of dark contrast (highlighted by the arrows) along its length which are highlighted in 
figure 5.2.10 B. This contrast is likely to be produced by lattice strain from dislocations in the grain 
boundary core. 
 
Figure 5.2.11: HR-STEM images of the grain boundary in CGO20 (average grain size of 2.4 nm) as shown in figure 5.2.10. 
Images were collected using a HAADF detector A) and C) and BF detector B). Arrows show grain boundary structural features. 
These features are clearly illustrated in C) an enlarged image of the same grain boundary rotated by 90 degrees. 
Figure 5.2.11 A shows a Z-contrast image of the grain boundary shown in figure 5.2.9. This Z-contrast 
image is produced by operating the microscope in STEM mode collecting through the angular range of 
13-64 mrad. Figure 5.2.11 B was acquired simultaneously with the HAADF image using a bright field (BF) 
detector collecting electrons scattered through an angular range of approximately 0-10 mrad.  
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The grain to the right in these images reveals the atomic structure of the material due to its orientation. 
The difference in contrast between the two grains shows that diffraction contrast is contributing to the 
HAADF image. Diffraction contrast is to be expected at the angular range of 13-64 mrad which was 
collected by the HAADF detector. Dark contrast features along the grain boundary can be seen clearly in 
the HAADF image which appear as bright contrast in the BF image. These features are highlighted by the 
arrows in figure 5.2.11 A. Such features are clearly shown in 5.2.11 C which is a HAADF image of the 
same grain boundary that has been rotated by 90 degrees. These contrast features are due to 
dislocations in the grain boundary core as observed in the phase contrast image of this grain boundary 
(figure 5.2.10). 
In order to produce the atomic resolution shown in these images, the STEM probe must be smaller than 
the inter-atomic spacing. This confirms a STEM probe of smaller than 0.25 nm which is focused at the 
sample plane. The STEM probe was then scanned across the grain boundary at intervals of 0.5 nm and 
0.25 nm collecting EELS spectra for 10 seconds at each beam position. The cerium M4,5, gadolinium M4,5 
and oxygen K EELS edges were collected at each point. The cerium M5 to M4 ratio was calculated from 
each spectrum using an energy window of width 15 eV, as described above, and plotted as a function of 
beam position. The relative concentration of oxygen, cerium and gadolinium was measured for each 
spectrum using an energy window of 100 eV, as discussed above. The gadolinium to cerium and oxygen 
to cerium atomic ratios were then plotted as a function of beam position. These ratios for the grain 
boundary shown in figures 5.2.10 and 5.2.11 are presented in figure 5.2.12 A and B. 
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Figure 5.2.12: EELS line scan profiles for the grain boundary (shown in figures 5.2.10 and 5.2.11) in CGO20 (average grain size 
of 2.4 µm). The Gd:Ce and O:Ce atomic ratios and Ce M5:M4 edge ratio are shown. Data was collected at intervals of 
A) 0.5 nm and B) 0.25 nm. 
Figure 5.2.12 A shows no change in the Ce M4 to M5 ratio across this grain boundary. This shows that 
the cerium oxidation state remains unchanged across the grain boundary. The gadolinium to cerium 
ratio shows clear evidence for an increase in the relative concentration of gadolinium in the vicinity of 
the grain boundary. This segregation of gadolinium to the grain boundary region is consistent with the 
space charge layer model out lined in chapter 2. The oxygen to cerium ratio is also shown to increase in 
the region of the grain boundary. Since the grain bulk crystal contains of a large number of oxygen 
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vacancies the observed increase in oxygen to cerium atomic ratio at the grain boundary relates to a 
decrease in the number of oxygen vacancies. This evidence supports the concept of a depleted oxygen 
vacancy concentration in the grain boundary space charge layer. The measurements were repeated with 
increased spatial resolution for this grain boundary and are presented in figure 5.2.12 B. The cerium M5 
to M4 ratio again appears very consistent as a function of beam position. Slight fluctuations are visible in 
this profile. The magnitude of these fluctuations will be discussed in further detail at the end of this 
section. The gadolinium to cerium ratio (Gd:Ce) is shown to be consistent with the previous profile. The 
increased spatial resolution clearly shows the gradual increase and decrease of the gadolinium to cerium 
atomic ratio up to and beyond the grain boundary core. The oxygen to cerium ratio is also shown to 
increase in the grain boundary region, supporting the result of the lower resolution concentration 
profile. These results will be discussed further at the end of this section. 
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Figure 5.2.13: A) HR-TEM image of a [011]/[211] grain boundary (GB2) in the CGO20 (average grain size of 2.4 µm). Inset 
shows FFT of each grain confirming the orientation or each grain. Arrows refer to grain boundary steps along the (111) 
direction the lower grain and can be seen clearly in the B) enlarged image.  
Figure 5.2.13 shows a phase contrast image of a grain boundary in CGO20 (R20L) material. The grain at 
the top of the image is oriented close to the [211] direction and the grain at the bottom of the image is 
oriented to the [011] direction. This image shows a projection of the crystallographic structure of each 
grain. The grain boundary plane is almost parallel to the electron beam direction and periodicity grain 
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boundary structure can be seen. This is highlighted by the arrows and shown clearly in the enlarged 
image (figure 5.2.13 B). The grain boundary structural features highlighted by the arrows are attributed 
to an array of dislocations in the grain boundary core. At these points along the grain boundary steps 
can be seen along the (111) planes (figure 5.2.13 B). 
 
Figure 5.2.14: HR-STEM images of the grain boundary in CGO20 (average grain size of 2.4 µm) as shown in figure 5.2.13. 
Arrows indicate grain boundary structural features which are clearly visible when imaged using A) a HAADF detector and 
B) simultaneously acquired bright field image.  
Figure 5.2.14 A shows an HAADF image of the same grain boundary as that shown in figure 5.2.13. The 
large camera length used in the acquisition of this image (and therefore low angular range of 
13-64 mrad) results in a contribution to the image contrast from elastic scattering (i.e. diffraction 
contrast). The lattice structure can be seen in the image and therefore the STEM probe is smaller than 
the lattice spacing and focused to the sample plane. The periodic grain boundary structure or dislocation 
arrays are visible as regions of dark contrast. These features can also be viewed in the bright field image 
as bright contrast regions in figure 5.2.14 B.   
The focused probe (<0.25 nm) was then used to acquire an EELS spectrum at intervals of 0.25 nm across 
the grain boundary. Changes in the cerium M5 to M4 (M5:M4), gadolinium to cerium (Gd:Ce) and 
oxygen to cerium (O:Ce) ratios are plotted as a function of beam position in figure 5.2.15. These profiles 
show a clear increase in the gadolinium to cerium ratio as the probe is moved across the grain boundary 
region. This is accompanied by an increase in the oxygen to cerium atomic ratio as was observed in the 
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previous grain boundary of this sample. The cerium M5 to M4 ratio shows more variability than the 
profiles collected for the previous grain boundary analysed.  This variation is small and appears to vary 
over the entire profile and not just at the grain boundary. These small fluctuations may be a result of 
noise in the EELS signal and will be discussed in further detail at the end of this section. 
 
Figure 5.2.15: EELS line scan profiles for a grain boundary in CGO20 (average grain size of 2.4 µm) as imaged in figures 5.2.13 
and 5.2.14 showing Gd:Ce and O:Ce atomic ratios and Ce M5:M4 peak ratio.  
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Figure 5.2.16: HR-TEM image of a grain boundary in CGO20 material (average grain size of 1.5 µm). The grain on the right is 
orientated close to the [211] crystallographic direction. 
Figure 5.2.16 shows a phase contrast image of a grain boundary in CGO20 material with an average 
grain size of 1.5 µm. The grain on the right of this image is oriented such that the [211] direction is 
parallel to the electron beam direction. Contrast fringes can be seen along the grain boundary. In 
addition, lattice fringes from the grain on the right to appear to extend across the grain boundary. This is 
likely to be a result of the grain boundary plane being slightly inclined relative to the electron beam 
direction.   
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Figure 5.2.17: HR-STEM image of the same grain boundary in CGO20 (average grain size of 1.5 µm) as shown in figure 5.2.16. 
This image was acquired using a HAADF detector collecting through an angular range of 60-160 mrad. 
Figure 5.2.17 shows a STEM image of the same grain boundary shown in figure 5.2.16. The lattice 
structure can be seen in the oriented grain showing a small (<0.25 nm) and well focused STEM probe. 
The camera length was reduced relative to the previous STEM images shown resulting in the HAADF 
detector collecting over the angular range of 60-160mrad. The effects of diffraction contrast appear to 
be reduced. The grain on the right in this image appears brighter due to channelling effects as was 
discussed in chapter 3. Periodic regions of dark contrast can be seen along the grain boundary, which 
are likely to be dislocation arrays in the grain boundary core.   
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Figure 5.2.18: EELS line scan profiles for a grain boundary in CGO20 (average grain size of 1.5 µm) as imaged in figures 5.2.16 
and 5.2.17 showing Gd:Ce and O:Ce atomic ratios and Ce M5:M4 edge ratio. 
Figures 5.2.18 A and B shows the cerium M5 to M4 (M5:M4), gadolinium to cerium (Gd:Ce) and oxygen 
to cerium (O:Ce) ratios as a function of beam position across the grain boundary shown in figures 5.2.16 
and 5.2.17. The cerium M5 to M4 ratio shows no increase at the grain boundary region in both scans (A 
and B). There is some variation in this ratio across the whole profile which may be due to noise in the 
EELS spectra. The gadolinium to cerium (Gd:Ce) and oxygen to cerium (O:Ce) ratios are both shown to 
increase in the grain boundary region for figure 5.2.18 A and B.  
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Figure 5.2.19: HR-TEM image of a grain boundary in CGO10 (average grain size of 2.7 µm). The sample is oriented in such a 
way that the [011] direction is parallel to the beam direction. 
Figure 5.2.19 shows a phase contrast image of a grain boundary in CGO10 material with an average 
grain size of 2.7 µm. The grain at the top of the image is oriented such that the [011] direction is parallel 
with the beam direction and the projection of the grain structure is clear. The grain boundary structure 
in this image is not clearly defined. Again this is a result of the grain boundary plane being slightly 
inclined and not exactly aligned parallel to the electron beam direction. 
Figure 5.2.20 shows an HAADF image of the same grain boundary as shown in figure 5.2.19. The angular 
collection condition used to acquire this image is 60-160 mrad. 
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Figure 5.2.20: HR-STEM image of a grain boundary in CGO10 material (average grain size of 2.7 µm) as shown in figure 5.2.19. 
This image was acquired using the HAADF detector collection over an angular range of 60-160 mrad. Arrows highlight 
stepped features in the grain boundary structure. 
At this high collection solid angle, diffraction contrast does not contribute to the image contrast. The top 
grain however appears brighter due to channelling. The contrast in the top grain is not uniform. These 
dark and light contrast regions may be due to surface damage due to ion beam milling during sample 
preparation. This specimen was subjected to the low energy milling treatment discussed in section 5.1. 
However, if the specimen is not returned to the ion milling system at the same orientation between 
milling stages some regions of the specimen will retain some surface damage.  
Steps in the grain boundary structure are highlighted by arrows in figure 5.2.20. The atomic columns in 
the grain at the top of the image show that the STEM probe is smaller than the atomic spacing 
(<0.25 nm) and is focused on the sample plane. This same probe alignment was used to collect EELS 
spectra across this grain boundary. Changes in the cerium M5 to M4 (M5:M4), gadolinium to cerium 
(Gd:Ce) and oxygen to cerium (O:Ce) ratios are shown in figure 5.2.21 A and B.  
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Figure 5.2.21: EELS line scan profiles for a grain boundary in CGO10 (average grain size of 2.7 µm) as imaged in figures 5.2.19 
and 5.2.20 showing Gd:Ce and O:Ce atomic ratios and Ce M5:M4 edge ratio. 
The Ce M5 to M4 ratio shows no change at the grain boundary region for both profiles taken across the 
same grain boundary. This is consistent with the profiles for CGO20 materials. The gadolinium to cerium 
atomic ratio (Gd:Ce) increases in the grain boundary region. This increase is less than that measured for 
the CGO20 samples, but relative to the grain concentration (10 at%) this increase is comparable to that 
observed in CGO20. The oxygen to cerium atomic ratio (O:Ce) is shown to increase in the grain boundary 
region. This increase is up to two times larger than has been measured for the CGO20 samples (note the 
larger scale for the O:Ce axis). This may be interpreted under the space charge layer model described in 
Ce
M
5:
Ce
M
4
0.5
0.6
0.7
0.8
0.9
1.0
G
d:
Ce
 
(at
o
m
ic
 
ra
tio
)
0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
Distance (nm)
0 1 2 3 4 5
O
:C
e 
(at
o
m
ic
 
ra
tio
)
0.0
0.5
1.0
1.5
2.0
Ce
M
5:
Ce
M
4
0.5
0.6
0.7
0.8
0.9
1.0
G
d:
Ce
 
(at
o
m
ic
 
ra
tio
)
0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
Distance (nm)
0 1 2 3 4 5
O
:C
e
 
(at
o
m
ic
 
ra
tio
)
0.0
0.5
1.0
1.5
2.0
A B 
206 
 
chapter 2. Since there is less gadolinium available to segregate to the grain boundary, the positively-
charged grain boundary core may be balanced by the increased oxygen vacancy depletion. The space 
charge layer model predicts greater oxygen vacancy depletion for CGO10 compared with CGO20 
[281,298]. The observed larger increase in O:Ce compared to CGO20 agrees well with the theoretical 
prediction [281,298]. This observation is also in agreement with the grain boundary oxygen vacancy 
concentrations which were calculated from electrical measurements in chapter 4. 
 
Figure 5.2.22: HR-STEM images of two grain boundaries A) and B) for CGO10 (average grain size of 0.17 µm) using a HAADF 
detector collecting over the angular range 13-64 mrad. Arrows in B) indicate grain boundary structural features which are 
likely to be due to dislocations in the grain boundary core. 
Figure 5.2.22 shows HAADF images of two different grain boundaries in CGO10 with an average grain 
size of 0.17 µm. Both images were acquired using an angular solid angle ranging from 13-64 mrad. 
Under these angular conditions, diffraction contrast is expected to contribute to the image. Periodic 
dark regions can be seen along the grain boundary structure in figure 5.2.22 B. The lattice structure can 
be seen in these images. These lattice plains do not appear straight in the above images due to scan 
distortion during image acquisition. The fact that these planes are visible however, shows that the STEM 
probe is smaller than the inter planer spacing and that the probe is focused to the sample plane. The 
image quality is poorer than those shown for previous samples, which is a reflection of a poorer STEM 
probe alignment. 
2nm
A
2nm
B
207 
 
Figure 5.2.23 A and B show the cerium M5 to M4 (M5:M4), gadolinium to cerium (Gd:Ce) and oxygen to 
cerium (O:Ce) ratio profiles for grain boundaries shown in figures 5.2.22 A and 5.2.22 B for CGO10 with 
an average grain size of 0.17 µm.  
 
Figure 5.2.23: EELS line scan profiles for the grain boundaries shown in A) figure 5.2.22 A and B) figure 5.2.22 in CGO10 
(average grain size of 0.17 µm) showing Gd:Ce and O:Ce atomic ratios and Ce M5:M4 edge ratio. 
The cerium M5 to M4 ratio for both grain boundaries shows a small increase at the grain boundary 
region. It is not clear whether this increase is a reflection of a change in valence state since increases can 
also be seen at regions away from the grain boundary region. The oxygen to cerium atomic ratio (O:Ce) 
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for both grain boundaries clearly increase at the grain boundary region. The gadolinium to cerium 
atomic ratio (Gd:Ce) in figure 5.2.23 A shows a clear increase at the grain boundary whereas for the 
grain boundary profile shown in 5.2.23 B the increase in Gd:Ce is smaller. The increase in oxygen to 
cerium ratio is also larger for figure 5.2.23 A compared to figure 5.23 B. This difference may be related 
to the different grain boundary structure. Different grain boundary structures will cause different grain 
boundary energies and therefore the amount of segregation may be expected to differ [299-302]. 
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5.2.5 Cerium M5 to M4 Ratio 
Garvie and Buseck [288] showed clear changes in the cerium M5 to M4 ratio after reducing CeO2 under 
the electron beam (figure 5.2.4). Garvie and Buseck quantified these changes by calculating the ratio of 
the area under the M5 and M4 peaks. These values are also shown in figure 5.2.4 and showed that even 
subtle changes in edge shape are reflected in the M5 to M4 ratio using this quantification technique.  
Other researchers have also shown clear changes in the cerium M5 to M4 ratio at surfaces in CeO2 
abrasive materials [303]. Figure 5.2.24 shows the changes observed in the Ce M4,5-edge from the interior 
to surface of CeO2 abrasive particles. Parts of the edge shown in figure 5.2.24 are below zero intensity 
which suggests poor subtraction of the background intensity. This error will lead to the over estimation 
of the M5 to M4 ratio and the values shown appear larger than expected for CeO2. 
 
Figure 5.2.24: Cerium M4,5 edges for tetravalent (interior) and trivalent (surface) ceria measured from CeO2 abrasive 
materials [303]. 
Ito  et al. showed changes in the cerium M5 to M4 ratio at one grain boundary in a CGO20 
polycrystalline sample [281,298]. These spectral changes are shown in figure 5.2.25 A and using a similar 
quantification approach as discussed above [297], the M5 to M4 ratio is plotted as a function of beam 
position (figure 5.2.25 B). 
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Figure 5.2.25: A) Grain and grain boundary Ce M4,5, and Gd M4,5 spectra and B) quantified values of Ce M5:M4, Gd:Ce and 
O:Ce ratios showing changes observed across a grain boundary [281,298]. 
The cerium M5 to M4 ratio reported by Ito et al. increased from approximately 1 to 1.2 at the grain 
boundary. This change was estimated to translate to a grain boundary Ce3+ fraction of 70 % [281,298]. 
This data was measured form a single grain boundary in CGO20. No change of this magnitude has been 
observed in any of the grain boundaries analysed and presented in this work for a number of grain 
boundaries in CGO20 and CGO10 samples. Very small fluctuations have been observed for some of the 
grain boundaries studied, however such fluctuations are not confined to the grain boundary region. The 
profile which showed the largest fluctuation in Ce M5:M4 is CGO10 with an average grain size of 
0.17 µm (figure 5.2.23A). Figure 5.2.26 A shows the individual spectra recorded for this grain boundary. 
 
A B
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Figure 5.2.26: Cerium M4,5 edges recorded as a function of beam position from the profiles shown A) figure 5.2.23 A, CGO10 
(average grain size of 0.17 µm) and B) figure 5.2.12 B, CGO20 (average grain size of 2.4 µm). Spectra coloured red highlight 
the grain boundary region. 
Figure 5.2.26 B shows the individual spectra as a function of beam position from the cerium M5 to M4 
ratio profile shown in figure 5.2.12 B for CGO20. This scan also showed minor fluctuation in the Ce 
M5:M4 in the grain boundary region. The cerium M5:M4 ratio for all scans in the bulk grain region lies 
between 0.6 and 0.7. These values agree well with that calculated by Garvie and Buseck for Ce4+ of 0.67 
[288] shown in figure 5.2.4. However, in comparing the exact value of this ratio it is important that the 
method for extracting this value is identical to the one used in this work. The exact method used by 
Garvie and Buseck et al. was not reported in their work [288]. The scan which showed the largest 
increase at the grain boundary is in CGO10 (average grain size of 0.17 µm) shown in figure 5.2.23 A. The 
value is measured to increase from 0.67 to 0.71. This increase can be interpreted as a change in cerium 
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valence state. According to the values calculated by Garvie and Buseck this increase correlates to a Ce3+ 
fraction of approximately 12% [288]. This is significantly less than was shown by Ito et al. [281,298] 
shown in figure 5.2.25 whether measured in absolute terms or relative increase. This suggests that not 
all grain boundaries display the same properties. The grain boundary analysed by Ito et al. may 
represent a rare case, considering the number of grain boundaries analysed in this work.  
A Ce3+ fraction of 12% at the grain boundary would cause an increase in free electrons. Considering the 
significantly higher mobility of defects compared to that of oxygen vacancies. According to equation 
5.1.2 such an increase would be result in a large increase in conductivity. 
 = T + L = JTqBT + JLqBL 
Equation 5.1.2 
Where  is the conductivity, JL is the number of free electrons, q is the charge on the species and BL is 
the electron mobility. Since BL >> BT  only a very small increase in JL is required to increase conductivity. 
Therefore a Ce3+ fraction of 12% would represent a significant increase in the grain boundary 
conductivity. Such an increase has only been observed for this grain boundary. With this small increase, 
it is difficult to determine whether the increases observed at the grain boundary and away from the 
grain boundary relate to changes in valence state or simply attributed to experimental error.   
5.2.6 Gadolinium to Cerium Atomic Ratio 
The gadolinium to cerium atomic ratio for CGO20 is shown consistently to be between 0.18 and 0.2 in 
the grain bulk for all samples studied. This is shown to rise to a value between 0.3 and 0.4 in the grain 
boundary region. This corresponds to a bulk concentration of approximately 15 at% Gd rising to 
between 24 and 29 at% Gd in the grain boundary region. These observations are very consistent for all 
grain boundaries studied in CGO20. The low bulk concentration may be explained by the segregation of 
Gd to the grain boundary layer resulting in the depletion of the bulk concentration to 15 at%. It is 
interesting to note that the values measured by Ito et al. show a bulk Gd to Ce ratio of 0.4 which 
corresponds to a concentration of 30 at% Gd (figure 5.2.24) [281,298]. This represents a large over 
estimation of the concentration for a CGO20 specimen. 
Gadolinium enrichment is also observed for CGO10 material. The extent of this enrichment shows more 
variation. The Gd to Ce ratio ranges from 0.11 to 0.14 in the bulk grain, and increase to a value between 
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0.18 and 0.26 in the grain boundary region. These values correspond to a grain bulk concentration 
between 10 and 12.5 at% which rises to between 15 and 21 at% Gd in the grain boundary.  
Gadolinium enrichment is shown to be larger in CGO20 which increases by 10-14 at% Gd at the grain 
boundary compared to CGO10 which increases by 5-9 at% Gd. This is an interesting result and suggests 
that the gadolinium segregation is dependent on the bulk gadolinium concentration. According to the 
space charge layer model in acceptor-doped fluorite structures, the positive grain boundary core charge 
is considered to arise from excess oxygen vacancies. This positive grain boundary core charge is 
dependent on the grain boundary structure. The amount of gadolinium in the adjacent space charge 
layer however, appears to be dependent on the amount of gadolinium available in the bulk.  
The measured gadolinium enrichment in the grain boundary region is strong evidence in support of the 
double Schottky space charge layer model discussed in chapter 2. The width of the gadolinium enriched 
region is shown to range from 1.2 nm to 1.8 nm. These values agree well with those in the published  
literature of approximately 2-4 nm, as measured for dopant segregation to grain boundaries in fluorite 
structured materials by TEM [278-284]. The width of the gadolinium enriched region does not appear to 
change significantly with composition. The small variation in width shown in this work may reflect 
different grain boundary structures and errors introduced from sample drift and non-optimum sampling. 
5.2.7 Oxygen to Cerium Atomic Ratio 
In all examples shown the oxygen to cerium atomic ratio is shown to increase in the grain boundary 
region. This can be interpreted as a depletion of oxygen vacancies in the space charge layer relative to 
the grain bulk concentration. This depletion of oxygen vacancies is predicted by the space charge layer 
model outlined in chapter 2. Such an increase (in O:Ce), which is to be expected in the space charge 
layer adjacent to the grain boundary core, has not yet been reported by other researchers. The work 
carried out by Ito et al. actually showed a decrease in the oxygen to cerium atomic ratio [281,298]. Such 
a decrease is predicted by the space charge layer model, but only in an atomic mono-layer in the 
boundary core. According to the space charge layer model this mono-layer provides the positive grain 
boundary core charge. The work conducted by Ito et al. showed this decrease over the same region as 
the increased Gd to Ce and Ce M5 to M4 ratios (see figure 5.2.25 B) [281,298]. This region of increased 
Gd to Ce and Ce M5 to M4 ratios is therefore the space charge layer where oxygen vacancies are 
expected to decrease. Such a decrease in oxygen vacancy concentration in this region is inconsistent 
with the space charge layer model described in chapter 2. In addition to this, over the grain boundary 
region where a significant change in Ce M5 to M4 ratio was observed by Ito et al. the oxygen K-edge 
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showed no sign of the changes in fine structure which accompany cerium in the trivalent state 
[281,298]. Such changes are to be expected with the reported level of increase in Ce3+ ions. This change 
in oxygen K-edge fine structure has been reported by Garvie and Buseck [288] and is shown in figure 
5.2.5.  
The space charge layer model predicts a depleted oxygen vacancy concentration in the space charge 
layers. It is this depletion which is responsible for the poor grain boundary conductivity or grain 
boundary blocking effect [213]. The oxygen vacancy depleted region is therefore the grain boundary 
width which would be measured electrically. The width of the oxygen vacancy depletion region 
measured by STEM-EELS analysis is, however, comparable in width to the Gd enriched region and was 
measured to be approximately 1-2 nm. This value for the space charge layer width correlates well with 
the values estimated from impedance spectroscopy measurements using the brick-layer model of 
1-2.5 nm for CGO10. These values are in particularly good agreement when the assumptions made in 
order to estimate this value are considered. The electrically-measured grain boundary width was shown 
in chapter 4 to significantly increase to 7-8 nm with gadolinium concentration (i.e. for CGO20). This 
increase in grain boundary width with increased composition is not supported in the literature 
[239,269,276,278] or by the STEM-EELS analysis of grain boundaries presented in this work. It is thus 
suggested that the grain boundary width calculated from electrical measurements for CGO20 is in error. 
This was suggested in chapter 4 and is likely to arise for poor modelling of the grain boundary electrical 
response resulting in the extraction of incorrect capacitance values.  
The oxygen vacancy depletion shown in CGO10 is larger than that measured by CGO20. This is predicted 
by the space charge layer model [213] and was confirmed by the electrical measurements carried out in 
this work. This is the first direct confirmation of the difference in oxygen vacancy depletion between 
CGO10 and CGO20 by STEM-EELS analysis. This larger oxygen vacancy depletion in the space charge 
layer may compensate for the lower gadolinium concentration available in these samples for 
segregation. With less gadolinium and more oxygen vacancies compensating for the positive grain 
boundary core charge in CGO10 compared with CGO20 materials. 
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5.3 Grain Boundary Structure 
In a single polycrystalline sample there are numerous different types of grain boundary. Different grain 
boundaries have different structure which is dependent on the grain boundary misorientation. In the 
high resolution TEM phase contrast images presented in section 5.2.4, step-like structural features were 
observed along the grain boundaries. High resolution STEM images of the same grain boundaries 
showed regions of dark contrast along the grain boundaries using the HAADF detector.  Examples of 
such features are well documented in the literature. These structural feature observed in this work have 
been attributed to dislocation arrays in the grain boundary core. Good examples of such features in 
alumina can be found in a study carried out by Ikuhara et al. [304] and Merkle et al. [305]. The number, 
regularity and type of grain boundary structural features is dependent on the orientation relationship 
between the two grains.  
The STEM-EELS measurements presented in the previous section all showed gadolinium segregation and 
oxygen vacancy depletion at the grain boundaries analysed. This, however, was not the case for all grain 
boundaries studied in this work. Some grain boundaries when analysed using STEM-EELS showed no 
evidence for gadolinium segregation, or oxygen vacancy depletion. In many cases, this was attributed to 
poor quality data. When conducting such high spatial resolution studies, many factors contribute to the 
data quality. Charging of the sample and poor sample holder stability can cause sample drift. The result 
of which is that after acquiring a series of spectra the feature of interest (i.e. the grain boundary) no 
longer appears in the same position in the image. Under-sampling (i.e. a small probe size relative to 
acquisition step size) can cause the small scale region of interest to be “stepped over” by the STEM 
probe. Hydrocarbons and other contaminants can collect on the specimen surface under the STEM 
probe due to columbic attraction. This contamination and very thick or very thin specimens can degrade 
the quality of the EELS spectra. This is of particular importance when resolving edges with a low signal to 
background ration (SBR) such as the gadolinium M4,5-edge in these specimen. 
Despite the potential problems which can occur during such high spatial resolution STEM-EELS 
experiments, a large quantity of high quality data has been collected and presented in this work. In a 
few instances, high quality data was obtained which did not show gadolinium segregation; one such 
example is presented below. It is therefore considered that the amount of gadolinium and oxygen 
vacancy depletion at grain boundaries may vary with grain boundary misorientation, structure and 
hence interfacial energy.  
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Figure 5.3.1: High resolution phase contrast images of a [110] low angle boundary in CGO10 (average grain size of 2.7 µm). 
Inserts show the FFT confirming [110] grain orientation in A) the top grain, B) the bottom grain. C) shows the grain boundary 
plane aligned near parallel to the incident electron beam.  
Figure 5.3.1 shows a low angle [110] boundary imaged under different tilt conditions. In figure 5.3.1 A, 
the [110] direction in the top grain is aligned with the electron beam. Figure 5.3.1 B shows the bottom 
grain aligned to the [110] direction. In this figure the periodic grain boundary structure can be seen 
clearly. This contrast effect is thought to arise from dislocations in the grain boundary core. Figure 
5.3.1 C shows the grain boundary plane aligned near parallel to the incident electron beam direction. 
The top and bottom grains are aligned close to the [110] direction in this image.  
 
Figure 5.3.2: STEM images of the [110] low angle boundary shown in figure 5.3.1 for CGO10 (average grain size of 2.7 µm). 
2 nm
(111)
d = 3.1Å
[110]
5 nm
2 nm
[110]
(311)
d = 1.6Å
5 nm
2 nm
(111)
d = 3.1Å
[110]5 nm
5 nm 1 nm
 
B A B 
A B 
217 
 
Figure 5.3.2 shows STEM images of the same grain boundary as that shown in figure 5.3.1. The periodic 
grain boundary structure can be seen more clearly using this imaging technique. Such features were 
observed along the grain boundaries shown section 5.2.4. However, for this [110] low angle boundary 
these feature appear regularly ordered. 
STEM-EELS measurements were taken across this low angle boundary the results of which are shown in 
figure 5.3.3. Spectra were acquired using the same condition as those carried out on the grain 
boundaries presented in section 5.2.4 with the exception of a spectrometer energy dispersion of 0.3 eV. 
Spectra were collected over an energy range of 700-1300 eV and, therefore, the oxygen K-edge was not 
collected. The STEM probe size was approximately 0.3 nm as the lattice fringes in the associated STEM 
images were not as clear as those shown in section 5.2.4.  
The gadolinium to cerium atomic ratio and cerium M5 to M4 ratio as a function of beam position are 
presented in figure 5.3.3. There is no evidence for gadolinium segregation at this grain boundary. The 
interfacial energy of low angle boundaries and special grain boundaries is expected to be lower than 
other high angle grain boundaries. It is, therefore, suggested that the extent of gadolinium segregation 
is dependent on the grain boundary interfacial energy and thus different for different types of grain 
boundary.   
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Figure 5.3.3: EELS line scan profiles for the grain boundary shown in figures 5.3.1 and 5.3.2 for CGO10 (average grain size 
of 2.7 µm). The cerium M5 to M4 ratio and gadolinium to cerium atomic ratios are plotted as a function of beam position. 
The high resolution images of grain boundaries shown in this work reveal structural features along the 
grain boundaries. The size and regularity of these structural features varies with grain boundary 
misorientation and type. The majority of these features are thought to be dislocations in the grain 
boundary core. Other structural variations have been observed over larger length scales. An example of 
these larger scale structural variations is shown in figure 5.3.4. In this image, large steps or facets in the 
grain boundary can be seen at an angle of approximately 30˚ from the main termination plane. 
Figure 5.3.5 shows a high resolution image phase contrast image of one of the grain boundary facets 
shown in figure 5.3.4. From this image, we can see that the boundary is a [211] low angle tile boundary. 
The tilt angle between the two grains has been measured as 3.6˚ between the (111) planes in each 
grain. The facet section appears to run along the (311) direction at some points although the full length 
of this section is not straight.  
Ce
 
M
4 
:C
eM
5
0.5
0.6
0.7
0.8
0.9
1.0
Distance (nm)
0 2 4 6 8
G
d:
Ce
 
(at
o
m
ic
 
ra
tio
)
0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
219 
 
 
Figure 5.3.4: Bright field TEM images of a grain boundary in CGO10 (average grain size of (2.7 µm). Large facets can be seen 
at an angle of approximately 30˚ to the main grain boundary plane. 
 
Figure 5.3.5: High resolution phase contrast image of one of the facets shown at the grain boundary in figure 5.3.4. Insert 
shows the diffraction pattern from the grain bulk region confirming [112] orientation. 
It is suggested that the extent of gadolinium segregation and oxygen vacancy depletion due to space 
charge layer formation is dependent on the grain boundary structure. This idea is not new and has been 
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investigated computationally using molecular dynamics theory on a variety of interfacial structures in 
doped zirconia and other inorganic solid systems [299-302]. Following on from this argument, it would 
be reasonable to suggest that the extent of gadolinium segregation and oxygen vacancy depletion may 
vary at different structural features along a single grain boundary. It is, therefore, suggested that further 
investigations into the dependence of grain boundary composition on the grain boundary structure be 
carried out in the future. 
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5.4 Summary 
In this chapter, evidence for the effectiveness of low energy ion beam milling in reducing surface 
damage during sample preparation was presented. High resolution phase contrast image quality was 
improved by using beam energies of below 2.5 kV. 
Typical EELS edge structures for the cerium M4,5-edge and oxygen K-edge in CeO2 and the gadolinium 
M4.5-edge in Gd2O3 were presented. Changes in the cerium M4,5-edge and oxygen K-edge which are 
associated with changes in the cerium oxidation state, as published by Garvie and Buseck [288], were 
discussed. STEM-EELS spectra which have been collected from the grain bulk regions in CGO10 and 
CGO20 materials studied in this work were then presented showing edge features typical of a tetra 
valent cerium oxidation state. The cerium M5 to M4 ratio, cerium to gadolinium and oxygen to cerium 
atomic ratios, as measured from STEM-EELS data collected as a function of beam position across a 
number of grain boundaries in CGO10 and CGO20, were presented. In all these examples, no significant 
change in the cerium M5 to M4 ratio was observed, which indicates no change in the cerium valence 
state across these grain boundaries. The gadolinium to cerium and oxygen to cerium atomic ratios were 
found to increase in the grain boundary region which is consistent with the space charge layer model 
discussed in chapter 2. These results, in accordance with this model, strongly suggest gadolinium 
segregation and oxygen vacancy depletion in the grain boundary space charge layer. The amount of 
segregation of gadolinium and oxygen vacancy depletion in the space charge layer appears to vary with 
grain bulk gadolinium concentration, which is again consistent with the space charge layer model. The 
width of the gadolinium segregation and oxygen vacancy depletion region was measured by STEM-EELS 
at these grain boundaries to be approximately 1-2 nm. This value agrees well with the literature values 
of approximately 2-4 nm for grain boundary dopant segregation in fluorite structured materials [278-
284]. These direct measurement of the space charge layer width using STEM-EELS also agree well with 
the values estimated from impedance spectroscopy measurement using the bricklayer model in 
chapter 4 of approximately 1-2.5 nm for CGO10. The values estimated from impedance spectroscopy 
measurement for CGO20, however, were found to be larger at 7-8 nm. It was suggested that the 
estimates for CGO20 may be in error due to poor modeling of the impedance spectra. 
Not all grain boundaries analysed by high spatial resolution STEM-EELS showed evidence for 
compositional changes in the grain boundary region. This point was illustrated at a [011] low angle grain 
boundary. It was, therefore, considered that such compositional changes are dependent on grain 
boundary structure.   
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6 Concluding Remarks and Future Work 
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6.1  Summary  
Gadolinium doped ceria (Ce0.9Gd0.1O2-δ and Ce0.8Gd0.2O2-δ) polycrystalline ceramics have been 
successfully produced from a variety of commercially available powders. These powders were found 
to contain silicon impurity levels between 120-210 ppm by ICP-MS and AES analysis. The powders 
were successfully formed into dense materials with an average grain size of between 0.17-2.7 µm. 
The effect of grain size and composition on the grain and grain boundary conductivity was 
investigated by impedance spectroscopy. A simple RC circuit was used to model the impedance 
response from these materials. Temperature dependant conductivity plots for CGO10 and CGO20 
generally showed grain bulk conductivity properties consistent with the values expected from these 
materials. The specific grain boundary conductivity was estimated using the brick layer model and 
found to be 2-3 orders of magnitude lower than the bulk. High resolution TEM investigation found 
no evidence for silicon intergranular phases at any of the grain boundaries in all specimens. The 
grain boundary blocking effect was therefore considered to be dominated by the formation of grain 
boundary space charge layers. However, the effect of silicon impurities on the grain boundary 
properties could not be ruled out at the levels found by ICP-MS and AES (120-210 ppm). The grain 
boundary activation energy (&) was found to be larger than the bulk value (&) by at least 0.1 eV 
in all cases. This supports the grain boundary space charge layer model which involves the 
segregation of gadolinium and the depletion of oxygen vacancies at the grain boundary region. The 
specific grain boundary conductivity was also shown to be dependent on the average grain size of 
the material and shown to be highest for the specimen with an average grain size of 0.17µm. The 
high volume fraction of grain boundaries in this specimen was considered to cause incomplete 
saturation of the grain boundary space charge layers. It was also suggested that this had the effect 
of “de-doping” the grain bulk regions, causing the observed decrease in grain bulk conductivity of 
this specimen.    
Based on the space charge layer concept and using the brick layer microstructural model, estimates 
were made of the grain boundary space charge layer thickness (δ). This quantity was estimated from 
the ratio of the grain and grain boundary capacitances together with the average grain size which 
was measured from SEM images of thermally-etched surfaces. These capacitance values are 
sensitive to accuracy of the equivalent circuit model used to interpret impedance spectra. The grain 
bulk capacitance measurement is also sensitive to instrumental errors due to the difficulties 
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involved with measuring capacitance on the scale of 1 pF. Both grain and grain boundary 
capacitance values were found to be at the high end of the expected range [182].   
The estimated grain boundary thickness was found to be between 1-2.5 nm for CGO10 which is in 
good agreement with values measured by TEM investigations in YSZ and CGO systems of (2-4 nm) 
[278-284] but, smaller than the values of between 4 and 6 nm estimated from electrical 
measurements of  yttria-stabilised zirconia (YSZ) and yttria-doped ceria (CYO) [239,269,276,277]. 
The estimated values of the grain boundary space charge layer thickness for CGO20 were found to 
be larger at 7-8 nm. 
These electrical measurements have been correlated with high resolution STEM-EELS investigations 
of the grain boundary structure and chemistry for CGO10 and CGO20 specimens. These 
investigations showed an increased gadolinium to cerium atomic ratio (Gd:Ce) and oxygen to cerium 
atomic ratio (O:Ce) at a number of grain boundaries in CGO10 and CGO20. This is the first example, 
known to the author at the time of writing, of the direct measurement of gadolinium segregation to 
grain boundaries in CGO10 materials and increased oxygen concentrations at the grain boundary in 
both CGO10 and CGO20 as predicted by the space charge layer model. These direct measurements 
of the space charge layer width (δ) produced values of 1-2 nm. The grain boundary thickness as 
measured by high spatial resolution STEM-EELS and those estimated from the electrical 
measurements are in good agreement for CGO10. The larger grain boundary width estimated from 
electrical measurement in CGO20 was not supported by TEM analysis and it is considered that these 
estimates are in error due to poor modeling of the grain boundary impedance arc.  
Previous researchers have shown evidence for increased concentrations of trivalent cerium ions at 
the grain boundaries in CGO20 materials. Such changes were measured from a change in the cerium 
M5 to M4 edge ratio. These findings have been used to suggest that electronic conduction at grain 
boundaries can explain the large grain boundary conductivities which have been observed in 
nanostructured CGO10 and CGO20 materials. The cerium M5 to M4 ratio was monitored as a 
function of beam position across the grain boundaries studied in this work. The cerium M4,5 edge 
structure was shown to be characteristic of tetravalent cerium in the bulk material for both CGO10 
and CGO20. Measurement of the cerium M5 to M4 ratio as a function of beam position across all 
the grain boundaries showed no evidence for a significant change in the cerium oxidation state. It 
was, however, pointed out that small changes in the concentration of trivalent cerium ions are not 
easily detected in the cerium M4,5-edge structure. This point was illustrated with reference to the 
226 
 
work of Garvie and Buseck [288].  In contrast, due to the significantly higher mobility of electrons 
(BL) compared to oxygen ions (BT) in CGO, a small increase in the number of electronic defects will 
increase the electronic conductivity by a large quantity. In brief, a small increase in the Ce3+ ion 
concentration is likely to be detected by impedance spectroscopy before structural changes are 
observed in the cerium M4,5 edge; particularly at the energy resolution used to collect the Ce M4,5 
edges in this work. 
Not all grain boundaries which were studied by STEM-EELS in this work showed evidence for 
gadolinium segregation and oxygen vacancy depletion. One such example was discussed in 
chapter 5 where no increase in the gadolinium to cerium ratio was observed. This particular grain 
boundary was a low angle boundary. This small angle misorientation resulted in a highly ordered 
periodic array of grain boundary defect structures. These features were imaged by both high 
resolution phase contrast imaging and HAADF-STEM imaging. These grain boundary structural 
features were considered to be dislocations in the grain boundary core. Such features are common 
for low angle grain boundaries. Low angle grain boundaries also usually have low interfacial energy. 
It was suggested in this work and also reported by computational modelling of diffusion and 
conductivity in grain boundaries [299-302], that the grain boundary composition is dependent on 
the grain boundary structure. With this considered, it was further suggested that the space charge 
layer composition may also vary with the structural features along the length of a single grain 
boundary. Future work involving STEM-EELS analysis on a larger number of grain boundaries with 
distinctly different grain boundary misorientation relationships and hence structure in CGO10 and 
CGO20, is recommended in order to verify the afore mentioned claims.   
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6.2 Future Work 
It is suggested that similar investigations to those presented in this work are carried out for 
specimens with a larger range of grain sizes for both CGO10 and CGO20 materials in the future. In 
addition investigation should be carried out with specimens of both higher purity and higher silicon 
levels. It would be interesting to conduct high spatial resolution STEM-EELS analysis on such 
specimens to fully characterise the interrelationship between the space charge layer and amorphous 
siliceous phases.  
It was shown in this work that nominally identical gadolinium-doped ceria specimens sourced from 
different manufacturers can produce very different grain boundary electrical properties. It is 
suggested here that further work be carried out to investigate the complex relationships between 
powder processing and trace element impurities which result in such variable grain boundary 
properties. It was suggested, in this work, that a small variation in trace element concentrations can 
have a significant effect on the grain boundary properties. This variation in trace element impurity 
levels was investigated by ICP-MS and AES for CGO10 powder which was sourced from three 
different manufacturers. The measured differences in trace element concentrations must have their 
origins in the powder production routes and processes adopted by the respective manufacturers. 
From the observations made in this work, the relationships between powder microstructure such as 
particle size, size distribution, morphology and trace element concentrations are not clear. More 
importantly, the relationship of both microstructure and trace element concentrations to the 
specific powder production and processing route needs to be investigated further in order to gain 
deeper insight into the grain boundary properties of CGO materials. It is, therefore, suggested that 
further investigation be carried out on the grain boundary properties of CGO10 polycrystalline 
materials produced by different production methods and containing varying trace element 
concentrations. 
Based on the results of this work, in order to produce gadolinium-doped ceria with high grain and 
grain boundary oxygen ion conductivity, it is suggested that high purity powder is used. To maximise 
the operating efficiency of CGO in a solid oxide fuel cell it is recommended that not only the silicon 
impurity levels are kept to a minimum but the other trace metal oxides are also removed from the 
powders. Such trace metal oxides were shown in this work to be present in the powders at levels of 
a few hundred parts per million. It is thought that these elements are responsible for the variation in 
grain boundary properties observed for CGO10 in this work. The grain boundary electrical properties 
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were found to be dominated by the formation of space charge layers at the grain boundaries. It is 
the incorporation of these trace elements in the space charge layer which is thought to be 
responsible for the low grain boundary conductivity in some on the specimens studied in this work. 
It is therefore highlighted here, that the purity of the gadolinium doped ceria material is of utmost 
importance to the performance of polycrystalline CGO material as an oxide ion conductor.    
It is also recommended that STEM-EELS analysis similar to the work carried out here is conducted 
where the cerium M4,5 edge is acquired with greater spectral energy resolution. This would enable 
more accurate identification of changes in the fine structure of this edge as a function of beam 
position across grain boundaries. Improved energy resolution of the cerium M4,5 edge would also 
allow accurate quantitative analysis of the Ce3+ to Ce4+ atomic ratio using linear least squares fitting 
techniques. This could also be supported by the acquisition of the oxygen K-edge with greater 
energy resolution, since changes in the Ce3+ to Ce4+ atomic ratio would also be reflected in the fine 
structure of this edge. 
Other TEM techniques could be employed to directly image the grain boundary space charge layers. 
Holographic techniques can be used in the TEM where images can be formed using the transmitted 
electron beam and the direct beam which has not interacted with the specimen. Such holographic 
techniques allow images to be formed representing the electronic structure of the material. These 
techniques have been used to image n-p junctions in semi-conductor material and could be applied 
to the space charge layer in CGO10 and CGO20. One potential problem associated with this 
suggestion is the difference in scale of the grain boundary space charge layers and the electronically 
different regions of an n-p junction. Attempting to perform this experiment of such a small scale 
may be beyond the sensitivity of this technique.   
Further work is also recommended to obtain electrical measurements, using impedance 
spectroscopy, on a smaller scale in order to bridge the gap between of the macroscopic and nano 
scale measurements made in this work. For example, if specimens of sufficient grain size could be 
produced (i.e. approximately 10-50 µm) focused ion beam milling techniques could be used to 
isolate a single grain boundary. With clever experimental design it may be possible to carry out 
impedance spectroscopy measurement and atomic resolution STEM-EELS analysis on one isolated 
grain boundary. Although this experiment may be difficult to achieve, the information which could 
potentially be gained from such an experiment would provide great insight into the grain boundary 
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properties of CGO materials. Alternatively, even obtaining such information over five to twenty grain 
boundaries would provide valuable information to support the findings of this study. 
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