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Analysis of dynamical interactions between distributed brain areas is of fundamental importance for 27 understanding cognitive information processing. However, estimating dynamic causal interactions between 28 brain regions using functional magnetic resonance imaging (fMRI) poses several unique challenges. For one, 29 fMRI measures Blood Oxygenation Level Dependent (BOLD) signals, rather than the underlying latent 30 neuronal activity. Second, regional variations in the hemodynamic response function (HRF) can significantly 31 influence estimation of casual interactions between them. Third, causal interactions between brain regions 32 can change with experimental context over time. To overcome these problems, we developed a novel state-33 space Multivariate Dynamical Systems (MDS) model to estimate intrinsic and experimentally-induced 34 modulatory causal interactions between multiple brain regions. A probabilistic graphical framework is then 35 used to estimate the parameters of MDS as applied to fMRI data. We show that MDS accurately takes into 36 account regional variations in the HRF and estimates dynamic causal interactions at the level of latent signals. 37 We develop and compare two estimation procedures using maximum likelihood estimation (MLE) and 38 variational Bayesian (VB) approaches for inferring model parameters. Using extensive computer simulations, 39 we demonstrate that, compared to Granger causal analysis (GCA), MDS exhibits superior performance for a 40 wide range of signal to noise ratios (SNRs), sample length and network size. Our simulations also suggest that 41 GCA fails to uncover causal interactions when there is a conflict between the direction of intrinsic and 42 modulatory influences. Furthermore, we show that MDS estimation using VB methods is more robust and 43 performs significantly better at low SNRs and shorter time series than MDS with MLE. Our study suggests that 44 VB estimation of MDS provides a robust method for estimating and interpreting causal network interactions 45 in fMRI data. are sparse and more readily interpretable.
147
We first describe our MDS model and discuss MLE 
162
MDS Model
163
Consider the following state-space model to represent the multi-164 variate fMRI time series
165 166 external stimuli or task condition) from n-th region to m-th region. 
285 286 287
where
288 289 respect to q S SjY ð Þin Eq. (9). In the VB-E step, the distribution of latent 314 signal s(t), for each t, is updated given the current distribution of the 315 parameters Θ. For reasons described below, s(t) has a Gaussian 316 distribution and in this step updating the distribution amounts to 317 updating the mean and variance of the Gaussian distribution. 318 Therefore, in the VB-E step, estimating means of s(t) at every t is 319 equivalent to estimating the latent signals. In the VB-M step, the 320 distributions for model parameters Θ are updated given the update 321 distributions for latent signal s(t). These VB-E and VB-M steps are 322 repeated until convergence. Note that we do not make any 323 assumptions about the factorization of Θ and S. Any further 324 conditional independencies in these sets are derived from the 325 probabilistic graphical model of MDS shown in Fig. 1 . The details of 326 the derivation of the posterior probabilities using the graphical model 327 are given in Appendix-B. Fig. 2 shows a flow chart of various steps 328 involved in both MDS-VB and MDS-MLE methods.
329
Choice of priors and inference
330
The Bayesian approach allows the specification of both informative The simulated data sets were generated using the model described We assume that the canonical HRF and its temporal derivative 
428
We generated 25 data sets for each SNR, network structure and 429 time samples. The performance of the method was assessed using the 430 performance metrics described in the next section. corresponding to external stimuli were all set to zero. The diagonal unknown parameters in the model using E and M steps, respectively.
491
The left and right panels in Fig. 6 , respectively, show the actual and Where,b m ′ are the estimated coefficients (using MLE or VB) 499 corresponding to the basis functions spanning the subspace of HRFs 500 andx m ′ (using MLE or VB) is the estimated latent signal at the m-th 501 node. As shown in this figure, both MDS-MLE and MDS-VB were able 502 to recover the latent and BOLD signals at this SNR. Table 1 shows the 503 mean square error (MSE) between the estimated and latent signals 504 and estimated and actual BOLD-fMRI responses in each node using 505 these two methods. The MSE in estimating these signals is very low by 506 both methods. Fig. 7A and B, respectively, shows the estimated 507 intrinsic and modulatory causal interactions by MDS-MLE and MDS-508 VB in the simulated five node network. MDS-VB correctly identified 509 both intrinsic (solid lines) and modulatory connections (dotted lines) 510 in this network as shown in Fig. 7B . MDS-MLE also correctly recovered 511 both intrinsic and modulatory networks but it introduced an 512 additional false modulatory connection from node 3 to node 1 as 513 shown in Fig. 7A .
514
We next compare the performance of MDS with that of GCA using 515 the same simulated data. This analysis was performed using the 516 multivariate GCA toolbox developed by Seth (Seth, 2010) . We applied 517 GCA on the same data set to verify whether it can recover the causal 518 connections (either intrinsic or modulatory). As shown in Fig. 7C , GCA 519 likely missed both the intrinsic and modulatory interactions from 520 node 1 to 2 but it was able to recover modulatory interactions from 521 node 3 to 4 in addition to other connections. However, unlike MDS,
522
GCA cannot distinguish between intrinsic and modulatory interac- 
545
The performance of these methods improved with the increase in SNR 
MDS-VB consistently outperforms MDS-MLE.
560
Comparison of MDS and GCA on simulated data with modulatory effects 
566
The results suggest that performance of GCA is poor compared to both The sensitivity of GCA for this network is less than 10% because In this case, HRFs in both nodes are identical. As shown in suggest that MDS-VB is able to recover both intrinsic and modulatory 616 causal interactions reliably. For the HRF delay of 2500 ms, there is a 617 small drop in sensitivity for latent signal delays of 800 and 1000 ms.
618
HRF delays oppose the delays in latent signals
619
This is the most difficult situation for any method because HRF 620 delays confound the causal interactions at latent signal level. 
. (A) Intrinsic and modulatory connections estimated by MDS using Maximum likelihood estimates (MDS-MLE) and (B) estimates Variational Bayes estimates (MDS-VB). (C) Causal interactions estimated by Granger Causal Analysis (GCA). MDS-VB correctly identified both intrinsic and modulatory connections. MDS-MLE correctly
estimated all the intrinsic and modulatory connections in the five node network but also introduced a false modulatory connection from node 3 to node 1. GCA missed both intrinsic and modulatory connections from node 1 to 2 for reasons described in the text. (Fig. 4) . HRF delays could therefore influence the estimation of
671
causal interactions when applied directly on the observed BOLD-fMRI . 3B ) and (C) 5-node (shown in Fig. 3C (Fig. 10C) .
687
The superior performance of MDS-VB can be attributed to the 688 regularization imposed by priors in this method. Our priors not only 689 regularized the solution but also helped in achieving sparse solutions.
690
By using sparsity promoting priors, the weights corresponding to 691 insignificant links are driven towards zero and therefore enable 692 automatic relevance detection (Tipping, 2001 
707
Taken together, these findings suggest that MDS-VB is a superior and 708 more powerful method than MDS-MLE.
709
Comparison with GCA
710
We demonstrated the importance of modeling the influence of 711 both external and modulatory stimuli for estimating the causal 712 networks by applying GCA on a five-node network. On this data set,
713
GCA failed to detect both the modulatory and intrinsic connections . 3A) at SNRs of 0, 5 and 10 dB using MDS-MLE, MDS-VB and GCA. (B) Similar results for 3-node (shown in Fig. 3B ) and (C) 5-node (shown in Fig. 3C ) networks. The performance of MDS is superior to GCA for all 3 networks and SNRs. Among MDS methods, the performance of MDS-VB is superior to MDS-MLE. In contrast to Fig. 8 , the sample size (T) here is 300 time points.
between nodes 1 and 2 (Fig. 7C) . As mentioned earlier, GCA missed 715 this connection because the network has both intrinsic and modula- Fig. 3A) at SNRs of 0, 5 and 10 dB using MDS-MLE, MDS-VB and GCA. (B) Similar results for 3-node (shown in Fig. 3B ) and (C) 5-node (shown in Fig. 3C ) networks. The performance of MDS is superior to GCA for all 3 networks and SNRs. Among MDS methods, the performance of MDS-VB is superior to MDS-MLE. In contrast to Fig. 8 , the sample size (T) here is 200 time points. Further simulation studies are needed to assess how well dynamic
750
GCA can estimate context specific modulatory effects.
751
We next contrast our findings using GCA and MDS in the context of points (Seth, 2010 Ψ is the M(L − 2) × ML delay matrix that fills the lower rows of Ã. In the M-step, the goal is to find the unknown parameters Θ = {A, .
1217
The VB-E and VB-M steps are repeated until convergence. 
Q10
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