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Abstract
Random correlation matrices are studied for both theoretical interestingness and importance for
applications. The author of [6] is interested in their interpretation as covariance matrices of purely
random signals, the authors of [16] employ them in the generation of random clusters for studying
clustering methods, whereas the authors of [8] use them for studying subset selection in multiple
regression, etc. The determinant of a matrix is one of the most basic and important matrix functions,
and this makes studying the distribution of the determinant of a random correlation matrix of
paramount importance. Our main result gives the asymptotic distribution of the determinant of a
random correlation matrix sampled from a uniform distribution over the space of d× d correlation
matrices. Several spin-off results are proven along the way, and an interesting connection with the
law of the determinant of general random matrices, proven in [15], is investigated.
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1 Introduction
The authors of [7] and [11] have studied extensively the problem of generating random correlation
matrices uniformly from the space of positive definite correlation matrices. In [7] it is shown that since
a d−dimensional positive definite correlation matrix R = (ρij)i,j=1,...,d can be parametrised in terms
of correlations ρi,i+1 and partial correlations ρi,j;i+1,...,j−1 for (j − i) ≥ 2, and these parameters can
independently take values in the interval (−1, 1), one can generate a random correlation matrix by
choosing independent distributions Fij , 1 ≤ i < j ≤ d for these parameters.
Appropriate choices for Fij lead to a joint density for ρij:1≤i<j≤d that is proportional to det(R)η−1,
where η > 0. In [11] it is shown that in this case the joint density is invariant to the order of indexing
of variables for the partial correlations, and each ρij marginally has a Beta
(
η − 1 + d2 , η − 1 + d2
)
distribution on (−1, 1). The uniform density over the set of positive definite correlation matrices is
obtained when η = 1. The proof of this result is formulated using the notion of the partial correlation
regular vines. Vines were introduced in [3] and [2]. A vine on d variables is a nested set of trees. The
edges of the jth tree are the nodes of the (j+ 1)th tree. A regular vine on d variables is a vine in which
two edges in tree j are joined by an edge in tree j + 1 only if these edges share a common node. More
formally:
Definition 1. V is called a regular vine on d elements if:
1. V = (T1, . . . , Td−1);
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2. T1 is a tree with nodes N1 = {1, . . . , d}, and edges E1 and for i = 2, . . . , d − 1, Ti is a tree with
nodes Ni = Ei−1;
3. For i = 2, . . . , d− 1, a, b ∈ Ei, #a4 b = 2, where 4 denotes the symmetric difference. In other
words if a and b are nodes of Ti connected by an edge in Ti, where a = {a1, a2}, b = {b1, b2},
then exactly one of the ai equals one of the bi
For each edge of the vine we distinguish a constraint, a conditioning, and a conditioned set. Variables
reachable from an edge, via the membership relation, form its constraint set. If two edges are joined
by an edge in the next tree the intersection and symmetric difference of their constraint sets give the
conditioning and conditioned sets, respectively.
Each regular vine edge may be associated with a partial correlation. A complete partial correlation
vine specification is a regular vine with a partial correlation specified for each edge. A partial correlation
vine specification does not uniquely specify a joint distribution1, but there is a joint distribution
satisfying the specified information [2].
The property of vines that plays a crucial role in the starting point of this paper is given in the next
theorem [9].
Theorem 1. Let Dd be the determinant of a d × d correlation matrix, R, of variables X1, · · · , Xd,
with Dd > 0. For any partial correlation vine:
Dd =
∏
e∈E(V)
(
1− ρ2e1,e2;Ce
)
, (1)
where E(V) is the set of edges of the vine V, Ce denotes the conditioning set associated with edge e,
and {e1, e2} is the conditioned set of e.
Vines are actually a way of factorising the determinant of the correlation matrix in terms of partial
correlations. As mentioned earlier, the uniform density over the set of positive definite correlation
matrices is invariant to the order of indexing of variables for the partial correlations, and each ρij
marginally follows a Beta
(
d
2 ,
d
2
)
distribution on (−1, 1).
Remark 1. It is worth mentioning that if the ρij’s would be independent, then they would individually
approach 0, as the dimension approaches infinity. As a consequence the determinant of the correla-
tion matrix would then approach 1. The main theorem from Section 2 reveals a completely different
behaviour of the determinant of a random correlation matrix.
It is shown that each partial correlation ρi,j;K from factorisation (1) has a Beta
(
d−k
2 ,
d−k
2
)
distri-
bution on (−1, 1), where k is the cardinality of the conditioning set K. It follows that each (ρi,j;K)2 has
a Beta
(
1
2 ,
d−k
2
)
distribution on (0, 1) and each
(
1− ρ2i,j;K
)
is distributed according to a Beta
(
d−k
2 ,
1
2
)
distribution. Rearranging the terms from factorisation (1), we rewrite Dd in terms of independent
Beta
(
d−k
2 ,
1
2
)
variables on (0, 1) as:
Dd =
d−2∏
j=0
d−2∏
i=j
Bi, (2)
where Bi ∼ Beta
(
1 + i2 ,
1
2
)
.
Throughout the paper, we will denote by Bi Beta distributed random variables on (0, 1). Although
determined by i(or j), the parameter of the Beta variables can differ. This abuse of notation will be
compensated by an increased clarity of the exposition.
1Moreover a given set of marginal distributions may not be consistent with a given set of partial correlations.
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2 Main Results
Theorem 2. For a uniform distribution over the space of d × d correlation matrices, the marginal
distribution of each correlation is Beta
(
d
2 ,
d
2
)
on (−1, 1). Take R to be such a correlation matrix and
let Dd be its determinant. Then Dd can be written as a product of (d−1) independent Beta distributed
random variables:
Dd =
d−1∏
j=1
Bj , (3)
where Bj ∼ Beta
(
j+1
2 ,
d−j
2
)
, j = 1, . . . , d− 1.
Proof. Let Dd be represented as in equation (2). The variables Bi ∼ Beta
(
1 + i2 ,
1
2
)
are independent.
Let ai = 1 +
i
2 and bi =
1
2 . It follows that ai+1 = ai + bi. The authors of [13] prove that for such
variables: ∏
i
Bi ∼ Beta
(
a1,
∑
i
bi
)
.
Using the above property we reduce the second product in (2) to one variable with known distribution:
d−2∏
i=j
Bi ∼ Beta
1 + j
2
,
d−2∑
i=j
1
2
 = Beta(1 + j
2
,
d− j − 1
2
)
.
Then:
Dd =
d−1∏
j=1
Bj ,
where Bj ∼ Beta
(
j+1
2 ,
d−j
2
)
.
Remark 2. Observe that the sum of the Beta distribution parameters in Theorem 2 is constant and
equal to S = d+12 ; then the expression of the determinant in equation (3) can be written as the product
of Bj ∼ Beta
(
S − j2 , j2
)
distributed variables, j = 1, . . . , d− 1.
Rearranging the terms and looking separately at odd and even values of d we obtain:
Dd =
Bd ·
∏b d−2
2
c
j=1
(
Bj · B˜j
)
, d = 2k
Bd ·Bk ·
∏b d−2
2
c
j=1
(
Bj · B˜j
)
, d = 2k + 1,
where Bd ∼ Beta
(
d
2 ,
1
2
)
, Bk ∼ Beta
(
k+1
2 ,
k+1
2
)
, Bj ∼ Beta
(
j+1
2 ,
d−j
2
)
and B˜j ∼ Beta
(
d−j
2 ,
j+1
2
)
.
Corollary 1. Consider the d × d correlation matrices such that each ρij marginally has a Beta dis-
tribution on (−1, 1), with both parameters equal to (η − 1 + d2), for η > 0. Then the determinant Dd
of such correlation matrix can be written as a product of (d− 1) independent Beta distributed random
variables Bj, i.e. Dd =
∏d−1
j=1 Bj, where Bj ∼ Beta
(
η + j−12 ,
d−j
2
)
.
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Theorem 3 (Main Theorem). For d > 0, consider the uniform distribution over the space of d × d
correlation matrices. Let Rd be a random correlation matrix and let Dd be its determinant. Then, as
d→∞,
D
1/d
d
p−→ 1
e
Proof. Consider the expression for Dd given in equation (3), where Bj ∼ Beta
(
j+1
2 ,
d−j
2
)
. The
variables Bj are independent, so the expectation of D
1/d
d can be calculated as a product of expectations
of Beta variables raised to the power 1d .
Let α = j+12 , β =
d−j
2 , S = α + β =
d+1
2 . Let B(α, β) denote the Beta function, and Γ(·) denote
the Gamma function. Then:
E
(
D
1/d
d
)
= E
d−1∏
j=1
B
1/d
j

=
d−1∏
j=1
E
(
B
1/d
j
)
=
d−1∏
j=1
B(α+ 1d , β)
B(α, β)
=
d−1∏
j=1
Γ(α+ 1d) · Γ(α+ β)
Γ(α) · Γ(α+ β + 1d)
=
[
Γ(S)
Γ(S + 1d)
]d−1
·
d−1∏
j=1
Γ
(
j+1
2 +
1
d
)
Γ( j+12 )
.
Using results originally formulated in [14] and refined in [10], we can write:
Γ(z + a)
Γ(z + b)
= za−b
[
1 +O
(
z−1
)]
, (4)
for a, b ≥ 0 and z →∞.
E
(
D
1/d
d
)
=
(
S−
1
d
)d−1 · d−1∏
j=1
(
j + 1
2
) 1
d
· [1 +O (z−1))]d− 1
=
2
d−1
d
(d+ 1)
d−1
d
· (d!)
1
d
2
d−1
d
· [+O (z−1)] d− 1.
Furthermore, by using Stirling’s approximation,
d! =
√
2pid
(
d
e
)d [
1 +O
(
d−1
)]
, (5)
then
E
(
D
1/d
d
)
=
d
1
2d
+1
(d+ 1)1−
1
d
·
(√
2pi
) 1
d · 1
e
· [1 +O (d−1)] d−1d (6)
=
d
d+ 1
· d 12d · (d+ 1) 1d ·
(√
2pi
) 1
d · 1
e
· [1 +O (d−1)] d−1d .
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It follows immediately that
lim
d→∞
E
(
D
1/d
d
)
=
1
e
. (7)
Similarly,
lim
d→∞
E
[(
D
1/d
d
)2]
= lim
d→∞
E
(
D
2/d
d
)
=
1
e2
. (8)
By (7) and (8),
lim
d→∞
var
(
D
1/d
d
)
= lim
d→∞
[
E
(
D
1/d
d
)]2 − lim
d→∞
E
[(
D
1/d
d
)2]
= 0. (9)
By (7) and (9), and by using Chebyshev’s inequality, the proof is complete.
Since convergence in probability implies convergence in distribution, the following result emerges.
Corollary 2. For a uniform distribution over the space of d × d correlation matrices, consider a
random correlation matrix Rd and let Dd be its determinant. Consider the sequence of random variables
(Dd)
1/d, for d = 1, 2, . . .. Then, this sequence converges in distribution to a degenerate random variable
D = 1e ,
D
1/d
d
d−→ 1
e
.
The result of Theorem 3 also holds for the space of correlation matrices where each element marginally
distributed according to a Beta
(
η − 1 + d2 , η − 1 + d2
)
distribution on (−1, 1). This is stated in the
corollary below and the proof can be found in the Appendix.
Corollary 3. Consider the d × d correlation matrices such that each ρij marginally follows a Beta
distribution on (−1, 1), with both parameters equal to (η − 1 + d2), for η > 0. Let Rd be such a matrix
and Dd its determinant. Then D
1/d
d → 1e , as d→∞, in probability.
Remark 3. Each correlation in the correlation matrix marginally has a Beta
(
d
2 ,
d
2
)
distribution on
(−1, 1). When d → ∞, each Beta (d2 , d2) distribution will approach 0. In other words, if the entries
in the correlation matrix would be independent, the determinant would approach 1 as the dimension
increases. The above theorem reveals an opposite behaviour, namely the convergence of the determinant
towards its other bound, namely 0. This behaviour is induced by the dependence amongst the entries
of the correlation matrix.
3 Spin-off Results
The asymptotic behaviour of the dth root of the first two moments of Dd is formulated in the following
proposition. The proof of this proposition can be found in the Appendix.
Proposition 1. For a uniform distribution over the space of d× d correlation matrices, the marginal
distribution of each correlation follows a Beta(d/2, d/2) distribution on (−1, 1), and the determinant
Dd of a correlation matrix follows the expression from equation (3). Then:
1. lim
d−→∞
(E (Dd))
1
d =
1
e
= lim
d−→∞
E
(
D
1/d
d
)
2. lim
d−→∞
(var (Dd))
1
d =
1
e2
= lim
d−→∞
[
E (Dd)
1
d
]2
.
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The first equality from the above proposition suggests a linear behaviour caused by the degenerate
distribution of the scaled determinant. The same behaviour will be later observed in a different context.
Corollary 4. The first two moments of the distribution of the determinant of a d×d random correlation
matrix can be written as follows, for very large d:
1. E(Dd) =
[
E
(
D
1/d
d
)]d
+O
(
1
d
)
2. var(Dd) = [E(Dd)]
2 +O
(
1
d
)
.
The first moment of Dd can be calculated exactly as a function of the dimension d, whereas it is easier
to calculate only an approximation of the second moment. Their respective expressions are given in
the following proposition (see Appendix for proofs).
Proposition 2. For a uniform distribution over the space of d× d correlation matrices, the marginal
distribution of each correlation is Beta
(
d
2 ,
d
2
)
on (−1, 1) and the determinant Dd of a correlation matrix
follows the expression from equation (3). Then:
1. E(Dd) =
d!
(d+1)d−1
2. var(Dd) =
1
6 · (d+1)!(d+1)d ·
(d+3)!
(d+3)d
−
[
(d+1)!
(d+1)d
]2
.
Form a completely different perspective, it is interesting to notice that E(Dd) can be expressed as an
elementary norm [5].
Remark 4. Let E(Dd) be approximated as in Corollary 4 (see Appendix). This approximation is the
continuous version of the elementary r-norm, where r = 1d . Using Theorem 187 from [5], one can prove:
E(Dd) = e
E[ln(Dd)] +O
(
1
d
)
.
More results about the logarithm of the determinant of the correlation matrix are investigated in the
following section.
4 The Logarithm of the Determinant of a Random Correlation Ma-
trix
Since sums of independent random variables play a more important role than products, and they have
been studied more thoroughly, it would be convenient to investigate the behavior of the logarithm
of the determinant of the correlation matrix, rather than of the determinant itself. Let us denote
Yd = lnDd and look at the first two moments of this new random variable.
Consider Bj ∼ Beta
(
j+1
2 ,
d−j
2
)
, d = 2k, ψ the digamma function, and γ the Euler - Mascheroni
constant2.
2The calculations will follow the same lines for an odd dimension.
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E(Yd) =
d−1∑
j=1
E (lnBj) =
d−1∑
j=1
[
ψ
(
j + 1
2
)
− ψ
(
d+ 1
2
)]
= ψ(1) + · · ·+ ψ(k) + ψ
(
1 +
1
2
)
+ · · ·+ ψ
(
(k − 1) + 1
2
)
− (d− 1)ψ
(
d+ 1
2
)
= −γ(d− 1)− ln(2)(d− 2) +
k−1∑
i=1
[
4i− 1
(2i− 1)i(k − i)
]
− (d− 1)ψ
(
k +
1
2
)
.
Rewriting ψ
(
k + 12
)
as γ − 2 ln(2) +∑ki=1 22i−1 and rearranging and cancelling terms we obtain:
E(Yd) = −d
[
k∑
i=1
(
1
2i− 1 −
1
2i
)
− ln(2) + 1
]
+
k∑
i=1
1
2i− 1 . (10)
We will further provide lower and upper bounds for E(Yd). Firstly, note the the first sum is a partial
sum of an alternating series that converges to ln(2):
k∑
i=1
(
1
2i− 1 −
1
2i
)
=
2k∑
i=1
(−1)k−1
k
≡ S2k.
The partial sum S2k approximates ln(2) with an error that can be bounded be the next term in the
series, that is:
|S2k − ln(2)| ≤ 1
2k + 1
. (11)
For the second sum in (10), we use that, for any N > 1:
ln(N + 1) <
N∑
i=1
1
i
≤ 1 + ln(N).
Then:
k∑
i=1
1
2i− 1 > 1 +
k∑
i=1
1
2i
> 1 +
1
2
ln(k + 1).
Similarly,
k∑
i=1
1
2i− 1 =
k−1∑
i=0
1
2i+ 1
< 1 +
k−1∑
i=1
1
2i
≤ 1 + 1
2
[1 + ln(k − 1)].
This gives that:
1 +
1
2
ln(k + 1) <
k∑
i=1
1
2i− 1 ≤ 1 +
1
2
[1 + ln(k − 1)]. (12)
By (11):
− 1
2k + 1
+ 1 ≤ S2k − ln(2) + 1 ≤ 1
2k + 1
+ 1,
which gives:
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−d
(
1
d+ 1
+ 1
)
≤ −d[S2k − ln(2) + 1] ≤ −d
(
− 1
d+ 1
+ 1
)
.
Together with (12), we get:
− d
(
1
d+ 1
+ 1
)
+ 1 +
1
2
ln
(
d
2
+ 1
)
< E(Yd) ≤ −d
(
− 1
d+ 1
+ 1
)
+ 1 +
1
2
[
1 + ln
(
d
2
− 1
)]
. (13)
To get an approximation for E(Yd), we can use the result in Theorem 3.2 in [1]:
n∑
i=1
1
i
= ln(n) + γ +O
(
1
n
)
. (14)
This gives:
E(Yd) = −d+ 1
2
ln
(
d
2
)
+ 1 +
γ
2
+ o(1). (15)
It would seem that we could use the approximation E(Yd) = −d+ o(1). Nonetheless, the simulations
in the following section will show that this approximation is not accurate.
Remark 5. Using Remark 4 and the above result we obtain: E(Dd) = e
E(Yd) +O
(
1
d
)→ 0, as d→∞.
To calculate the variance of Yd we need the first derivative of the digamma function, also known as
the trigamma function, denoted by ψ1. Then:
var(Yd) =
d−1∑
j=1
var (lnBj) =
d−1∑
j=1
[
ψ1
(
j + 1
2
)
− ψ1
(
d+ 1
2
)]
= k
pi2
6
+ (k − 1)pi
2
2
−
k∑
i=1
[
(k − i)
(
1
i2
+
4
(2i− 1)2
)]
− (d− 1)ψ1
(
d+ 1
2
)
.
By rewriting ψ1
(
d+1
2
)
as ψ1
(
1
2
) − 4∑ki=1 1(2i−1)2 , substituting for the known values of ψ1, reducing
and manipulating remaining terms, we obtain:
var(Yd) = ln k + γ +
1
2k
+
pi2
4
+ 2
k∑
i=1
1
2i− 1 .
By using (12), we obtain the lower and upper bounds for var(Yd):
ln
(
d
2
)
+ γ +
1
d
+
pi2
4
+ 2 + ln
(
d
2
+ 1
)
< var(Yd) ≤ ln
(
d
2
)
+ γ +
1
d
+
pi2
4
+ 3 + ln
(
d
2
− 1
)
. (16)
It can be easily shown that var(Yd) = 2 ln
(
d
2
)
+ o(1).
Even though the expression of the first two moments of Yd do not look particularly promising, they
will be employed in proving the central limit theorem (CLT) for independent, but not necessarily iden-
tically distributed, random variables. However, before diving into the proof, we present a simulation
based confirmation of such a result, which provides an interesting link with results for the determinant
of random correlation matrices in general.
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4.1 The law of the determinant of random matrices
The authors of [15] proved that for a d−dimensional random matrix Ad whose entries aij are indepen-
dent real random variables with mean zero and variance one, the logarithm of |det(Ad)| satisfies the
central limit theorem. More precisely:
sup
x∈R
|P
(
log(|detAd|)− 1/2 log(d− 1)!√
1/2 log d
≤ x
)
− Φ(x)| ≤ log−1/3+o(1) d.
Since the entries of a random correlation matrix are definitely not independent, we cannot use this
result as it is. So far, we only have an indication of the order of the first two moments of Yd.
The entries in our correlation matrix R = (ρij)i,j=1,...,d are Beta
(
d
2 ,
d
2
)
distributed on (−1, 1). That
is to say, they are random variables with mean 0 and variance 1d+1 . Then the variables
√
d+ 1 · ρij
have mean zero and variance one. Ignoring for a moment that the ρ′ijs are not independent, tak-
ing aij =
√
d+ 1 · ρij , and applying the result above, we obtain that Yd can be approximated by
O(−d) +
(√
O
(
2 ln
(
d
2
)))
N(0, 1), where N(0, 1) is a standard normal variable.
The above result is somewhat in line with the previous calculations for the mean and variance
of Yd. Moreover, simulating
Yd+d√
2 ln( d2 )
, for dimensions 400, and 500, we obtain a distribution that is
undistinguishable from a normal distribution (when performing a two-sample Kolmogorov-Smirnov
goodness-of-fit hypothesis test) with mean 1.27, and standard deviation 1.00. As shown above the
mean of Yd is not O(−d), but O
(−d+ 12 ln (d2)+ 1 + γ2). The following section includes the formal
proof of the asymptotic normality of Yd.
4.2 The asymptotic normality of Yd
In this section we will prove the Lyapunov CLT of the logarithm of the determinant of a random
correlation matrix:
Yd = lnDd =
d−1∑
j=1
lnBj , (17)
where Bj ∼ Beta
(
j+1
2 ,
d−j
2
)
are independent random variables. Note that Yd involves a sequence of
sequences, thus a CLT theorem for triangular arrays is provided below.
Theorem 4 (Asymptotic normality). For d > 0, consider the uniform distribution over the space
of d × d correlation matrices. Let Rd be a random correlation matrix and let Dd be its determinant.
Moreover, let Yd be the logarithm of Dd. Then, as d→∞,
Yd + d+
1
2 ln
(
d
2
)
+ γ2 + 1√
2 ln
(
d
2
) d−→ N(0, 1).
Proof. Let
µj = E(lnBj) = ψ
(
j + 1
2
)
− ψ
(
d+ 1
2
)
,
and
σ2j = V ar(lnBj) = ψ1
(
j + 1
2
)
− ψ1
(
d+ 1
2
)
.
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(a) Normal variable, d=400
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(b) Yd+d√
2 ln( d2 )
, d=400
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(c) Normal variable, d=500
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(d) Yd+d√
2 ln( d2 )
, d=500
Figure 1: Simulations of normally distributed random variables (a,c) and scaled logarithm of the
determinant of a random correlation matrix (b,d), for d=400 and d=500.
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where ψ is the digamma function and ψ1 is the trigamma function. The following inequality from [12],
1
x
< ψ1(x) <
1
x− 1 , (18)
for any x > 1, implies that
σ2j <
2
j − 1 −
2
d+ 1
<∞.
For j = 1, ψ1(1) =
pi2
6 and
σ21 <
pi2
6
− 2
d+ 1
<∞.
Thus σ2j <∞, for all j = 1, . . . , d− 1. Let
s2d−1 =
d−1∑
j=1
σ2j .
It is immediate that the sequence Yd−E(Yd)sd−1 has mean 0 and variance 1. To prove its asymptotic
normality, we will show that the Lyapunov condition is satisfied, that is, there exists δ > 0 such that
1
s2+δd−1
d−1∑
j=1
E
(
|lnBj − µj |2+δ
)
→ 0, (19)
for d→∞.
We will prove (19) for δ = 2, hence investigating the fourth central moment of the random variable
lnBj , for j = 1, . . . , d− 1,
E
[
(lnBj − µj)4
]
= k4 + 3E
[
(lnBj − µj)2
]
,
where k4 is the fourth cumulant of the distribution of lnBj , with Bj ∼ Beta
(
j+1
2 ,
d−j
2
)
. By letting
ψn−1 denote the polygamma functions, then
kn = ψn−1
(
j + 1
2
)
− ψn−1
(
d+ 1
2
)
,
and we can write
E
[
(lnBj − µj)4
]
= ψ3
(
j + 1
2
)
− ψ3
(
d+ 1
2
)
+ 3ψ1
(
j + 1
2
)
− 3ψ1
(
d+ 1
2
)
.
The authors of [4] have shown that, for any x > 0,
(n− 1)!
(x+ 1)n
+
n!
xn+1
< |ψn(x)| < (n− 1)!
(x+ 12)
n
+
n!
xn+1
.
By using this inequality, it follows that
d−1∑
j=1
E
(
(lnBj − µj)4
)
<
d−1∑
j=1
[
16
(j + 2)3
+
96
(j + 1)4
+
16
(d+ 2)3
+
96
(d+ 1)4
+
6
j + 2
+
12
(j + 1)2
+
6
d+ 2
+
12
(d+ 1)2
]
≡ Ad.
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To bound the variance term in (19), we employ another inequality provided in [4]
1
x− 12
− 1
12(x− 12)2
< ψ1(x) <
1
x− 12
,
for x > 12 . we have that
ψ1
(
j + 1
2
)
− ψ1
(
d+ 1
2
)
>
2
j
− 1
3j2
− 2
d
,
which gives that
s4d−1 >
d−1∑
j=1
(
2
j
− 1
3j2
− 2
d
)2 ≡ Bd.
We have that
1
s4d−1
d−1∑
j=1
E
(
|lnBj − µj |4
)
<
Ad
Bd
<
A′d
Bd
,
where
A′d =
d−1∑
j=1
[
32
(j + 2)3
+
192
(j + 1)4
+
12
j + 2
+
24
(j + 1)2
]
Proving that
A′b
Bd
→ 0 for d → ∞ completes then the proof of the theorem. Note that, when letting
d → ∞, the denominator and numerator contain convergent p-series. The dominant terms are the
harmonic series, and by (14), they can be approximated by ln(d − 1) + γ. The squared sum in the
denominator gets the limit to zero.
4.3 Yd’s moment generating function
The moment generating function of Yd can be calculated as follows:
MYd(t) = E
(
et·
∑d−1
j=1 lnBj
)
=
d−1∏
j=1
B
(
t+ j+12 ,
d−j
2
)
B
(
j+1
2 ,
d−j
2
) , (20)
where B(α, β) is a Beta function.
Using that Γ(z+a)Γ(z+b) ≈ za−b, as z −→ +∞ and S = d+12 , and Proposition 2 we obtain3:
MYd(t) =
d−1∏
j=1
Γ
(
j+1
2 + t
)
Γ
(
j+1
2
) · [ Γ(S)
Γ(t+ S)
]d−1
≈
d−1∏
j=1
(
j + 1
2
)t
· 2
t(d−1)
(d+ 1)t(d−1)
=
[
d!
(d+ 1)d−1
]t
= [E(Dd)]
t .
In this case, the first derivative of MYd(t) evaluated at t = 0 equals lnE(Dd), hence lnE(Dd) =
E(lnDd). This suggests again a linear behaviour caused by the degenerate distribution of the scaled
determinant.
3The product is dominated by the higher order terms.
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5 Discussion
This research is concerned with the asymptotic distribution of the determinant Dd, of a random cor-
relation matrix sampled from a uniform distribution over the space of d× d correlation matrices. We
proved that the dth root of the determinant has a degenerate limiting distribution. Several spin-off
results proven along the way include expressions for the first two moments of Dd and results about the
asymptotic behaviour of the of the dth root of the first two moments of Dd. An interesting connection
between E(Dd) and elementary norms is established. Another link with the law of the determinant of
general random matrices is also investigated.
When looking at the logarithm of the determinant of the correlation matrix, we are actually inves-
tigating a sum of independent random variables. Using this, the asymptotic normality of the logarithm
of the determinant of a random correlation matrix was established.
6 Appendix
The proof of Corollary 3 follows the same lines as the proof of Theorem 3.
Corollary 3. Consider the d × d correlation matrices such that each ρij marginally follows a Beta
distribution on (−1, 1), with both parameters equal to (η − 1 + d2), for η > 0. Let Rd be such a matrix
and Dd its determinant. Then D
1/d
d → 1e , as d→∞, in probability.
Proof. Consider the expression for Dd given in Corollary 1. Let Bj denote the Beta variables from
the product; Bj ’s are independent, so the expectation of D
1/d
d can be calculated as a product of
expectations of Beta variables raised to the power 1d .
Let α = η + j−12 , β =
d−j
2 , S = α + β = η +
d−1
2 . Let B(α, β) denote the Beta function, and Γ(·)
denote the Gamma function. Then:
E
(
D
1/d
d
)
= E
d−1∏
j=1
B
1/d
j

=
d−1∏
j=1
E
(
B
1/d
j
)
=
d−1∏
j=1
B(α+ 1d , β)
B(α, β)
=
d−1∏
j=1
Γ(α+ 1d) · Γ(α+ β)
Γ(α) · Γ(α+ β + 1d)
=
[
Γ(S)
Γ(S + 1d)
]d−1
·
d−1∏
j=1
Γ(η + j−12 +
1
d)
Γ(η + j−12 )
.
By (4),
E
(
D
1/d
d
)
=
(
S−
1
d
)d−1 · d−1∏
j=1
(
2η + j − 1
2
) 1
d
=
2
d−1
d
(2η + d− 1) d−1d
· [(2η + d− 2)!]
1
d
[(2η − 1)!] 1d
· 1
2
d−1
d
.
Using (5) and rearranging the terms gives
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E
(
D
1/d
d
)
=
1
[(2η − 1)!] 1d
· 1
e
2η+d−2
d
·
(√
2pi
) 1
d · (2η + d− 2) 12d
· 2η + d− 2
2η + d− 1 · (2η + d− 2)
2η−2
d · (2η + d− 1) 1d .
Then lim
d−→∞
E
(
D
1/d
d
)
=
1
e
.
In the same fashion we show that lim
d−→∞
E(D
2/d
d ) =
1
e2
. To summarize we have:
lim
d−→∞
E
(
D
1/d
d
)
=
1
e
lim
d−→∞
[
E
(
D
1/d
d
)]2
=
1
e2
lim
d−→∞
E
[(
D
1/d
d
)2]
=
1
e2
.
The above equalities prove lim
d−→∞
var
(
D
1/d
d
)
= 0 and the Corollary.
Let us now prove Propositions 1.
Proposition 1. For a uniform distribution over the space of d× d correlation matrices, the marginal
distribution of each correlation follows Beta(d/2, d/2) distribution on (−1, 1) and the determinant Dd
of a correlation matrix follows the expression from equation (3). Then:
1. lim
d−→∞
[E(Dd)]
1
d =
1
e
= lim
d−→∞
E(D
1/d
d )
2. lim
d−→∞
[var(Dd)]
1
d =
1
e2
= lim
d−→∞
[
E(Dd)
1
d
]2
.
Proof. The proof of the second equality in both statements can be found in the proof of Theorem 3.
To prove the first equality in 1. calculate E(Dd) as follows:
E(Dd) =
d−1∏
j=1
j+1
2
d+1
2
=
d!
(d+ 1)d−1
. (21)
By (5), we obtain
[E(Dd)]
1
d =
[
d!
(d+ 1)d−1
] 1
d
=
(2pi)
1
d · d 12 · 1d · dd 1d
ed·
1
d · (d+ 1) d−1d
·
[
1 +O
(
1
d
)] 1
d
= (2pi)
1
d · d
d+ 1
· d 12d · (d+ 1) 1d · 1
e
·
[
1 +O
(
1
d
)] 1
d
.
Then lim
d−→∞
[E(Dd)]
1
d =
1
e
.
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Using (5) again, we can calculate:
[E(Dd)]
2
d =
(2pi)
2
d · d 12 · 2d · dd 2d
ed·
2
d · (d+ 1) 2(d−1)d
·
[
1 +O
(
1
d
)] 2
d
= (2pi)
1
d ·
(
d
d+ 1
)2
· d 1d · (d+ 1) 2d · 1
e2
·
[
1 +O
(
1
d
)] 2
d
which proves lim
d−→∞
[
E(Dd)
1
d
]2
=
1
e2
.
To prove Relation 2. from Proposition 1 we start from the expression of the determinant Dd given in
equation (3) and consider (d−1) independent, Beta distributed random variables, Bj ∼ Beta
(
j+1
2 ,
d−j
2
)
, j =
1, · · · , d− 1. Then
var(Dd) = var
d−1∏
j=1
Bj
 = d−1∏
j=1
(
j+1
2 · j+32
d+1
2 · d+32
)
−
d−1∏
j=1
(
(j+1)2
4
(d+1)2
4
)
=
1
(d+ 1)d−1 · (d+ 3)(d−1) ·
d−1∏
j=1
(j + 1) ·
d−1∏
j=1
(j + 3)− 1
(d+ 1)2(d−1)
·
d−1∏
j=1
(j + 1)2
=
d!(d+ 2)!
6(d+ 1)d−1(d+ 3)d−1
− (d!)
2
(d+ 1)2(d−1)
(22)
=
d!
(d+ 1)(d−1)
[
(d+ 2)!
6(d+ 3)d−1
− d!
(d+ 1)d−1
]
=
(d+ 1)!
(d+ 1)d
[
(d+ 3)!
6(d+ 3)d
− (d+ 1)!
(d+ 1)d
]
.
By (5),
var(Dd) =
√
2pi(d+ 1)(d+ 1)d+1
ed+1(d+ 1)d
[√
2pi(d+ 3)(d+ 3)d+3
ed+36(d+ 3)d
−
√
2pi(d+ 1)(d+ 1)d+1
ed+1(d+ 1)d
]
·
[
1 +O
(
1
d
)]2
=
√
2pi(d+ 1)(d+ 1)
ed+1
[√
2pi(d+ 3)(d+ 3)3
6 · ed+3 −
√
2pi(d+ 1)(d+ 1)
ed+1
]
·
[
1 +O
(
1
d
)]2
=
2pi · (d+ 1)3/2 · (d+ 1)1/2
e2(d+1)

√
d+3
d+1
6
· (d+ 3)
3
e2
− (d+ 1)
 · [1 +O(1
d
)]2
=
pi · (d+ 1)3/2
3e2(d+2)
[
(d+ 3)7/2 − 6e2(d+ 1)3/2
]
·
[
1 +O
(
1
d
)]2
.
By raising to the 1/d power and taking the limit when d→∞ we obtain lim
d−→∞
[var(D)]
1
d =
1
e2
.
The proof of Corollary 4 is provided below.
Corollary 4. The first two moments of the distribution of the determinant of a d×d random correlation
matrix can be written as follows:
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1. E(Dd) =
[
E
(
D
1/d
d
)]d
+O
(
1
d
)
2. var(Dd) = [E(Dd)]
2 +O
(
1
d
)
.
Proof. By (6)
E
(
D
1/d
d
)d
=
√
2pid · d
d
(d+ 1)d−1
· e−d ·
[
1 +O
(
1
d
)]d−1
.
By (21) and (5),
E (Dd) =
√
2pid · d
d
(d+ 1)d−1
· e−d ·
[
1 +O
(
1
d
)]
.
It will follow that
E (Dd) = E
(
D
1/d
d
)d
+O
(
1
d
)
.
For the second relationship, notice that, by (21) and (5),
[E(Dd)]
2 =
d−1∏
j=1
j+1
2
d+1
2
=
d! · d!
(d+ 1)2(d−1)
=
2pid · d2d · e−2d·
(d+ 1)2(d−1)
·
[
1 +O
(
1
d
)]2
.
Furthermore,
var(Dd) = var
d−1∏
j=1
Bj
 = d−1∏
j=1
(j + 1) · (d− j)
2(d+ 1)2 · (d+ 3)
=
1
2d−1 · (d+ 1)2(d−1) · (d+ 3)d−1
d−1∏
j=1
(j + 1) · (d− j)
=
(d− 1)! · d!
2d−1 · (d+ 1)2(d−1) · (d+ 3)d−1
=
2pi
√
d · (d− 1) · (d− 1)d−1 · e−(d−1) · dd · e−d
2d−1 · (d+ 1)2(d−1) · (d+ 3)d−1 ·
[
1 +O
(
1
d
)]2
= [E(Dd)]
2 ·
[
1 +O
(
1
d
)]2
This proves the corollary.
The relations from Proposition 2 find their derivations in the proof of Proposition 1 above.
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