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In recent years, facial landmark detection, also known as face alignment or facial landmark 
localisation, has become a very active research topic due to its importance to a variety of image- 
and video-based face analysis systems, such as face recognition, emotion analysis, human-
computer-interaction and 3D face reconstruction, as illustrated in Figure 1. The term alignment 
relates to the ultimate goal of face landmark detection which is to bring two face images into 
registration to facilitate matching and other kinds of analysis. Facial landmarks contain rich 
geometry information that is an important clue for face-related machine perception applications. 
In this article, we discuss the challenges and overview recent research advances in this area. 
 
Fig.1 Facial landmark detection plays an important role in many face analysis systems. 
 
The early developments of facial landmark detection can be traced back to the nineteen nineties, 
best exemplified by the seminal work on Active Shape Model (ASM) [1]. This seminal work 
stimulated the development of many facial landmark detection algorithms that have been 
proposed to address many challenging issues of this subject area. Typical examples include Active 
Appearance Model (AAM) [2], Constrained Local Model (CLM) [3] and their extensions. With the 
rapid progress in the state of the art, the task of accurate, efficient and robust facial landmark 
detection of constrained faces has successfully been addressed and the trend has shifted to 
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unconstrained facial landmark detection in the presence of various image degradations caused by 
the appearance variations in pose, expression, illumination, occlusion, image blurring etc. To 
achieve robust facial landmark detection for face images in such scenarios, the cutting-edge 
techniques resort to more sophisticated  tools such as Cascaded Shape Regression (CSR) and Deep 
Neural Networks (DNN). 
 
Typical CSR-based facial landmark detection approaches include Cascaded Pose Regression (CPR) 
[4], Supervised Descent Method (SDM) [5] and Explicit Shape Regression (ESR) [6]. The key to the 
success of CSR-based approaches is to form a strong regressor by cascading a set of weak 
regressors in series. Thanks to the well-designed framework, CSR-based approaches have achieved 
very promising results for unconstrained facial landmark detection in terms of accuracy and 
efficiency, as evidenced by the experiments conducted on a wide range of well-known 
benchmarking datasets, including Labelled Face Parts in the Wild (LFPW), Caltech Occluded Faces 
in the Wild (COFW), 300 Faces in the Wild (300-W) and Annotated Facial Landmarks in the Wild 
(AFLW). The key elements of a successful  CSR-based facial landmark detection algorithm are 
strong regression models with good generalisation capability and large training datasets with high-
quality manually annotated facial landmarks.  The mode of model training and the use of robust 
feature extraction methods are also decisive factors in achieving good performance.  
 
For feature extraction, early studies in CSR were mainly based on hand-crafted features, such as 
the Histogram of Oriented Gradients (HOG), Scale Invariant Feature Transform (SIFT), Local Binary 
Patterns (LBP) and Gabor features. However, these universally designed feature extraction 
methods have difficulties in meeting the requirements of high-performance facial landmark 
detection in unconstrained scenarios. To address this issue, learning-based features have been 
widely used for robust and discriminative feature extraction in automatic facial landmarking. 
Typical learning-based features are Sparse Auto-Encoder (SAE), Local Binary Features (LBF) and 
Convolutional Neural Network (CNN) features. For example, we proposed to use SAE features in 
our random cascaded regression copse model, which obtained state-of-the-art performance in 
unconstrained face landmarking [7]. LBF have been shown to be both effective and efficient in 
unconstrained facial landmark detection, achieving the speed of 3000 frames per second [8]. More 
recently, CNN features have become the most popular choice in many computer vision and 
pattern recognition tasks, including facial landmark detection. Most existing state-of-the-art facial 
landmark detection approaches draw on CNN features. Another advantage of their use is that the 
feature extraction and shape regression steps can jointly be trained end to end in a supervised 
manner. 
 
As cascaded shape regression is learning-based, a good regression model is crucial to achieving 
high accuracy of a CSR-based facial landmark detection model. Due to the versatility of the CSR 
architecture, cascading multiple linear regression models is sufficient to obtain very promising 
performance in terms of accuracy for unconstrained facial landmark detection. Besides linear 
regression, random forests/ferns have also been widely used and studied and been proven to be 
very effective. However, these models still have difficulties in accurately localising the landmarks 
of a face image with extreme appearance changes caused by pose variations. To perform robust 
facial landmark detection in the wild, different strategies have been explored during the past years. 
The most widely studied techniques include: 1) multi-view or multi-domain models; 2) 3D face 
models; 3) more powerful regression models such as deep neural networks. 
 
For the first category, to construct a system with multi-view models, the original shape domain or 
image domain is partitioned into multiple sub-domains according to face shapes. A view-specific 
model is trained by using the images of the subset with a specific view hence the model is able to 
perform better landmark detection accuracy of face images with the same view than a model 
trained from the whole training dataset with a variety of pose variations. However, the use of 
multi-view models is not without difficulties. The key issue is that a system with multi-view models 
has to perform either model selection or model fusion for detecting the facial landmarks of a given 
image. For the former one, robust model selection is a non-trivial task, especially for 
unconstrained face images with extreme appearance variations. The system may result in very bad 
landmarking  result if a wrong view-specific model is selected. The main reason is that, in contrast 
to a universal model, a view-specific model has better performance in accuracy for an image with 
the same view but has much worse generalisation capability for other views. For model fusion, the 
use of multi-view models is both storage- and time-consuming because multiple view-specific 
models have to be stored and applied to an input image.  
 
To address the aforementioned issues for the use of multi-view models, we proposed a Dynamic 
Attention-Controlled Cascaded Shape Regression (DAC-CSR) algorithm, in which we explored how 
one can improve the fault-tolerance of a facial landmark detection system based on multi-view 
models [9]. To this end, our DAC-CSR splits the task of facial landmark detection into multiple sub-
tasks: face bounding box refinement, general CSR and attention-controlled CSR. The pipeline of 
DAC-CSR is shown in Figure 2. By design, the first two stages refine the initial face bounding boxes 
and output intermediate facial landmarks for the input face image. After that, an online dynamic 
model selection method is used to choose appropriate view-specific CSRs for fine-grained facial 
landmark update. The key innovation of the proposed DAC-CSR method is its fault-tolerant 
mechanism, using fuzzy set sample weighting, for attention-controlled view-specific model 
training. Moreover, we explored data augmentation with a simple but effective 2D AAM-based 
approach for injecting out-of-plane head rotations. The proposed method achieved superior facial 
landmark detection results on challenging facial landmark detection datasets, even compared with 
deep-learning-based approaches. This is due to the proposed  fault-tolerant mechanism which is 
designed using  fuzzy domain-specific model training and an online dynamic model selection 
strategy. 
 Fig. 2 The proposed DAC-CSR facial landmark detection system. 
 
It should be noted that the term `view’ is not limited to pose variations in facial landmark 
detection. One can build multi-view models for any face attribute or appearance variations, e.g. 
gender, race, age, expression, illumination etc. 
 
The second category of approaches is addressing the difficulties of facial landmark detection in 
unconstrained scenarios with the help of 3D face models. There two main frameworks for 3D-
assisted 2D facial landmark detection.  
 
The first one is to use a 3D face model for training-data augmentation. As almost all the existing 
state-of-the-art facial landmark detection approaches are learning-based, a large amount of 
training data is crucial for successful model training.  However, the task of providing training 
samples for facial landmark detection is time-consuming, involving a considerable amount of 
tedious manual work. As an alternative, we proposed the use of a 3D Morphable Model (3DMM) 
to generate synthetic faces for the training of a CSR model [10]. In addition, to address the 
problem posed by the differences between synthetic and real images, we proposed a cascaded 
collaborative shape regression algorithm to adapt the trained CSR model from the synthetic image 
domain to real image domain.  Benefiting from a large number of synthetic training images and 
the cascaded collaborative regression model, the learned facial landmark detector has been 
shown to exhibit impressive capability to detect the landmarks even in faces with wide pose 
variations. As another instance of successful use of 3D face model,  Zhu et al. proposed to fit a 3D 
shape model to 2D face images and generated a large number of realistic face images with out-of-
plane head rotations from the recovered 3D shape information [11].  
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The other use of 3D face models in 2D facial landmark detection is for detecting self-occluded 
facial landmarks in an input face image with large-scale head rotations. A self-occluded facial 
landmark is usually invisible in a 2D face image thus it is hard to guess its location using just the 
information conveyed by the visible part of the face. The advantage of a 3D face model such as 
3DMM is that the model trained from a set of real 3D face scans embodies prior knowledge of 
human faces. By recovering the 3D face shape from a 2D face image using this prior knowledge, 
we are able to better guess the location of self-occluded 2D facial landmarks. One trend in this 
direction is to model 2D facial landmark detection and 3D shape reconstruction in a multi-task 
convolutional neural network. The advantage of multi-task learning is that the trained model can 
boost the performance of all the sub-tasks by formulating the objectives jointly.  
 
The third and the most important category of recent advances in facial landmark detection is the 
use of deep neural networks. To achieve high-performance facial landmark detection using deep 
neural networks, many network architectures have been explored, such as the convolutional 
neural network,  autoencoder  network and recurrent neural network. According to the format of 
the output of a network, there are two main facial landmark detection frameworks using deep 
neural networks: heatmap-based and regression-based. 
 
In heatmap-based facial landmark detection, given an input image, a network outputs a heatmap 
for each predefined landmark. The heatmap has the same size as the input image, in which the 
intensity of a pixel indicates the probability of being a landmark. Both fully convolutional neural 
network and hourglass network have been found very effective in generating high-quality 
heatmaps for unconstrained facial landmark detection. In particular, many newly proposed state-
of-the-art facial landmark detection algorithms are based on the hourglass network and have 
achieved promising results. For example, the algorithm proposed by the winner of the 2nd facial 
landmark detection competition (the Menpo benchmark), announced at the IEEE International 
Conference on Computer Vision and Pattern Recognition (CVPR) 2017, is based on the hourglass 
network [12]. Despite the effectiveness of the hourglass network, it has difficulties in meeting the 
speed requirements in real-time applications. To improve the efficiency of the hourglass network, 
Bulat and Tzimiropoulos proposed to binarize the network in a hierarchical, parallel and multi-
scale architecture, which greatly reduced the model size for efficient facial landmark detection 
[13]. 
 
In the case of a regression-based facial landmark detection method with deep neural networks, a 
network directly outputs the coordinates of all the predefined facial landmarks for a given input 
image. In addition, multiple regression networks are usually cascaded to improve the performance 
of facial landmark detection in unconstrained scenarios in terms of accuracy [14]. For instance, a 
network with the input of the whole face image can be used to roughly estimate the facial 
landmarks. Then an affine transformation layer can be used to adjust the input face image and 
another network with the input of the local patch around each landmark can be used to refine the 
facial landmarks. This strategy has been proven to be very effective in robust facial landmark 
detection applicable to faces in the wild. Another key to the training of a regression network is to 
properly define a loss function. In previous work, the L2 loss has been widely used for regression-
based facial landmark detection with deep neural networks. However, L2 loss is sensitive to 
outliers. This is also the main reason for the use of the Huber loss for face bounding box regression 
in the well-known Fast R-CNN face detector [15]. To address this issue, we compared different loss 
functions and proposed a new loss function, namely Wing loss, for regression-based facial 
landmark detection using CNNs [16]. We demonstrated the effectiveness of the proposed Wing 
loss by conducting extensive experiments on the AFLW and 300W datasets. The proposed 
approach outperforms existing state-of-the-art facial landmark detection algorithms in terms of 
accuracy by an impressive margin. 
 
With the rapid advances in scientific research in this subject area, it is possible to argue that the 
state-of-the-art facial landmark detection algorithms, especially deep learning based approaches, 
are now able to meet the requirements of many practical applications, in terms of both accuracy 
and speed. A wide spectrum of facial landmark related applications/systems have already been 
developed and deployed in our daily life. This range is likely to grow continuously, especially with 
the facial landmarking technology being continuously improved for increasingly challenging 
conditions in the future.  
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