Abstract
Introduction
Grid computing will provide a supporting infrastructure for a broad range of application domains, including e-Commerce [1] . A likely scenario is using Grid workload management infrastructures to divide heterogeneous resources between e-Commerce applications, and divide workload between the resources allocated to an application. The aim of the workload management would be to provide e-Commerce clients with qualities of service (i.e. based on response times), whilst still making efficient use of underlying resources.
In such a scenario a Grid workload manager would benefit from being able to make rapid predictions as to the QoS compliance and resource utilisation that would result from different allocation decisions, given the current state of the resources and incoming workload. This work applies two approaches to performance modelling to this problem (based on layered queuing modelling and historical data analysis) so as to:
• predict the response times of e-Commerce requests on proposed heterogeneous servers (that could be reallocated from another application).
• predict response times when the state of servers (i.e. load) is dynamic.
• consider the advantages and disadvantages of each technique, from the perspective of an intra-domain Grid workload manager
The remaining sections of this paper provide: an overview of the High Performance Systems Group's established work on performance prediction (see section 2); a discussion on modelling e-Commerce system performance (see section 3); results from applying layered queuing model and historical data analysis performance prediction approaches (see sections 4 and 5) and a discussion of their usefulness for workload management (see section 6) , and a conclusion (see section 7).
The PACE Toolkit
Previous work at the University of Warwick has shown that high performance scientific applications can be modelled using a tool such as the PACE toolkit [2] . PACE separates the modelling of the application and the resource, both of which are modelled statically at a fine granularity: the application via source code analysis for control flow, operation frequency and communication structure information; the resource by benchmarking the performance of CPU, network and memory components. The application model can be modified by the user to account for data-dependent parameters, and the combined model can be evaluated to give time and resource usage predictions for alternative architectures.
PACE has been validated using ASCI (Accelerated Strategic Computing Initiative) high performance demonstrator applications [3] . The toolkit provides a good level of predictive accuracy and the evaluation process typically completes in a matter of seconds. The success of PACE means that it has been used in a number of other high-performance settings, these include the performance optimisation of financial applications [4] , real-time performance analysis and application steering [5] and the predictive performance and scalability modelling of the ASCI application Sweep3D [3] .
e-Commerce System Model
This section details a common architecture for eCommerce applications. This architecture is derived in part from a case study of IBM Websphere [6] ; a commercial platform for Java 2 Enterprise Edition (J2EE) applications. In the architecture (see figure 1) , applications run on a middleware platform broken down into: the processing on one of a choice of web servers (for returning static web pages), the processing on one of a choice of application servers; and the data access on a single database server. Such platforms are typically multilayered so these servers can run on other layers including Java virtual machines and the operating system. Each layer provides some of the functionality that applications require, which can dramatically increase software complexity [7] . The workload is broken down into 'request types' that are expected to exhibit similar performance characteristics due to the operations being called and the amount of data associated with the request.
Websphere includes a stock-trading benchmark known as 'Trade' with application server code designed to be representative of industrial strength J2EE e-Commerce applications [8] . Trade (v2.5.1) and the Websphere Application Server (v4.0.1) are used as a case study.
Although alternative e-Commerce benchmarks with more sophisticated multi-server architectures exist (i.e. TPC-W [9] ), the focus of this study is on the performance of the application server.
Performance models of this kind of system must be able to predict QoS metrics on heterogeneous servers and handle the fact that the performance of both the application and platform can vary dynamically. For example, application performance could vary due to functionality or content changes, and platform performance could change due to configuration updates. It can also be advantageous to: model the performance of the system at a coarse granularity (such as the application server level) due to monitoring overheads; and to rely on a definition of a 'typical' application-specific workload (which may be dynamically updated) so as to be able to quickly benchmark new servers. This is in contrast to the PACE approach, which involves creating separate models of the application and resource using static finegranularity modelling.
This paper focuses on modelling the effect on response times and throughputs of allocating workload to heterogeneous application servers in dynamic eCommerce systems. The main resource demand considered is CPU demand, as application servers in production environments are often connected by a high speed LAN to minimise network delay, and have sufficient RAM so as to minimise disk demand [10] . These assumptions can be verified via monitoring.
Queuing Network Modelling
This section discusses applying layered queuing modelling to the e-Commerce system model described in the previous section. Layered queuing modelling is a technique that can identify key system performance parameters [11] and calculate the effects of queuing and competition between requests. Previous work on layered queuing modelling has involved applying it to a range of distributed systems [12, 13] , including e-Commerce systems (using the Trade/Websphere e-Commerce case study used in this paper) [10] . This paper extends that work, which focussed on static capacity sizing and quantifying the impact of the queuing network configuration, by comparing the ability of the modelling to make dynamic predictions on heterogeneous servers, with an alternative 'historical data analysis' approach.
A layered queuing model is created in which clients are assumed to only issue one request at a time, meaning requests (in effect) do not leave the system so a closed layered queuing model is used. In this context 'client' refers to a request generator (such as a web browser window) that requires the result of the previous request to send the next request. Users that start several such conversations can be represented as multiple 'clients'. The sequence of requests/replies initiated by each request from a client is illustrated in figure 2 . All requests are synchronous calls to the next server, during which the thread processing the request sleeps. Each server has one FIFO queue which is shared by all incoming requests. The processors in the client tier are considered to be infinite as the focus of this study is the application tier. Local communication delays can be incorporated as a fixed delay (for a particular data size).
The clients are assumed to have an exponentially distributed think-time between requests, which results in a Poisson distribution for the rate at which each client's requests arrive at the application tier. The processing time at the application servers is assumed to be exponentially distributed.
The following are the system-wide parameters to the model:
• Workload: number of clients, the workload mix (the expected percentage of the different types of request received each second) and the mean client thinktime.
• Queuing network configuration: the maximum number of requests each processor can process at the same time via time-sharing
It is assumed that on average all clients are sending the same kind of workload in terms of each client's request type 'mix' and think time parameters (and the complexity of processing the data associated with requests). The number of clients can therefore be used as the main variable to represent system load in this model. This is because it determines the average utilisation of the application server or, when this reaches maximum, determines the average size of the application server queue.
The following are the request type specific parameters:
• Application parameters: average number of database requests • Platform parameters: mean processing times on each server (possibly calculated using an additional platform performance parameter: request processing ability under the 'typical' workload)
It is assumed that the current values of all the system parameters are known; for example they could be determined by monitoring changes to the incoming workload and system configuration. Unlike the system parameters, the request type specific parameters need to be calibrated.
Layered queuing models can also support heterogeneous client types, with different request mix and think-time parameters. In this case other metrics are used to represent system load, such as request arrival rate prior to max throughput being reached. External request arrivals are also supported (or they can be approximated as clients that only make one request).
Layered queuing networks can be solved using the associated PARASRVN simulator and LQNS analytical solver. These have been found to produce solutions after at least 10 minutes, and after a few seconds respectively, on a Pentium 4 1.8Ghz. This makes it impractical to use the simulator dynamically. The disadvantage of LQNS is that it is more likely to fail to converge or be inaccurate due to the assumptions made. However this was not found to be a problem in the experiments conducted.
Calibrating the Model
The per-request-type parameters are calibrated offline by sending a workload consisting only of that request type for an interval and monitoring the number of requests processed per second (i.e. the throughput) and the % CPU usage of each server. The number of database requests that a request type makes (n DB ) from the application server is:
The mean processing time for a request type on server i (s i ) is calculated (in ms) as follows:
The next step is calibrating the model for 'new' servers that are homogeneous to the original with the exception of their platforms' request processing speeds. To simplify the benchmarking of platform performance a 'typical' workload is defined. The benchmarking then involves sending a workload with the typical mix and think-time parameters at each server in turn, and the number of clients is increased until the max throughput is reached.
The difference between the servers' request processing abilities is then defined as:
The processing times for the new server are defined as:
Other model parameters are unaffected by the change in the platform's request processing speed.
An alternative to this approach would be to send the typical workload at a server at a small number of clients and calculate the mean processing time using equation 2. This could then be used to compare servers' performances instead of a max throughput rating. This would require less workload generating capacity, but is yet to be applied in these experiments.
It will be necessary to occasionally recalibrate the platform specific parameters (i.e. by taking parts of the system offline) as variables that are not included as model parameters change. Examples include a change in platform performance due to logging or monitoring levels changing, or platform software upgrades. Recalibration could be initiated automatically by monitoring the accuracy of predictions to determine if the accuracy falls below a threshold.
Results
A layered queuing model of the Trade/Websphere case study will be used to generate 'scalability' graphs showing the predicted mean response times and throughputs of new heterogeneous application servers at different numbers of clients. Each application server will have its own web server running on the same machine.
A request type is created to represent the background load on the server (i.e. all workload other than the sample of client/s whose performance is being monitored). This background request type involves the next operation (buy/sell/quote etc…) being randomly selected, with probabilities defined as part of the Trade benchmark as being representative of real e-Commerce clients. The mean client think-time is 7 seconds.
Requests to the 'buy' operation are selected for detailed analysis as representatives of requests which read and write to multiple database tables. An additional 'buy' request type is defined for modelling the (single) client that samples the response times of the buy operation with a think-time of 0 seconds. A 'register new user' request is also sent every 10 requests (but not sampled) since the data returned by a buy request includes a list of the stocks in the client's portfolio. The request type therefore represents a workload with a mean portfolio size of 5.5.
Trade is calibrated on a 'fast' server AppServ F (P4 1.8Ghz, 256MB heap) as detailed in table 1. It is found that buy requests take approximately twice as much CPU time as background workload requests. Buy requests make 2 database requests, and background requests make 1.14 database requests on average. Due to the implementation of the Trade application all requests are for dynamic content, so the web server just makes a synchronous call to the application server for each request. As a result, queuing network configuration parameters are set so the maximum number of requests that can be processed at the same time is 50 for both application servers and 20 for the database server.
The next step is to determine the max throughputs on AppServ F , a new 'slow' server AppServ S (P3 450Mhz, 128MB heap) and a new 'very fast' server AppServ VF , (P4 2.66Ghz, 256MB heap), under the background request type. The heap size is smaller on the slow server due to limited memory on the machine, but is found to be adequate. The maximum throughputs are found to be 186, 86 and 320 requests/second respectively, allowing the new servers to be calibrated as described previously.
The background request type is generated on up to 12 PCs, each of which simulate 250 clients using Apache JMeter 1.8 [14] . An additional instrumented workload is run on a separate machine using an in-house Java program to sample response times of the buy request type. On AppServVF the client is run on the server so as to have the same system clock as the response time breakdown sensors. A minimum of 100 samples per graph data point are measured. The client machines (P4 1.8Ghz, 512MB RAM) run on Red Hat Linux 9, the database (DB2 7.2 on an Athlon 1.4Ghz, 512MB RAM) and application servers (using IBM HTTP Server 1.3.19 as the web server) run on Windows 2000 Advanced Server. Figure 3 shows the response time breakdown for AppServ VF . This graph shows how as maximum throughput is reached the queuing component of the response time becomes most significant (due to the queue being on average non-empty). Below 2000 clients the database component of the response time is most significant. However the performance of the database is constant for the heterogeneous application servers due to it being lightly loaded and application servers being tested separately. Figures 4 and 5 show the predictions for throughput and mean response time. Figure 4 shows how application server throughput increases linearly as the number of clients is increased until maximum throughput is reached. The point at which this levelling off happens normally corresponds to the % CPU utilisation metric reaching 100%, assuming there are no bottlenecks such as an insufficient number of application server threads. A minor inaccuracy is that since the connection overhead is not modelled the predicted throughputs become less accurate after max throughput is reached. Figure 5 shows how the mean response time metric increases exponentially with the number of clients. Prior to maximum throughput being reached, the increase in response time is due to the increase in the average number of requests being processed at once. As maximum throughput is approached the increase in response time changes so as to become due to the increase in the average size of the queue. As maximum throughput is reached a significant discontinuity in the rate at which response times increase can be observed; an important behaviour for workload managers to be aware of.
It is also observed that the response times tend to be slightly less for measurements taken later in each sample. This suggests that the real queuing network might not have been reaching a steady state, whereas the LQNS solver that was used can only make predictions for the steady state. However the shapes of the graphs are predicted accurately, and the mean accuracy of the predictions for the established server is 2.2% for throughput, and 28% for mean response time; the mean accuracy for the new servers is 2.9% for throughput, and 37% for mean response time.
Historical Data-based Modelling
This section discusses applying an alternative modelling approach (historical data analysis-based performance modelling) to the e-Commerce system model described in section 3. Previous work on the historical data analysis approach includes an investigation into the metrics that can be used to represent e-Commerce system loads [15] . Other work includes an approach for evaluating the accuracy of predictions [16, 17] .
The historical approach involves sampling and recording request response times as the e-Commerce system runs. Response times are recorded in a historical performance repository along with other variables representing the workload being processed and platform performance information, at the time. For this experiment only the following variables, as also modelled in section 4, are recorded:
• the number of clients connected to the application server • application server platform request processing benchmark (max throughput rating under the 'typical' workload)
The modelling process involves determining the relationship between each variable and request response times as discussed in the rest of this section. The relationships for other variables could be determined in a similar fashion. For example it is likely that loadindependent weights could be associated with the different request types to define their relative resource demands. Heterogeneous workload could then be accounted for by introducing the mean request mix 'weight' of a client-type as an additional variable. As an alternative to modelling every variable, 'old' measurements could be phased out of the repository to increase predictive accuracy, for example if a platform's performance changes due to monitoring or logging settings being changed.
Results
This section presents results showing how mean response time and throughput scalability graphs for proposed servers can be estimated based on the scalability graphs of established servers. As discussed in the queuing network section, the number of clients can be used as the main variable for system load given the assumptions made. There is a linear relationship between the number of clients and throughput, until the max throughput for the server under that particular workload is reached. Before max throughput is reached this has the form:
where m is calculated from the historical data. After max throughput is reached the throughput is assumed to be roughly constant. It is straightforward to use this relationship to generate predicted throughput scalability graphs for servers with heterogeneous CPU speeds since the value of m appears to be constant across different CPU speeds (0.14 for all servers in the experimental setup). When applied to the measured data in figure 4, this gave a prediction accuracy of 1.3%.
When the client think-time is non-zero there is an exponential relationship between number of clients and mean request response time. However there is a discontinuity in this exponential relationship around the point that max throughput is reached. This results in two exponential scalability lines:
for before and after max throughput is reached, respectively, where mrt is the mean response time and c L , c U , λ L and λ U are calculated from historical data (although in practice we have found that making the change from equation 6 to equation 7 shortly before max throughput is reached, and allowing for some overlap can increase predictive accuracy). To investigate this, the scalability graph for a 'new' server (AppServ VF ) will be extrapolated from the scalability graphs for two established servers (AppServ S and AppServ F ). The parameters for c L , c U , λ L and λ U for the three scalability graphs for these servers are calculated (from lines of best fit for the measured data in figure 5 ) as shown in table 2. It is assumed that the max throughputs of all three servers, and the scalability graphs parameters for the two established servers, are known.
We have found that the following functions approximate the relationship between the max throughput of an application server and the parameters c and λ in its scalability graph, in our experimental setup:
Values were then found for the C and Λ parameters by fitting lines of best fit to the two established servers, resulting in 'lower' and 'upper' equations for mean response time, from equations 6 and 7. A third equation is then defined for a 'transition' interval for when:
and:
where no_clients MT is the number of clients at which max throughput is reached, and z is the size of the interval (set at 500 clients in the experimental setup). When the number of clients is within this interval the equation for mean response time is: (14) where:
( 1 6 ) Figure 6 illustrates the mean response time scalability graphs constructed from equations 6, 7 and 14 for the three application servers, alongside the servers' measured response times. The equations give a good prediction for the shape of the measured data, and a reasonable accuracy of 32% for the established servers and 68% for the new server. The models have also been generated using relatively little monitoring, with between 100 and 500 samples per graph data point. The predictive accuracy is likely to improve given data from additional heterogeneous servers, and by refining the variable relationships used to make predictions.
The runtime operation of the historical extrapolation service (and how monitoring granularity and sampling rate are tuned to balance overheads, predictive accuracy and the speed at which predictions are made) will be the subject of a future paper.
Discussion
The two approaches are compared as follows (where reference to 'layered queuing' refers not to the modelling technique in general, but to the specific modelling approach proposed in this paper):
• Creating the model: there is more flexibility for the historical modelling to be done at runtime, than with the layered queuing approach. This would allow relationships between variables to take into account factors such as unforeseen bottlenecks, and for requests to be grouped into request types with similar performance based on the actual, as opposed to expected workload.
• Collecting data: the overhead of the comprehensive monitoring in the historical approach is likely to be significantly greater than the predictive accuracy monitoring and recalibrations in the layered queuing approach. • Evaluating the model at runtime: The accuracy of historical models increase with the number of variables considered, the amount of data available for each variable and how spread out the data is across the potential range of values (which could involve the number of heterogeneous servers being a limiting factor). The layered queuing approach is not limited by a shortage of data assuming model parameters are known, but does require the solver to converge.
• Adaptiveness: The historical approach is much more flexible in how it can cope with unexpected changes to the workload and platform performance. Examples include turning on additional monitoring or phasing out old data from the repository. The layered queuing approach is more restricted in that its main response is to re-calibrate a model.
Overall the historical approach has a higher monitoring overhead but has the potential to be more adaptive at runtime, taking into account unforeseen workloads, platform performance changes and bottlenecks. This is likely to increase accuracy (or reduce overheads) but at the cost of more complex runtime operation. However, although the layered queuing approach is more limited in how it can take into account unmodelled performance variations and requires the ability to generate a representative workload, it is potentially simpler and gives a parameterised model that can be evaluated quickly.
The decision as to which approach is best for a particular system will involve finding a balance between model creation and monitoring costs and the expected accuracy of predictions over the lifetime of the system. For example the more limited costs in the layered queuing approach may make it the most appropriate choice for many systems (assuming system performance has been tuned to avoid bottlenecks). However the historical approach is likely to be more appropriate for the creation of adaptive models for more accurate predictions over the lifetime of highly dynamic systems. Applying both approaches together (for example refining layered queuing predictions using historical data) could also, despite the potential increase in model complexity, help achieve a good balance and is a topic that will be investigated in future work.
Conclusions
This paper reports on how two performance modelling approaches (based on layered queuing modelling and historical data analysis) are being applied to the performance prediction of dynamic e-Commerce applications running on heterogeneous servers. Results are presented showing how the response time and throughput versus number of clients scalability graphs, that will be provided by an e-Commerce benchmark on proposed servers with varying processing speeds, can be predicted using both approaches. The approaches are compared and their usefulness to Grid workload managers is considered. Future work will include predicting QoS metrics based on response time variances and deadlines, and investigating how this work might be used to also predict the cost of workload re-allocations so as to integrate with dynamic server allocation policies [18] . 
