Effective field theory approach to many-body localization by Altland, Alexander & Micklitz, Tobias
Effective field theory approach to many-body localization
Alexander Altland1 and Tobias Micklitz2
1Institut für Theoretische Physik, Universität zu Köln, Zülpicher Str. 77, D-50937 Köln, Germany
2Centro Brasileiro de Pesquisas Físicas, Rua Xavier Sigaud 150, 22290-180, Rio de Janeiro, Brazil
(Dated: September 6, 2016)
We construct an analytic theory of many-body localization (MBL) in random spin chains. The
approach is based on a first quantized perspective in which MBL is understood as a localization
phenomenon on the high dimensional lattice defined by the discrete Hilbert space of the clean
system. We construct a field theory on that lattice and apply it to discuss the stability of a weak
disorder (‘Wigner-Dyson’) and a strong disorder (‘Poisson’) phase.
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When shielded against external environments (‘baths’)
interacting and disordered many particle quantum sys-
tems may enter a state of ‘many-body localization’
(MBL), a phase distinguished by the absence of ergod-
icity and the vanishing of transport coefficients. First
observed in the low temperature regime of an inter-
acting Fermi system [1, 2], MBL is now recognized
as a widespread phenomenon shown by fermionic [3],
bosonic [4–6], and spin systems [7–14] over extended
parameter ranges; the first experimental observation
of a many-body localized phase has been reported re-
cently [15].
We owe much of our understanding of MBL to theo-
retical work that puts the focus on fixed realizations of a
disorder configuration. MBL is then diagnosed from the
analysis of phase space decay rates inspired by early work
on single particle localization on random lattices [16], the
real space RG approach to random spin systems [17–19],
or phenomenological modeling [20]. A recent proof of
MBL [14] proceeds in terms of a sequence of local uni-
tary transformations whose generator is a functional of
the disorder configuration. While these approaches pro-
vide convincing evidence for the formation of localized
regimes and phase transitions, they do not provide us
with effective theories of the MBL phase, i.e. descriptions
similar in spirit to the powerful Ginzburg-Landau type
field theories [1, 22] of single particle localized phases.
Judging from experience with single particle localization
the construction of such theories will be a powerful aid in
the identification of universality classes, the description
of critical phenomena, and that of observables. In this
paper we introduce the foundations of such a theory.
Our approach differs from previous work in two im-
portant respects. First, we discuss our model system –
a random spin 1/2 chain with local interactions – from
a first quantized perspective in which its Hamiltonian is
considered as a matrix in Hilbert space. This formula-
tion brings us in a position to apply established methods
of transport on random lattices to the problem. Second
averaging over disorder is performed at an early stage
of the construction. From that point on the system is
described by an interplay of the clean spin chain Hamil-
tonian with effective field degrees of freedom introduced
by the disorder average. Our main task will be the iden-
tification of ‘soft modes’, i.e. field fluctuations of low-
est action which describe the physics at large distance
scales. We will discuss how these fluctuations describe
an Anderson localized and delocalized phase depending
on whether we are in a regime of strong or weak disorder,
respectively. However, the description of the transition
between the two phases, which we argue is not in the
Anderson universality class, is beyond the scope of the
present analysis.
Model and qualitative considerations: We consider a
system of L spins governed by a Hamiltonian Hˆ ≡
Hˆ1 + Hˆ2, with random one-body Hˆ1 and determinis-
tic two-body Hˆ2. Here, Hˆ1 ≡
∑L
l=1 lσz,l describes a
random magnetic field in z-direction with Gaussian dis-
tributed field strengths l of variance γ2. The (non-
random) two-body interaction Hˆ2 ≡
∑
l Vˆl + . . . con-
tains a spin-exchange term Vl = vσ+l ⊗σ−l+1 +h.c., where
σ± = 12 (σx ± iσy) in the standard Pauli basis, v sets
the interaction strength, and the ellipses denote integra-
bility breaking contributions – such as rotational sym-
metry breaking magnetic fields or next nearest neighbor
interactions – not specified explicitly. The assumed non-
integrability of the clean system will facilitate our later
discussion of the strongly interacting regimes.
Before turning to the field theoretical description of the
system let us formulate a brief synopsis. The key play-
ers of our analysis will be fluctuation amplitudes Qnm ∼
ψ¯nψm describing the phase coherent propagation of pairs
of many-body wave function amplitudes ψn, where n are
spin-z states n = (n1, . . . , nL), nl ∈ {0, 1}. In a single
particle problem with independently distributed site di-
agonal disorder (and likewise in the many-body ‘random
energy model’ considered in Ref. [23]) such fluctuations
would be strictly confined in Hilbert space, Qn ≡ Qnn.
However the scarcity of independent disorder amplitudes
in the MBL problem gives rise to off-diagonal fluctuations
subject to damping that grows continuously in |n −m|,
where |n−m| = 12
∑
l |nl−ml| is the Hamming distance
between sites. These non-local fluctuations are respon-
sible for the main differences between conventional and
many body localization.
In the absence of interactions, sites are strictly uncor-
related and the independent fluctuations of Qnn describe
ar
X
iv
:1
60
9.
00
87
7v
1 
 [c
on
d-
ma
t.d
is-
nn
]  
3 S
ep
 20
16
2a many-body Poisson phase with maximal localization.
Interactions play the role of a ‘hopping operator’ in the
lattice of sites. If we treat the problem ignoring the off-
diagonal modes, it reduces to a conventional Anderson
localization problem in a lattice whose coordination num-
ber ∼ L is set by the number of states m connected to
a given n by nearest neighbor interactions. The exten-
sive growth of the effective dimensionality of the lattice
then leads to the incorrect prediction of delocalization,
no matter how weak the interaction. (This phenomenon
has indeed been observed numerically in the random en-
ergy model [23].)
Below we will discuss how the inclusion of off-diagonal
fluctuations is the key to rectifying the picture both in
the weak and the strong interaction phase. For weak
interactions they describe an essentially important para-
metric renormalization of hopping parameters, and a per-
turbative elimination of ‘hopping operators’ similar in
spirit to that employed in Imbrie’s proof of MBL in Ising
chains [14]. We will show how an analogous weak ro-
tation of basis in Hilbert space can be applied to per-
turbatively eliminate the nearest neighbor hopping op-
erators in the field theory describing the disorder aver-
aged system. This establishes the stability of the local-
ized phase relative to interactions. In the complemen-
tary limit of strong interactions off-diagonal modes are
required to correctly describe the translational invari-
ance of the clean system and the formation of an ergodic
Wigner-Dyson regime when weak disorder is turned on.
Field theory construction: Localization properties of the
system may be probed by products of advanced and re-
tarded Green functions G±(n,m, ± ω2 ) ≡ 〈n|(± ± ω2 −
Hˆ)−1|m〉 at weakly different energies  ± ω/2, respec-
tively. Such products can be obtained from the gen-
erating functional Z ≡ ´ D(ψ¯, ψ) 〈exp(iψ¯(ˆ − Hˆ)ψ)〉,
where ψ = {ψan} is a 4 × 2L dimensional supervector,
and the four component index a = (λ, s) comprises an
index s = ± discriminating between retarded and ad-
vanced Green functions and between complex commut-
ing (λ = 0 ≡ b) and Grassmann components (λ =
1 ≡ f), respectively. The Green function energy ar-
guments are contained in ˆ ≡  + 12ω+τ3 where τ3 is
a Pauli matrix acting in advanced/retarded space. For
simplicity we will focus on the band center throughout,
 = ω = 0, in which case ˆ = iδτ3 merely contains an
infinitesimal imaginary part. Green functions are ob-
tained from Z by differentiation w.r.t. suitably intro-
duced sources, however, we suppress these for the sake
of clarity throughout. Following standard procedures [1]
we average the functional over the Gaussian fluctuations
of l to generate a quartic term in ψ which in a sec-
ond step is decoupled by means of a supermatrix Hub-
bard Stratonovich field Aˆ = Aˆabnm comprising commut-
ing and anti-commuting elements. After integration over
the then Gaussian ψ-fields, the effective A-action reads
S[A] = 12γ2 str(AnmAmn)fnm + str ln
(
ˆ− Hˆ2 +A
)
, where
the supertrace [1] ‘str’ extends over all indices not shown
explicitly and the weight function fnm ≡ 1/(L−|n−m|).
We proceed to subject the action to a stationary
phase analysis and seek for solutions of the equation
δS[A]/δAabnm = 0, or
fnmA
ab
nm = −γ2
(
1
ˆ− Hˆ2 +A
)ab
nm
. (1)
The structure of the equation tells us that the mean field
configuration plays the role of a ‘self energy’ describing
the influence of the disorder. Indeed, it is straightfor-
ward to verify that the equation is solved by the fully
diagonal configuration A = iκτ3⊗ 1 where 1 is the unit-
matrix in Hilbert space, the value of the energy scale κ
depends on the regime we are in and the sign of ±iκ is
determined by the causality ±iδ of the Green function.
The physics of (de)localization is encoded in soft fluctu-
ations around the diagonal configuration. Depending on
the relative strength of disorder and interactions, these
fluctuations are determined by the condition of approx-
imate commutativity with the interaction operator Hˆ2,
or the quadratic weight governed by the correlation func-
tion fnm, respectively. We first discuss the more involved
latter regime, γ  v.
Strong disorder: Referring to the supplementary mate-
rial for details we note that for γ  v the strength of
the impurity self energy is set by κ ' γ√L, i.e. the
sum of L random numbers ±l. Due to the assumed
weakness of the clean Hamiltonian, Hˆ2, the mean field
equations possess a large family of approximate solu-
tions A = iγ
√
LQ, where Qnm ≡ Qnδnm are matri-
ces site-diagonal in Hilbert space, Qn = Tnτ3T−1n , and
Tn = {T abn } 4 × 4-supermatrices describing fluctuations
away from the diagonal τ3. Substitution of these configu-
rations into the action shows that in the non-interacting
limit, v = 0, the fluctuations Tn fully cancel out. A
straightforward expansion to leading (quadratic) order
in the interaction leads to the soft fluctuation action
S[Q] =
v2
2γ2L
∑
nm
str(QnQm)Xnm (2)
where Xnm = v−2|〈n|Vˆ |m〉|2 is a connectivity matrix as-
suming the value 1/0 if two states n,m are coupled/not
coupled by exchange interactions. This action is equiva-
lent to that of an a-periodic Anderson lattice with sites,
n, and bond connectivities Xnm. For each n, we have
O(L) non-vanishing elements Xnm = 1 meaning that the
lattice has characteristic coordination number Z = L and
hopping strength α ≡ v2/γ2L. Lattices of this type have
an Anderson metal-insulator transition at αc determined
by the equation Z
√
αc/2pi ln(αc/2) ∼ (v/γ)L1/2 = 1 [1],
i.e. the action (2) predicts Anderson delocalization in
the thermodynamic limit, L → ∞, no matter how weak
the interaction. This result is in conflict with our un-
derstanding of MBL, and it means that the restriction
to diagonal fluctuations commutative with the disorder
weight must have been premature.
The key to resolving the situation lies in the observa-
tion that the model supports a large number of nearly soft
3Figure 1: (Color online) The coupling of modes, Td, diagonal
in Hilbert space (dark shaded) to weakly off-diagonal modes,
Tv (light shaded). Lines indicated by +/− denote wave func-
tion amplitudes stationary at sites n or m. Fluctuations of
the respective modes represent quantum interference between
these amplitudes. Further discussion, see text.
modes, weakly non-commutative with both the interac-
tion and the disorder weight. While a full integration over
the effectively bi-local field of fluctuations Tnm = {T abnm}
is impossible the situation greatly simplifies if the inter-
actions are treated perturbatively. Specifically, to lowest
order in perturbation theory in an interaction channel
n
X→ m only fluctuations connecting to the sites n,m
are coupled (cf. Fig. 1, technically, all other fluctuations
vanish by supersymmetry.) We organize the correspond-
ing fluctuation field as Q ≡ TsTdTvτ3T−1v T−1d T−1s , where
the three fluctuation matrices Ts,d,v play distinct physi-
cal roles: the center piece, (Td)lj ≡ δlj(Tnδjn + Tmδjm)
describes fluctuations local at the sites n,m as consid-
ered before. The ‘vertex-flucutations’ Tv describe cor-
related fluctuations at the nearest neighbor sites n,m.
These fluctuations may be represented as Tv = exp(W ),
where the fluctuation generator W =
(
B
B˜
)ar
, B =
Bnm + Bmn, B˜ = B†σ
bf
3 (all other Hilbert space ma-
trix elements vanishing) has an off-diagonal block struc-
ture both in advanced/retarded, and n,m-space. In a
manner to be discussed momentarily, fluctuations of Tv
renormalize the second order interaction vertex as in-
dicated by the light shaded areas in Fig. 1. Finally,
Ts = exp(G) is a similarity transformation generated by
G = α vγ (|n〉〈m|+ |m〉〈n|), where α is a tunable numerical
parameter. This transformation plays a role analogous to
that employed in Imbrie’s proof of MBL in Ising chains.
It will be employed to eliminate the effective interaction
vertex by a Schrieffer-Wolff type transformation after the
vertex fluctuations are integrated out.
We substitute the above configuration and expand in
the coupling between sites n,m to second order in v/γ,
i.e. in Hˆ2, and Gˆ. To zeroth order in the interaction,
both Ts = 1, and Td cancels out in the disorder ver-
tex. However, the presence of the function f implies
that the vertex fluctuations get weighed with an action
S0[Qv] =
1
4L str(Qvτ3Qvτ3), where Qv = Tvτ3T
−1
v . In
a similar manner (cf. the supplementary material) we
obtain the coupling to the interaction vertex as (indices
suppressed for clarity) S[Q,X] = iv
γ
√
L
str(T−1d XTdQv) +
v2
2γ2L str(T
−1
d XTdQv)
2 and to the generator of the sim-
ilarity transformation S[Q,G] = 1L str(T
−1
d GTdτ3Qv)
2.
The vanishingly small weight L−1 multiplying the ver-
tex fluctuations means that the integral over the non-
linear super-manifold spanned by the matrix Qv has
to be done rigorously. Referring for details to the
supplementary material, we here merely state the re-
markably simple result of the integration, Seff [Q,G] =√
piv2√
Lγ2
str(QnQm)Xnm−
√
pi√
L
str(QGQG), i.e. the action (2)
multiplied by a factor
√
L plus a term coupling to the gen-
erator of the similarity transform. This effective action
affords a straightforward physical interpretation: the di-
mensionless coupling constants, c, of site-to-site hopping
terms in the field theories of disordered systems are prod-
ucts, c = ρ0Γ of the local (i.e. on-site) density of states of
the disordered non-interacting system, ρ0, and a charac-
teristic hopping rate Γ. Presently, ρ0 ∼ 1/
√
Lγ is given
by the ratio of one over the characteristic band-width.
The hopping rate due to interactions equals v2/γ, where
γ ∼ |n − m| is the characteristic energy difference be-
tween two levels of Hamming distance O(1). Technically,
the full integration over the vertex fluctuations was re-
quired to resolve this small energy difference with accu-
racy.
We may now chose a perturbative basis rotation 1 +
G ≡ 1+ vγXnm to effect a mutual cancellation of the two
terms in the action. This should be compared to the con-
struction of Imbrie in which a similarity transformation
generated by v2 Xnmn−m was applied to eliminate a spin-flip
operator in the unaveraged model of an Ising chain [14].
In effect, our approach achieves a construction of simi-
lar nature within the framework of an effective averaged
theory. A perturbative extension to higher orders in v/γ
may be applied [24] to eliminate site hopping over larger
distances at higher order in the X-expansion. Evidently,
this scheme breaks down at values v > γ when a tran-
sition outside the standard Anderson universality class
is expected to take place. (Within the field theoretical
framework, an Anderson transition would be described
by local hopping operators as in (2) which the above
construction shows are not present in this form.) Be-
fore discussing the situation in the complementary limit
of strong interactions, it is worth comparing to the ran-
dom energy model which has been introduced as a phe-
nomenological model of many-body Hilbert space local-
ization in Ref. [23]. In that model, the on-site energies n
are chosen as 2L independent random variables and the
ensuing field theory is described by strictly local fluctu-
ation modes, Tn. The absence of nonlocal modes means
that Eq. (2) describes the theory at weak interactions
and puts it in the Anderson universality class. As argued
above, and in line with numerical observation this implies
delocalized behavior in the large system size limit at ar-
bitrarily weak interactions. The difference to the genuine
MBL universality class with its instability at v/γ = O(1)
is related to the scarcity of independent disorder ampli-
tudes in the latter and the emergence of non-local quan-
4tum interference modes.
Strong interaction: We next explore what happens in
the complementary limit v/γ  1 of the strongly in-
teracting system. In this case, a spectral decompo-
sition of the r.h.s. of Eq. (1) in the eigenfunctions
of Hˆ2 shows that the impurity self energy κ = piγ2ρ
multiplying the solutions A of Eq. (1) is given by a
golden rule product of the on-site band center density
of states of the clean interacting system, ρ ∼ 1/Lv,
and the scattering probability ∼ γ2 (see supplemen-
tary material). Low action fluctuations T around the
diagonal solution must be commutative with the inter-
action Hamiltonian [T, Hˆ2] = 0. For a generic (non-
integrable) Hˆ2 a set of modes satisfying this condition
can be constructed by switching to a basis [25] n ≡ (n¯, s)
in which each site n ≡ Tˆ sn¯ is represented as an s-fold
translation of a site n¯ of a 2L/L-dimensional unit cell,
nl = (Tˆ
sn¯)l ≡ (n¯)l−s. It is then straightforward to check
that modes Tn,m ≡ T(r,n¯),(s,m¯) ≡ Tr−sδn¯,m¯ depending
only on the translation sector commute with the transla-
tionally invariant interaction Hamiltonian. The substitu-
tion of A = iκTτ3T−1 into the disorder weight Sdis[A] =
(1/2γ2)
∑
nm str(AnmAmn)fnm leads to a term coupling
these modes, Sdis[Q] = const.× ρ¯γ
2
v
∑
r str(QrQ−r)f(r),
where the sum is over translation sectors, and the effec-
tive weight function f(r) = L
2L
∑
n¯ f(n¯,r),(n¯,0) measures
the characteristic Hemming distance between translated
states. The coupling constant can be interpreted as the
product of the on-site density of states on the lattice of
translational modes, ρ¯ = ρ 2L/L, and the golden rule
scattering rate scattering rate between clean eigenstates
of the system. Due to the large density of states ρ¯ ∼ 2L
disorder strengths exponentially small in system size suf-
fice to effect a freezing of the translation modes to a single
effective zero mode Tnm ≡ T0δnm = T0δn¯,m¯δr,s fully di-
agonal in Hilbert space. This mode has vanishing action
and describes fully ergodic behavior at large interactions
v > γ.
Phenomenological consequences: The differences between
the regimes discussed above show in the behavior of sys-
tem observables, for example in its many body spectral
correlations. In the clean limit, γ = 0, the L transla-
tion sectors of fluctuations Tr describe an equal number
of Hilbert space sectors irreducibly transforming under
the translationally invariant Bloch Hamiltonian. Each
sector individually shows Wigner-Dyson correlations (as
described by the fluctuations of the corresponding trans-
lation mode), however, the lack of statistical correlations
between them implies that the many-body spectrum of
the nearly clean system does not show level repulsion.
For disorder strong enough to couple the translation sec-
tors, and up to values γ . v a Wigner-Dyson regime
described by the fluctuations of a fully ergodic mode T0
ensues. The transition region γ ' v is beyond the con-
trol of the present theory. However, for strong disorder
γ & v, the perturbative decoupling of the fluctuations
Td, which describes the statistical independence of fluc-
tuations in the locally diagonalized Hilbert space basis,
implies Poissonian statistics. Both, the Wigner-Dyson
and the Poissonian forms of the spectral statistics can be
explicitly derived by integration over the corresponding
field modes using the techniques described in Ref. [1].
Discussion: We have derived an effective field theory
describing the physics of XXZ-chains in the presence
of local disorder. Formulated in a first quantized lan-
guage the theory effectively describes quantum transport
on a translationaly non-invariant lattice subject to site-
diagonal disorder. Striking differences to standard single
particle Anderson localization lie in the extensively high
dimensionality ∼ L of the lattice, and in the scarcity of
only O(L) independent disorder parameters on a lattice
with an exponentially large number 2L of sites. Where
the high configuration number favors delocalization, the
statistical dependence of the site disorder leads to the for-
mation of off-diagonal fluctuation modes describing sta-
tistical correlations between different sites. These fluc-
tuations support localization via an effective decoupling
of sites which we described to leading order in perturba-
tion theory in v/γ, and which we argued puts the sys-
tem outside the Anderson class. As a sanity check we
compared to the phenomenological random energy model
which lacks this mechanism and in the consequence shows
a delocalization instability at arbitrarily weak interac-
tions. It is also tempting to compare the fluctuations of
the theory in the effectively decoupled frame to those of
the phenomenological theory of l-bits [20], however fur-
ther work is required to substantiate this picture.
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In this supplementary material we discuss solutions to the mean field equation in the limits of
weak and strong disorder, and provide details on the renormalization of the second order interaction
vertex.
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I. MEAN FIELD EQUATION
We here discuss solutions to the mean field equation (1)
of the main text. We start from a matrix-diagonal ansatz
Anm = iκτ3 ⊗ 1bfδnm, κ > 0, homogeneous in boson-
fermion and Hilbert-space, and where the sign change
described by τ3 = τar3 is dictated by the causality of the
Green function. At the band center the equation then
assumes the form
A = −γ2L
(
1
iδτ3 − Hˆ2 +A
)
nn
, (3)
where we used that fnn = 1/L. Strong disorder: In
the strong disorder limit one may neglect the interaction,
Hˆ2 = 0, to obtain a quadratic equation which is solved by
κ = γ
√
L. Strong interaction: In the strongly interact-
ing limit, we may expand the equation in eigenfunctions
{|α〉} of Hˆ2,
A = −γ2L
∑
α
|〈n|α〉|2
iδτ3 − Eα +A. (4)
Ignoring a real energy shift contribution to A (which may
be absorbed by a redefinition of the energy argument) we
then find
κ ' γ2 Im
ˆ
dE
ρ(E)
E − iκ ' piγ
2ρ, (5)
where ρ ∼ 1/Lv is the on-site density of states of the
clean interacting system, and we made the self consis-
tent assumption that the disorder generated smearing of
states, ∼ κ, is weak enough that ρ(E) remains approxi-
mately constant for energies at the band center.
II. RENORMALIZATION OF THE
INTERACTION-VERTEX
We present details on the derivation of the effective
second order interaction-vertex by integration over the
vertex mode. Starting out from the action S = Sw +
S1X + S
2
X , where Sw = − 12L
∑
nn′ str(Qnn′fnn′Qn′n) is
the disorder weight and S1X =
iv
γ
√
L
str(XQ) and S2X =
v2
2γ2L str(XQXQ), are the expansion of the tr ln to first
and second order in the interaction, respectively, the goal
is to integrate out fluctuations coupling nearest-neighbor
sites to arrive at an effective interaction between Hilbert-
space diagonal modes.
To this end we fix a pair n,m of nearest neighbors and
parametrize fluctuations as discussed in the main text,
Q = TsTdQvT
−1
d T
−1
s , where Qv = eW τ3e−W with W =
(
Bnm
B†mnσ
bf
3
) + (n ↔ m). The two contributions to the
generator W commute which means that the matrix Qv
splits into two independent matrices with block elements
(Q++v )nn, (Q
+−
v )nm, (Q
−+
v )mn, (Q
−−
v )mm, (6)
and a second set of blocks with n↔ m, respectively. The
two (n ↔ m) interchanged matrix sectors are indepen-
dently generated and can be integrated separately. We
focus on the first, and add the (n ↔ m) contribution at
the end of the calculation. A straightforward expansion
of the action to second order in G ∼ X then leads to
S0w =
1
4L
str(Qvτ3Qvτ3) (7)
S2w = −
1
L
str( 2ΦGP
−QvP−ΦGP+QvP+
− ΦGP−QvP+ΦGP−QvP+
− ΦGP+QvP−ΦGP+QvP−) (8)
S1X =
iv
γ
√
L
str(ΦXP
−QvP+ + ΦXP+QvP−) (9)
S2X =
v2
2γ2L
str(2ΦXP
−QvP−ΦXP+QvP+
+ ΦXP
−QvP+ΦXP−QvP+
+ ΦXP
+QvP
−ΦXP+QvP−), (10)
where P± = 12 (1 ± τ3) are projection operators in
advanced-retarded space, and we introduced ΦO =
T−1OT . We note that ΦX,G have the same (+n,−m)
Hilbert space structure as Qv in Eq. (6), suppressed for
notational simplicity.
The effective interaction vertex between Hilbert-space
diagonal modes at sites n,m, is obtained by perturbative
expansion in the interaction,
Seff = 〈S2w + S2X −
1
2
S1XS
1
X〉Qv , (11)
7where 〈...〉Qv ≡
´
dQv e
−S0w . We are left with the task
of doing the integrals in (11). Following Efetov [1] we
parametrize Qv = U2U1Q0U−11 U
−1
2 , where (i = 1, 2)
Q0 =
(
cos θˆ i sin θˆ
−i sin θˆ − cos θˆ
)
ra
, Ui =
(
u+i
u−i
)
ra
, (12)
and the supermatrices θˆ = diag(iθb, θf)bf , u±1 = e
−2ηˆ±
with ηˆ± = ( η¯
±
−η± ), u
+
2 = (
eiφ
eiχ
), and u−2 = 1 .
Here 0 ≤ θf < pi and 0 ≤ θb parametrize the com-
pact fermionic and non-compact bosonic sectors, respec-
tively, 0 ≤ φ, χ < 2pi, and η¯±, η± are independent Grass-
mann variables. The non-interacting action reads S0w =
1
L (cosh
2 θb− cos2 θf) and we notice that the main contri-
bution to the integrals results from the large integration
volume of the non-compact bosonic angle, θb . lnL. We
may thus approximateQ0 = ( cosh θb − sinh θbsinh θb − cosh θb )⊗P b, where
P b = 12 (1 + σ
bf
3 ) is a projector onto the bosonic sector.
Using the measure of the above polar representation [1]
dQ = 126pi2
sinh θb sin θf
(cosh θb−cos θf )2 dφ dχ dθb dθf dη¯
+dη+dη¯− dη−,
and integrating over commuting and anti-commuting
variables we find
〈S2w〉Qv = 2
√
pi
L
str(ΦGP
−ΦGP+), (13)
〈S2X〉Qv = −
√
pi
L
v2
γ2
str(ΦXP
−ΦXP+), (14)
〈S1XS1X〉Qv =
√
pi
L
2v2
γ2
str(ΦXP
−ΦXP+). (15)
This can be rewritten as
Seff =
√
pi
2
√
L
(
v2
γ2
str(QmQn)Xnm − str(GnmQmGmnQn)
)
,
(16)
where Qn = Tnτ3T−1n are the Hilbert-space diago-
nal modes, and we re-introduced Hilbert-space indices.
Adding the second contribution from generators with
n ↔ m exchanged increases the action (16) by a factor
two.
[1] K. B. Efetov, Supersymmetry in Disorder and Chaos
(Cambridge Univ. Press, 1999).
