Abstract. We introduce the notion of general prints of a word, which is substantialized by certain canonical decompositions, to study repetition in words. These associated decompositions, when applied recursively on a word, result in what we term as core prints of the word. The length of the path to attain a core print of a general word is scrutinized. This paper also studies the class of square-free ternary words with respect to the Parikh matrix mapping, which is an extension of the classical Parikh mapping. It is shown that there are only finitely many matrix-equivalence classes of ternary words such that all words in each class are square-free. Finally, we employ square-free morphisms to generate infinitely many pairs of square-free ternary words that share the same Parikh matrix.
Introduction
The word banana can be written as ba(na) 2 . Repetition in words is among the prominent themes that are studied in combinatorics on words and formal language theory. The systematic study of repetition in words dates back to the works of Axel Thue at the dawn of the 20 th century, where he first showed the existence of an infinitely long binary (respectively ternary) word that is cube-free (respectively square-free). In this paper, we explore new domains in studying repetition in words.
We newly introduce and study the notion of general prints of word. A general print of a word is obtained by rewriting, in a certain prescribed fashion, repeated factors in a word into a single occurrence of that factor. Out of all the possible ways to reduce a given word in such manner, we choose two natural ones-that is to commence from the right or the left of that word. This paper also studies square-free (i.e. repetition-free) words with respect to the notion of Parikh matrix mapping. The latter, which was introduced in [10] , is a generalization of the classical Parikh mapping [12] . The Parikh matrix mapping is well-studied in the literature (for example, see [1, 7, 11, 13, 15, 18, 20] ), particularly as a tool to deal with subword occurrences in words.
The remainder of this paper is structured as follows. Section 2 provides the basic terminology and preliminaries. Section 3 introduces and scrutinize the left and right general prints of a word. Furthermore, the notion of core prints of a word is proposed and studied-a core print of a word is obtained by recursively reducing a word to its corresponding general print until the resulting word is no longer reducible. Section 4 presents new results on square-free words pertaining to the Parikh matrix mapping, exclusively for the ternary alphabet. It is shown that there are infinitely many pairs of square-free ternary words which share the same Parikh matrix. Our conclusions follow after that.
Preliminaries
The set of all positive integers is denoted by Z + and let N = Z + ∪ {0}. The cardinality of a set A is denoted by A .
Suppose Σ is a finite and nonempty alphabet. The set of all words over Σ is denoted by Σ * and λ is the unique empty word. Let Σ + = Σ * {λ}. If v, w ∈ Σ * , the concatenation of v and w is denoted by vw. An ordered alphabet is an alphabet Σ = {a 1 , a 2 , . . . , a s } with an ordering on it. For example, if a 1 < a 2 < ⋯ < a s , then we may write Σ = {a 1 < a 2 < ⋯ < a s }. For convenience, we shall frequently abuse notation and use Σ to denote both the ordered alphabet and its underlying alphabet.
A word v is a scattered subword (or simply subword ) of w ∈ Σ * if and only if there exist x 1 , x 2 , . . . , x n , y 0 , y 1 , . . . , y n ∈ Σ * (possibly empty) such that v = x 1 x 2 ⋯x n and w = y 0 x 1 y 1 ⋯y n−1 x n y n . If the letters in v occur contiguously in w (i.e. y 1 = y 2 = . . . = y n−1 = λ), then v is a factor of w. A word w ∈ Σ * is square-free iff it does not contain any factor of the form u 2 for some u ∈ Σ + .
The number of occurrences of a word v as a subword of w is denoted by w v . Two occurrences of v are considered different if and only if they differ by at least one position of some letter. For example, abab ab = 3 and abcabc abc = 4. By convention, w λ = 1 for all w ∈ Σ * .
For any integer n ≥ 2, let M n denote the multiplicative monoid of n×n upper triangular matrices with nonnegative integral entries and unit diagonal.
Definition 2.1.
[10] Suppose Σ = {a 1 < a 2 < ⋯ < a k } is an ordered alphabet. The Parikh matrix mapping with respect to Σ, denoted by Ψ Σ , is the morphism:
• m q,q+1 = 1; and • all other entries of the matrix Ψ Σ (a q ) are zero.
Matrices of the form Ψ Σ (w) for w ∈ Σ * are termed as Parikh matrices.
Theorem 2.2.
[10] Suppose Σ = {a 1 < a 2 < ⋯ < a k } is an ordered alphabet and w ∈ Σ * . The matrix Ψ Σ (w) = (m i,j ) 1≤i,j≤k+1 has the following properties:
Remark 2.3. Suppose Σ = {a < b < c} and w ∈ Σ * . Then
Example 2.4. Suppose Σ = {a < b < c} and w = abac. Then 
A word w ∈ Σ * is M-ambiguous iff it is M-equivalent to another distinct word. Otherwise, w is M-unambiguous. For any word w ∈ Σ * , we denote by C w the set of all words that are M-equivalent to w.
The following rewriting rules, introduced in [1] , are elementary in deciding whether two words are M-equivalent. (The version provided here is stated exclusively for the ternary alphabet.) Suppose Σ = {a < b < c} and w, w ′ ∈ Σ * . Rule E1. If w = xacy and w ′ = xcay for some x, y ∈ Σ * , then w ≡ M w ′ . Rule E2. If w = xαbybαz and w ′ = xbαyαbz for some α ∈ {a, c}, x, z ∈ Σ * and y ∈ {α, b} * , then w ≡ M w ′ .
Definition 2.6. Suppose Σ is an ordered alphabet and w, w ′ ∈ Σ * .
(1) We say that w is 1-equivalent to w ′ if and only if w ′ can be obtained from w by finitely many applications of Rule E1. (2) We say that w is ME-equivalent * to w ′ if and only if w ′ can be obtained from w by finitely many applications of Rule E1 and E2.
Example 2.7. Suppose Σ = {a < b < c}. Consider
Thus w is ME -equivalent to w ′ .
The following notion, introduced by Şerbǎnuţǎ in [17] , is closely related to the central object of study in the next section. Definition 2.8. Suppose Σ is an alphabet and w ∈ Σ * . Suppose w = a
The print of w is the word a 1 a 2 ⋯a n .
General Prints of a Word
In this section, we introduce and study the notion of general prints of a word. We first present a canonical decomposition of words which will serve as a basis for our study. Note that this decomposition was first introduced in [2] as a means to obtain the (right) Parikh normal form of a word. Hence we retain the notation used to denote the final product of this decomposition.
In this section, let Σ be a fixed alphabet with size at least two. * The term elementary matrix equivalence (ME -equivalence) was first introduced in [16] .
• Define τ r (w) = max{ n ∈ Z + (u, v, n) ∈ R w for some u ∈ Σ * and v ∈ Σ + }.
• Define θ r (w) as follows: -if τ r (w) = 1, then θ r (w) is defined to be the minimum element of the following set:
provided it is nonempty; otherwise θ r (w) = w . -if τ r (w) > 1, then θ r (w) is defined to be the maximum element of the following set:
• Define ρ r (w) = (u ′ , v ′ , τ r (w)) to be the unique triplet in R w such that v ′ = θ r (w).
• Let w 0 = w and (w 1 , v 0 , n 0 ) = ρ r (w 0 ). For all integers i ≥ 1 and while
The requirement v ∈ Σ + in the first item of Definition 3.1 eliminates the trivial decomposition of a word w into w = wλ n at each stage as n does not have an upper bound in this case.
The following example illustrates the mechanism of the right decomposition of a word. Starting from right to left, we first aim to decompose the word w such that the power of the right most component is the highest. In this case, the highest such power is two, where abcccbcabbabb can be decomposed to either abcccbcabbab 2 or abcccbc(abb) 2 . Since abb > b , our choice of decomposition would be abcccbc(abb) 2 .
Next, we look at the remaining part of w, which is yet to be decomposed, that is abcccbc. Here, the highest power attainable on the right most component is one. Therefore, we decompose abcccbc in a way that the right most component has the shortest length such that the remaining part can be decomposed to a power higher than one. That is to say, we decompose abcccbc into abccc(bc) 1 .
The part that remains to be decomposed now is abccc. Continuing the process as in the first step, we decompose abccc into abc 3 .
The final remaining part of w is ab. The highest power attainable on the right most component here is one. Furthermore, there is no way for us to decompose ab such that there exists some remaining factor which can be decomposed to a power higher than one. Thus the final component is (ab) 1 .
Therefore, we have Pn r (w) = (ab) 1 c 3 (bc) 1 (abb) 2 . Omitting the parentheses and power when the latter is one, we write Pn r (w) = abc 3 bc(abb) 2 .
We define the left decomposition of a word w analogously to Definition 3.1 such that the decomposition commences from left to right. Furthermore, in a similar fashion, we denote the final product of the left decomposition of w by Pn l (w).
Example 3.4. Suppose Σ = {a, b, c}. Consider the word w = abababacbcbc. Then Pn l (w) = (ab) 3 a(cb) 2 c.
The following result holds directly by the definitions of the right and left decompositions of a word.
, and words
(1) The right general print of w, denoted by gpr R (w), is the word
The left general print of w, denoted by gpr L (w), is the word u 0 u 1 ⋯u j .
Remark 3.7. Express a word w ∈ Σ + in the form y
Informally, the word y 1 y 2 ⋯y k can be regarded as a general print (associated to the decomposition) of w . However, in this paper, we study only the ones as in Definition 3.6 as they are the two natural canonical forms. The notion of a general print of a word is in fact a generalization of the notion of the print (see Definition 2.8) of a word.
Example 3.8. Suppose Σ = {a, b, c} and consider the word w = cabccabc. Then Pn r (w) = Pn l (w) = (cabc) 2 . Thus both the left and right general prints of w are the same, which is cabc. On the other hand, the (Şerbǎnuţǎ's) print of w is cabcabc.
The following assertion holds by the definitions and some simple observation.
Remark 3.9. For any word w ∈ Σ + , if mi(w) = w, then gpr R (w) = gpr L (w). Proposition 3.10. For every w ∈ Σ + , we have
Proof. It suffices to prove (1) as (2) follows immediately from (1) .
The following shows that for a general alphabet, in the case where the right and left general prints of a word are different, the respective lengths of the general prints can either be the same or different. The answer is no. Suppose a, b, c ∈ Σ. Consider the word w = abcbcbcabcbcbca. We have Pn r (w) = a(bcbcbca) 2 and Pn l (w) = (abcbcbc) 2 a. Therefore gpr R (w) = gpr L (w) = abcbcbca. However, notice that another possible decomposition of w is a(bc) 3 a(bc) 3 a. This gives a shorter general print of w, which is abcabca.
The shortest general print of a word is however not necessarily unique. For instance, consider the word w = abababcbcbc. We have Pn r (w) = a(ba) 2 (bc) 3 and Pn l (w) = (ab) 3 (cb) 2 c, hence gpr R (w) = ababc and gpr L (w) = abcbc. It can be easily verified that both gpr R (w) and gpr L (w) are the shortest general prints of w. Remark 3.14. For every w ∈ Σ + , the following are equivalent:
Core Prints
• gpr R (w) = w;
• w is square-free.
Remark 3.15. Suppose Σ = {a, b} and w ∈ Σ + . Then corepr R (w), corepr L (w) ∈ {a, b, ab, ba, aba, bab}.
Proof. Let Σ = {a < b}. If w is either a p or b p for some positive integers p, then the conclusion trivially holds. Assume w = ayb for some y ∈ Σ * . Then, both corepr R (w) and corepr L (w) must start with a letter a and end with a letter b. By Remark 3.15, this is only possible if corepr R (w) = ab = corepr L (w). By similar argument, it can be shown that if w = bya for some y ∈ Σ * , then corepr R (w) = ba = corepr L (w).
Assume w = aya for some y ∈ Σ * with y b ≥ 1. Then, both corepr R (w) and corepr L (w) must start and end with a letter a and contain at least one letter b in between. By Remark 3.15, this is only possible if corepr R (w) = aba = corepr L (w). By similar argument, it can be shown that if w = byb for some y ∈ Σ * with y a ≥ 1, then corepr R (w) = bab = corepr L (w). Thus our conclusion holds. Theorem 3.16 however cannot be extended to cater for larger alphabets, as illustrated in the following example.
Example 3.17. Suppose a, b, c ∈ Σ. Consider the word w = ababcbabc. We have
• -Pn r (w) = a(babc) 2 , thus w 1 = gpr R (w) = ababc; -Pn r (w 1 ) = (ab) 2 c, thus w 2 = gpr R (w 1 ) = abc; -Pn r (w 2 ) = abc, thus w 3 = gpr R (w 2 ) = abc.
The word in Example 3.17, which is of length nine, is in fact a counterexample of the shortest length. The other such words are listed below: cbcbabcba abcbabcbc acacbcacb acbcacbcb babacabac bacabacac bcacbcaca bcbcacbca cabacabab cacabacab cbabcbaba Interestingly, there are only 12 such words out of 3 9 = 19683 ternary words of length 9.
Every word over Σ corresponds to a unique sequence of decompositions to attain the right (respectively left) core print of that word. We now introduce a function that captures, for every positive integer n, the maximal length of such sequences with respect to the set of all words over Σ with length n. Definition 3.18. Suppose r ≥ 2 is an integer. The core print characteristic function of order r is the function ζ r ∶ Z + → N defined as ζ r (n) = max{k ∈ N l R (w) = k for some w ∈ Σ * with w = n} where Σ is any alphabet with Σ = r.
Remark 3.19. In general, for a word w, the values of l R (w) and l L (w) may not be the same. However, by some simple analysis and Proposition 3.10, one could see that l R (w) = l L (mi(w)) for any w ∈ Σ * . Thus changing the condition l R (w) = k in the definition of ζ r (n) to l L (w) = k does not alter the function. The current choice is simply a matter of preference.
Appendix A exhausts the values of ζ 2 (n) for every integer 1 ≤ n ≤ 30. The following are the (only) words w ∈ {a, b} * with length 30 such that l R (w) = 6 = ζ 2 (30). (Meanwhile, there are 25924760 words w with length 30 such that l R (w) = 5.) abaababaaabaaabaabbaabbbaabbab, abaababaaabaababbaaabbbaaabbab, abaababaaababaabbaaabbbaaabbab, abaababaaabbaaabbaabaabbaabbab, abaababaaabbaaabbaabaabbabbaab, abaababaabbaaaabbaabaabbaabbab, abaababaabbaaaabbaabaabbabbaab, abaababaabbaaabaabbaabbbaabbab, abaababaabbaababbaaabbbaaabbab, babbababbbabbbabbaabbaaabbaaba, babbababbbabbabaabbbaaabbbaaba, babbababbbababbaabbbaaabbbaaba, babbababbbaabbbaabbabbaabbaaba, babbababbbaabbbaabbabbaabaabba, babbababbaabbbbaabbabbaabbaaba, babbababbaabbbbaabbabbaabaabba, babbababbaabbbabbaabbaaabbaaba, babbababbaabbabaabbbaaabbbaaba.
For instance, one can see that for the first word in the above list, the path to attain its right core print is as follows:
• Pn r (w 6 ) = ab, thus w 7 = gpr R (w 6 ) = ab.
Remark 3.21. For all integers r ≥ 2 and n ≥ 1, we have ζ r+1 (n) ≥ ζ r (n).
For the case of ζ 3 (n), we have computationally checked that ζ 3 (n) = ζ 2 (n) for every integer 1 ≤ n ≤ 14 but 5 = ζ 3 (15) ≠ ζ 2 (15) = 4. An example of a word w ∈ {a, b, c} * with length 15 such that l R (w) = 5 is cbaccaacacaacba.
Appendix A also suggests the possibility that the function ζ 2 is nondecreasing. In general, appending a letter to the right or left of a word w may reduce the value of l R (w). The following shows an extreme-case example of this.
Example 3.22. Suppose Σ = {a, b} and consider the word w = abaabbabbbabb of length 13. We have l R (w) = 4 = ζ 2 (13). However, l R (aw) = l R (bw) = l R (wa) = 3 and l R (wb) = 2.
However, if the following more general assertion holds, then the monotonicity of the function ζ 2 is implied directly.
Conjecture 3.23. For any word w ∈ Σ + , a letter x ∈ Σ can be inserted into w to obtain a word w ′ such that l R (w ′ ) ≥ l R (w).
On Square-free Words and M -equivalence over the Ternary Alphabet
A notion often investigated when dealing with the subject of repetition in words is square-freeness. In Section 3, we see that the square-free property of a word has direct consequences on the general prints and core prints of that word (see Remark 3.14).
We now investigate the class of square-free words over the ternary alphabet with respect to the Parikh matrix mapping. In particular, we present new results on square-free ternary words pertaining to the notion of M-equivalence.
Lemma 4.1. Suppose Σ = {a < b < c} and w ∈ Σ * with w b = k ≥ 3. Assume every word in C w is square free. Write w = u 0 bu 1 bu 2 ⋯bu k where
Proof. Since every word in C w is square-free (by the hypothesis), clearly w is square-free as well. To show that u i ≠ u i+1 for every integer 0 ≤ i ≤ k − 1, we argue by contradiction. Assume u m = u m+1 for some integer 0 ≤ m ≤ k − 1.
for some y, y ′ ∈ Σ * . On the other hand, if m = k − 1, then
In both cases, we have a contradiction as w is square-free. To prove the remaining part of the assertion, note that for every integer 1 ≤ i ≤ k − 1, the word u i has to be nonempty. Otherwise, the square b 2 will be a factor in w. At the same time, for every integer 0 ≤ i ≤ k, the word u i has to be square-free as well.
The only square-free words over the alphabet {a, c} are a, c, ac, ca, aca and cac. Assume u m = aca for some integer 0 ≤ m ≤ k. Then w = yacay ′ for some y, y ′ ∈ Σ * . Observe that w = yacay ′ ≡ M yaacy ′ = ya 2 cy ′ , thus ya 2 cy ′ ∈ C w . However, this is impossible as every word in C w is square-free. Thus u i ≠ aca for every integer 0 ≤ i ≤ k. Similarly, it can be shown that u i ≠ cac for every integer 0 ≤ i ≤ k.
Assume u m = ac for some integer 0 ≤ m ≤ k.
Then w = yacbu m+1 by ′ for some y, y ′ ∈ Σ * . Since u m+1 ∈ {λ, u m }, it follows that u m+1 ∈ {a, c, ca}. Observe that
Each case leads to a square word in C w , thus a contradiction.
Then w = ybu m−1 bacy ′ for some y, y ′ ∈ Σ * because k ≥ 3. Since u m−1 ∈ {λ, u m }, it follows that u m−1 ∈ {a, c, ca}. From here, argue similarly as in Case 1.
Therefore, u i ≠ ac for every integer 0 ≤ i ≤ k. Similarly, it can be shown that u i ≠ ca for every integer 0 ≤ i ≤ k. Thus we conclude that u i ∈ {a, c} for all integers 1 ≤ i ≤ k − 1 and u 1 , u k ∈ {λ, a, c}. Proof. We argue by contradiction. Assume that w b > 4 and every word in C w is square-free. Since w b > 4, it follows that w = u 0 bu 1 bu 2 bu 3 bu 4 ⋯u k−1 bu k for some integer k ≥ 5 and u i ∈ {a, c} * (0 ≤ i ≤ k). By Lemma 4.1, it holds that u i ∈ {a, c} for every integer 1
In both cases, we have a contradiction as w is square-free. Thus our conclusion holds.
Let Σ = {a < b < c}. The following is an exhaustive list of every M-equivalence class over Σ such that all words in it are square-free. The list can be verified by some simple analysis supported by Lemma 4.1 and Lemma 4.2.
{a}, {c}, {ac, ca}, {b}, {ab}, {ba}, {cb}, {bc}, {abc}, {cba}, {acb, cab}, {bac, bca}, {acba, caba}, {acbc, cabc}, {abac, abca}, {cbac, cbca}, {acbac, acbca, cabac, cabca}, {abcb}, {cbab}, {babc}, {bcba}, {bacb, bcab}, {bacba, bcaba}, {bacbc, bcabc}, {abacb, abcab}, {cbacb, cbcab}, {abcba}, {cbabc}, {cbacbc, cbcabc}, {abacba, abcaba}, {babcb}, {bcbab}, {abcbab}, {cbabcb}, {babcba}, {bcbabc}, {babcbab}, {bcbabcb}.
One can see by the above list that the following holds. Remark 4.4. Note that in general, two distinct ternary square-free words that are M-equivalent need not be 1-equivalent, for example the words abcbabcacb and bacabcbabc. These two words form one of the shortest-length pairs of squarefree ternary words that are M-equivalent but not 1-equivalent (the only other such pair of words with length 10 is bcacbabcba and cbabcbacab).
Next, we show that for an arbitrary ternary ordered alphabet, there are infinitely many pairs of square-free words that are M-equivalent. However, we first need the following notion and known result. Definition 4.5. Suppose Σ is an alphabet and k is a positive integer. The k-spectrum of a word w ∈ Σ * is the set {(u, w u ) ∈ Σ * × N u ≤ k }.
The notion of k-spectrum was originally termed as k-deck in its introduction in [9] . Some examples of prominent works on k-spectrum are [5, 8, 9, 14] . Suppose now Σ is a ternary alphabet and w, w ′ ∈ Σ * . By Remark 2.3, one can see that if w and w ′ have the same 3-spectrum, then w and w ′ have the same Parikh matrix (i.e. w and w ′ are M-equivalent) with respect to any ordered alphabet with underlying alphabet Σ. Therefore, Theorem 4.6 is desirably resourceful as it allows us to generate infinitely many pairs of ternary words that have the same 3-spectrum via an arbitrary morphism.
However, since our aim is to generate infinitely many pairs of M-equivalent ternary words that are square-free, the chosen morphism should preserve the square-freeness of the words throughout the (infinitely many) applications. Such morphisms are known as square-free morphisms and they are well-studied and presented in the literature (for example, [3, 4, 6] ).
Example 4.7. Suppose Σ = {a, b, c} and consider the square-free morphism φ ∶ Σ * → Σ * defined by:
Let w, w ′ ∈ Σ * be words such that w and w ′ have the same 3-spectrum. For all integers i > 0, define w i = φ(w i−1 ) and w ′ i = φ(w ′ i−1 ). Then for all integers i ≥ 0, the words w i and w ′ i are both square-free and they have the same 3-spectrum. Remark 4.8. The morphism used in Example 4.7 is in fact a uniform square-free morphism, meaning that under the morphism, all letters have images of the same length (in this case, it is 13). This morphism is due to Leech [6] . Therefore, the final step is to find a pair of ternary square-free words having the same 3-spectrum. Suprisingly, the shortest length of such ternary words is 18. The following exhausts all pairs of such words: The relation ME -equivalence is strictly stronger than M-equivalence in the sense that any two ME -equivalent words are M-equivalent but not vice versa. The shortest pairs of square-free ternary words that are ME -equivalent are of length 15 and as exhausted below:
{cbacabacbabcacb, abcacbcabcbacab} {bcacbabcabacabc, bacabcbacbcacba}.
Finally, we end this section with a conjecture on the class of square-free ternary words with respect to M-unambiguity. Definition 4.10. Suppose Σ is an ordered alphabet with Σ = 3. A word w ∈ Σ * is square-free -M-unambiguous iff w is not M-equivalent to any other distinct square-free word.
The table in Appendix B shows that up until length 60, the proportion of square-free -M-unambiguous words eventually decreases steadily. Thus, we conjecture the following: Conjecture 4.11. Suppose Σ is an ordered alphabet with Σ ≥ 3. Then lim k→∞ {w ∈ Σ * ∶ w is square-free -M-unambiguous and w = k} {w ∈ Σ * ∶ w is square-free and w = k} = 0.
Conclusion
The introduction of the notion of general prints of a word opens up a potential direction in studying repetition in words. It is interesting to see what other canonical ways of decompositions can be proposed to attain a general print of a word.
The behavior of the function ζ r is intriguing. The monotonicity of the function is suggested by Appendix A but it is yet to be conclusively determined. Some natural directions of research concerning the function ζ r would be:
• to determine (for feasible range of n) the values ζ r (n) for higher orders r, or estimate the values ζ r (n) within bounds as tight as possible; • to study the growth rate of ζ r .
Finally, Lemma 4.2 implies that every square-free word w ∈ {a < b < c} * with w b > 4 is M-ambiguous. That is to say, there exists an upper bound on the length of M-unambiguous square-free words for the ternary alphabet (precisely, the upper bound is 7 as shown in the list before Theorem 4.3). For our future work, we aim to generalize Lemma 4.2 to obtain the corresponding upper bounds for larger alphabets. 
