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BOUNDEDNESS OF A FAMILY OF HILBERT-TYPE OPERATORS AND
OF ITS BERGMAN-TYPE ANALOGUE
JUSTICE S. BANSAH AND BENOIˆT F. SEHBA
Abstract. In this paper, we first consider boundedness properties of a family of operators
generalizing the Hilbert operator in the upper triangle case. In the diagonal case, we give
the exact norm of these operators under some restrictions on the parameters. We secondly
consider boundedness properties of a family of positive Bergman-type operators of the
upper-half plane. We give necessary and sufficient conditions on the parameters under
which these operators are bounded in the upper triangle case.
1. Introduction
Let 1 ≤ p < ∞, and a > −1. We write Lpa((0,∞)) or simply L
p
a for the Lebesgue space
Lp ((0,∞), yady). When a = 0, we simply write Lp for the corresponding space. We use
the notion
‖f‖p,a := ‖f‖Lpa :=
(∫ ∞
0
|f(x)|pxadx
) 1
p
and when a = 0, we simply write ‖f‖p for ‖f‖p,0.
We recall that the Hilbert operator is defined by
Hf(x) :=
∫ ∞
0
f(y)
x+ y
dy.
It is well known that the operator H is bounded on Lp((0,∞)) for 1 < p <∞ and that its
norm is given by
‖H‖Lp→Lp =
pi
sin
(
pi
p
)
(see [2, 3]). For more on the Hilbert operator, its boundedness, some generalizations and
applications, we refer to the following and the references therein [5, 7, 8, 9].
Let α, β, γ be real parameters. Consider the family of operators Hα,β,γ defined for com-
pactly supported functions by
(1) Hα,β,γf(x) := x
α
∫ ∞
0
f(y)
(x+ y)γ
yβdy.
The above operators clearly generalize the Hilbert operator as H = H0,0,1.
In the first part of this note, we consider the continuity properties of the operators Hα,β,γ
from Lpa to L
q
b , with 1 ≤ p ≤ q <∞. That is we give the relations between p, q, a, b, α, β, γ
under which these operators are bounded. Restricting ourself to the case γ = α+β+1 and
p = q <∞, we give the exact norm of Hα,β,γ, extending the results of [2, 3, 7].
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We recall that the upper-half plane is R2+ := {x + iy ∈ C : x ∈ R and y > 0}. Given
1 ≤ p, q ≤ ∞ and ν > −1, the mixed norm Lebesgue space Lp,qν (R2+) is defined by the
integrability condition
(2) ‖f‖p,q,ν = ||f ||Lp,qν :=
[∫ ∞
0
(∫
R
|f(x+ iy)|pdx
) q
p
yνdy
] 1
q
<∞ if 1 ≤ p, q <∞
and
(3) ‖f‖pp,∞ = ||f ||
p
Lp,∞ := sup
0<y<∞
∫
R
|f(x+ iy)|pdx <∞ if 1 ≤ p <∞ and q =∞.
For 1 ≤ p, q < ∞, the mixed norm weighted Bergman space Ap,qν (R2+) is then the closed
subspace of Lp,qν (R2+) consisting of holomorphic functions on R
2
+. When p = q we shall
simply write Ap,pν (R2+) = A
p
ν(R2+). The unweighted Bergman space A
p corresponds to the
case ν = 0.
Recall also that the weighted Bergman projection Pν is the orthogonal projection from
the Hilbert space L2ν(R
2
+) onto its closed subspace A
2
ν(R
2
+) and it is given by the integral
formula
(4) Pνf(z) = cν
∫
R2
+
f(w)
(z − w¯)2+ν
dVν(w)
where we used the notation dVν(z) = y
νdV (z) = yνdxdy, z = x+ iy; cν =
2ν
pi (ν + 1)e
−iν pi
2 .
It is well known that for any f ∈ A2ν(R
2
+),
(5) f(z) = cν
∫
R2
+
f(w)
(z − w¯)2+ν
dVν(w).
It is easy to see that the Bergman projection is bounded on Lp,qν (R2+) whenever q > 1
(see [1]).
Our second interest in this paper is the upper-diagonal-boundedness of a family of oper-
ators generalizing the Bergman projection. This family is given by the integral operators
T = Tα,β,γ and T
+ = T+α,β,γ defined for functions in C
∞
c (R
2
+) by the formulas
Tf(z) = (ℑz)α
∫
R2
+
f(w)
(z − w¯)1+γ
(ℑw)βdV (w),
and
T+f(z) = (ℑz)α
∫
R2
+
f(w)
|z − w¯|1+γ
(ℑw)βdV (w).
Let us remark that the boundedness of T+ on Lp,qν (R2+) implies the boundedness of T .
The boundedness of this family of operators on Lp,qν (R2+) for 1 < p, q < ∞ is just a
particular case of [10]. Here, we consider the problem of the boundedness of the operators
T+ from Lp,qν (R2+) to L
p,r
µ (R2+), with 1 ≤ p <∞ and 1 ≤ q ≤ r <∞.
As we will see, the study of the boundedness of the operators T+α,β,γ can be related to
the boundedness of the operators Hα,β,γ, providing another motivation for the study of
the general Hilbert operators considered here. The Bergman projection is just a particular
case of the operators Tα,β,γ and his boundedness is useful in some other questions as the
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characterization of the dual spaces of Bergman spaces and their atomic decomposition (see
for example [1]).
2. Statement of the results
2.1. Hilbert-type operators. The following result provide relations between p, q, a, b, α, β, γ
under which the operators Hα,βγ are bounded.
Theorem 2.1. Suppose a, b > −1 and 1 ≤ p ≤ q < ∞. Then the following conditions are
equivalent:
(a) The operator Hα,β,γ is bounded from L
p
a((0,∞)) into L
q
b((0,∞))
(b) The parameters satisfy
(6) γ = α+ β + 1−
a+ 1
p
+
b+ 1
q
and
(7) − p(γ − β − 1) < a+ 1 < p(β + 1).
We also have the following second result.
Theorem 2.2. Suppose a > −1 and 1 < p < ∞. Then the following conditions are
equivalent:
(a) The operator Hα,β,γ is bounded from L
p
a((0,∞)) into L∞((0,∞)).
(b) The parameters satisfy
(8) γ = α+ β + 1−
a+ 1
p
and
(9) α > 0 and a+ 1 < p(β + 1).
In the diagonal case, we have the following endpoint result.
Theorem 2.3. The operator Hα,β,γ is bounded on L
∞((0,∞)) if and only if α > 0, β > −1
and γ = α+ β + 1. Moreover,
‖Hα,β,γ‖L∞→L∞ = B (β + 1, α) .
In the above theorem and all over this section, B(·, ·) is the β-function defined in the
next section. Restricting ourself to the case γ = α + β + 1 and p = q < ∞, we obtain the
exact norm of the corresponding operators Hα,β,γ .
Corollary 2.4. Let a > −1 and 1 ≤ p < ∞. Assume that −pα < a + 1 < p(β + 1) and
γ = α+ β + 1. Then
‖Hα,β,γ‖Lpa→Lpa = B
(
β + 1−
a+ 1
p
, α+
a+ 1
p
)
.
2.2. Bergman-type operators. Here are our results on the boundedness of the operators
T+ from Lp,qa (R2+) into L
p,r
b (R
2
+).
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2.2.1. The case 1 < p, q <∞. We have the following result.
Theorem 2.5. Suppose a, b > −1, 1 < p < ∞, and 1 < q ≤ r < ∞. Then the following
conditions are equivalent:
(a) The operator T+ is bounded from Lp,qa (R2+) into L
p,r
b (R
2
+)
(b) The parameters satisfy
(10) γ = α+ β + 1−
a+ 1
q
+
b+ 1
r
and
(11) − q(γ − β − 1) < a+ 1 < q(β + 1).
We also obtain the following.
Theorem 2.6. Suppose a > −1, 1 < p <∞ and 1 < q <∞. Then the following conditions
are equivalent:
(a) The operator T+ is bounded from Lp,qa (R2+) into L
p,∞(R2+)
(b) The parameters satisfy
(12) γ = α+ β + 1−
a+ 1
q
and
(13) α > 0 and a+ 1 < q(β + 1).
2.2.2. The case 1 < p <∞ and 1 = q ≤ r ≤ ∞. We have the following result.
Theorem 2.7. Let 1 < p, r < ∞ and let b > −1. Then the following conditions are
equivalent:
(a) The operator T+ is bounded from Lp,1(R2+) into L
p,r
b (R
2
+).
(b) The parameters satisfy
(14) γ = α+ β +
b+ 1
r
and
(15) γ > β > 0.
Note that Theorem 2.7 is the dual version of Theorem 2.6. The limit case is the following.
Theorem 2.8. Let 1 < p <∞. Then the following conditions are equivalent:
(a) The operator T+ is bounded from Lp,1(R2+) into L
p,∞(R2+).
(b) The parameters satisfy
(16) γ = α+ β
and
(17) α, β > 0.
We also obtain the following.
Theorem 2.9. Let 1 < p <∞. Then the following conditions are equivalent:
(a) The operator T+ is bounded on Lp,1(R2+).
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(b) The parameters satisfy
(18) γ = α+ β + 1
and
(19) α > −1 and β > 0.
The dual version of the above result is the following.
Theorem 2.10. Let 1 < p <∞. Then the following conditions are equivalent:
(a) The operator T+ is bounded on Lp,∞(R2+).
(b) The parameters satisfy
(20) γ = α+ β + 1
and
(21) α > 0 and β > −1.
2.2.3. Diagonal limit cases. Finally, we obtain the following two endpoint results.
Theorem 2.11. The operator T+α,β,γ is bounded on L
∞(R2+) if and only if α > 0, β > −1
and γ = α+ β + 1. Moreover,
‖T+α,β,γ‖L∞(R2+)→L∞(R2+) = B(
1
2
,
γ
2
)B(β + 1, α).
Theorem 2.12. Let a > −1. Then the operator T+α,β,γ is bounded on L
1
a(R
2
+) if and only
if γ = α+ β + 1 and −α < a+ 1 < β + 1. Moreover,
‖T+α,β,γ‖L1a(R2+)→L1a(R2+) = B(
1
2
,
γ
2
)B(β − a, α+ a+ 1).
In the next section we provide some useful tools needed in our proofs. The proofs of our
results are given in section 4 and section 5. In the last section, we discuss the boundedness
of the operators Tα,β,γ with application to the Bergman projection.
As usual, given two positive quantities A and B, the notation A . B (or B & A) means
that there is universal positive constant C such that A ≤ CB. When A . B and B . A,
we say A and B are equivalent and write A ≃ B.
3. Some Useful Results
3.1. Integrability of some positive kernel functions. We shall use the following form
of the β−function:
B(m,n) = B(n,m) =
∫ ∞
0
um−1
(1 + u)m+n
du where m,n > 0.
More generally, we will be using the following which is easy to check.
Lemma 3.1. Let α, β be a real numbers, and t > 0 be fixed. Then the integral
I(t) =
∫ ∞
0
yα
(t+ y)β
dy
converges if and only if α > −1 and β − α > 1. In this case,
I(y) = B(α+ 1, β − α− 1)t−β+α+1.
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We will need the following integrability conditions of the kernel function.
Lemma 3.2. Let α be real. Then
(1) for y > 0 fixed, the integral
Jα(y) =
∫
R
dx
|x+ iy|α
converges if and only if α > 1. In this case,
Jα(y) = B(
1
2
,
α− 1
2
)y1−α;
(2) the function f(z) =
(
z+it
i
)−α
, with t > 0, belongs to Lp,qν (R2+), if and only if ν > −1
and α > 1p +
ν+1
q . In this case,
||f ||qp,q,ν = Cα,p,qt
−qα+ q
p
+ν+1
where Cα,p,q = [B(
1
2 ,
pα−1
2 )]
q
pB(ν + 1, qα− qp − ν − 1).
Proof. (1) Note that
Jα(y) = 2
∫ ∞
0
dx
(x2 + y2)
α
2
.
If α ≤ 1, then as
∫∞
y x
−αdx which is smaller than Jα(y) does not converge, neither does
Jα(y).
Assuming that α > 1, the convergence and the value of Jα(y) follows from an easy change
of variables and Lemma 3.1.
The proof of assertion (2) follows from assertion (1) and Lemma 3.1. 
3.2. Schur-type tests. The following is a generalization of the Schur’s test and it is due
to G.O. Okikiolu [6]. Our statement is a bit different from [6]. We also provide a different
proof.
Lemma 3.3. Let p, r, q be positive numbers such that 1 < p ≤ r and 1p+
1
q = 1. Let K(x, y) be
a complex-value function measurable on X×Y and suppose there exist 0 < t ≤ 1, measurable
functions φ1 : X → (0,∞), φ2 : Y → (0,∞) and nonnegative constants M1,M2 such that∫
X
|K(x, y)|tq φq1(y)dµ(y) ≤ M
q
1φ
q
2(x) a.e on Y and(22) ∫
Y
|K(x, y)|(1−t)r φr2(x)dν(x) ≤ M
r
2φ
r
1(y) a.e on X.(23)
If T is given by
Tf(x) =
∫
X
f(y)K(x, y)dµ(y)
where f ∈ Lp(X,dµ), then T : Lp(X,dµ) −→ Lr(Y,dν) is bounded and for each f ∈
Lp(X,dµ),
‖Tf‖Lr(Y,dν) ≤M1M2‖f‖Lr(X,dµ).
HILBERT-TYPE AND BERGMAN-TYPE OPERATORS 7
Proof. Using Ho¨lder’s inequality and (22), we obtain that
|Tf(x)| ≤
∫
X
|f(y)||K(x, y)|dµ(y)
=
∫
X
[
|K(x, y)|tφ1(y)
] [
|K(x, y)1−tφ−11 (y)|f(y)|
]
dµ(y)
≤
[∫
X
|K(x, y)|tqφq1(y)dµ(y)
] 1
q
[∫
X
|K(x, y)|(1−t)pφ−p1 (y)|f(y)|
pdµ(y)
] 1
p
≤ M1φ2(x)
[∫
X
|K(x, y)|(1−t)pφ−p1 (y)|f(y)|
pdµ(y)
] 1
p
.
Using Minkowski’s inequality for double integrals and (23), we obtain
‖Tf‖Lr(Y,dν) =
(∫
Y
|Tf(x)|rdν(x)
) 1
r
≤
(∫
Y
M r1φ
r
2(x)
[∫
X
|K(x, y)|(1−t)pφ−p1 (y)|f(y)|
pdµ(y)
] r
p
dν(x)
) 1
r
= M1
(∫
Y
φr2(x)
[∫
X
|K(x, y)|(1−t)pφ−p1 (y)|f(y)|
pdµ(y)
] r
p
dν(x)
) p
r
× 1
p
≤ M1
(∫
X
[∫
Y
|K(x, y)|(1−t)rφr2(x)dν(x)
] p
r
φ
−p
1 (y)|f(y)|
pdµ(y)
) 1
p
= M1
(∫
X
φ
−p
1 (y)M
p
2φ
p
1(y)|f(y)|
pdµ(y)
) 1
p
= M1M2
(∫
X
|f(y)|pdµ(y)
) 1
p
= M1M2‖f‖Lp(X,dµ).

When p = r, take t = 1q to obtain the classical Schur’s test.
The following limit case of Okikiolu result is proved in [11].
Lemma 3.4. Let µ and ν be positive measures on the space X and let K(x, y) be non-
negative measurable functions on X × Y. Let T be the integral operator with kernel K(x, y)
defined by
Tf(x) =
∫
X
f(y)K(x, y)dµ(y).
Suppose 1 = p ≤ q <∞. Let γ and δ be two real numbers such that γ + δ = 1. If there exist
positive functions h1 and h2 with positive constants C1 and C2 such that
ess sup
y∈Y
h1(y)K(x, y)
γ ≤ C1h2(x) for almost all x ∈ X and
∫
X
h2(x)
qK(x, y)δqdν ≤ C2h1(y)
q for almost all y ∈ Y,
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then T is bounded from L1(X,dν) into Lq(X,dν) and the norm of this operator does not
exceed C1C
1
q
2 .
The above lemma has a very simple formulation when p = q = 1, and the exact norm of
the operator is also obtained (see [4]).
Lemma 3.5. Let µ be a positive measure on the space X and let K(x, y) be non-negative
measurable functions on X ×X. Let T be the integral operator with kernel K(x, y) defined
by
Tf(x) =
∫
X
f(y)K(x, y)dµ(y).
Then T is bounded on L1µ(X) := L
1(X, dµ) if and only if
sup
y∈X
∫
X
K(x, y)dµ(x) <∞.
In this case,
‖T‖L1µ→L1µ = sup
y∈X
∫
X
K(x, y)dµ(x).
The dual version of the last lemma is the following.
Lemma 3.6. Let µ be a positive measure on the space X and let K(x, y) be non-negative
measurable functions on X ×X. Let T be the integral operator with kernel K(x, y) defined
by
Tf(x) =
∫
X
f(y)K(x, y)dµ(y).
Then T is bounded on L∞(X) if and only if
sup
x∈X
∫
X
K(x, y)dµ(y) <∞.
In this case,
‖T‖L∞→L∞ = sup
x∈X
∫
X
K(x, y)dµ(y).
4. Boundedness of a family of Hilbert-type Operators.
In this section, we prove some necessary and sufficient conditions for the boundedness of
the operator Hα,β,γ from L
p((0,∞), yady) to Lq((0,∞), ybdy). We recall that the operator
Hα,β,γ is defined as
Hα,β,γf(x) = x
α
∫ ∞
0
f(y)
(x+ y)γ
yβdy.
4.1. Necessity for Boundedness of Hα,β,γ. Let us start by the following lemma.
Lemma 4.1. Let 1 ≤ p ≤ q < ∞ and a, b > −1. Assume Hα,β,γ is bounded from
Lp((0,∞), yady) to Lq((0,∞), ybdy). Then the parameters satisfy
γ = α+ β + 1 +
(
b+ 1
q
−
a+ 1
p
)
and
−qα < b+ 1 < q(γ − α).
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Proof. Let R > 0 and define fR(x) := f(Rx). Then it is easy to see that if f ∈ L
p((0,∞), yady),
then fR ∈ L
p((0,∞), yady) and ‖fR‖
p
p,a = R−a−1‖f‖
p
p,a. From the definition of Hα,β,γ and
some easy change of variables, we obtain
Hα,β,γfR(x) = x
α
∫ ∞
0
fR(y)
(x+ y)γ
yβdy
= xα
∫ ∞
0
f(Ry)
(x+ y)γ
yβdy
= Rγ−β−1xα
∫ ∞
0
f(u)
(Rx+ u)γ
uβdu, (letting u = Ry)
= Rγ−β−α−1(Rx)α
∫ ∞
0
f(u)
(Rx+ u)γ
uβdu
= Rγ−β−α−1Hα,β,γf(Rx).
Therefore,
‖Hα,β,γfR‖
q
q,b = R
q(γ−α−β−1)
∫ ∞
0
|Hα,β,γf(Rx)|
qxbdx
= Rq(γ−α−β−1)−b−1
∫ ∞
0
|Hα,β,γf(u)|
qubdu (putting u = Rx)
= Rq(γ−α−β−1)−b−1‖Hα,β,γf‖
q
q,b.
Now, that there exists a constant C > 0 such that for any f ∈ Lpa((0,∞)), ‖Hα,β,γfR‖q,b ≤
C‖fR‖p,a is equivalent to
R
γ−α−β−1− b+1
q ‖Hα,β,γf‖q,b ≤ CR
− a+1
p ‖f‖p,a
which is the same as
R
γ−α−β−1− b+1
q
+ a+1
p ‖Hα,β,γf‖q,b ≤ C‖f‖p,a
for any f ∈ Lpa((0,∞)). That the latter holds for any f ∈ L
p
a((0,∞)) and any R > 0 is only
possible if γ − α− β − 1− b+1q +
a+1
p = 0.
To check the other condition, we set f(x) = χ[1,2](x). Then one easily obtains
Hα,β,γf(x) = x
α
∫ ∞
0
f(y)
(x+ y)γ
yβdy ≃
xα
(1 + x)γ
.
It follows from our assumption on the operator Hα,β,γ that∫ ∞
0
xqα
(1 + x)qγ
xbdx ≃ ‖Hα,β,γf‖
q
q,b . ‖f‖
q
p,a ≃ 1.
It follows from Lemma 3.1 that we should have αq + b + 1 > 0 and γq − αq − b − 1 > 0;
that is −qα < b+ 1 < q(γ − α). The proof is complete. 
We also have the following.
Lemma 4.2. Let 1 < p ≤ q < ∞ and a, b > −1. Assume Hα,β,γ is bounded from
Lp((0,∞), yady) to Lq((0,∞), ybdy). Then the parameters satisfy
γ = α+ β + 1 +
(
b+ 1
q
−
a+ 1
p
)
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and
−p(γ − β − 1) < a+ 1 < p(β + 1).
Proof. The necessity of the relation γ = α+ β + 1 +
(
b+1
q −
a+1
p
)
is already proved in the
previous lemma. To check the other condition, we note that as Hα,β,γ is bounded from L
p
a
to Lqb , its adjoint H
∗
α,β,γ is also bounded from L
q′
b to L
p′
a ,
1
p +
1
p′ = 1 =
1
q +
1
q′ . One easily
obtain that
H∗α,β,γf(y) = y
β−a
∫ ∞
0
f(x)
(x+ y)γ
xα+bdx.
Let us take again f(y) = χ[1,2](y). Then one easily obtain that
H∗α,β,γf(y) ≃
yβ−a
(1 + y)γ
.
It follows from our assumption on the operator H∗α,β,γ that∫ ∞
0
yp
′(β−a)+a
(1 + y)p′γ
dy ≃ ‖H∗α,β,γf‖
p′
p′,a . ‖f‖
p′
q′,b ≃ 1.
It follows from Lemma 3.1 that we should have p′(β−a)+a+1 > 0 and γp′−p′(β−a)−a−1 >
0; that is −p′(β−a) < a+1 < p′(γ−β+a) or equivalently −p(γ−β−1) < a+1 < p(β+1).
The proof is complete. 
To complete this part, let us observe the following.
Lemma 4.3. Let 1 ≤ p ≤ q < ∞ and a, b > −1. Assume that there are real numbers α, β
and γ such that
γ = α+ β + 1 +
(
b+ 1
q
−
a+ 1
p
)
.
Then the condition
−qα < b+ 1 < q(γ − α)
is equivalent to
−p(γ − β − 1) < a+ 1 < p(β + 1).
4.2. Sufficiency for Boundedness of Hα,β,γ. We start with the case p > 1. We have the
following lemma.
Lemma 4.4. Let 1 < p ≤ q <∞, α, β, γ ∈ R; and a, b > −1. Assume that
γ = α+ β + 1−
a+ 1
p
+
b+ 1
q
and that
−p(γ − β − 1) < a+ 1 < p(β + 1).
Then the operator Hα,β,γ is bounded from L
p((0,∞), yady) to Lq((0,∞), ybdy).
Proof. We first observe that as γ = α+ β + 1− a+1p +
b+1
q , the condition −p(γ − β − 1) <
a+1 < p(β+1) is equivalent to −αq < b+1 < q(γ −α). Let us put ω = α+ β− γ− a and
observe that
ω = α+ β − γ − a = −
(
a+ 1
p′
+
b+ 1
q
)
< 0.
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Now, we observe that a + 1 < p(β + 1) is equivalent to (β − a) + a+1p′ > 0. As ω < 0, we
obtain (β − a)ω + a+1p′ ω < 0, which is the same as
−
β − a
p′
(a+ 1)−
β − a
q
(b+ 1) +
a+ 1
p′
ω < 0
or
a+ 1
p′
ω −
β − a
p′
(a+ 1) <
β − a
q
(b+ 1).(24)
We also have that −αq < b+ 1 or −α < b+1q is equivalent to −αω −
b+1
q ω > 0 or
αa+1p′ + α
b+1
q −
b+1
q ω > 0 which is the same as
b+ 1
q
ω − α
b+ 1
q
< α
a+ 1
p′
.(25)
From (24) and (25), we see that we can find two numbers r and s such that
a+ 1
p′
ω −
β − a
p′
(a+ 1) < ωs+ (β − a)(r − s) <
β − a
q
(b+ 1) and(26)
b+ 1
q
ω − α
b+ 1
q
< ωr + α(s − r) < α
a+ 1
p′
.(27)
(26) is equivalent to the inequality
−
β − a
ω
[
−
b+ 1
q
+ r − s
]
< s <
a+ 1
p′
+
β − a
ω
[
−
a+ 1
p′
+ s− r
]
(28)
while (27) is equivalent to
α
ω
[
a+ 1
p′
+ r − s
]
< r <
b+ 1
q
+
α
ω
[
−
b+ 1
q
+ r − s
]
.(29)
Let
t =
−a+1p′ + s− r
ω
.
It is easy to see that
1− t =
r − s− b+1q
ω
.
Hence (28) becomes
− (β − a)(1 − t) < s <
a+ 1
p′
+ (β − a)t(30)
and (29) becomes
− αt < r <
b+ 1
q
+ α(1− t).(31)
As γ > 0, we can even choose r and s in (30) and (31) so that 0 < r − s < b+1q . Note that
this choice clearly gives us that 0 < t < 1.
Next, we observe that the operator Hα,β,γ can be represented as
Hα,β,γf(x) =
∫ ∞
0
K(x, y)f(y)yady where K(x, y) =
yβ−axα
(x+ y)γ
.
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Let us define h1(x) = x
−s and h2(y) = y
−r. Applying Okikiolu’s test to Hα,β,γ we obtain∫ ∞
0
K(x, y)tp
′
y−sp
′
yady =
∫ ∞
0
xαtp
′
y(β−a)tp
′
y−sp
′+a
(x+ y)tγp′
dy
= xαtp
′−tγp′−sp′+(β−a)tp′+a+1
∫ ∞
0
y−sp
′+(β−a)tp′+a
(1 + y)tγp′
dy.
We observe that the right inequality in (30) provides a+1+ (β− a)tp′− sp′ > 0. From the
definition of ω, t and the first inequality in (31), we have that
tγp′ + sp′ − (β − a)tp′ − a− 1 = (γ − β + a)tp′ + sp′ − a− 1
=
(
α+
a+ 1
p′
+
b+ 1
q
)
tp′ + sp′ − a− 1
= (α− ω)tp′ + sp′ − a− 1
= αtp′ − ωtp′ + sp′ − a− 1
= αtp′ +
(
a+ 1
p′
+ r − s
)
p′ + sp′ − a− 1
= αtp′ + rp′ > 0.
It follows that∫ ∞
0
K(x, y)tp
′
y−sp
′
yady = B(−sp′ + (β − a)tp′ + a+ 1, αtp′ + rp′)x−rp
′
= B(sp′ + (β − a)tp′ + a+ 1, αtp′ + rp′)hp
′
2 (x).
In the same way, we obtain∫ ∞
0
[K(x, y)](1−t)qhq2(x)x
bdx =
∫ ∞
0
x(1−t)αqy(β−a)(1−t)qx−rqxb
(x+ y)γ(1−t)q
dx
= y(β−a)(1−t)q−γ(1−t)q−rq+α(1−t)q+b+1
∫ ∞
0
x−rq+α(1−t)q+b
(1 + x)γ(1−t)q
dx.
From the second inequality in (31), we get −rq+α(1− t)q+ b+1 > 0. From the definition
of ω and 1− t, and the first inequality in (30), we obtain
γ(1− t)q + rq − α(1 − t)q − b− 1 = (γ − α)(1 − t)q + rq − b− 1
=
(
β + 1−
a+ 1
p
+
b+ 1
q
)
(1− t)q + rq − b− 1
=
(
β − a+
a+ 1
p′
+
b+ 1
q
)
(1− t)q + rq − b− 1
= (β − a− ω)(1− t)q + rq − b− 1
= (β − a)(1− t)q − ω(1− t)q + rq − b− 1
= (β − a)(1− t)q +
(
b+ 1
q
− r + s
)
q + rq − b− 1
= (β − a)(1− t)q + sq > 0.
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Hence∫ ∞
0
[K(x, y)](1−t)qhq2(x)x
bdx = B(−rq + α(1− t)q + b+ 1, (β − a)(1− t)q + sq)y−sq
= B(−rq + α(1− t)q + b+ 1, (β − a)(1− t)q + sq)hq1(y)
and the proof is complete. 
We next consider the limit case p = 1.
Lemma 4.5. Let 1 ≤ q <∞, α, β, γ ∈ R; and a, b > −1. Assume that
γ = α+ β − a+
b+ 1
q
and that
β + 1− γ < a+ 1 < β + 1.
Then the operator Hα,β,γ is bounded from L
1((0,∞), yady) to Lq((0,∞), ybdy).
Proof. Assume that γ = α+ β − a+ b+1q and β + 1− γ < a+ 1 < β + 1 then
β + 1− γ < a+ 1 < β + 1
is equivalent to
−αq < b+ 1 < q(γ − α).
In this case ω = α + β − γ − a = − b+1q < 0 and t =
s−r
ω . The inequalities (30) and (31)
reduce to
− (β − a)(1 − t) < s < (β − a)t(32)
and
− αt < r <
b+ 1
q
+ α(1 − t)(33)
respectively.
We first check the first condition in Lemma 3.4, that is there exists a constant C1 > 0
such that
sup
0<y<∞
h1(y)K(x, y)
t ≤ C1h2(x) for almost every x ∈ R
or equivalently,
sup
0<y<∞
y−s
(
yβ−axα
(x+ y)γ
)t
xr ≤ C1
for almost every x ∈ R. This is the case since the power in the denominator is equal to the
sum of the exponents in the numerator. Indeed, we have
γt = (α+ β − a− ω)t = αt+ (β − a)t− ωt
= αt+ (β − a)t+ r − s.
That the second condition in Lemma 3.4 is satisfied follows as in the proof of the previous
lemma with the help of inequalities (32) and (33). 
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4.3. Proof of Theorem 2.1 and the endpoint cases. The proof of Theorem 2.1 follows
easily from Lemma 4.2 and Lemma 4.4 in the case p > 1. For 1 = p ≤ q < ∞, the proof
follows from Lemma 4.1, Lemma 4.5 and the observation made in Lemma 4.3.
We prove here Theorem 2.2 and Theorem 2.3.
Proof of Theorem 2.2. Let us start by the sufficiency. Assume that the parameters satisfy
the conditions of the theorem. Let f ∈ Lpa. Then using the Ho¨lder’s inequality and Lemma
3.1, we obtain
|Hα,β,γf(x)| =
∣∣∣∣xα
∫ ∞
0
f(y)
(x+ y)γ
yβdy
∣∣∣∣
≤ ‖f‖p,ax
α
(∫ ∞
0
yp
′(β−a)
(x+ y)p′γ
yady
) 1
p′
= [B
(
p′(β − a) + a+ 1, p′α
)
]
1
p′ ]‖f‖p,a.
Hence
‖Hα,β,γf‖L∞ ≤ [B
(
p′(β − a) + a+ 1, p′α
)
]
1
p′ ]‖f‖p,a.
Conversely, assume that the operator Hα,β,γ is bounded from L
p
a to L∞. Then its adjoint
H∗α,β,γ is bounded from L
1 to Lp
′
a . One easily check that in this case,
H∗α,β,γf(y) = y
β−a
∫ ∞
0
f(x)
(x+ y)γ
xαdx.
Let R > 0 and define fR(x) := f(Rx). Then it is easy to see that if f ∈ L
1((0,∞)) then
fR ∈ L
1((0,∞)) and ‖fR‖L1 = R
−1‖f‖L1 . As in the proof of Lemma 4.1 we obtain
H∗α,β,γfR(x) = R
γ−β−α+a−1H∗α,β,γf(Rx).
So
‖H∗α,β,γfR‖
p′
p′,a = R
p′(γ−α−β+a−1)−a−1‖H∗α,β,γf‖
p′
p′,a.
Now, that for any f ∈ L1((0,∞)), ‖H∗α,β,γfR‖p′,a ≤ C‖fR‖L1 is equivalent to
R
γ−α−β+a−1− a+1
p′ ‖Hα,β,γf‖p′,a ≤ CR
−1‖f‖L1
which is the same as
R
γ−α−β+a−1− a+1
p′
+1
‖H∗α,β,γf‖p′,a ≤ C‖f‖L1
for any f ∈ L1((0,∞)). This is only possible if γ − α − β + a − a+1p′ = 0. That is
γ = α+ β + 1− a+1p .
Let us take again f(y) = χ[1,2](y) as test function and proceed as in the proof of Lemma
4.2. We obtain that −p′(β − a) < a + 1 < p′(γ − β + a). Combining the equality γ =
α + β + 1 − a+1p and the inequality 0 < a + 1 < p
′(γ − β + a), we obtain 0 < a+ 1 < p′α
and hence that α > 0. Note that under the equality γ = α + β + 1 − a+1p , the inequality
−p′(β − a) < a + 1 < p′(γ − β + a) is equivalent to −pα < a+ 1 < p(β + 1). The proof is
complete. 
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Proof of Theorem 2.3. Following Lemma 3.6, we only have to find necessary and suficient
conditions on the parameters so that
sup
0<x<∞
∫ ∞
0
xαyβ
(x+ y)γ
dy <∞.
Following Lemma 3.1, this is the case if and only if β+1 > 0, γ−β−1 > 0 and α+β+1−γ =
0. This is equivalent to γ = α+ β + 1, α > 0 and β > −1. Moreover, follwing Lemma 3.6,
we have
‖Hα,β,γ‖L∞→L∞ = sup
0<x<∞
∫ ∞
0
xαyβ
(x+ y)γ
dy
= B(β + 1, α).
The proof is complete. 
4.4. Sharp Norm for Generalized Hilbert Operator. Let us start by proving the
following estimate.
Lemma 4.6. Let 1 < p <∞, and let α, β and γ be real numbers such that γ = α+β+1 > 0.
Let a > −1 and let 0 < ε < p(β + 1)− (a+ 1). Then∫ ∞
1
x
a+α− a+1+ξ
p
(∫ 1
0
y
β− a+1+ξ
p
(x+ y)γ
dy
)
dx ≤
1
β + a+1+ξp′ − a
×
1
β + 1− a+1+ξp
.
Proof. We easily obtain
I :=
∫ ∞
1
x
a+α− a+1+ξ
p
(∫ 1
0
y
β− a+1+ξ
p
(x+ y)γ
dy
)
dx
≤
∫ ∞
1
x
a+α−γ− a+1+ξ
p′
(∫ 1
0
y
β− a+1+ξ
p dy
)
dx
=
∫ ∞
1
x
a−β−1− a+1+ξ
p′ dx
∫ 1
0
y
β− a+1+ξ
p dy
=
1
β + a+1+ξp′ − a
×
1
β + 1− a+1+ξp
.

We next prove the following.
Theorem 4.7. Let 1 < p < ∞ and a > −1. Assume that −pα < a + 1 < p(β + 1) and
γ = α+ β + 1. Then
‖Hα,β,γ‖Lpa→Lpa = B
(
β + 1−
a+ 1
p
, α+
a+ 1
p
)
.
Proof. Note that ‖Hα,β,γ‖Lpa→Lpa ≤ B
(
β + 1− a+1p , α+
a+1
p
)
follows using Schur’s test and
it is in proof of the sufficient part of Theorem 2.1. To prove that B
(
β + 1− a+1p , α+
a+1
p
)
is sharp, we proceed by contradiction. Assume that
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B
(
β + 1− a+1p , α +
a+1
p
)
is not sharp. i.e. there exists 0 < K < B
(
β + 1− a+1p , α+
a+1
p
)
such that for any f ∈ Lpa((0,∞)),
‖Hα,β,γf‖Lpa ≤ K‖f‖Lpa
or equivalently, for any f ∈ Lpa((0,∞)) and g ∈ L
p′
a ((0,∞)),
K‖f‖Lpa‖g‖Lp
′
a
≥
∫ ∞
0
g(x)Hα,β,γf(x)x
adx(34)
Let 0 < ε < p(β + 1)− (a+ 1) and define
f(x) =
{
0 if 0 < x < 1
x
− a+1+ξ
p if x ≥ 1
and g(x) =
{
0 if 0 < x < 1
x
− a+1+ξ
p′ if x ≥ 1
.
Then
‖f‖Lpa =
1
ξ
1
p
and ‖g‖
Lp
′
a
=
1
ξ
1
p′
.
Substituting these into (34) and using Lemma 4.6, we obtain
K
ξ
≥
∫ ∞
1
x
a+α− a+1+ξ
p′
(∫ ∞
1
y
β− a+1+ξ
p
(x+ y)γ
dy
)
dx
=
∫ ∞
1
x
a+α− a+1+ξ
p′
(∫ ∞
0
y
β− a+1+ξ
p
(x+ y)γ
dy
)
dx−
∫ ∞
1
x
a+α− a+1+ξ
p
(∫ 1
0
y
β− a+1+ξ
p
(x+ y)γ
dy
)
dx
= B
(
β + 1−
a+ 1 + ξ
p
, γ − β − 1 +
a+ 1 + ξ
p
)∫ ∞
1
x
a+α− a+1+ξ
p′
−γ+β+1− a+1+ξ
p dx
−
∫ ∞
1
x
a+α− a+1+ξ
p′
(∫ 1
0
y
β− a+1+ξ
p
(x+ y)γ
dy
)
dx
≥
1
ξ
B
(
β + 1−
a+ 1 + ξ
p
, α+
a+ 1 + ξ
p
)
+
1
a− β − a+1+ξp′
×
1
β + 1− a+1+ξp
So
K ≥ B
(
β + 1−
a+ 1 + ξ
p
, α+
a+ 1 + ξ
p
)
+
ξ(
a− β − a+1+ξp′
)(
β + 1− a+1+ξp
) .
Thus letting ξ −→ 0, we obtain K ≥ B
(
β + 1− a+1p , α+
a+1
p
)
. Hence a contradiction. 
In the limit case p = 1, we prove the following.
Theorem 4.8. Let a > −1. Assume that −α < a+ 1 < β + 1 and γ = α+ β + 1. Then
‖Hα,β,γ‖L1a→L1a = B (β − a, α + a+ 1) .
Proof. Recall that the kernel ofHα,β,γ with respect to the measure y
ady isK(x, y) = x
αyβ−a
(x+y)γ .
It follows from Lemma 3.5 that
‖Hα,β,γ‖L1a→L1a = sup
0<y<∞
∫ ∞
0
xαyβ−a
(x+ y)γ
xadx
= B (β − a, α+ a+ 1) .
HILBERT-TYPE AND BERGMAN-TYPE OPERATORS 17

5. Boundedness of a family of positive Bergman-type Operators
We recall that the integral operator T+ is given by
T+f(x+ iy) = yα
∫
R2
+
f(w)
|z − w¯|1+γ
vβdudv where w = u+ iv, z = x+ iy.
5.1. Sufficiency for Boundedness of T+α,β,γ. Let us start by the following lemma.
Lemma 5.1. Suppose that a, b > −1, 1 ≤ p < ∞ and 1 ≤ q ≤ r ≤ ∞. Then the operator
T+ is bounded from Lp,qa (R2+) to L
p,r
b (R
2
+) if the operator Hα,β,γ is bounded from L
q
a((0,∞))
to Lrb((0,∞)).
Proof. For simplicity, we shall write f(x+ iy) := fy(x). Then
T+f(x+ iy) =
(
T+f
)
y
(x) = yα
∫ ∞
0
(∫
R
fv(u)
|(x− u) + i(y + v)|1+γ
du
)
vβdv.
The idea is to prove that for any f ∈ Lp,qa (R2+), and any 0 < y <∞,
∥∥∥(T+f)y
∥∥∥
Lp(dx)
≤ CγHα,β,γ(‖fv‖Lp)(y).
Let K(z) = 1z . Then
(
T+f
)
y
(x) = yα
∫ ∞
0
(∫
R
|K[(x− u) + i(y + v)]|1+γfv(u)du
)
vβdv
= yα
∫ ∞
0
(∫
R
|Ky+v(x− u)|
1+γfv(u)du
)
vβdv
= yα
∫ ∞
0
(
|Ky+v |
1+γ ∗ fv
)
(x)vβdv.
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Now, using Minkowski’s inequality, Young’s inequality and Lemma 3.2, we obtain
∥∥∥(T+f)y
∥∥∥
Lp(dx)
=
(∫
R
∣∣∣∣yα
∫ ∞
0
(
|Ky+v |
1+γ ∗ fv
)
(x)vβdv
∣∣∣∣
p
dx
) 1
p
≤
(∫
R
(
yα
∫ ∞
0
∣∣(|Ky+v |1+γ ∗ fv) (x)∣∣ vβdv
)p
dx
) 1
p
= yα
(∫
R
(∫ ∞
0
∣∣(|Ky+v |1+γ ∗ fv) (x)∣∣ vβdv
)p
dx
) 1
p
≤ yα
∫ ∞
0
(∫
R
∣∣(|Ky+v |1+γ ∗ fv) (x)∣∣p dx
) 1
p
vβdv
= yα
∫ ∞
0
∥∥ |Ky+v |1+γ ∗ fv∥∥Lp vβdv
≤ yα
∫ ∞
0
∥∥|Ky+v |1+γ‖L1‖fv∥∥Lp vβdv
= Cγy
α
∫ ∞
0
(y + v)−γ ‖fv‖Lp v
βdv
= Cγy
α
∫ ∞
0
‖fv‖Lp
(y + v)γ
vβdv
= CγHα,β,γ(‖fv‖Lp)(y).
That is
∥∥∥(T+f)y∥∥∥
Lp(dx)
≤ CγHα,β,γ(‖fv‖Lp)(y) as we wanted. Thus the boundedness of
Hα,β,γ from L
q
a((0,∞)) to Lrb((0,∞)) implies the boundedness of T
+ from Lp,qa (R2+) to
L
p,r
b (R
2
+). The proof is complete. 
It follows from the above lemma, Theorem 2.1 and Theorem 2.2 that the following hold.
Lemma 5.2. Suppose that a, b > −1, 1 ≤ p < ∞ and 1 ≤ q ≤ r ≤ ∞. Assume that α, β
and γ are real numbers satisfying the conditions in Theorem 2.5, Theorem 2.6, Theorem
2.7, Theorem 2.8, Theorem 2.9 or Theorem 2.10. Then the operator T+ is bounded from
L
p,q
a (R2+) to L
p,r
b (R
2
+).
5.2. Necessity for Boundedness of T+α,β,γ. We start by the following lemma.
Lemma 5.3. Let 1 < p <∞, 1 < q ≤ r <∞ and a, b > −1. Assume that T+α,β,γ is bounded
from Lp,qa (R2+) to L
p,r
b (R
2
+). Then the parameters satisfy
γ = α+ β + 1−
a+ 1
q
+
b+ 1
r
and − q(γ − β − 1) < a+ 1 < q(β + 1).
Proof. Let R > 0 and set fR(z) := f(Rz). Then it is easily seen that if f ∈ L
p,q
a (R2+), then
fR ∈ L
p,q
a (R2+) and
‖fR‖Lp,qa = R
− a+1
q
− 1
p ‖f‖lp,qa .
One easily checks that (
T+fR
)
(z) = Rγ−β−α−1T+f(Rz)
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and thus
‖T+fR‖Lp,r
b
= Rγ−β−α−1−
1
p
− b+1
r ‖T+f‖Lp,r
b
.
Now that T+ is bounded implies that there exists a constant C > 0 such that for any
f ∈ Lp,ra (R2+),
‖T+fR‖Lp,r
b
≤ C‖fR‖Lp,ra .
Therefore
R
γ−β−α−1− 1
p
− b+1
r ‖T+f‖Lp,r
b
≤ CR
− a+1
q
− 1
p ‖f‖Lp,qa
or equivalently,
R
γ−β−α−1− b+1
r
+ a+1
q ‖T+f‖Lp,r
b
≤ C‖f‖Lp,qa .
As this holds for any f ∈ Lp,qa (R2+) and any R > 0, we necessarily have that
γ − β − α− 1−
b+ 1
r
+
a+ 1
q
= 0.
That is γ = β + α+ 1 + b+1r −
a+1
q .
To check the other condition, let us set
fy(x) = χ[− 1
4
, 1
4
](x)χ[1,2](y).
For −14 ≤ x ≤
1
4 and 0 < y ≤ 1, it is easy to check that∫ 1
4
− 1
4
du
[(x− u)2 + (y + v)2]
1+γ
2
& (y + v)−γ .
It follows that for −14 ≤ x ≤
1
4 and 0 < y ≤ 1,
(T+f)y(x) = y
α
∫ 2
1
∫ 1
4
− 1
4
vβdudv
[(x− u)2 + (y + v)2]
1+γ
2
&
yα
(1 + y)γ
.
Hence, as T+ is bounded from Lp,qa (R2+) to L
p,r
b (R
2
+),∫ 1
0
(∫ 1
4
− 1
4
|T+f(x+ iy)|pdx
) r
p
ybdy ≤ ‖T+f‖rLp,r
b
≤ C‖f‖rLp,qa <∞.
This implies that ∫ 1
0
yrα
(1 + y)rγ
ybdy <∞
and as ∫ 1
0
yrα+bdy .
∫ 1
0
yrα
(1 + y)γ
ybdy,
we should have ∫ 1
0
yrα+bdy <∞
and this is possible only if rα+ b+ 1 > 0, that is −rα < b+ 1. Using that γ = β + α+ 1+
b+1
r −
a+1
q , we obtain that the latter is equivalent to −q(γ − β − 1) < a+ 1. This gives us
the left inequality in the second condition. To prove the right inequality, we observe that
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the boundedness of T+ from Lp,qa (R2+) to L
p,r
b (R
2
+) is equivalent to the boundedness of its
adjoint (T+)∗ from Lp
′,r′
b (R
2
+) to L
p′,q′
a (R2+). One easily checks that
(T+)∗g(u+ iv) = vβ−a
∫
R2
+
g(x+ iy)
|(x− u) + i(y + v)|1+γ
yα+bdy.
As above, we take
gu(v) = χ[− 1
4
, 1
4
](u)χ[1,2](v)
and obtain for −14 ≤ u ≤
1
4 and 0 < v ≤ 1,
(T+)∗gv(u) &
vβ−a
(1 + v)γ
and so following the lines of the proof for the necessity of the left inequality, we are led to∫ 1
0
vq
′(β−a)+adv <∞
and this holds only if q′(β − a) + a+ 1 > 0 or equivalently, a+ 1 < q(β + 1). 
We next prove the following.
Lemma 5.4. Let 1 < p, q <∞ and a > −1. Assume that T+α,β,γ is bounded from L
p,q
a (R2+)
to Lp,∞(R2+). Then the parameters satisfy
γ = α+ β + 1−
a+ 1
q
and − q(γ − β − 1) < a+ 1 < q(β + 1).
Proof. We write again fR(z) = f(Rz). Following the lines of the proof of the previous
lemma, we obtain
‖T+fR‖Lp,∞ = R
γ−β−α−1− 1
p
− b+1
r ‖T+f‖Lp,∞ .
Now that T+ is bounded implies that for some constant C > 0,
‖T+fR‖Lp,∞ ≤ C‖fR‖Lp,ra for all f ∈ L
p,r
a (R2+).
Therefore
R
γ−β−α−1− 1
p ‖T+f‖Lp,∞ ≤ CR
− a+1
q
− 1
p ‖f‖Lp,qa
or equivalently,
R
γ−β−α−1+ a+1
q ‖T+f‖Lp,∞ ≤ C‖f‖Lp,qa .
As this holds for any f ∈ Lp,qa (R2+) and any R > 0, we necessarily have that γ − β − α −
1 + a+1q = 0. That is γ = β + α+ 1−
a+1
q .
To obtain the other condition, we proceed as in the proof of the previous lemma. We
take again f(x+ iy) = χ[− 1
4
, 1
4
](x)χ[1,2] and obtain from the boundedness of T
+ that there
is a constant C > 0 such that
sup
0<y<1
(∫ 1/4
−1/4
∣∣T+f(x+ iy)∣∣p dx
)1/p
≤ ‖T+f‖Lp,∞ ≤ C‖f‖Lp,qa <∞.
Hence
sup
0<y<1
yα . sup
0<y<1
yα
(1 + y)γ
<∞
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and this clearly implies that α > 0. From the equality γ = β + α + 1 − a+1q , it is easy to
see that α > 0 is the same as −q(γ − β − 1) < a + 1. This give the left inequality in the
second condition. To prove the right inequality, we observe that the boundedness of T+
from Lp,qa (R2+) to L
p,∞(R2+) implies the boundedness of its adjoint (T
+)∗ from Lp
′,1 to Lp
′,q′
a
and we easily check that
(T+)∗g(u + iv) = vβ−a
∫
R2
+
g(x+ iy)
|(x− u) + i(y + v)|1+γ
yαdy.
The right inequality is then obtained following the lines of the last part of the proof of the
lemma just above. The proof is complete. 
Lemma 5.5. Let 1 < p < ∞. Assume that T+α,β,γ is bounded from L
p,1(R2+) to L
p,∞(R2+).
Then the parameters satisfy
γ = α+ β and α, β > 0.
Proof. Note that the boundedness of T+ from Lp,1(R2+) to L
p,∞(R2+) is equivalent to the
boundedness of the adjoint operator (T+)∗ from Lp,1(R2+) to L
p,∞(R2+). Here
(T+)∗g(u+ iv) = vβ
∫
R2+
g(x + iy)
|(x− u) + i(y + v)|1+γ
yαdy.
The whole proof follows the lines of the proof of Lemma 5.3. 
We end this section with the following lemma.
Lemma 5.6. Let 1 < p < ∞. Assume that T+α,β,γ is bounded on L
p,1(R2+). Then the
parameters satisfy
γ = α+ β + 1 and α > −1, β > 0.
Proof. Assume that T+α,β,γ is bounded on L
p,1(R2+). Then that γ = α + β + 1 and α > 0
follows as in the first part of the proof of Lemma 5.3. The boundedness of T+α,β,γ on L
p,1(R2+)
is equivalent to the bounded of the operator
(T+)∗g(u+ iv) = vβ
∫
R2
+
g(x+ iy)
|(x− u) + i(y + v)|1+γ
yαdy
on Lp
′,∞(R2+). This as in the proof of Lemma 5.4 gives that β > 0. 
5.2.1. Proof of the results on operators T+. The sufficient part in Theorem 2.5, Theorem
2.6, Theorem 2.7, Theorem 2.8 and Theorem 2.9 follows from Lemma 5.2. The necessity
of the conditions in first theorem follows from Lemma 5.3. In Theorem 2.6 and Theorem
2.7, the necessity of the given conditions is a consequence of Lemma 5.4, while in Theorem
2.8 and Theorem 2.9 it follows from Lemma 5.5 and Lemma 5.6 respectively. Theorem 2.10
is just the dual version of Theorem 2.9 and so, its proof also follows from Lemma 5.1 and
Lemma 5.6.
Let us prove Theorem 2.11 and Theorem 2.12.
Proof of Theorem 2.11. First assume that α > 0 and β > −1, and γ = α + β + 1. Then it
follows from Lemma 3.2 that for any z = x+ iy ∈ R2+, the integral
I(z) :=
∫
R2
+
vβ
|(x− u) + i(y + v)|1+γ
dudv
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is convergent and
I(z) = B(
1
2
,
γ
2
)B(β + 1, α)y−γ+β+1.
Hence, as γ = α+ β + 1, we obtain
sup
x+iy∈R2+
yα
∫
R2
+
vβ
|(x− u) + i(y + v)|1+γ
dudv = B(
1
2
,
γ
2
)B(β + 1, α) <∞.
Conversely, let us suppose that
sup
x+iy∈R2
+
yα
∫
R2
+
vβ
|(x− u) + i(y + v)|1+γ
dudv <∞.
Then in particular, we have∫
R2
+
vβ
| − u+ i(1 + v)|1+γ
dudv <∞,
and by Lemma 3.2, this implies that β > −1 and γ > β+1. Therefore, for any z = x+ iy ∈
R
2
+, we have from the same lemma that
B(
1
2
,
γ
2
)B(β + 1, γ − β − 1)y−γ+α+β+1 = yα
∫
R2
+
vβ
|(x− u) + i(y + v)|1+γ
dudv <∞
and this is possible only if γ = α+ β + 1. Consequently, γ > β + 1 is equivalent to α > 0.
The proof is complete. 
We next prove Theorem 2.12.
Proof of Theorem 2.12. Note that the kernel of the operator T+ with respect to the mea-
sure vadudv is K(x + iy, u + iv) = y
αvβ−a
|(x−u)+i(y+v)|1+γ
. It follows from Lemma 3.4 that the
boundedness of T+ on L1a(R
2
+) is equivalent to the following condition
(35) sup
u+iv∈R2
+
∫
R2
+
K(x+ iy, u+ iv)yadxdy.
Therefore, we only have to prove that (35) is equivalent to γ = α+β+1 and −α < a+1 <
β + 1. This is handled as in the proof of Theorem 2.12. Lemma 3.2 gives us that
‖T+‖L1a→L1a = sup
u+iv∈R2+
∫
R2
+
K(x+ iy, u+ iv)yadxdy
= sup
u+iv∈R2
+
∫
R2
+
yαvβ−a
|(x− u) + i(y + v)|1+γ
yadxdy
= B(
1
2
,
γ
2
)B(β − a, α + a+ 1).
The proof is complete. 
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6. Boundedness of a family of Bergman-type operators
It is proved in [10] that the following holds.
Proposition 6.1. The operator Tα,β,γ is bounded on L
∞(R2+) if and only if α > 0, β > −1
and γ = α+ β + 1.
The proof of the dual version of this result follows the same way.
Corollary 6.2. Let a > −1. Then the operator Tα,β,γ is bounded on L
1
a(R
2
+) if and only if
γ = α+ β + 1 and −α < a+ 1 < β + 1.
Taking α = 0 and γ = β + 1, we obtain the following application.
Corollary 6.3. Let a, β > −1. Then the operator Pβ is a bounded projection from L
1
a(R
2
+)
into A1a(R
2
+) if and only if a < β.
We have the following result.
Corollary 6.4. Suppose a, b > −1, 1 < p <∞, and 1 < q ≤ r <∞. Then
the operator T = Tα,β,γ is bounded from L
p,q
a (R2+) to L
p,r
b (R
2
+) if and only if (10) and
(11) hold.
Proof. The sufficiency of the conditions (10) and (11) follows from Theorem 2.5. Thus
we only have to check the necessity of these conditions. Assume that T is bounded from
L
p,q
a (R2+) to L
p,r
b (R
2
+). That (10) holds follows as at the beginning of the proof of Lemma
5.1. To prove the other condition, let us fix ζ = s + it ∈ R2+ and define the function f by
f(x+ iy) := (ζ−x+iy)
1+γ
|ζ−x+iy|1+γ
χ[− 1
4
, 1
4
](x)χ[1,2](y). Then we have for any x+ iy ∈ R
2
+,
Tf(x+ iy) = yα
∫
R2
+
(ζ − u+ iv)1+γ
|ζ − u+ iv|1+γ
vβ
[(x− u) + i(y + v)]1+γ
χ[− 1
4
, 1
4
](u)χ[1,2](v)dudv.
Taking in particular x+ iy = ζ, we obtain
Tf(s+ it) = tα
∫ 1
1
∫ 1
4
− 1
4
1
|s− u+ i(t+ v)|1+γ
vβdudv.
The remaining of the proof follows the lines of the proof of Lemma 5.1. 
This leads to the following for the Bergman projection.
Corollary 6.5. Suppose a, b, β > −1, 1 < p <∞, and 1 < q ≤ r <∞. Then
the operator Pβ is a bounded from L
p,q
a (R2+) into A
p,r
b (R
2
+) if and only if a+1 < q(β+1)
and a+1q =
b+1
r .
Using the same idea as above, we obtain the following.
Corollary 6.6. Suppose a > −1, 1 < p < ∞ and 1 < q < ∞. Then the operator T is
bounded from Lp,qa (R2+) to L
p,∞(R2+) if and only if (12) and (13) hold.
Taking 1 = q < r <∞, we obtain also the following.
Corollary 6.7. Let 1 < p, r < ∞ and let b > −1. Then the operator T is bounded from
Lp,1(R2+) into L
p,r
b (R
2
+) if and only if (14) and (15) hold.
In particular, we have the following.
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Corollary 6.8. Let 1 < p, r < ∞ and let b, β > −1. Then the operator Pβ is a bounded
projection from Lp,1(R2+) into A
p,r
b (R
2
+) if and only if β > 0 and r = b+ 1.
In the limit case q = 1 and r =∞, we have the following.
Corollary 6.9. Let 1 < p < ∞. Then the operator T is bounded from Lp,1(R2+) into
Lp,∞(R2+) if and only if (16) and (17) hold.
We also obtain the following.
Corollary 6.10. Let 1 < p <∞. Then the operator T is bounded on Lp,1(R2+) if and only
if (18) and (19) hold.
Consequently, taking again α = 0 and γ = β + 1, we obtain the following.
Corollary 6.11. Let 1 < p <∞, and β > −1. Then the operator Pβ is a bounded projection
from Lp,1(R2+) into A
p,1(R2+) if and only if β > 0.
The dual version of Corollary 6.10 is the following.
Corollary 6.12. Let 1 < p <∞. Then the operator T is bounded on Lp,∞(R2+) if and only
if (18) and (21) hold.
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