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1. Introduction
With the immense progress in quantum hardware development in the last years [1] the
long-term dream of quantum computing appears to become reality [2]. Quantum chips of
significant size have been presented or are even available via cloud access [3, 4]. The fact,
that it is computationally very expensive to study large quantum systems numerically
is a driving force for the efforts in the field of quantum information. The Hilbert space
of a quantum problem grows exponentially with the system size. Therefore, the exact
simulation of even moderate size quantum systems is impossible on present-day comput-
ers. For example, the storage of the state of 40 two-level systems requires approximately
four terabytes of memory, and for 70 two-level systems we need to store an amount of
information that equals the amount of information stored by humankind in 2007 [5]. The
usage of quantum systems, that themselves provide this exponentially increasing state
space as a memory, may solve the problem. A fundamental prerequisite for quantum
information processing is that the quantum state remains intact over the computation
time, which means that the decoherence times of the qubits, the central building blocks
of quantum computers, are longer than the processing time needed for the gates [6].
A substantial breakthrough in quantum hardware development was achieved when the
quality of the qubits reached the so-called quantum error correction threshold [7], which
means that it is fundamentally possible to build fault-tolerant logical qubits out of the
noisy physical qubits. On the other hand, at the moment thousands of qubits are needed
to form one logical qubit. With this, a fully error-corrected quantum computer is still
far out of reach.
At this stage, an important question is, how to make use of the immense progress in
quantum hardware development at present before a fully error-corrected universal quan-
tum computer is available [8]. An important field of application is the simulation of
9
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quantum systems or models [5]. In general, two different approaches are discussed. Dig-
ital quantum simulation, which is a gate-based approach which would also be used on a
fault-tolerant universal quantum computer. A possible application is the simulation of
the time evolution of a quantum system in discretized time steps [9]. Another promising
approach is analog quantum simulation, where the system of interest is emulated by
an artificial quantum system. A simple example is the simulation of coupled two-level
systems using qubits [10]. Both gate-based systems and analog quantum simulators can
be build based on many different physical systems [11]. A multitude of experiments
have been done to improve the abilities of controlling this artificial quantum systems
to pave the way to realize simulations of systems that are computationally intractable.
With superconducting qubits it is for example possible to study the spin-boson model
in numerically inaccessible regimes [IV] in an analog quantum simulation. Very spec-
tacular experiments have been performed based on cold gases. For example, frustrated
spin systems [12] have been emulated and the limit of classical computation has been
reached [13]. But analog quantum simulation is not restricted to solid state systems, it
is for example even possible to study problems from cosmology [14]. Furthermore, it is
possible to combine the advantages of analog simulations and gate based calculations in
so-called digital-analog simulations [15].
Using a quantum simulator we aim to solve problems that are not solvable numerically
on classical computers. For interesting problems, usually it is not even possible to verify
the accuracy of the results using a classical computer. For near-term digital quantum
simulators quantum error correction is not accessible, and for analog quantum simula-
tion, it is fundamentally not applicable. Therefore, reliability is the crucial requirement
for useful quantum simulations [16, 17]. Several techniques exist to get a feeling of the
reliability. For example, the cross validation method relies on building simulators for the
same problem on different physical realizations [18]. Assuming that errors in different
physical realizations are not the same, concordant results on the different simulators
indicate reliability. For interesting quantum simulations a comparison to numerical re-
sults is, by construction, not possible. However, a comparison may be possible if the
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quantum simulator is tuned to an appropriate parameter regime [19, 20]. Furthermore,
the accuracy of a time evolution can be checked by running the time evolution forward
and backward, verifying that the initial state is reached again [17]. This method requires
double the coherence time, and it depends on the state. All these methods only give a
feeling of reliability of the quantum simulation. To lay the foundation of reliable quan-
tum simulations it is important to quantitatively understand the influence of errors [III,
21–23]. Furthermore, developing a measure for the reliability, or methods to mitigate
errors [24–26] can substantially improve the use of quantum simulation. Some mitigation
techniques exploit symmetries, others are based on perturbative arguments, and most
of them have been developed for digital quantum simulation. The ultimate goal would
be to find an alternative to quantum error correction that requires less overhead on
the quantum system. That would allow for reliable quantum simulations of interesting
systems in the near future, where only small qubit systems will be available. In general,
this is certainly a difficult task. Therefore, even proposals to the reliability that have
significant limitations can be important.
The focus of this thesis is estimating, and potentially improving, the reliability of analog
quantum simulations. Starting from understanding the influence of errors, we next
present a method to check for the reliability of a simulator, and in the end, we show that
it is possible, under specific circumstances, to reconstruct the unperturbed result. All
three parts are based on the same assumption. We regard external degrees of freedom as
the sources of errors in quantum simulations. Quantum simulators are artificial quantum
systems. They are not perfectly isolated from the environment, at least for the purpose of
control and readout. We consider the quantum simulator connected to these unwanted
environmental degrees of freedom. This system-bath approach, alongside with some
theoretical foundations, is described in chapter 2. Another similarity between all parts
presented in this thesis is that they are based on perturbation expansions. In chapter 3
we study the influence of external degrees of freedom on the state of the simulator in
thermal equilibrium. For this purpose, we derive an expression for the reduced density
matrix. With this, we can study the reduced density matrix depending on the strength
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of the coupling to the perturbation. Comparing the result to the density matrix of
the ideal simulator allows us to understand the influence of environmental degrees of
freedom on the state of the simulator. For example, we can examine the change of the
eigenbasis induced by the external degrees of freedom, or study quantum properties like
entanglement depending on the coupling strength. These calculations require that the
eigenstates and eigenenergies of the simulated system are known. Therefore, this method
is applicable to systems that can be solved with classical computers. Consequently, this
method helps to understand errors in analog quantum simulations but has no ability to
verify the reliability of a simulation of an interesting system.
In chapter 4 we study a time-dependent quantum simulator. Apart from analog quantum
simulations in non-equilibrium, this covers in principal also digital quantum simulations.
In contrast to the previous chapter, we do not study the density matrix from which a
calculation of matrix elements is possible. Instead, we directly examine the expectation
value of an operator and the variation due to the coupling to environmental degrees of
freedom. Using a lowest order perturbation expansion we derive an equation that allows
us to estimate the size of the error induced by external degrees of freedom via additional
measurements on the quantum simulator.
In chapter 5 we again focus on calculating directly measurable quantities. Here, we are
interested in correlators instead of expectation values. In particular, we focus on a very
specific correlator, namely, the correlator of the operator that mediates the coupling
to external degrees of freedom. This allows us, under very specific circumstances, to
derive an equation that connects the perturbed correlator with the ideal correlator. In
particular, we assume that higher-order correlators can be written in terms of two-time
correlators. With this, it is possible to reconstruct the ideal value of the correlator
based on measurements of the perturbed correlator and the bath. Furthermore, we
explain how to verify the central assumption for the correlators for this derivation in an
experiment.
In principle, all the parts presented in this thesis are very general. Due to the fact that
they have to apply to a general quantum simulator, we make no assumptions for the
12
Hamiltonian of the simulator. With this, the presented work should be of interest in a
larger field of open quantum systems. In the context of quantum simulations, we present
techniques that help to understand the influence of errors and to verify or enhance the
reliability of a simulation.
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2. Theoretical background and general
approach to study errors in analog
quantum simulations
The purpose of this chapter is to introduce our approach to analyze errors
in quantum simulations which forms the basis for all chapters presented in
this thesis. A quantum simulator is an artificial quantum system with the
possibility to control its properties and to read-out results. At least due
to the control and readout, it is unavoidable that the system is coupled to
external degrees of freedom, which we call bath. To understand errors in
a quantum simulation it is necessary to consider these external degrees of
freedom and the coupling to the simulator. Using a system-bath approach
we separate the Hamiltonian into three parts: simulator, bath, and coupling.
Expansions in the coupling Hamiltonian allow us to incorporate the effect of
the external degrees of freedom perturbatively. With this, we can understand
the influence of noise on the results of the simulation.
2.1. System-bath approach
Building an analog quantum simulator means creating an artificial quantum system
that represents the Hamiltonian of the system that should be simulated. These artificial
quantum systems can be build based on many physical realizations like, e.g., supercon-
ducting circuits, trapped ions, semiconductor quantum dots, or NV-centers in diamond.
15
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Independent of the physical realization it is unavoidable that external degrees of free-
dom are coupled to the system that was intended to build. At least for the purpose of
readout and controllability, it is necessary to introduce couplings to the environment.
In addition, there are also undesired couplings to external degrees of freedom that affect
the system. Superconducting circuits are disturbed, e.g., by impurities in the substrate,
electronic excitations or coupling to external wiring [27]. A main source for decoher-
ence in trapped ion systems are fluctuating magnetic fields [28]. The same sources of
noise also occure in digital quantum simulators. In general, it is possible to describe
the influence of external degrees of freedom using a system-bath approach. Quantum
systems are never isolated. Therefore, the influence of an environment on the state of
a quantum mechanical system is studied intensively in the field of open quantum sys-
tems, for example using master equations [29]. In the context of adiabatic quantum
computation or gate based quantum computation the influence of external degrees of
freedom has been studied [25, 30]. To study the effect of external degrees of freedom on
a quantum simulator we consider them as an environment. The full system is given by
the Hamiltonian,
H = HS + λBHC + HB . (2.1)
with λB = 1. HS describes the perfect artificial quantum system that builds the quantum
simulator. All external degrees of freedom are collected in the bath Hamiltonian HB .
The coupling of the external degrees of freedom to the system is given by HC . This
setting is illustrated in Fig. 2.1. With λB = 0 we describe the unperturbed system.
In principle, this model is capable to describe quantum simulators coupled to arbitrary
perturbations. The following very simple form of the coupling Hamiltonian,
HC = OˆXˆ (2.2)
is used to explain the fundamental ideas in the following chapters. Here, Oˆ describes the
operator of the system that mediates the coupling to the bath. And Xˆ is an operator
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simulator
HS
HC bath
HB
perturbed
simulator
H
Figure 2.1.: This figure gives a schematic overview of the general setting considered in
this work. The full system described by Hamiltonian H is formed by the simulator
(HS ) that is coupled to external degrees of freedom, which we call bath (HB). The
coupling is characterized by the coupling Hamiltonian HC .
of the bath. In practice, a system of qubits or resonators is not coupled to a bath via a
single operator. In fact, each element is coupled to an individual bath HB =
∑N
i=1 H
i
B
with [H iB ,H
j
B ] = 0 via,
HC =
N∑
i=1
Oˆ iXˆ i . (2.3)
A generalization to such a coupling Hamiltonian is described in all of the following works.
In the predominant part of the following chapters, we assume the bath to be bosonic,
so that Xˆ is a linear combination of bosonic creation and annihilation operators. For
example, phonons or the electromagnetic field can be described in this way. A bath of
bosonic modes allows us to describe every perturbation where the fluctuations follow a
Gaussian distribution. In most systems, non-Gaussian corrections remain small [31, 32].
Fluctuating background charges [33] or quasiparticle tunneling [34, 35] are examples
for a source of fermionic perturbations in superconducting qubits. The transfer to a
fermionic bath is possible for all works presented in the following chapters with only a
few adjustments. In chapter 5 we also introduce restrictions to the system operator Oˆ .
Here, we assume Oˆ(t) to behave bosonic under time-ordering.
In chapter 4 we allow the Hamiltonian of the simulator to be time dependent. Therefore,
these results are in principle also applicable to digital quantum simulations. The works
in chapter 3 and 5 are focused on analog quantum simulations in thermal equilibrium.
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simulator
HS
HC bath
HB
perturbed
simulator
H
thermal environmentT
Figure 2.2.: This figure illustrates the general setting of a perturbed simulator in
thermal equilibrium. The simulator is connected to a bath that represents the external
degrees of freedom creating the perturbation. Additionally, this perturbed simulator
couples infinitesimally small to another bath that has no other effect on the system
than to create a thermal equilibrium with temperature T .
In this case, the full system consisting of system and bath is coupled infinitesimally weak
to another bath that creates the thermal equilibrium. Since it is coupled infinitesimally
weak, the bath has no other effect than creating the equilibrium [VI, 30, 36]. This
situation is depicted in Fig. 2.2.
Apart from perturbations due to external degrees of freedom other sources of noise can
be present in quantum simulations. In case of a digital quantum simulation, imperfect
execution of gates results in errors. The effect of gate errors was studied by Reiner et
al. in [III]. The work presented in chapter 4 can be applied to gate errors. Furthermore,
imperfect fabrications can lead to errors in the system that are described by disorder.
This is not the focus of this thesis, but it is covered by the work presented in chapter 4.
2.2. Influence of the bath in different coupling limits
In comparison to the ideal results, the outcome of the simulation will change due to
the influence of the external degrees of freedom. A perfect simulator would yield results
based on the state of the system described by HS . The values without perturbations
18
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are denoted by 〈. . .〉0, since λB = 0. In reality, the measurement is performed on the
full system. Therefore, the results are taken with respect to the state of the full system.
The result of a simulation could, for example, be an expectation value or a correlator.
In general, they will differ from the ideal values,
〈Aˆ(t)〉 6= 〈Aˆ(t)〉0 〈Aˆ(t)Bˆ(0)〉 6= 〈Aˆ(t)Bˆ(0)〉0 , (2.4)
where A and B are observables of the system.
In the case of thermal equilibrium, the state of the ideal system is given by the equilib-
rium density matrix
ρS = e−βHS
1
Tr(e−βHS )
, (2.5)
with the inverse temperature β = 1/kBT . The full density matrix ρ describes the state of
the system consisting of the simulator coupled to the external degrees of freedom,
ρ = e−βH
1
Tr (e−βH )
. (2.6)
A trace over the external degrees of freedom yields the reduced density matrix of the
system TrB(ρ) = ρ˜S , which describes the state of simulator in presence of noise. In
general, this density matrix will differ from the unperturbed one, so that the expectation
values differ,
〈A〉 = Tr (ρA) = TrS (ρ˜SA) 6= 〈A〉0 . (2.7)
If the coupling of the external degrees of freedom to the system is infinitesimally small,
the reduced density matrix ρ˜S will be diagonal in the eigenbasis of the system, meaning
[ρ˜S ,HS ] = 0. So for small coupling strength, we expect that the external degrees of
freedom only alter the occupation numbers of the eigenstates of the system, which can
be described by renormalized energies. In case of an infinitesimally strong coupling, the
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reduced density matrix will be diagonal in the eigenbasis of the coupling Hamiltonian [37,
38], [ρ˜S ,HC ] = 0. For intermediate coupling strength, we, therefore, suppose a change
in the eigenbasis of the reduced density matrix compared to the ideal system, if the
diagonal basis of HS and HC differ.
In the context of this work, we are interested in the case where the coupling to the
external degrees of freedom results in a significant adjustment of the simulation results,
which affects the reliability of the simulation. A small change of the occupation could
perhaps preserve the reliability of the measurement results. Whereas a fundamental
change of the eigenbasis may jeopardize the reliability. In chapter 3, we study the
influence of the external degrees of freedom on the state of the perturbed simulator
described by the reduced density matrix. Herewith, we show, that the influence of the
external degrees of freedom on the simulator can be significant. In chapter 4, we examine
the reliability of the measurement of a time-dependent expectation value on a quantum
simulator in the limit of small noise. The influence of perturbations on a correlator is the
issue of chapter 5. This work is valid for intermediate coupling strength and furthermore
allows for a reconstruction of the ideal result under specific circumstances.
2.3. Study the influence of the bath using
perturbation theory
The foundation of the analyses of the effect of perturbations on a quantum simulator
presented in the following chapters are perturbation expansions in the coupling Hamil-
tonian HC . To perform the expansion in the context of the different quantities under
consideration we use various techniques in real time or in imaginary time. However,
in any case, we introduce the interaction picture. For example in a consideration in
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real-time the time evolution is given by
UλB (t , t0) = T exp
(
−i
∫ t
t0
dt ′H (t ′)
)
, (2.8)
where T denotes the time-ordering operator (t > t0). Time evolution operators in
imaginary time are denoted by SλB . U1 describes the time evolution of the full system.
The time evolution of the ideal system is expressed by U0. In expectation values and
correlators of the full system 〈. . .〉, the evolution operator with λB = 1 is used. In 〈. . .〉0
the ideal time evolution with λB = 0 applies. A transformation to the interaction picture
is achieved with BˆI (t) = U0(t0, t)BˆU0(t , t0). The index I is dropped inside 〈. . .〉0, since
the appropriate time evolution operator is given implicitly. Looking at the full system
in the interaction picture, the time evolution operator is
U(t , t0) = T exp
(
−i
∫ t
t0
dt ′HC ,I (t ′)
)
. (2.9)
In imaginary time the equivalent operator is denoted by S. The perturbative methods
used in the following chapters perform an expansion of such time evolution operators of
HC in terms of the coupling Hamiltonian HC .
In the resulting equations, the properties of the bath are described by the bath correlators
〈Xˆi(t)Xˆi(0)〉0 or its spectral densities. The works presented in the following chapters
rely on an appropriate knowledge of these quantities. We have to emphasize that we
need to characterize the correlator of the bath independent of the simulator [39], as
indicated with index 0. For example, in the case of a simulator build from tunable
qubits well established spectroscopical methods can be used to probe the properties
of the baths. For this purpose, the qubits are decoupled so that the properties of the
individual baths are accessible. In the case of a large number of coupled superconducting
flux qubits, used to simulate spin systems [40, 41], it is possible to characterize the noise
independent of the system. The simulator is described by HS = 12
∑
i hiσ
i
x +
∑
ij Jijσ
i
zσ
j
z ,
where hi and Jij are chosen to realize a certain model and σik are the Pauli matrices of
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qubit i . Assuming Markovian noise for qubits the characterization of the noise spectral
density of individual qubits is described in Ref. [42] and the bath correlators are known
relatively well [43]. Furthermore, it is known that in this systems the noise is coupled
via Oˆ i = σiz .
2.4. Diagrammatic expansion for Green’s functions of
bosonic operators
The basis for the diagrammatic expansions in the following chapters is the expansion
of the time evolution operator in interaction picture. In this section, we show where
this time evolution operator appears in standard diagrammatics. Standard diagram-
matics regards Green’s functions of fermionic or bosonic field operators. Three types of
diagrammatic techniques are common: zero temperature diagrammatic, Matsubara di-
agrammatic for equilibrium situations, and Keldysh diagrammatic for non-equilibrium
situations. Here, we shortly show the derivation of the main equation in zero tem-
perature diagrammatics. However, we focus on Green’s functions of general bosonic
operators, not on Green’s functions of field operators. With this, we derive the basis for
chapter 5. Detailed explanations of standard diagrammatic techniques can be found in
the literature, for example in [44, 45].
We regard the system-bath setting as described in Eq. (2.1). For the purpose of this
derivation, we focus on the simple coupling Hamiltonian Eq. (2.2). A generalization to
Eq. (2.3) is directly possible. We are interested in the correlator 〈T Oˆ(t)Oˆ(0)〉 of the full
system (λB = 1) at zero temperature. Therefore, 〈. . .〉 describes the expectation value
of the ground state of the full system. This correlator is proportional to the perturbed
Green’s function of the coupling operator Oˆ . The goal is to express this correlator
in terms of quantities of the ideal system (λB = 0, 〈. . .〉0). T is the time-ordering
operator. In the context of diagrammatic techniques, two different kinds of time-ordering
operators are of importance. On one hand, the Dyson time-ordering operator occurs in
22
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the Dyson series that forms the basis for time evolution operators with time-ordered
exponentials like Eq. (2.9). Under this time-ordering operator, arbitrary reordering of
operators is allowed. On the other hand, in the definition of Green’s functions the Wick
time-ordering operator occurs. In this case, a permutation of fermionic field operators
results in a prefactor −1. Interchanging bosonic field operators or products of even
numbers of fermionic field operators produces no additional prefactors. In standard
diagrammatics, the difference of this time-ordering operators is of no consequence due
to the regarded Green’s functions and Hamiltonians, especially because the Hamiltonian
describing the perturbation is a product of four field operators. To be able to transfer
the derivation of standard diagrammatics to the more general case of Green’s functions
of coupling operator Oˆ we assume that operator OˆI (t) behaves bosonic under time-
ordering, which means that permutations of operators yield no sign changes. With this,
the two kinds of time-ordering operators are interchangeable, as it is the case in standard
diagrammatics.
The correlator 〈T Oˆ(t)Oˆ(0)〉 involves the time evolution under the full Hamiltonian. We
introduce the interaction picture (see Eq. (2.9))
〈T Oˆ(t)Oˆ(0)〉 = 〈T U(0, t)OˆI (t)U(t , 0)OˆI (0)〉 . (2.10)
Assuming the coupling (HC ) to be turned off adiabatically for times ±∞ it is possi-
ble to write the correlator based on the expectation value of the ground state of the
unperturbed system (λB = 0)
〈T Oˆ(t)Oˆ(0)〉 = 〈U(−∞, 0)T U(0, t)Oˆ(t)U(t , 0)Oˆ(0)U(0,−∞)〉0 . (2.11)
Under 〈. . .〉0 it is implied that the time-evolution is according to the free system. There-
fore, index I is dropped. A rearrangement of operators under the time-ordering operator
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leads to
〈T Oˆ(t)Oˆ(0)〉 = 〈T U(∞)Oˆ(t)Oˆ(0)〉0〈U(∞)〉0
, (2.12)
where we introduce U(∞) = U(∞,−∞). The expansion of U(∞) in terms of HC in this
equation is the starting point for diagrammatics. It leads to correlators with different
numbers of operators Oˆ and Xˆ . A crucial assumption for diagrammatics is that Wick’s
theorem is true for the operators involved. Wick’s theorem allows us to write higher-order
correlators as sums of products of two-time correlators. This involves that expectation
values of odd numbers of operators are assumed to be zero. Wick’s theorem is true
for fermionic and bosonic field operators as they appear in standard diagrammatics. If
we assume the bath to be bosonic it is also clear that it is true for operator Xˆ . The
validity of Wick’s theorem for Oˆ is a non-trivial assumption and is discussed in detail
in chapter 5. Since we require a bosonic behavior of Oˆ under time-ordering we assume
a bosonic Wick’s theorem to hold, which means that all terms have a positive sign. For
operator Oˆ this means that we repeatedly apply
〈T Oˆ(t1)Oˆ(t2) . . . Oˆ(tn−1)Oˆ(tn)〉0
= 〈T Oˆ(t1)Oˆ(t2)〉0〈T Oˆ(t3) . . . Oˆ(tn−1)Oˆ(tn)〉0
+ 〈T Oˆ(t1)Oˆ(t3)〉0〈T Oˆ(t2) . . . Oˆ(tn−1)Oˆ(tn)〉0
+ . . .+ 〈T Oˆ(t1)Oˆ(tn)〉0〈T Oˆ(t2) . . . Oˆ(tn−1)〉0 , (2.13)
to represent higher-order correlators in terms of two-time correlators. To obtain an
overview of the occurring terms, diagrammatic rules are introduced to represent terms
with diagrams. Two-time correlators of operator Oˆ are represented by a straight line
and correlators of Xˆ are represented by a sinusoidal line. The vertices, where lines are
connected, represent points in time. Internal vertices involve an integration over time.
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For example a diagram of the form
(2.14)
represents terms like
∞∫
−∞
dta
∞∫
−∞
dtb 〈T Oˆ(t1)Oˆ(ta)〉0 〈T Xˆ (ta)Xˆ (tb)〉0 〈T Oˆ(tb)Oˆ(t2)〉0 . (2.15)
While representing terms with diagrams, it is important to keep track of how often such
kinds of terms appear in the equation.
In 〈T U(∞)Oˆ(t)Oˆ(0)〉0 a lot of different diagrams appear. Including terms where a dia-
gram like the above is multiplied with a ’ring-like’ structure consisting only of internal
vertices. These kinds of terms are called disconnected diagrams. In standard diagram-
matics, they are canceled by 〈U(∞)〉0, which are called vacuum diagrams. The vacuum
diagrams contain all possible diagrams without external vertices. That the vacuum di-
agrams cancel all disconnected diagrams in the context of the diagrammatics presented
in this section is shown explicitly in Appendix A. The diagrammatics introduced here is
the basis for the work presented in chapter 5.
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3. Density matrix of a perturbed
analog quantum simulator
The density matrix captures the information about the state of an open
system and can be used to calculate, e.g., expectation values. In this chap-
ter, we study the properties of the reduced density matrix of a perturbed
system to understand the impact of the perturbation on the properties of
the system. The perturbed system is assumed to be coupled weakly to a
further bath that leads to relaxation to thermal equilibrium. The results
can be used to understand the influence of additional degrees of freedom on
an analog quantum simulator in thermal equilibrium. In previous work an
equation of motion for the reduced density matrix has been derived using
an expansion in the coupling Hamiltonian [46] and its properties were ana-
lyzed using a transformation to Laplace space. We found, that the impact
of the perturbation, on one hand, is a renormalization of the energies. On
the other hand, we studied under which condition a change of the eigenbasis
occurs. The derivation of this equation is recapitulated at the beginning of
this chapter. Beyond that, we present a solution of the equation of motion
in Laplace space that leads to a general expression for the reduced density
matrix depending on the bath self energy. With this, it is possible to study
the influence of the environmental degrees of freedom on the eigenbasis of
the system explicitly. As an example, we discuss the influence of bosonic
degrees of freedom on a six qubit system. Herewith, we show that the ex-
ternal degrees of freedom can have a significant influence on the state of the
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simulator and, hence, on its reliability. The work presented in this chapter
is based on the publication [VI].
3.1. Introduction
In this chapter, we consider an analog quantum simulator in thermal equilibrium as
shown in Fig. 2.2. The Hamiltonian of the simulator HS is coupled to the external
degrees of freedom (HB) via HC ,
H = HS + λBHC + HB , (3.1)
with λB = 1. We state the theory in case of a simple coupling Hamiltonian. The
system is coupled via operator Oˆ to bosonic modes of frequency ωj with creation and
annihilation operators b(†)j ,
HC = OˆXˆ , with Xˆ =
∑
j
qj =
∑
j
tj (b†j + bj ) . (3.2)
A generalization is the issue of Sec. 3.2.2.
We are interested in the influence of the external degrees of freedom on the density matrix
of the simulator to study the reliability of analog quantum simulations. Without coupling
to external degrees of freedom the density matrix is the equilibrium density matrix of the
Hamiltonian describing the simulator, ρS = e−βHS/Tr(e−βHS ). Using a diagrammatic
technique we calculate the reduced density matrix of the simulator ρ˜S = TrB(ρ), with
ρ = e−βH/Tr(e−βH ), to compare it with ρS . With this, we study the reliability of
analog quantum simulators or adiabatic quantum computations in thermal equilibrium.
Perturbations in adiabatic quantum computations have already been examined [47–49].
The reduced density matrix of classical and quantum systems has been analyzed using
similar approaches to this work [30, 36].
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The diagrammatic expansion for ρ˜S presented in Ref. [46] is outlined in Sec. 3.2. The
result of this expansion is an equation of motion for the reduced density matrix. In
Sec. 3.3 we solve this equation in Laplace space. Lowest order results are examined in
Sec. 3.4. Exemplary, we apply this results to a six qubit system.
3.2. Diagrammatic expansion
Using a transformation to the interaction picture with
S0(τ) = e−τ(HS+HB ) (3.3)
we define the time evolution operator in the interaction picture
S(τ) = T exp
− τ∫
0
dτ ′ HC ,I (τ ′)
 . (3.4)
The reduced density matrix can be expressed using this time evolution operator.
ρ˜S = TrB
(
1
Tr(e−βH )
e−βH
)
= TrB
(
1
Tr(e−βH )
e−β(HS+HB ) · S(β)
)
. (3.5)
A similar approach based on the introduction of S(β) has been presented by Deng et
al. [30]. In contrast to our work, they perform a perturbation expansion in lowest order
in HC . Introducing the partition function Z = Tr(e−βH ), and the partition functions of
system ZS and bath ZB accordingly, the reduced density matrix is given by,
ρ˜S = ρS
ZSZB
Z
TrB (ρBS(β)) . (3.6)
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With this, we have an expression for the reduced density matrix of the perturbed system
in terms of the density matrix ρS of the ideal system (λB = 0). The influence of the
coupling to the external degrees of freedom is captured by the bath expectation value of
S(β). The ideal expectation value of S(β) are the so-called vacuum diagrams 〈S(β)〉0.
They correspond to the fraction of partition functions,
〈S(β)〉0 = Tr (ρSρBS(β)) =
Z
ZSZB
. (3.7)
Herewith, the reduced density matrix only depends on two quantities, the ideal density
matrix and expectation values of the time evolution operator of the coupling Hamilto-
nian,
ρ˜S =
1
〈S(β)〉0
ρS 〈S(β)〉B . (3.8)
We study the properties of this reduced density matrix approximately using an expansion
of the time evolution operator S(β) in orders of the coupling Hamiltonian,
S(β) ≈ 1−
β∫
0
HC (τ)dτ︸ ︷︷ ︸
TrB⇒0
+
β∫
0
dτ1
τ1∫
0
dτ2HC (τ1)HC (τ2) + . . . . (3.9)
In the expectation value contributions only arise from terms of even order in the coupling
Hamiltonian. 〈HC 〉B = 0 holds because a fitting constant can always be added to the
Hamiltonian.
Looking at the expansion for one matrix element of the reduced density matrix allows
us to define diagrammatic rules. With diagrammatic techniques it is possible to study
higher order terms. We denote the eigenstates and eigenenergies of the system by
HS |s〉 = Es |s〉 . (3.10)
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With this, the lowest order terms for the expansion of a matrix element reads,
〈s ′|ρ˜S |s〉 ≈ 1ZS 〈S(β)〉0
e−(β−0)Es′ δs,s′
+
1
ZS 〈S(β)〉0
β∫
0
dτ1
τ1∫
0
dτ2
∑
s¯,j
e−(β−τ1)Es′ 〈s ′|Oˆ |s¯〉
· e−(τ1−τ2)Es¯ 〈s¯|Oˆ |s〉 e−(τ2−0)Es 〈qj (τ1)qj (τ2)〉B
+O(H 4C ) , (3.11)
where we assume bath modes to be independent, 〈qj (τ1)qk(τ2)〉 = 0 for j 6= k .
The prefactor 1/ZS 〈S(β)〉0 is not included in the diagrammatic calculations since the re-
sulting density matrix can be normalized afterward. Therefore, we introduce the unnor-
malized reduced density matrix ρ˜(u)S ,
ρ˜
(u)
S = ZS 〈S 〉0 ρ˜S . (3.12)
In a diagram the imaginary time runs form right to left. Usually, a diagram starts at
τ = 0 and ends on the left with β. We use a bold straight line as the diagrammatic rep-
resentation for ρ˜(u)S . Straight lines are used to picture free propagations e
−(τleft−τright )HS .
A dashed line indicates a bath correlator
∑
j 〈qj (τleft)qj (τright)〉B and corresponds to two
operators Oˆ . The diagram depicts the order of all operators. One of the two operators
Oˆ is placed at each end of the dashed line. Every full vertex, where straight lines and
dashed lines come together, is associated with an integration of τn ,
∫ τn−1
0
dτn , where τn is
varied between zero and the time τn−1 left of τn . With this integrals, the time-ordering
in Eq. (3.9) is given implicitly. In the case of a diagram that does not start at τ = 0,
the limits of integration have to be chosen accordingly.
Using these diagrammatic rules, the expansion for the unnormalized reduced density
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matrix (cf. Eq. (3.11)) is depicted by
= + +
+ + . . . .
(3.13)
Higher order diagrams can be summed up using a Dyson equation
= + Σ , (3.14)
where the self energy is given by
Σ = + + . . .
(3.15)
The Dyson equation reads
ρ˜
(u)
S (β) = e
−βHS +
β∫
0
dτ1
τ1∫
0
dτ2e−(β−τ1)HSΣ(τ1 − τ2)ρ˜(u)S (τ2) , (3.16)
where the self energy in lowest order is given by
Σ(1)(τl − τr) =
∑
s¯,j
Oˆ |s¯〉 e−(τl−τr )Es¯ 〈s¯| Oˆ 〈qj (τl)qj (τr)〉B . (3.17)
Introducing the spectral density S (ω) of the bath modes,
∑
j
〈qj (τ1)qj (τ2)〉B =
∫
dω
2pi
S (ω)e−ω(τ1−τ2) , (3.18)
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the self energy reads
Σ(1)(τl − τr) =
∫
dω
2pi
∑
s¯
Oˆ |s¯〉 e−(τl−τr )Es¯ 〈s¯| Oˆ S (ω)e−ω(τl−τr ) . (3.19)
The derivative of Eq. (3.16) with respect to β yields an equation of motion for the
unnormalized reduced density matrix
∂
∂β
ρ˜
(u)
S (β) = −HS ρ˜(u)S (β) +
β∫
0
dτ2 Σ(β − τ2)ρ˜(u)S (τ2) . (3.20)
This equation resembles the well-known master equation. In this case, time is replaced
by the inverse temperature β. Furthermore, the self energy is not a superoperator.
Solving Eq. (3.20) and normalizing with
TrS ρ˜S = 1 , (3.21)
results in an approximation for the reduced density matrix ρ˜S .
3.2.1. Truncation of the series for ρ˜(u)S
In [46] the truncation of the series for the self energy is examined. However, we present
here the numerical investigation of the convergence of the series for the reduced density
matrix and for the self energy as presented in Ref. [VI]. For this purpose, we focus on
the diagrams of first and second order in HC ,
I:
II: , III: . (3.22)
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To study the behavior of the diagrams we set the matrix elements of Oˆ and the expo-
nential function of the free propagations to unity and focus on the limit β → ∞. The
resulting dominating terms are the following,
I ∝
∫
dω1
2pi
β
S (ω1)
ω1
(3.23)
II ∝
∫∫
dω1
2pi
dω2
2pi
β
S (ω1)S (ω2)
ω21ω2 + ω1ω
2
2
(3.24)
III ∝
∫∫
dω1
2pi
dω2
2pi
β2
S (ω1)S (ω2)
2ω1ω2
. (3.25)
We consider an ohmic spectrum with Lorentzian cutoff at frequency ωc,
S (ω) =
ηω
(1− e−βω)(1 + (ω/ωc)2) , (3.26)
with coupling strength η. Introducing the dimensionless parameter ν1/2 = ω/ωc, and the
dimensionless spectral density S˜ (ν) = S(νωc)/ηωc, the behavior of the diagrams reads,
I ∝ ηβωc
∫
dν1
2pi
S˜ (ν1)
ν1
(3.27)
II ∝ η2βωc
∫∫
dν1
2pi
dν2
2pi
S˜ (ν1)S˜ (ν2)
ν21ν2 + ν1ν
2
2
(3.28)
III ∝ η2β2ω2c
∫∫
dν1
2pi
dν2
2pi
S˜ (ν1)S˜ (ν2)
2ν1ν2
. (3.29)
Fig. 3.1 displays a numerical calculation for diagrams II and III, where we consider
all orders in β. For η  1 diagram II is neglectable in comparison to the first order
diagram I. Whereas, the separable diagram III is only neglectable to I if,
ηβωc  1 . (3.30)
This shows that non-separable diagrams can be neglected. However, it is necessary,
to sum up separable diagrams within the self energy, especially in the limit β → ∞.
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Figure 3.1.: The graphs show the β dependence of diagrams II and III (for η = 1).
Reprinted with permission of Ref. [VI]. Copyright (2016) by the American Physical
Society.
The similarity of the diagrams of the self energy to the diagrams of the reduced density
matrix allows us to transfer the results to this case. With this, we see,
Σ = ∝ I + ∝ II + ∝ II +
. . . , (3.31)
that a truncation of the series for the self energy for η < 1 is justified.
3.2.2. Generalization of HC
As indicated in Sec. 2.1 it is possible to generalize the coupling Hamiltonian, used
to derive the equation of motion for the reduced density matrix, to a more realistic
case. Each element of the simulator, e.g. qubits or resonators, could be coupled to an
individual bath,
HC =
N∑
i=1
Oˆ iXˆ i =
∑
i
hi with Xˆ i =
∑
j
q (i)j , (3.32)
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where the baths are independent
〈q (i)j (τ1)q (k)j (τ2)〉B = 0 for i 6= k . (3.33)
If the properties of the baths are identical,
〈q (i)j (τ1)q (i)j (τ2)〉B = 〈q
(k)
j (τ1)q
(k)
j (τ2)〉B , (3.34)
the lowest order of the self energy is formed by the sum of the self energies for coupling
operators hi ,
Σ(1) =
∑
i
Σ
(1)
i , (3.35)
as outlined in Ref. [46].
For the diagrammatic expansion, we assumed the bath modes to be bosonic. In the
case of superconducting qubits, fermionic perturbations are possible [34, 35], which
could also be covered by this theory. Under the assumption that only equivalent pairs
of annihilation and creation operators are chosen [50], the results of this work directly
apply using the spectral function of the bath as given in Eq. (20) in Ref. [51]. To consider
a fermionic bath in more generality, the contraction rules for the bath correlators have
to take into account the appropriate sign change [52].
3.3. General solution
Solving Eq. (3.20) results in an approximation for the reduced density matrix of the
perturbed quantum simulator. This equation of motion for the reduced density matrix
appears to have some similarity to master equations. Lowest order results are usually
obtained within the Markov approximation in standard master equation calculations [53].
In case of an ohmic spectral density, the bath correlator in imaginary time is not an
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exponentially decaying function. Since it has peaks at τ = 0 and τ = β, a Markov
approximation is not applicable. Therefore, we solve the equation in Laplace space
to study the lowest order results. The convolution integral in Eq. (3.20) indicates a
transformation to Laplace space with
ρ˜
(u)
S () =
∞∫
0
ρ˜
(u)
S (τ) e
−τ dτ , with  ∈ C . (3.36)
The equation of motion for the unnormalized reduced density matrix (Eq. (3.20)) trans-
forms to
ρ˜
(u)
S ()− ρ˜(u)S (τ = 0) = (−HS + Σ()) ρ˜(u)S () . (3.37)
With this, the unnormalized reduced density matrix is given by
ρ˜
(u)
S () = (+ HS − Σ())−1 ρ˜(u)S (τ = 0) . (3.38)
Since the imaginary time τ represents the inverse temperature, τ = 0 corresponds to an
infinitely high temperature. Therefore, the assumption ρ˜(u)S (τ = 0) ∝ 1 is justified. A
physically reasonable solution for the reduced density matrix has to be hermitian. For
the density matrix in Laplace space this means(
ρ˜
(u)
S ()
)†
= ρ˜
(u)
S (
∗) . (3.39)
In order to fulfill this condition with Eq. (3.38) we find the following requirements
1) Σ†() = Σ(∗)⇒ Σ†(τ) = Σ(τ) (3.40)
2) [ρ˜
(u)
S (),−HS + Σ()] = 0 . (3.41)
The first requirement is achieved, since the full self energy is hermitian. With the
assumption ρ˜(u)S (τ = 0) ∝ 1 the second requirement is also fulfilled.
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Eq. (3.38) was derived and analyzed in Ref. [46]. Beyond this, we present the calculation
of the inverse Laplace transform to find the reduced density matrix ρ˜(u)S as presented in
Ref. [VI] using the residue theorem. The inverse Laplace transform reads
ρ˜
(u)
S (τ) =
1
2pii
κ+i∞∫
κ−i∞
ρ˜
(u)
S () e
τ d . (3.42)
With the residue theorem a calculation of this integral is possible, where κ ∈ R is in the
region of convergence of ρ˜(u)S (). The integration contour is closed counterclockwise with
a semicircle with infinite radius. The additional integration path gives no contribution
since the reduced density matrix can be approximated with a rational function on this
contour. With this, all singularities of ρ˜(u)S () are enclosed. The reduced density matrix
is given by a sum over all isolated singularities i ,
ρ˜
(u)
S (τ) =
∑
i
Resi
(
eτρ˜(u)S ()
)
. (3.43)
The reduced density matrix in Laplace space is given by the inverse of  + HS − Σ().
Writing the inverse matrix with determinant and adjugate matrix
ρ˜
(u)
S () =
1
det (+ HS − Σ()) adj (+ HS − Σ()) , (3.44)
allows us to identify the singularities. On one hand, the roots of the determinate are
singularities of ρ˜(u)S (). On the other hand, the adjugate matrix has singularities at the
singularities of the self energy Σ(), since the components of the adjugate matrix are
multiplications of  + HS − Σ(). The latter are canceled because they also appear in
the determinant. Therefore, only the roots of the determinant contribute in Eq. (3.43).
Assuming these singularities to be simple poles, the reduced density matrix reads
ρ˜
(u)
S (τ) =
∑
i
e−τE
re
i
adj (−E rei + HS − Σ(−E rei ))∏
j 6=i(E
re
j − E rei )
, (3.45)
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where the renormalized energies E rei are the roots of the determinant. For small self
energy, so in the limit of small effect of the external degrees of freedom, the roots of the
determinant are approximately given by
s = −Es + Σss(−Es) , (3.46)
so that the renormalized energy is E res = Es − Σss(−Es). The renormalized energies
can also be determined by numerical calculations. For larger coupling to the external
degrees of freedom, where the self energy has a significant dependence on the energy,
the determinant may have more roots than the dimension of HS .
In comparison to an equilibrium density matrix, we recognize that the exponential factors
remain, but with renormalized energies,
(ρ˜S (β))ss′ =
∑
n
f ss
′
n (β)e
−βEren . (3.47)
The factors f ss′n (β) describe the change of the eigenbasis depending on the coupling
strength η. For η → 0 the matrix will be diagonal in the eigenbasis of HS , but for infinite
coupling strength, the density matrix will commute with HC [37, 38]. Calculating the
self energy for specific model systems, it is possible to study the influence of external
degrees of freedom by analyzing Eq. (3.45).
In case of an arbitrary two dimensional system with non-degenerate eigenenergies we
can write down the reduced density matrix explicitly,
ρ˜
(u)
S (β) ∝e−βE
re
1 ·
(
E2 − E re1 − Σ22(−E re1 ) Σ21(−E re1 )
Σ12(−E re1 ) E1 − E re1 − Σ11(−E re1 )
)
− e−βEre2 ·
(
E2 − E re2 − Σ22(−E re2 ) Σ21(−E re2 )
Σ12(−E re2 ) E1 − E re2 − Σ11(−E re2 )
)
. (3.48)
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This illustrates the renormalization of the energies and the change of the eigenbasis
depending on the self energy.
3.4. Lowest order results
The expression for the reduced density matrix (Eq. (3.45)) depends on the self energy
in Laplace space. In this section, we analyze this equation in lowest order of the self
energy, so we truncate the series for the self energy after the first term,
Σ(1)() =
∫
dω
2pi
∑
s¯
Oˆ |s¯〉 〈s¯| Oˆ S (ω)
Es¯ + + ω
. (3.49)
This expression is the analytical continuation of the result for Re(Es¯ + + ω) > 0.
Since this term is hermitian the condition for a hermitian density matrix (Eq. (3.40))
is satisfied. We will assume an ohmic spectral density with Lorentzian cutoff ωc and
coupling strength η (Eq. (3.26)).
To calculate the self energy in lowest order, the following integral has to be evaluated,
I (Es , ) =
+∞∫
−∞
dω
2pi
1
Es + + ω
ω
1− e−βω
η
1 + (ω/ωc)2
. (3.50)
Using the residue theorem, we find
I (Es) =− i + Es
1− eβ(+Es)
η
1 + (+Es)2/ω2c
Θ1/2(− Im())
+ i
ω2cη
2
1
Es + + iωc
1
1− e−iβωc −
∞∑
n=1
νnη
β
1
Es + + iνn
1
1− (νn/ωc)2 , (3.51)
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where ωc 6= νn and  /∈ {−Es−iωc,−Es−iνn} with n ∈ N and the Matusbara frequencies
νn = 2pin/β. We have introduced Θ1/2(x ), which represents the the step function, with
value 1/2 at x = 0.
Using the appropriate operator Oˆ we can evaluate Σ(1)() and with this calculate ρ˜(u)S (β)
according to Eq. (3.45). In the following subsections, we apply this to two qubit model
systems. On one hand, we study the influence of external degrees of freedom on a mea-
surable quantity, in this case, an equilibrium expectation value. On the other hand,
we illustrate the influence of external degrees of freedom on specific matrix elements of
the density matrix. With this, we show that key quantum properties, such as entangle-
ment and coherence, can be affected by the external degrees of freedom even in thermal
equilibrium.
3.4.1. Model system - one qubit
We examine a toy model of a two-level system disturbed by a bosonic environment
HS =
1
2
∆E σz HB =
∑
i
ωib†i bi Oˆ = σx + σz , (3.52)
to illustrate the influence of external degrees of freedom on measurable quantities. The
first-order self energy is a two by two matrix,
Σ(1)() =
(
I (−∆E/2, ) + I (∆E/2, ) −I (−∆E/2, ) + I (∆E/2, )
−I (−∆E/2, ) + I (∆E/2, ) I (−∆E/2, ) + I (∆E/2, )
)
. (3.53)
Evaluating I (∆E/2, ) with Eq. (3.51) allows us to calculate the reduced density matrix
of the perturbed system with Eq. (3.48). Fig. 3.2 displays the equilibrium expectation
value of σx . It decreases with increasing coupling strength η. With this, we see that
in thermal equilibrium external degrees of freedom can affect the state of the system so
that measurable quantities change significantly.
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Figure 3.2.: The expectation value of σx is plotted as a function of the coupling strength
η. Values of further parameters are ∆E = 1, ωc = 10. Reprinted with permission of
Ref. [VI]. Copyright (2016) by the American Physical Society.
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Figure 3.3.: This sketch indicates the qubit pairs with non-zero Ising interaction.
Reprinted with permission of Ref. [VI]. Copyright (2016) by the American Physi-
cal Society.
3.4.2. Model system - six qubits
Now we focus on a more complex model system of six qubits. It is similar to the eight
qubit unit cell of the quantum annealing processor presented by Lanting et al. [54],
HS = 
∑
i<j
Jij ξ
(i ,j )
1 σ
(i)
z σ
(j )
z −
1
2
∆
∑
i
ξ
(i)
2 σ
(i)
x . (3.54)
The Ising interaction Jij is present for some qubit pairs as indicated in Fig. 3.3. We
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introduce Gaussian random numbers ξ1/2 with mean value 1 to avoid degeneracy. Oth-
erwise, this would complicate the calculation of residues, and Eq. (3.45) could not be
used.
All qubits are coupled to individual, but identical bosonic baths (Eqs. (3.33), (3.34))
with an ohmic spectral density (Eq. (3.26)),
HB =
∑
i ,k
ωk b
†(i)
k b
(i)
k HC =
∑
i
σ(i)z
∑
k
f (i)k (b
†(i)
k + b
(i)
k ) . (3.55)
We derived the equation for the reduced density matrix based on a simple coupling
Hamiltonian. In section 3.2.2, we showed how the results can be generalized to this kind
of coupling Hamiltonian. To perform the numerical simulation for the reduced density
matrix it is necessary to calculate the adjugate matrix. A significant improvement for
this calculation can be obtained by using matrix decompositions [55].
The ground state of the six-qubit system described by HS is, for the chosen set of param-
eters, approximately the highly entangled Greenberger-Horne-Zeilinger (GHZ) state [56]
of six qubits
|ψo〉 ≈ 1√
2
(|↑↑ . . .〉+ |↓↓ . . .〉) . (3.56)
The entanglement of this state is expressed by matrix element 〈↑↑ . . . |ρGHZ | ↓↓ . . .〉 of
the density matrix. We study this matrix element, depending on the coupling strength
η, to show that external degrees of freedom can reduce the entanglement. The results
are shown in Fig. 3.4. We see that the matrix element is smaller for higher temper-
atures. This is due to the fact, that with increasing temperature a state similar to
1√
2
(|↑↑ . . .〉 − |↓↓ . . .〉) gets populated. Since each qubit is coupled individually to exter-
nal degrees of freedom via σ(i)z , the density matrices of the qubits will be diagonal in the
eigenbasis of σ(i)z when the coupling is infinitely large. So with increasing η, the reduced
density matrix will advance toward a product state. This is the reason for the decay of
43
3. Density matrix of a perturbed analog quantum simulator
0 0.2 0.4
0.02
0.04
0.06
η
〈↑
↑.
..
|ρ˜ S
|↓
↓.
..
〉
β = 5✱ s❡t ✶
β = 5✱ s❡t ✷
β = 10✱ s❡t ✶
β = 10✱ s❡t ✷
Figure 3.4.: We show the matrix element 〈↑↑ . . . |ρ˜S | ↓↓ . . .〉 as function of the coupling
strength η. The matrix element decreases strongly with increasing η. This graph
displays exemplary results for two sets of random variables ξ(i ,j )1 , ξ
(i)
2 (Gaussian random
numbers with mean value 1 and variance 0.2 / 0.1) for two temperatures. Further
parameters are  = 0.5; ∆ = 3; ωc = 15; Jij = −3.01 for the connections shown in
Fig. 3.3, otherwise Jij = 0. Reprinted with permission of Ref. [VI]. Copyright (2016)
by the American Physical Society.
the matrix element 〈↑↑ . . . |ρ˜S | ↓↓ . . .〉. So the coupling to external degrees of freedom
results in a decreasing quantum coherence.
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analog quantum simulator by
additional measurements
The reliability of a quantum simulator is a fundamental obstacle on the
way to useful simulations. In this chapter, we present a possibility to de-
termine on which timescale a quantum simulation is reliable. We study a
quantum system in presence of external degrees of freedom with a known
spectral density. These environmental degrees of freedom cause a perturba-
tion of the quantum system that builds the simulator. With advancing time
the influence of the external degrees of freedom on the state of the system,
and hence on the result of the simulation, is expected to increase. Since
an interesting quantum problem cannot be simulated or verified by classi-
cal computations, it is challenging to find out whether the influence of the
external degrees of freedom substantially alters the state of the simulator.
Without a possibility to verify the results, quantum simulation cannot be
used to solve problems that are classically intractable. We study the effect
of perturbations on the result of the simulation in lowest order. This allows
us to derive a simple protocol to verify the reliability of a quantum simulator
that is subject to small noise. This method is based on additional measure-
ments on the simulator. Here, we assume the result of the simulation to be
a time-dependent expectation value. As an example, we consider a two-level
system coupled to a bosonic environment. This work had been presented
before in Ref. [V].
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4.1. Introduction
In this chapter, we study a perturbed analog quantum simulator as illustrated in Fig. 2.1.
Though, we allow the system Hamiltonian HS , which describes the quantum simulator,
to be time dependent,
H (t) = HS (t) + HB + λBHC , (4.1)
where λB = 1 describes the full system with coupling via operator Oˆ (HC = OˆXˆ ) to
the environment described by HB . The properties of the bath are described by the bath
correlation function 〈Xˆ (t)Xˆ (0)〉0, where Xˆ is an operator of the bath. The result of
the simulation is an expectation value 〈Aˆ(t)〉0. Since the system Hamiltonian is time-
dependent the case of digital quantum simulation, where a time-evolution is realized by
applying gates, is also covered by this theory.
We perform a perturbation expansion of the expectation value on Keldysh contour [52]
and focus on the lowest order (see Sec. 4.2). From this, we develop a protocol to estimate
the effect of the perturbation on 〈Aˆ(t)〉0 and thereby the error in the simulation. This
protocol is based on a self-consistent verification and requires additional measurements
on the simulator, and knowledge of some properties of the bath. Since there are many
possibilities to measure the bath correlator [42, 57], we assume a certain knowledge
about the bath. The protocol is presented in Sec. 4.3. In Sec. 4.4 we give a simplified
version of the self-consistent equation that demands only a rough knowledge of the bath.
Our method is based on a consideration in lowest order of the coupling to the bath. In
other works in the fields of quantum simulation and quantum computation, lowest order
expansions are also used to cope with errors [24, 25]. Using our protocol, it is possible to
determine the time-scale on which the error is small. This time-scales are discussed in
Sec. 4.5. In Sec. 4.6 we apply our method to a toy model of a two-level system coupled
to a bosonic bath. With this, we illustrate how the protocol verifies or rejects results of
a simulation. Furthermore, we discuss the impact of higher order terms. To introduce
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the protocol we use a simple coupling Hamiltonian. In Sec. 4.7 we discuss the case of
multiple baths and also the case where the perturbation arises due to disorder in the
system Hamiltonian.
4.2. Diagrammatic expansion
In this work, we study the influence of external degrees of freedom on the expectation
value 〈Aˆ(t)〉0. The perturbed expectation value of operator Aˆ is given by,
〈Aˆ(t)〉 = Tr
[
ρ0U1(t0, t)AˆU1(t , t0)
]
= Tr
[
ρ0U(t0, t)AˆI (t)U(t , t0)
]
. (4.2)
The time evolution operators are defined according to Sec. 2.3. With U1(t , t0) we denote
the time evolution of the full system,
UλB (t , t0) = T exp
(
−i
∫ t
t0
dt ′H (t ′)
)
, (4.3)
with time-ordering operator T (t > t0). Whereas, U0(t , t0) describes the time evolution
of the ideal system. Index I denots the interaction picture BˆI (t) = U0(t0, t)BˆU0(t , t0).
And U(t , t0) is the time evolution operator in the interaction picture,
U(t , t0) = T exp
(
−i
∫ t
t0
dt ′HC ,I (t ′)
)
. (4.4)
We perform an expansion of Eq. (4.2) in orders of the coupling Hamiltonian HC . An
expansion on Keldysh contour (see Sec. 2.4) allows us to show the terms up to fourth
47
4. Estimating the error of a perturbed analog quantum simulator
order in HC ,
〈Aˆ(t)〉 = + + + + + + + +
+ + + + + + + +
+ + + + + . . . . (4.5)
In this diagrams, straight lines denote the ideal time evolution (U0), whereby the upper
line represents the forward time evolution and the lower line the backward time evolution.
Orders of HC are pictured by the black dots, where we consider explicit time sorting.
The position of operator Aˆ at time t is not displayed explicitly. Based on the assumption
〈HC 〉 = 0, which is justified since appropriate terms can be added to the Hamiltonian,
odd orders in HC vanish. Zeroth order in HC represents the ideal result Tr
[
ρ0AˆI (t)
]
=
〈Aˆ(t)〉0, where the index 0 implies that the appropriate time evolution operator is UλB=0.
Up to second order we find,
〈Aˆ(t)〉 ≈ Tr
[
ρ0AˆI (t)
]
+
t∫
t0
dt1
t1∫
t0
dt2 C2(t , t1, t2) , (4.6)
The lowest-order correction C2(t , t1, t2) is given by
C2(t , t1, t2) = 〈Oˆ(t1)Aˆ(t)Oˆ(t2)〉0 〈Xˆ (t1)Xˆ (t2)〉0
+ 〈Oˆ(t2)Aˆ(t)Oˆ(t1)〉0 〈Xˆ (t2)Xˆ (t1)〉0
− 〈Oˆ(t2)Oˆ(t1)Aˆ(t)〉0 〈Xˆ (t2)Xˆ (t1)〉0
− 〈Aˆ(t)Oˆ(t1)Oˆ(t2)〉0 〈Xˆ (t1)Xˆ (t2)〉0 , (4.7)
in the case of the simple but general form of the coupling Hamiltonian HC = OˆXˆ . If the
influence of the external degrees of freedom is perturbative, this lowest-order correction
is a measure for the induced error.
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4.3. Protocol to estimate errors
In this section, we explain how the lowest order correction C2 can be used to estimate
the error induced by the external degrees of freedom. To evaluate C2 the noise correlator
〈Xˆ (t1)Xˆ (t2)〉0 has to be known approximately. The noise correlator can be determined
using calibration methods or by theoretical estimations.
We present a protocol to examine the difference between the measurement result 〈Aˆ(t)〉
and the ideal value 〈Aˆ(t)〉0 in a self-consistent manner.
1. Measurement: The expectation value 〈Aˆ(t)〉 and the three-time correlators like
〈Oˆ(t1)Aˆ(t)Oˆ(t2)〉 that appear in Eq. (4.7) have to be measured. The result of this
measurements are quantities of the perturbed system.
2. Assume small perturbation: Assuming that the perturbation is small allows us to
use the measured quantities as ideal values 〈Aˆ(t)〉 ≈ 〈Aˆ(t)〉0, 〈Oˆ(t1)Aˆ(t)Oˆ(t2)〉 ≈
〈Oˆ(t1)Aˆ(t)Oˆ(t2)〉0, etc.. This assumption will be verified self-consistently in the
next step.
3. Verify the assumption: With this perturbed values we calculate C2. If the as-
sumptions in point 2 are valid the value of C2 is small in comparison to the expec-
tation value, ∣∣∣∣∣∣
t∫
t0
dt1
t1∫
t0
dt2 C2(t , t1, t2)
∣∣∣∣∣∣
∣∣∣〈Aˆ(t)〉∣∣∣ . (4.8)
In the case that Eq. (4.8) is fulfilled, the initial assumption was correct. This means,
that the influence of the external degrees of freedom is actually small and the simulation
is reliable. If Eq. (4.8) is not true, the assumptions in the second step of the protocol
are not valid. Therefore, it is not possible to make a statement about the reliability of
the simulator with this protocol.
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As part of this protocol, it is necessary to measure correlators of three times of the form
〈Oˆ(t1)Aˆ(t)Oˆ(t2)〉. With only one ancilla qubit it is possible to measure two-time corre-
lators [58–60]. These techniques can be generalized to measure three-time correlators.
In the next section, we describe a simplified version of the protocol that only requires
the measurement of correlators of one time and less precise knowledge of the bath.
4.4. Simplified condition
Decoherence in quantum systems is usually described using the master equation ap-
proach. In this descriptions, the bath correlation functions are often represented by
sums of exponential functions. When the effect of the bath is small it is possible to
approximate the bath correlation function as a single exponential function,
〈Xˆ (t1)Xˆ (t2)〉0 ≈ λe−γ|t1−t2| . (4.9)
Here, we retain the function that has an effect on the longest timescales, so the function
with the smallest decay rate γ. With this we have,
t∫
t0
dt1
t1∫
t0
dt2 | 〈Xˆ (t1)Xˆ (t2)〉0 | ≈
λ
γ
(t − t0) , (4.10)
and find an upper bound for the lowest-order correction C2:∣∣∣∣∣∣
t∫
t0
dt1
t1∫
t0
dt2 C2(t , t1, t2)
∣∣∣∣∣∣ ≤λγ (t − t0)
(
2| 〈Oˆ(t)Aˆ(t)Oˆ(t)〉0 |
+ | 〈Aˆ(t)Oˆ(t)Oˆ(t)〉0 |
+| 〈Oˆ(t)Oˆ(t)Aˆ(t)〉0 |
)
. (4.11)
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With this, the self-consistent verification of the condition in Eq. (4.8) can be carried
out without the measurement of three-time correlators. Furthermore, only a rough
knowledge of the decay behavior of the bath is necessary to find out whether the effect
of the bath affects the results of the simulation.
4.5. Short-time and long-time limit
If we assume that the effect of external degrees of freedom in an existing quantum
simulator is weak, it is clear that the results are reliable for short times. Unfortunately,
it is not clear how long a simulation can take before the reliability is affected. Using our
protocol it is possible to determine this timescale. This is illustrated in Sec. 4.6.1 on the
basis of a simple toy model. In this section, we examine the time-dependent convergence
behavior of the series. With this, we illustrate, that simulations are reliable on a certain
timescale and that the expansion usually diverges in the long-time limit. Furthermore,
we show that under specific conditions it is even possible that the corrections remain
small for all times. An example for this is given in Sec. 4.6.2. Either way, our protocol
shows if the simulation is reliable at a certain point in time.
The analysis of the convergence behavior of the series in Eq. (4.5) is carried out under
the assumptions that the bath is Markovian and that the bath correlator is described by
an exponential decay (see Eq. (4.9)). So we assume that the decay rate γ is the smallest
decay rate of the bath but is still large in comparison to the decay rates of the system.
In the following, we describe correlators like 〈Oˆ(t1)Aˆ(t)Oˆ(t2)〉0 that only contain op-
erators of the system with the term „system correlator“. We start with examining the
worst-case scenario, where the system correlators do not assist the convergence. We
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assume them to be constant in time (c1). This results in,
t∫
t0
dt1
t1∫
t0
dt2 〈Oˆ(t1)Aˆ(t)Oˆ(t2)〉0 〈X (t1)X (t2)〉0 = c1λ
t − t0
γ
+ c1λ
e−γ(t−t0) − 1
γ2
. (4.12)
All four terms in Eq. (4.7) show the same behavior with an appropriate constant ci .
We see that they increase with time. This reflects the fact, that the influence of the
external degrees of freedom grows with time. But even in this worst-case scenario,
there is a timescale where the corrections are small so that the simulation is reliable.
In the following, we perform the same analysis for the terms in fourth order. To do
this, we assume Wick’s theorem to hold for the bath operator Xˆ . This means, that
bath correlators can be described as products of two-time correlators (see Eq. (2.13)).
Exemplary, we focus on one term of the fourth order,
= + + . (4.13)
The sinusoidal lines correspond to two-time correlators of operator Xˆ . It is known from
standard master-equation calculations, that inseparable diagrams, like the last two in
this example, decay faster then separable diagrams if the bath correlator decays fast
(see Sec. 3.2.1). With this, we can assume that inseparable diagrams can be neglected
in comparison to lower orders. Therefore, we focus on the seperable diagram,
=
t∫
t0
dt1
t1∫
t0
dt2
t2∫
t0
dt3
t3∫
t0
dt4〈Xˆ (t1)X (t2)〉0〈Xˆ (t3)X (t4)〉0
× 〈Oˆ(t3)Oˆ(t1)Aˆ(t)Oˆ(t2)Oˆ(t4)〉0 ≈ cλ2
(t − t0)2
γ2
. (4.14)
In the limit t0 → −∞, the second order terms grow linear in time. We see here, that
the fourth order scales with (t− t0)2. Higher orders behave accordingly. The corrections
diverge for t0 → −∞. But on a short timescale, the series converges in this worst-case
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scenario.
It is possible that an advantageous behavior of the system correlators extend the time-
scale of convergence or even creates convergence of the series for all times. In the latter
case, the system correlators have to decay exponentially. With this, the simulator is
even reliable on all time scales.
4.6. Model systems
4.6.1. Single qubit with bosonic bath
In this section, we discuss a simple toy model to show that the use of the perturbed
system correlators within our self-consistent protocol is able to reveal that the simulation
is only reliable for short times. We discuss a very simple model of a single spin,
HS =
1
2
σz HB =
∑
i
ib†i bi HC = σx
∑
i
fi(b†i + bi) , (4.15)
where bosonic degrees of freedom, described by creation and annihilation operators b(†)i ,
form the bath. The external degrees of freedom are coupled to the spin via Oˆ = σx . The
full system is the so-called spin-boson model. A single qubit or spin is not an interesting
system for an actual quantum simulation, but for this system, it is possible to calculate
the perturbed correlators, as needed for the protocol.
When executing our protocol in experiment the perturbed system correlators are mea-
sured and used to calculate C2. In this example, we calculate the perturbed quantities
to perform the self-consistent verification in Eq. (4.8).
We assume the bosonic bath to have a flat spectral density. In this case, it is possible
to use the approximation in Eq. (4.9) for the correlator of the bath. The effect of the
external degrees of freedom is therefore captured in λ and γ. A similar approximation
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can also be used for more general situations in the long-time limit. Assuming that the
system correlators are approximately constant over a time γ−1 we find in the t0 → −∞,
t∫
t0
dt1
t1∫
t0
dt2 C2(t , t1, t2) ≈ 2λ
γ
t∫
t0
dt1
(
〈σx (t1)Aˆ(t)σx (t1)〉0 − 〈Aˆ(t)〉0
)
(4.16)
since σ2x = 1. We assume the error to be perturbative so that we can use the perturbed
system correlators to calculate C2,
t∫
t0
dt1
t1∫
t0
dt2 C2(t , t1, t2) ≈ 2λ
γ
t∫
t0
dt1
(
〈σx (t1)Aˆ(t)σx (t1)〉 − 〈Aˆ(t)〉
)
(4.17)
=
2λ
γ
t∫
t0
dt1
(
Tr
[
Πt1→t(σxΠt0→t1(ρ0)σx )Aˆ
]
−Tr
[
Πt0→t(ρ0)Aˆ
])
, (4.18)
where Πt1→t2(ρ) represents the time evolution of the spin-boson model. This result is
based on the quantum regression theorem. The time evolution of the density matrix
of the perturbed system can be found using master-equation calculations in the Born-
Markov approximation (see [61]),
Πt0→t(ρ) =
(
e−Γ(t−t0)ρ↑↑0 e−
i+Γ
2
(t−t0)ρ↑↓0
e
i−Γ
2
(t−t0)ρ↓↑0 1− e−Γ(t−t0)ρ↑↑0
)
, (4.19)
where Γ denotes the decay rate of the spin. ρ0 is the density matrix at time t0. We
assume the system to be prepared in a mixed state,
ρ0 =
(
a 0
0 1− a
)
. (4.20)
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In the limit t0 → −∞ we find
Π0t1→t(σxΠ
0
t0→t1(ρ0)σx )− Π0t0→t(ρ0) =
(
e−Γ(t−t1) 0
0 −e−Γ(t−t1)
)
. (4.21)
With this, we find the quantity C2 calculated using the perturbed system correlators
t∫
t0
dt1
t1∫
t0
dt2 C2(t , t1, t2) ≈ 2λ
γΓ
(A↓↓ − A↑↑) . (4.22)
A↑↑ and A↓↓ describe matrix elements of Aˆ. The transition rate of the spin Γ is induced
by the external degrees of freedom whose impact is characterized by λ and γ. Therefore,
we have Γ ≈ λ
γ
and thus the condition in Eq. (4.8) yields in the limit t0 → −∞
2|A↓↓ − A↑↑|  |A↓↓| . (4.23)
For example, in the case of Aˆ = σz we have shown that our protocol reveals the fact
that the simulation is not reliable in the long time limit. This example illustrates that
it is advantageous to apply the protocol to different operators Aˆ. This prevents us from
certifying reliability accidentally, because A↑↑ ≈ A↓↓. In this example, this happens for
Aˆ in the x -y-plane. It is possible to uncover this mistake with an operator that has a
significant contribution from σz .
4.6.2. Spin-boson model with additional bosonic bath
In this section, we look at a simulator for the spin-boson model perturbed by additional
bosonic degrees of freedom to show, that it is possible that the system correlators create
convergence in the long-time limit. Within the Born-Markov approximation (see [61]),
we can calculate the system correlators and show that they decay to a stationary value.
This decay of the system correlators creates the convergence. Once again, this is a toy
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model, since it is possible to solve the system Hamiltonian in this regime. But the setting
is similar to proposals [15, 62] of quantum simulators made of qubits and resonators.
The model is given by the following Hamiltonians,
HS =
1
2
σz +
∑
i
ωib†i bi + σx
∑
i
ti(b†i + bi) (4.24)
HB =
∑
i
ic†i ci (4.25)
HC = σx
∑
i
fi(c†i + ci) , (4.26)
where b(†)i and c
(†)
i are bosonic creation and annihilation operators. As in the preceding
section, we assume a flat spectral density for the bath and use Eq. (4.9) for the bath
correlators. The variables characterizing the effect of the external degrees of freedom
are λ and γ. Assuming that the system correlators do not vary over time γ−1 we can use
the results from the preceding section to calculate C2 in the long-time limit t0 → −∞,
t∫
t0
dt1
t1∫
t0
dt2 C2(t , t1, t2) ≈ 2λ
γ
t∫
t0
dt1
(
〈σx (t1)Aˆ(t)σx (t1)〉0 − 〈Aˆ(t)〉0
)
(4.27)
=
2λ
γ
t∫
t0
dt1
(
Tr
[
Π0t1→t(σxΠ
0
t0→t1(ρ0)σx )Aˆ
]
−Tr
[
Π0t0→t(ρ0)Aˆ
])
, (4.28)
where Π0t1→t2(ρ) is the time evolution of the density matrix of the spin-boson model
(λB = 0). It is given by Πt1→t2(ρ) from the previous section with Γ = Γ˜, where Γ˜ is
the spin decay rate of the spin-boson model without coupling to the external degrees
of freedom. With a preparation in a mixed state (Eq. (4.20)) we find in the long-time
limit
t∫
t0
dt1
t1∫
t0
dt2 C2(t , t1, t2) ∝ λ
γΓ˜
. (4.29)
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We see that the correction C2 has a finite value in the long-time limit. With this, we
have shown that the system correlators can create convergence in the series for all times.
At the end of this section, we focus on higher order terms to support this statement.
The condition in Eq. (4.8), calculated with the ideal values, reads
2λ
γΓ˜
|A↓↓ − A↑↑|  |A↓↓| . (4.30)
Γ˜ is result of bosonic modes of the system. The decay rate λ
γ
is induced by external
degrees of freedom. So if the decay rate induced by the external degrees of freedom is
small in comparison to the internal decay rate Γ˜ the simulator is reliable for all times.
This is exactly what is expected. But the protocol is able to reveal if this is this case.
We assumed that a small value of C2 justifies the assumption that the series converges.
Comparing terms of second and fourth order we validate this assumption. We focus on
separable diagrams since they cause the main contributions in the limit t0 → −∞. The
decay of the system correlators, which is necessary for convergence, is assumed to be
exponentially e−κ(t−ti ). In accordance with the calculations presented above we find in
second order
t∫
t0
dt1
t1∫
t0
dt2C2(t , t1, t2) ≈ λ
γκ
(
2 〈Oˆ(t)Aˆ(t)Oˆ(t)〉0 − 〈Oˆ(t)Oˆ(t)Aˆ(t)〉0
− 〈Aˆ(t)Oˆ(t)Oˆ(t)〉0
)
. (4.31)
For the fourth order we find accordingly,
t∫
t0
dt1
t1∫
t0
dt2
t2∫
t0
dt3
t3∫
t0
dt4C4(t , t1, t2, t3, t4) ≈
(
λ
γκ
)2 (
〈Oˆ(t)Oˆ(t)Oˆ(t)Oˆ(t)Aˆ(t)〉0
−4 〈Oˆ(t)Oˆ(t)Oˆ(t)Aˆ(t)Oˆ(t)〉0 + 6 〈Oˆ(t)Oˆ(t)Aˆ(t)Oˆ(t)Oˆ(t)〉0
−4 〈Oˆ(t)Aˆ(t)Oˆ(t)Oˆ(t)Oˆ(t)〉0 + 〈Aˆ(t)Oˆ(t)Oˆ(t)Oˆ(t)Oˆ(t)〉0
)
. (4.32)
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For the case Oˆ = σx and Aˆ = σz , we find∫ t
t0
dt1
∫ t1
t0
dt2C2(t , t1, t2) ≈ −4 λ
γκ
〈Aˆ(t)〉0 (4.33)
t∫
t0
dt1
t1∫
t0
dt2
t2∫
t0
dt3
t3∫
t0
dt4C4(t , t1, t2, t3, t4) ≈ 16
(
λ
γκ
)2
〈Aˆ(t)〉0 . (4.34)
Since the prefactor of the fourth order correction is the prefactor of the second order
correction squared, convergence of the series follows from a small value of C2. In general,
this is not true. For example, it is possible that C2 vanishes for special choices of Aˆ and
Oˆ , whereas C4 has a finite value. We already proposed to carry out the protocol for
several operators Aˆ. Furthermore, it is possible to extend the protocol to higher order
corrections to eliminate this situation.
4.7. Generalization
To use the protocol it is important to know, which operator Oˆ couples the simulator
to the dominating source of noise. Applying the protocol with different choices for Oˆ
makes it possible to identify the major perturbation. In the case of coupled qubits,
the simulator is not coupled to one bath. Rather, each qubit is coupled individually to
independent baths via HC =
∑
i OˆiXˆi . The protocol can be directly transferred to this
case. We then find sums over system correlators like 〈Oˆi(t1)Aˆ(t)Oˆj (t2)〉0. The number of
system correlators that have to be measured in the protocol scales with N 2, where N is
the number of qubits. Therefore, the effort to carry out the protocol for simulators with a
large number of qubits is significant. Analog quantum simulators with qubits coupled to
bosonic modes give interesting results using a small number of qubits [62]. For simulators
of this kind, our protocol is especially suitable. Since we allow the system Hamiltonian
to be time-dependent, the protocol can be applied to digital quantum simulations too.
Typically, digital quantum simulations require a large number of qubits. Digital-analog
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approaches [15] demand a smaller number of qubits. Applying the protocol to such
systems seems particularly reasonable.
Apart from external degrees of freedom, errors in quantum simulations can be a conse-
quence of an imperfect fabrication, which can be described as disorder H = HS + δHS .
From standard perturbation theory, we know that the lowest order correction depends on
matrix elements of δHS and stays small at all times. In case of a slowly time-dependent
disorder δHS (t), it is expected that ensemble averages have a Gaussian distribution.
With this, we arrive at similar results as discussed in this chapter. If the disorder is fluc-
tuating fast the resulting equations are the same as above but with averages of classical
random variables instead of the bath correlators. Therefore, the case of disorder can also
be covered with a similar self-consistent protocol. Furthermore, the case of gate-errors
can also be treated with such a protocol, since it could be described by a term of the
form δHS (t).
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5. Reconstructing the ideal results of a
perturbed analog quantum
simulator
Analog quantum simulators are perturbed by external degrees of freedom.
In this chapter, we derive an equation that - under certain conditions - con-
nects measurable quantities of a perturbed simulator in thermal equilibrium
with the ideal results. This allows for reconstructing the error-free result from
a noisy analog quantum simulator. The technique works without adding an
overhead to the quantum chip. However, it is only applicable under specific
circumstances. The result of the simulation is assumed to be a correlator
of the form 〈Oˆ i(t)Oˆ j (0)〉, where Oˆ i are operators that couple the simulator
to the external degrees of freedom. Under the condition that their noise
spectral density is known and that the correlators of the bath obey Wick’s
theorem, it is possible to reconstruct the ideal result. The assumption of
Wick’s theorem is fundamental for this work, and it is unclear if it is true
in the actually considered quantum system. We provide a way to verify this
in experiment using additional measurements on the simulator. The work is
based on a diagrammatic expansion that includes a resummation of higher
order terms. Therefore, this reconstruction method applies potentially also
in a regime of intermediate noise strength. Based on an example of a system
of coupled resonators we validate the reconstruction equation. This work
had been presented before in Ref. [I].
61
5. Reconstructing the ideal results of a perturbed analog quantum simulator
5.1. Introduction
In this chapter, we examine an analog quantum simulator in thermal equilibrium. The
measurement result of the simulation is given by a time-ordered correlation function, a
so-called Green’s function,
iGS0(t) = 〈T Oˆ(t)Oˆ(0)〉0 = 〈0| T e iHS tOˆe−iHS tOˆ |0〉 , (5.1)
with time-ordering operator T . We study the system in the zero-temperature limit,
where |0〉 is the ground state of the Hamiltonian HS that describes the simulator. Green’s
functions are connected to a lot of interesting quantities, e.g. heat or electric transport
coefficients. Several methods to measure the appropriate correlators are proposed in the
context of analog quantum simulation [VII, 63–65]. Therefore, we assume that Green’s
functions are well suited to gain results from a quantum simulation.
The Green’s function GS0(t) describes the ideal result of the simulation. External de-
grees of freedom that are coupled to the simulator will affect the simulation results (see
Sec. 2.2). This work is about connecting the perturbed Green’s function, that is mea-
sured on the real simulator, to the ideal result described by GS0(t). In particular, we
are interested in the Green’s function of operator Oˆ which couples the external degrees
of freedom to the simulator. With this, the generality of our approach is limited. In
principle, it is reasonable to assume, that the operator that couples the system to its
external degrees of freedom is also an operator that allows for the readout of the system.
In the case of superconducting qubits, two readout mechanisms are common, disper-
sive readout via σz and resonant readout via σx . T1 limited qubits where the readout is
performed resonantly and T2 limited qubits with dispersive readout [66] met our require-
ment. So the focus on this specific Green’s function is justified. Apart from this, the
calculations are based on a specific assumption concerning the correlators of operator
Oˆ . We require the correlators to obey Wick’s theorem so that every n-time correlator
can be expressed as sums of products of two-time correlators. This central assumption
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is explained in more detail in Sec. 5.1.1. In this work, we derive the connection of the
perturbed and the ideal Green’s function. To use the result to reconstruct the ideal
correlator a knowledge of the spectral density of the bath, that contains the external
degrees of freedom, is necessary.
5.1.1. Principal idea
The purpose of this section is to explain our approach using a simplified setting. We
consider the full system (λB = 1) consisting of the Hamiltonian HS describing the
simulator, the bath Hamiltonian HB , and the coupling Hamiltonian HC (see Sec. 2.1),
H = HS + λBHC + HB , HC = OˆXˆ , (5.2)
at zero temperature. Operator Oˆ couples the system to the external degrees of freedom.
The result of the simulation is given by the Green’s function of this operator Oˆ . In
Sec. 5.4, we extend this model to a more general coupling Hamiltonian and to finite
temperatures. The external degrees of freedom are assumed to be bosonic. But it is
possible to directly port it to the case of fermionic external degrees of freedom.
The goal is to connect the Green’s function of the perturbed simulator GSB(t) to the
ideal Green’s function GS0(t) and the bath correlator GB0(t). To extract the ideal result
from this relation we assume the spectral function of the bath and with this GB0(t) to
be known. An overview of all Green’s functions is given in Fig. 5.1. A precise definition
is given in Sec. 5.4. With standard techniques from many-body physics it is possible to
express the full Green’s function GSB(ω) in terms of the ideal Green’s functions GS0(ω)
and GB0(ω) [45]. These techniques require that Wick’s theorem applies for the ideal
correlators of system and bath (see Sec.2.4). This means, that all ideal correlators of 2n
operators can be written in terms of n two-time correlators. For system operator Oˆ it
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Simulator
GS0(t)
Bath
GB0(t)
Perturbed
simulator
GSB(t)
Thermal environment
Figure 5.1.: We study a simulator that is perturbed by a bath containing unwanted
external degrees of freedom. The whole system is in thermal equilibrium. The dif-
ferent parts of our system are associated with corresponding Green’s functions: the
ideal Green’s function of the simulator iGS0(t) = 〈T Oˆ(t)Oˆ(0)〉0 (see Eq. (5.1)) and
the free Green’s function of the bath iGB0(t) = 〈T Xˆ (t)Xˆ (0)〉0. The perturbed simu-
lator is related to the full Green’s function iGSB(t) = 〈T Oˆ(t)Oˆ(0)〉. Reprinted with
permission of Ref. [I]. Copyright (2018) by the American Physical Society.
reads,
〈T Oˆ(t1)Oˆ(t2) . . . Oˆ(tn−1)Oˆ(tn)〉0
= 〈T Oˆ(t1)Oˆ(t2)〉0〈T Oˆ(t3) . . . Oˆ(tn−1)Oˆ(tn)〉0
+ 〈T Oˆ(t1)Oˆ(t3)〉0〈T Oˆ(t2) . . . Oˆ(tn−1)Oˆ(tn)〉0
+ . . .+ 〈T Oˆ(t1)Oˆ(tn)〉0〈T Oˆ(t2) . . . Oˆ(tn−1)〉0 . (5.3)
Especially, we assume that operators Oˆ(t) follow a bosonic Wick’s theorem, where no
sign changes occure for permutations of Oˆ(t). Applying this iteratively it is possible
to represent an n-time correlator only with two-time correlators. The assumption that
Wick’s theorem holds for the bath operator Xˆ complies with standard system-bath ap-
proaches. Whereas, for correlators of the system operator Oˆ Wick’s theorem cannot be
assumed to be true in general. For a situation where the system Hamiltonian can be
described using non-interacting quasiparticles and Oˆ is given by a linear combination of
the annihilation and creation operators of these quasiparticles, it is known that Wick’s
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theorem holds. Generally, Wick’s theorem is valid in situations where fluctuations of
Oˆ(t) have a Gaussian distribution. Deviations from Gaussian statistics have been ex-
amined in the field of full-counting statistics [32, 67–69]. The central limit theorem [70]
is the basis for the anticipation that fluctuations become more Gaussian with increasing
system size. This is also the most interesting limit for a quantum simulator. But systems
exist where non-Gaussian fluctuations are known to persist even at large system size [71,
72] or become even size independent [73]. A mapping of qubits coupled to bosonic baths
to an effective electron-phonon model [II] could be of interest in some expansions. Due
to the fact that the assumption of Wick’s theorem is crucial for our theory, we present a
possibility to validate this assumption with additional measurements on the perturbed
quantum simulator (see Sec. 5.2).
Based on the standard many-body methods and the assumption of Wick’s theorem we
find the well-known Dyson equation,
GSB(ω) = GS0(ω) + GS0(ω)GB0(ω)GSB(ω) , (5.4)
connecting the full Green’s function with the free Green’s functions of system and bath.
5.1.2. Central result
With Eq. (5.4) we can express the ideal Green’s function of the system in terms of the
Green’s function of the perturbed system and the bath
GS0(ω) =
GSB(ω)
1 + GB0(ω)GSB(ω)
. (5.5)
With an appropriate knowledge of the bath correlator GB0(ω) it is possible to calculate
the ideal result based on measurements on the perturbed simulator. This equation is
the central result of this work in a very simple form. It is based on the assumption that
Wick’s theorem holds for correlators of the system operator Oˆ . In Sec. 5.2 we discuss
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this assumption in more detail and how to validate this in lowest order. Furthermore,
the quality of the reconstruction depends on the knowledge of the correlators. This is
discussed in Sec. 5.3. The properties of the bath are assumed to be characterized indepen-
dently of the system (see Sec. 2.3). An extension to more realistic coupling Hamiltonians
and to finite temperatures is subject of Sec. 5.4. Furthermore, even a generalization to
time-dependent systems is conceivable using the Keldsyh formalism. This would allow
for reconstructing results in non-equilibrium analog quantum simulators and in digital
quantum simulators. But this is not shown in this work. Finally, in Sec. 5.4.4 we look
at a simple example and solve it analytically to validate the reconstruction equation.
5.2. Verifying Wick’s theorem
The assumption of Wick’s theorem for operator Oˆ is substantial for the derivation of
Eq. (5.5). For non-trivial systems, as they are of interest for quantum simulations, it is
not possible to tell whether this is true. In this section, we give a method to validate
the assumption of Wick’s theorem in experiment. The detailed derivation is presented
in Appendix B.
As basis for this, we define the lowest order correction toWick’s theoremG4(t1, t2, t3, t4),
G4(t1, t2, t3, t4) = 〈T Oˆ1Oˆ2Oˆ3Oˆ4〉0,F − 〈T Oˆ1Oˆ2Oˆ3Oˆ4〉0 (5.6)
= 〈T Oˆ1Oˆ2Oˆ3Oˆ4〉0,F −
∑
3 perm.
a,b,c,d
∈{1,2,3,4}
〈T OˆaOˆb〉0 〈T OˆcOˆd〉0 ,
where we introduce the abbreviation Oˆi = Oˆ(ti). For the purpose of this work, we
consider corrections in first order of G4. Index F indicates correlators that include
corrections to Wick’s theorem. This means 〈. . .〉0 and 〈. . .〉 are correlators where Wick’s
theorem is exactly valid. Whereby, index 0 refers to correlators without coupling to
external degrees of freedom. In the second term, Wick’s theorem is applied for the
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four-time correlator. Therefore, we sum over all indistinguishable permutations. 〈. . .〉F
(〈. . .〉0,F ) are (un)perturbed correlators with corrections to Wick’s theorem. Correlators
measured on the simulator in experiment are of type 〈. . .〉F . A measurement of two- and
four-time correlators,
〈T Oˆ1Oˆ2Oˆ3Oˆ4〉F −
∑
3 perm.
a,b,c,d
∈{1,2,3,4}
〈T OˆaOˆb〉F 〈T OˆcOˆd〉F = , (5.7)
yields the following quantity
= + + + + · · ·+ + . . . .
(5.8)
The thin cross depicts G4, straight lines depict GS0, and the bath Green’s function is
represented by sinuous lines. Important is, that this quantity describes the deviation of
the perturbed correlator from Wick’s theorem,
〈T Oˆ1Oˆ2〉F = 〈T Oˆ1Oˆ2〉+ . (5.9)
In combination with the knowledge of the bath Green’s function, a measurement of two-
and four-time correlators of Oˆ allows to check whether Wick’s theorem is valid. With
this, we find out if the reconstruction of the ideal Green’s function is possible.
5.3. Imperfect knowledge
To use Eq. (5.5) to reconstruct the ideal result, knowledge of the perturbed Green’s
function GSB and of the bath correator GB0 is necessary. However, in reality these
quantities are not available in full accuracy. How an imperfect knowledge of these input
variables influence the result of the reconstruction is subject of this section.
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5.3.1. Bath correlator
Adding a variation to the Green’s function of the bath GB0(ω) + δGB0(ω) transforms
Eq. (5.5) to
G˜S0(ω) =
GSB(ω)
1 + GB0(ω)GSB(ω) + δGB0(ω)GSB(ω)
. (5.10)
With |δGB0(ω)|  |G−1SB (ω) + GB0(ω)|, we find
G˜S0(ω) ≈ GS0(ω)[1−GS0(ω)δGB0(ω)] . (5.11)
We see, that the influence of δGB0(ω) is large at the peaks of GS0(ω). The quality of
the reconstruction depends on the absolute error δGB0(ω).
5.3.2. Full system correlator
A deviation of the perturbed Green’s function GSB(ω) + δGSB(ω) results in,
G˜S0(ω) =
GSB(ω) + δGSB(ω)
1 + GB0(ω)GSB(ω) + GB0(ω)δGSB(ω)
. (5.12)
With |δGSB(ω)|  |G−1B0(ω) + GSB(ω)|, we find
G˜S0(ω) ≈ GS0(ω)
(
1 +
GS0(ω)
GSB(ω)
δGSB(ω)
GSB(ω)
)
. (5.13)
Due to the prefactor GS0(ω)/GSB(ω) the impact of the variation is large at the peaks of
this function. Here, the relative error δGSB(ω)/GSB(ω) is relevant.
Furthermore, we learn from this equation the fundamental limit of the reconstruction
method. Eq. (5.5) is valid for large coupling strength, since it incorporates a resumma-
tion of all orders. However, a reconstruction is not possible in this limit if the peaks
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of GS0(ω) are significantly widened, so that GS0(ω)/GSB(ω)  1 at the peaks. In this
case, even a small relative error in GSB(ω) excludes the possibility of a reliable recon-
struction.
5.4. Full model and discussion
The purpose of this section is to consider a more realistic and more general coupling
Hamiltonian and to explain the derivation of the generalized version of Eq. (5.5). As
described in Sec. 2.1, we consider a system coupled to multiple independent baths,
H = HS + λBHC +
N∑
i=1
H iB HC =
N∑
i=1
Oˆ iXˆ i , (5.14)
with [H iB ,H
j
B ] = 0.
5.4.1. The full Green’s function
The Green’s function of operators Oˆ i measured on the full system, including the coupling
to external degrees of freedom, is GSB with
G ijSB(t) = −i 〈T Oˆ i(t)Oˆ j (0)〉 , (5.15)
where 〈. . .〉 indicates an expectation value of the ground state of the full Hamiltonian.
The time evolution operator is given by
UλB (t) = e
−iHt , (5.16)
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and transformations to appropriate pictures follow from
Aˆ(t) = U−1λB (t) Aˆ UλB (t) . (5.17)
In perturbed correlators 〈. . .〉 the full time evolution with λB = 1 is used, which cor-
responds to the Heisenberg picture. However, in unperturbed correlators 〈. . .〉0, the
operators are in interaction picture since λB = 0 applies. With the time evolution
operator in interaction picture (see Eq. (2.9)) for infinite times
U(∞) = T e−i
∫∞
−∞ dt HC ,I (t) , (5.18)
the full Green’s function can be expressed by (see Sec. 2.4)
G ijSB(t) = −i
〈T U(∞)Oˆ i(t)Oˆ j (0)〉0
〈T U(∞)〉0
. (5.19)
The Fourier transform of a Green’s function is defined as
G ijX (ω) =
∞∫
−∞
dt e iωtG ijX (t) . (5.20)
5.4.2. Diagrammatic expansion
Assuming Wick’s theorem holds for Oˆ i , we show in this section the diagrammatic expan-
sion that yields the reconstruction equation similar to Eq. (5.5). We use an expansion
of U(∞) in HC in Eq. (5.19). With this, the Green’s function of the perturbed system
can be expressed in terms of the unperturbed Green’s functions:
= + + + . . .
= + ( + . . .)
= + . (5.21)
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Green’s function Matrix form Diagram Definition
G ijSB(t) = −i〈T Oˆ i(t)Oˆ j (0)〉 [GSB ]ij = G ijSB
full Green’s function of
system operators, includ-
ing the effects of the bath
(λB = 1)
G ijS0(t) = −i〈T Oˆ i(t)Oˆ j (0)〉0 [GS0]ij = G ijS0
free Green’s function of
system operators, without
the effects of the bath
(λB = 0)
G ijB0(t) = −i〈T Xˆ i(t)Xˆ j (0)〉0 [GB0]ij = G ijB0
free Green’s function of
the bath, without the
effects of the system
(λB = 0)
Table 5.1.: Summary of all relevant correlators and their diagrammatic representations.
Table 5.1 shows the diagrammatic representations of all Green’s functions. The interac-
tion term is displayed in Table 5.2.
The disconnected diagrams are canceled by the vacuum diagrams 〈T U(∞)〉0 (see Sec. 2.4).
This is shown explicitly in Appendix A. The diagrammatic expansion directly leads to
the Dyson equation
GSB(ω) = GS0(ω) +GS0(ω)GB0(ω)GSB(ω) . (5.22)
The self energy of this Dyson equation is the Green’s function of the bath. Thereby, the
self energy consists of only one term and there is no need to truncate the series for the
self energy as in Chap. 3. Based on the knowledge of the Green’s function G ijSB(ω) and
Interaction Diagram Definition
N∑
i=1
Oˆ iXˆ i Interaction between bath and system.
Table 5.2.: Each circle represents a term of the expansion in HC .
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G ijB0(ω) the Dyson equation can be solved for the ideal Green’s function of the simulator
GS0:
GS0(ω) = GSB(ω) [1 +GB0(ω)GSB(ω)]
−1 . (5.23)
Focusing on a situation with coupling to a single bath reduces this result to the one
presented in the beginning (Eq. 5.5).
5.4.3. Extension to finite temperatures
Using the Matsubara formalism we can generalize the diagrammatic expansion, and
with this the reconstruction equation Eq. (5.23), to situations with finite temperature.
In this section, we introduce the Matsubara Green’s functions GM ,X in imaginary time
and show how they are connected to the retarded real-time Green’s functions GRX for
finite temperatures. By analogy, we find for the case of the simple coupling Hamiltonian
with one bath
GRS0(iωn) =
GRSB(iωn)
1 + GRB0(iωn)GRSB(iωn)
. (5.24)
Expansion in imaginary time
The standard Matsubara Green’s function method allows us to study systems in thermal
equilibrium (see Sec. 2.4). For this, we introduce the imaginary time τ = it with
0 < τ < β. The equivalent to Eq. (5.15) in Matsubara formalism reads
GijM ,SB(τ) = −〈T Oˆ i(τ)Oˆ j (0)〉 , (5.25)
with T being the time-ordering operator for imaginary times τ and 〈. . .〉 representing
the equilibrium expectation value Tr( 1Z e
−βH . . . ) with Z = Tr(e−βH ). In this context,
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〈. . .〉0 indicates the equilibrium expectation value of the ideal system with λB = 0. With
the time evolution operator in imaginary time
SλB (τ) = e
−H τ , (5.26)
the transformation of operator Aˆ in appropriate pictures follows from
Aˆ(τ) = S−1λB (τ) Aˆ SλB (τ) . (5.27)
In 〈. . .〉0 the transformation with SλB=0 is implied, SλB=1 is used in 〈. . .〉. The perturbed
Green’s function is given by
GM ,SB(τ) = −〈T S(β)Oˆ
i(τ)Oˆ j (0)〉0
〈T S(β)〉0
, (5.28)
with the time evolution operator in interaction picture
S(τ) = T e−
∫ τ
0 dτ
′HC ,I (τ ′) . (5.29)
In analogy to the zero temperature case, the disconnected diagrams are canceled by
the vacuum diagrams 〈T S(β)〉0. Due to the periodicity in τ with period β Matsub-
ara Green’s functions are transformed into frequency space with the discrete Fourier
transform with the Matsubara frequencies ωn = 2pin/β,
GijM ,X (τ) =
1
β
∑
n
GijM ,X (ωn)e−iωnτ (5.30)
Connecting a real time correlator to the Matsubara Green’s function
The Matsubara Green’s functions are objects in imaginary time. In this section, we
show the connection to real-time quantities that are measurable. We discuss this with
the example of the bath Green’s function.
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The retarded Green’s function of the bath is defined as
GR,iiB0 (t) = −i 〈[Xˆ i(t), Xˆ i(0)]〉0 θ(t) . (5.31)
The imaginary part of this Green’s function is given by the correlator
C i(t) =
(
〈Xˆ i(t)Xˆ i(0)〉0 − 〈Xˆ i(0)Xˆ i(t)〉0
)
θ(t) , (5.32)
except from a factor −1. Defining the eigenstates and eigenenergies of the bath Hamil-
tonian as HB |n〉 = En |n〉, the correlator is given by
C i(t) =
θ(t)
ZB
∑
nm
|〈n|Xˆ i |m〉|2e i(En−Em )t(e−βEn − e−βEm ), (5.33)
where ZB = Tr(e−βHB ) is the partition function. The real part of the correlator in
frequency space is the spectral function Ai(ω)
Ai(ω) =
1
pi
Re
(∫ ∞
−∞
dt e iωtC i(t)
)
(5.34)
=
1
ZB
∑
nm
|〈n|Xˆ i |m〉|2(e−βEm − e−βEn ) δ[ω − (En−Em)] . (5.35)
If the spectral function was measured, it is possible to calculate the retarded Green’s
function with
GR,iiB0 (ω) =
∫ ∞
−∞
dω1
Ai(ω1)
ω − ω1 + i0 . (5.36)
Writing the Matsubara Green’s function using the spectral function
GiiM ,B0(ωn) =
∫ ∞
−∞
dω1
Ai(ω1)
iωn − ω1 , (5.37)
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gives us the connection to the retarded Green’s function
GijM ,P(ωn) = GR,ijP (iωn) , ωn > 0 , (5.38)
with P ∈ {B0, S0, SB}, which involves an analytical continuation of the retarded Green’s
function in the complex plain. The expression of the Green’s functions in terms of the
spectral function also leads to the well-known Kramers-Kronig relation
GijP (ω) = ReGR,ijP (ω) + i(1 + 2n¯(ω))ImGR,ijP (ω) , (5.39)
with n¯(ω) = (eβω − 1)−1.
Measuring the spectral functions of bath and perturbed system allows us to calculate
the respective Matsubara Green’s function (see Eq. (5.37)). The reconstruction equation
yields the Matsubara Green’s function of the ideal system G ijM ,S0(ωn) and with this the
retarded Green’s function at the points iωn (see Eq. (5.24)). However, we want to
obtain the ideal Green’s function GRS0 or the respective spectral function on the complete
real axis. This is possible with numerical methods like the Padé approximation [74].
Nevertheless, the extension of a Green’s function from the Matsubara points to the real
axis is still an active research field [75].
5.4.4. Model system: chain of resonators with individual baths
In this section, we validate our main result, Eq. (5.22), with a model system. For this
purpose, we have to choose a simple model system, where it is possible to calculate
the perturbed Green’s functions, for example, using master equation approaches. We
concentrate on a system of N coupled harmonic oscillators with periodic boundary con-
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ditions in thermal equilibrium
HS =
N∑
j=1
(
1
2
mω2rq
2
j +
1
2m
p2j +
mΩ2
2
(qj+1 − qj )2
)
. (5.40)
The uncoupled oscillators are characterized by mass m and eigenfrequency ωr , Ω denotes
the coupling strength of neighboring oscillators. Since Wick’s theorem is valid for this
system it is suitable to validate the reconstruction equation. However, this system is
by construction, not an interesting quantum simulator. For interesting simulators, a
calculation of the Green’s functions of the system and moreover Green’s functions of the
perturbed system is not possible. Proposals exist for analog quantum simulators consist-
ing of coupled oscillators, for example for a simulation of the Bose-Hubbard model [76,
77].
The perturbation arises from a coupling of each oscillator to bosonic degrees of freedom
HC =
∑
j
Oˆ j Xˆ j , HB =
∑
j ,m
ω¯(j )m b
(j )†
m b
(j )
m , (5.41)
with Oˆ j = qj , and Xˆ j =
∑
m
t (j )m (b
(j )†
m + b
(j )
m ) .
The baths are identical
ω¯(j )m = ω¯m , t
(j )
m = tm , (5.42)
but independent
〈Xˆ j1(t1)Xˆ j2(t2)〉0 = 0 for j1 6= j2 . (5.43)
The system Hamiltonian is diagonal in the creation and annihilation operators ak and
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a†k
HS =
∑
k
Ωka†kak , with Ωk =
√[
2Ω sin(k
ϕ0
2
)
]2
+ ω2r , (5.44)
with ϕ0 = 2piN . They are connected to the original operators in the following way
qj =
√
1
2mωr
(d †j + dj ) , (5.45)
dj =
1
2
√
N
N∑
k=1
[
e−ikjϕ0
(√
ωr
ΩK
−
√
ΩK
ωr
)
a†k + e
ijkϕ0
(√
ωr
ΩK
+
√
ΩK
ωr
)
ak
]
. (5.46)
To validate the reconstruction equation it is necessary to calculate the perturbed Green’s
function of the system Gj1j2M ,SB . This is achieved using a standard master equation ap-
proach and the quantum regression theorem (QRT) [29]. We approximately describe the
perturbed system by a Lindblad equation
ρ˙(t) = Lρ(t) , (5.47)
where the Lindblad terms are
Lρ = −i [HS , ρ] +
N∑
k=1
Γk
2
(n¯k + 1)
(
2akρa†k − a†kakρ− ρa†kak
)
+
N∑
k=1
Γk
2
n¯k
(
2a†kρak − aka†kρ− ρaka†k
)
, (5.48)
and n¯k = (eβΩk − 1)−1. Since we assume finite temperatures the spectral density of the
bath is given by
Ai(ω) ≈ 1
2pi
sign(ω)J i(|ω|) , (5.49)
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with J i(ω) = J (ω) = 2pi
∑
m t
2
mδ(ω − ω¯m). Assuming a smooth spectral density the
effective rates are
Γk =
1
2mΩk
J (Ωk) . (5.50)
The prefactor is explained by the connection of Oˆ i to a(†)k . A factor (2mωr)
−1 is a result
from Oˆ i =
√
2mωr
−1
(d †j +dj ) and
ωr
Ωk
arises from the transition from d †j +dj to a
†
k +ak .
Calculating the retarded bath Green’s function form Eq. (5.36) using the same assump-
tions as for the Lindblad equation we find
iGR,ijB0 (ω) ≈ δij
1
2
sign(ω)J i(|ω|) . (5.51)
Now we calculate the perturbed and free Green’s functions of the system and use
Eq. (5.22) to obtain the bath Green’s function. If the result is in accordance with
the above equation we have validated the reconstruction equation.
Due to the QRT the following equation is fulfilled for the Lindblad terms and an arbitrary
operator Aˆ and all k [29]:
Tr
[
akLAˆ
]
= −(iΩk + Γk
2
)Tr
[
ak Aˆ
]
. (5.52)
With this we find for t > 0
〈Aˆ(t0)ak(t + t0)〉 = e−iΩk te−
Γk
2
t 〈Aˆ(t0)ak(t0)〉 , (5.53)
〈ak(t + t0)Aˆ(t0)〉 = e−iΩk te−
Γk
2
t 〈ak(t0)Aˆ(t0)〉 , (5.54)
〈Aˆ(t0)a†k(t + t0)〉 = e+iΩk te−
Γk
2
t 〈Aˆ(t0)a†k(t0)〉 , (5.55)
〈a†k(t + t0)Aˆ(t0)〉 = e+iΩk te−
Γk
2
t 〈a†k(t0)Aˆ(t0)〉 . (5.56)
Correlators of the form 〈a(†)k (t0)a(†)k (t0)〉 can be calculated using the information that the
stationary solution of the Lindblad equation is proportional to e−β
∑
k Ωka
†
kak . With this
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we find the results for the perturbed correlators
〈ak(t1)ak ′(t2)〉 = 0 , (5.57)
〈a†k(t1)ak ′(t2)〉 = δk ,k ′ n¯ke iΩk (t1−t2)e−
Γk
2
|t1−t2| , (5.58)
〈ak(t1)a†k ′(t2)〉 = δk ,k ′(n¯k + 1)e iΩk (t1−t2)e−
Γk
2
|t1−t2| , (5.59)
〈a†k(t1)a†k ′(t2)〉 = 0 . (5.60)
Based on this, we will calculate the perturbed Green’s function in the next step. But
previously we present the results for the according free correlators that we need for
calculating the unperturbed Green’s function
〈ak(t1)ak ′(t2)〉0 = 0 , (5.61)
〈a†k(t1)ak ′(t2)〉0 = δk ,k ′ n¯ke iΩk (t1−t2) , (5.62)
〈ak(t1)a†k ′(t2)〉0 = δk ,k ′(n¯k + 1)e iΩk (t1−t2) , (5.63)
〈a†k(t1)a†k ′(t2)〉0 = 0 . (5.64)
With the knowledge of these correlators it is possible to calculate the retarded perturbed
and unperturbed Green’s functions of the system GR,j1j2S0 (t), GR,j1j2SB (t). Using a Fourier
transform and an analytical continuation we obtain the Matsubara Green’s functions for
ωn > 0 (see Eq. (5.38)):
Gj1j2M ,SO(ωn) =
1
N
N∑
k=1
1
2mΩk
× [e−ik(j1−j2)ϕ0 n¯k − e ik(j1−j2)ϕ0(n¯k + 1)]
×
(
1
iωn + Ωk + i0
− 1
iωn − Ωk + i0
)
, (5.65)
Gj1j2M ,SB(ωn) =
1
N
N∑
k=1
1
2mΩk
× [e−ik(j1−j2)ϕ0 n¯k − e ik(j1−j2)ϕ0(n¯k + 1)]
×
(
1
iωn + Ωk + i Γk2
− 1
iωn − Ωk + i Γk2
)
. (5.66)
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We valdiate the Matsubara equivalent of the reconstruction equation Eq. (5.22) by cal-
culating the bath Green’s function using this equation and compare it to Eq. (5.51). To
do this, we introduce the following transformation
GkM ,S0(ωn) =
∑
j1,j2
Gj1j2M ,SOe ik(j1−j2)kϕ0
=
N
2mΩk
(
1
iωn − Ωk + i0 −
1
iωn + Ωk + i0
)
, (5.67)
GkM ,SB(ωn) =
∑
j1,j2
Gj1j2M ,SBe ik(j1−j2)kϕ0
=
N
2mΩk
(
1
iωn − Ωk + i Γk2
− 1
iωn + Ωk + i Γk2
)
. (5.68)
and find for Eq. (5.23)
GkM ,SB(ωn) = GkM ,S0(ωn) + GkM ,S0(ωn)GkM ,SB(ωn)×
∑
j
GjjM ,BO(ωn)
1
N 2
. (5.69)
With this, we calculate the Green’s function of the bath
Gj1j2M ,BO(ωn ≈ Ωk) ≈ δj1,j2mΓk
(
Ωk +
Γk
4
)
, (5.70)
and focus on ωn ≈ Ωk since the calculation depends on the Lindblad equation where
the spectral density at Ωk enters. In the limit where the coupling to external degrees of
freedom is small Γk  Ωk we find
Gj1j2M ,BO(ωn ≈ Ωk) ≈ δj1,j2
1
2
J (Ωk) . (5.71)
Eq. (5.51) is the retarded bath Green’s function that is in accordance with the Lindblad
equation. With Eq. (5.38) and Ωk → iω we see that the result obtained from the
reconstruction equation is in accordance with Eq. (5.51). Therefore, the reconstruction
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equation is validated within this model system.
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6. Conclusion
The advances in quantum hardware development raise the hope that in the near fu-
ture artificial quantum systems can be used to solve problems that are computationally
intractable for classical computers, even before a universal quantum computer exists.
Analog quantum simulators, that mimic the quantum system of interest, and digital
quantum simulators that simulate a time evolution using gates are promising ways for
solving problems that are not solvable using classical computers.
An interesting case for quantum simulation is the simulation of molecules in context of
the search for specialized chemicals. To pave the way to use the techniques presented
in this thesis for the simulation of molecules on quantum simulators, we developed a
software to describe molecules and simulate it on a quantum computer. This software
was licensed by KIT.
A crucial requirement for quantum simulation is the reliability of the simulator. When
trying to solve a problem using a quantum simulator that is not solvable in any other
way, it is crucial to verify the validity based on the quantum simulator itself. The works
presented in this thesis focus on the reliability of analog quantum simulators. They com-
prise simulators based on all possible physical realizations. Since the results should not
be restricted to specific problems we made no assumptions concerning the Hamiltonian
of the simulator. In addition, since they are very general system-bath considerations,
the results of the works should be of interest beyond the field of quantum simulation.
Our approach to study the reliability of analog quantum simulations is based on the
assumption that errors arise from coupling to external degrees of freedom. We described
this using a system-bath approach, where the external degrees of freedom form the bath
and the system describes the ideal simulator.
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In chapter 3 we studied the reduced density matrix of the simulator in thermal equi-
librium. A comparison to the ideal density matrix allowed us to make the influence of
the external degrees of freedom tangible. We presented an equation of motion for the
reduced density matrix and solved it in Laplace space. On one hand, we found a renor-
malization of energies, which can be calculated numerically or expressed approximately
in terms of the self energy which incorporates the influence of external degrees of free-
dom. On the other hand, the eigenbasis changes due to the coupling to the bath, which
can also be expressed in terms of the self energy. Exemplified on a one-qubit system,
we showed that the change of the density matrix due to the environmental degrees of
freedom has an influence on measurable quantities. Furthermore, we studied a six-qubit
system, similar to the eight-qubit unit cell of a d-wave quantum annealer chip, to show
that external degrees of freedom can have an influence on key quantum properties such
as entanglement and coherence. In the context of analog quantum simulation, we learned
from this work, which was presented in Ref. [VI], that the environment can substantially
influence the density matrix of the simulator and, hence, the results of the simulation.
After analyzing the influence of external degrees of freedom on the density matrix we
focused on the calculation of measurable quantities. In chapter 4 we studied the influ-
ence of external degrees of freedom on an expectation value. In this work we allowed the
system Hamiltonian to be time-dependent. With this, the work covers also digital quan-
tum simulations. Based on a lowest-order perturbation expansion we presented a way
to self-consistently study the reliability of an analog quantum simulator by additional
measurements. This technique requires a rough knowledge of the decay properties of the
bath. With this, it is possible to verify on which timescale the influence of the bath can
be described in lowest order of the coupling to the external degrees of freedom. And it
allows to estimate the size of the error. Therefore, it reveals the timescale in which a
simulation is approximately reliable. Moreover, it can be used in the context of error
mitigation methods that are based on lowest-order expansion as described in Ref. [25].
Reducing the error with this technique works only in a regime where the lowest-order
correction scales linearly in time. With our self-consistent method it is possible to verify
on which timescale this is true, so that the mitigation technique can be applied ben-
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eficially. This work was presented in Ref. [V]. It is a contribution to the efforts to
use artificial quantum systems to solve problems that are not solvable analytically or
numerically using classical computers.
In chapter 5 we considered an analog quantum simulator in thermal equilibrium, where
the result of the simulation is given by a correlator. Here, we focused on the correlator
of the operator that mediates the coupling to the external degrees of freedom. In combi-
nation with the assumption that higher order correlators of this operator can be written
in terms of two-time correlators, known as Wick’s theorem, it allowed us to derive an
equation that connects the perturbed correlator with the ideal one. With this equation
it is possible to quantify the error induced by the external degrees of freedom and even
to reconstruct the ideal result. Furthermore, we explain how to verify the assumption
of Wick’s theorem in an experiment. To perform the reconstruction it is necessary to
characterize the correlator of the bath independently of the system. We discussed how
imperfections in the correlator of the bath and in the perturbed correlator affect the
result of the reconstruction. Especially, we showed that, although the reconstruction
equation is valid in the limit of strong coupling, it is impossible to regain the ideal result
in this limit, since even small errors in the measurement of the correlators have a huge
impact. For the field of analog quantum simulation, this work, presented in Ref. [I], is a
step towards simulations of systems, that are classically intractable. The central idea of
this work that yields the reconstruction equation was transferred by L. Tian et al. [VII]
to the question how measurement backaction influences the reliability of quantum sim-
ulation. The work of S. Zanker et al. [II] is based on a similar equation for fermionic
systems which also allows for a reconstruction.
Both methods that allow for an estimation of errors, or even for a reconstruction, have
the advantage that they bring no significant overhead to the quantum system, as it would
be the case for quantum error correction. Hence, they can be realized in small quantum
systems. Therefore, this thesis promotes the central effort of the quantum simulation
community, namely, using near-term quantum systems to solve problems that cannot be
solved using classical computers.
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A. Disconnected diagrams
In Sec. 5.4 we express the perturbed Green’s function using expectation values of the
unperturbed system by introducing the time evolution operator in interaction picture
U(∞) (see also Sec. 2.4). To derive the Dyson equation that leads to the reconstruc-
tion equation we use the fact, that the so-called vacuum diagrams 〈T U(∞)〉0 cancel
the disconnected diagrams in the correlator 〈T U(∞)Oˆ(t)Oˆ(0)〉0. The purpose of this
appendix is to prove this. For simplicity, we carry out the derivation for the simple
coupling Hamiltonian HC = OˆXˆ . A generalization to the full model (see Sec. (5.4))
is straight forward. In this appendix, we use the abbreviation Aˆi for Aˆ(ti). Assuming
〈Oˆ(t)〉0 = 0 and 〈Xˆ (t)〉0 = 0 terms of odd order are zero and the vacuum diagrams are
given by
〈T U(∞)〉0 =
∑
n
1
n!
(−i)n
∞∫
−∞
dt1 . . .
∞∫
−∞
dtn 〈T Oˆ1 . . . Oˆn〉0 〈T Xˆ1 . . . Xˆn〉0 =
∑
n
Vn ,
(A.1)
Here, we have defined Vn as the vacuum diagrams of order n. Now we study the
correlator 〈T U(∞)Oˆ(t)Oˆ(0)〉0 to express it in terms of the vacuum diagrams
〈T U(∞)OˆaOˆb〉0 =
∑
n
1
n!
(−i)n
∞∫
−∞
dt1 . . .
∞∫
−∞
dtn 〈T OˆaOˆbOˆ1 . . . Oˆn〉0 〈T Xˆ1 . . . Xˆn〉0 .
(A.2)
We apply Wick’s theorem and select the two-time correlators that together form a con-
nected diagram with external vertices. The surplus correlators are written as a higher
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order correlator. From combinatorics it is known, that there are n!
(n−m)! possibilities to
choose m vertices out of n. This means, we find a connected diagram with m vertices
n!
(n−m)! times. This procedure leads to the following equation
〈T U(∞)OˆaOˆb〉0 =
∑
n
1
n!
(−i)n
∞∫
−∞
dt1 . . .
∞∫
−∞
dtn
n∑
m
〈T OˆaOˆ1〉0 〈T Xˆ1Xˆ2〉0
· 〈T Oˆ2Oˆ3〉0 . . . 〈T Xˆm−1Xˆm〉0 〈T OˆmOˆb〉0
· n!
(n−m)! 〈T Oˆm+1 . . . Oˆn〉0 〈T Xˆm+1 . . . Xˆn〉0 . (A.3)
In this expression, we can identify the vacuum diagrams of order n −m
〈T U(∞)OˆaOˆb〉0 =
∑
n
n∑
m
· (−i)m
∞∫
−∞
dt1 . . .
∞∫
−∞
dtm 〈T OˆaOˆ1〉0 〈T Xˆ1Xˆ2〉0 〈T Oˆ2Oˆ3〉0 . . . 〈T Xˆm−1Xˆm〉0 〈T OˆmOˆb〉0︸ ︷︷ ︸
=Ca,bm
·
=Vn−m︷ ︸︸ ︷
1
(n−m)!(−i)n−m
∞∫
−∞
dtm+1 . . .
∞∫
−∞
dtn 〈T Oˆm+1 . . . Oˆn〉0 〈T Xˆm+1 . . . Xˆn〉0 , (A.4)
We express the conntected diagrams of order m going from time a to b as C a,bm , where
C a,b0 = 〈T OˆaOˆb〉0. It is possible to write the vacuum diagrams 〈T U(∞)〉0 as a prefactor
using the Cauchy product formula
〈T U(∞)OˆaOˆb〉0 =
∞∑
n
n∑
m
C a,bm Vn−m =
∞∑
m
C a,bm
∞∑
n
Vn = 〈T U(∞)〉0
∞∑
m
C a,bm . (A.5)
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With this we see, that the vacuum diagrams cancel the disconnected diagrams in the
expression for the perturbed Green’s function
〈T U(∞)OˆaOˆb〉0
〈T U(∞)〉0
= + + + . . . . (A.6)
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B. Four-time correlator and
corrections to Wick’s theorem
The assumption that Wick’s theorem is valid for correlators of operator Oˆ is fundamental
for the derivation of the reconstruction equation in chapter 5. In this section, we give the
derivation for Eqs. (5.7) and (5.9), that allow us to validate the assumption of Wick’s
theorem in experiment. We introduce the lowest order correction to Wick’s theorem
G4(t1, t2, t3, t4),
G4(t1, t2, t3, t4) = 〈T Oˆ1Oˆ2Oˆ3Oˆ4〉0,F − 〈T Oˆ1Oˆ2Oˆ3Oˆ4〉0 (B.1)
= 〈T Oˆ1Oˆ2Oˆ3Oˆ4〉0,F −
∑
3 perm.
a,b,c,d
〈T OˆaOˆb〉0 〈T OˆcOˆd〉0 , (B.2)
This correction to Wick’s theorem is described by the difference between the real four-
time correlators where Wick’s theorem is not valid and the four-time correlators where
Wick’s theorem is valid. For those correlators, Wick’s theorem is applied and they are
described as a sum of products of two-time correlators, where the sum runs over all three
indistinguishable permutations. 〈. . .〉 (〈. . .〉0) describe (un)perturbed correlators where
Wick’s theorem is assumed to be valid. We introduce index F to indicate that 〈. . .〉F
(〈. . .〉0,F ) refer to the real correlators where Wick’s theorem is not exactly valid. We
study the deviations from Wick’s theorem based on the simple coupling Hamiltonian
HC = OˆXˆ . It is possible to directly generalize the results to the full model described in
Sec. (5.4). To shorten the equations we introduce Aˆi as an abbreviation for Aˆ(ti) and
use the abbreviation G4(1, 2, 3, 4) = G4(t1, t2, t3, t4). In the context of this work, we only
consider terms in first order of G4. Higher order contributions are neglected. With this,
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an n-time correlator is given by
〈T Oˆ1 . . . Oˆn〉0,F = 〈T Oˆ1 . . . Oˆn〉0 +
∑
perm.
α,β,γ,δ
G(α, β, γ, δ) 〈T
∏
k∈{1,...n}\{α,β,γ,δ}
Oˆk〉0 . (B.3)
In the next section, we show that Wick’s theorem holds also for the perturbed correlators
if it is true for the ideal correlators. From this, we look at perturbed four-time correlators
and derive the lowest order correction to Wick’s theorem for the full system. Finally, we
derive an equation that connects the perturbed Green’s function where Wick’s theorem
is not valid with the perturbed Green’s function where we assume Wick’s theorem to
be valid. This equation shows, how to validate the assumption of Wick’s theorem in
experiment.
B.1. Wick’s theorem for perturbed correlators
Assuming Wick’s theorem holds for the free correlators, we show in this section, that
it follows, that Wick’s theorem is also true for the perturbed correlators. We write the
perturbed four-time correlator using free correlators
〈T OˆIOˆIIOˆIIIOˆIV〉 = 〈T U(∞)OˆIOˆIIOˆIIIOˆIV〉0〈T U(∞)〉0
(B.4)
=
∑
n
(−i)n
n!
∫ ∞
−∞
dt1 . . .
∞∫
−∞
dtn
1
〈T U(∞)〉0
〈T OˆIOˆIIOˆIIIOˆIVOˆ1 . . . Oˆn〉0 〈T Xˆ1 . . . Xˆn〉0 .
(B.5)
In Appendix A we identified connected diagrams with m vertices C a,bm and vacuum dia-
grams Vn of order n in similar terms. Here, we start with isolating connected diagrams
C a,bm with m vertices, which occure
n!
(n−m)! times. In this step, we have six indistinguish-
able ways to choose a and b out of I, II, III, IV. From the remaining n −m operators we
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identify connected diagrams with k vertices C c,dk , which occur
(n−m)!
(n−m−k)! times. Since for
example C I,IIm and C
I,II
k are indistinguishable for m = k , we are left with three indistin-
guishable permutations. The remaining operators form vacuum diagrams with n−m−k
vertices Vn−m−k . With this, we have
〈T OˆIOˆIIOˆIIIOˆIV〉
=
∑
n
(−i)n
n!
∞∫
−∞
dt1 . . .
∞∫
−∞
dtn
1
〈T U(∞)〉0
∑
3 perm.
a,b
n∑
m
n!
(n −m)!
· 〈T OˆaOˆ1〉0 〈T Xˆ1Xˆ2〉0 〈T Oˆ2Oˆ3〉0 . . . 〈T OˆmOˆb〉0
·
n−m∑
k
(n −m)!
(n −m − k)! 〈T OˆcOˆm+1〉0 〈T Xˆm+1Xˆm+2〉0 〈T Oˆm+2Oˆm+3〉0 . . . 〈T Oˆm+k Oˆd〉0
· 〈T Oˆm+k+1 . . . Oˆn〉0 〈T Xˆm+k+1 . . . Xˆn〉0 (B.6)
=
∑
3 perm.
a,b
1
〈T U(∞)〉0
∞∑
n
n∑
m
C a,bm
n−m∑
k
C c,dk Vn−m−k (B.7)
=
∑
3 perm.
a,b
1
〈T U(∞)〉0
∞∑
n
Vn
∞∑
m
C a,bm
∞∑
k
C c,dk (B.8)
=
∑
3 perm.
a,b
〈T OˆaOˆb〉 〈T OˆcOˆd〉 . (B.9)
For the rearrangement of summations in Eq. (B.8) we make use of the Cauchy product
formula for three series followed by an index shift. With this, we have shown, that
the perturbed four-time correlator can be expressed as a sum of products of perturbed
two-time correlators.
93
B. Four-time correlator and corrections to Wick’s theorem
B.2. Correction to Wick’s theorem for perturbed
four-time correlators
In this section, we study the perturbed four-time correlator including corrections to
Wick’s theorem in lowest order in G4. To analyze the correction to Wick’s theorem
for the full four-time correlator, we also have to take into account the correction to the
normalization
1
〈T U(∞)〉0,F
=
1
〈T U(∞)〉0 + 〈T U(∞)〉0,corr
≈ 1〈T U(∞)〉0
(
1− 〈T U(∞)〉0,corr〈T U(∞)〉0
)
.
(B.10)
We introduce the following abbreviation to record for which set of operators we apply
Wick’s theorem
Wick(A, pin\B ,C ) = 〈T
∏
k∈A∪pin\B
Oˆk〉0 〈T
∏
l∈pin∪C
Xˆl〉0 , (B.11)
where pin = {1, . . . , n} represents the set of operators Oˆi and Xˆi for the given numbers.
The first and third arguments are optional. If C is not given, it means that there are no
additional bath operators to take into account. If the argument before the permutation
symbol pin is left out means that no additional operators Oˆ contribute.
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Using this and Eq. (B.3) we can express the perturbed four-time correlator in lowest
order in G4
〈T OˆIOˆIIOˆIIIOˆIV〉F
=
∑
3 perm.
a,b,c,d
〈T OˆaOˆb〉 〈T OˆcOˆd〉 −
∑
3 perm.
a,b,c,d
〈T OˆaOˆb〉 〈T OˆcOˆd〉
〈T U(∞)〉0,corr
〈T U(∞)〉0
+ G4(I, II, III, IV)
+
∑
n
(−i)n
n!
∞∫
−∞
dt1 . . .
∞∫
−∞
dtn
1
〈T U(∞)〉0
 ∑
4 perm.
a−d
∑
perm.
δ
G4(a, b, c, δ)Wick({d}, pin\{δ})
+
∑
6 perm.
a−d
∑
perm.
γ,δ
G4(a, b, γ, δ)Wick({c, d}, pin\{γ, δ})
+
∑
perm.
α−δ
G4(α, β, γ, δ)Wick({a − d}, pin\{α− δ})
+
∑
4 perm.
a−d
∑
perm.
β,γ,δ
G4(a, β, γ, δ)Wick({b, c, d}, pin\{β, γ, δ})
 . (B.12)
The summations run over all indistinguishable permutations. The correction to the
vacuum diagrams is given by
〈T U(∞)〉0,corr
〈T U(∞)〉0
=
∑
n
(−i)n
n!
∞∫
−∞
dt1 . . .
∞∫
−∞
dtn
1
〈T U(∞)〉0
∑
perm.
α−δ
G4(α, β, γ, δ)Wick(pin\{α− δ}) . (B.13)
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We also express the perturbed two-time correlator in lowest order in G4
〈T OˆaOˆb〉F = 〈T OˆaOˆb〉 − 〈T OˆaOˆb〉
〈T U(∞)〉0,corr
〈T U(∞)〉0
+
∑
n
(−i)n
n!
∞∫
−∞
dt1 . . .
∞∫
−∞
dtn
1
〈T U(∞)〉0
∑
perm.
γ,δ
G4(a, b, γ, δ)Wick(pin\{γ, δ})
+
∑
2 perm.
k ,l
∑
perm.
β,γ,δ
G4(k , β, γ, δ)Wick(l , pin\{β, γ, δ})
+
∑
perm.
α−δ
G4(α, β, γ, δ)Wick(a, b, pin\{α− δ}
 . (B.14)
To find the correction to Wick’s theorem for the perturbed four-time correlator we
calculate
〈T OˆIOˆIIOˆIIIOˆIV〉F −
∑
3 perm.
a,b
〈T OˆaOˆb〉F 〈T OˆcOˆd〉F . (B.15)
Only terms with the same type of G4 can cancel. Therefore, we have to compare those
terms. We show the procedure at the example of G4(a, b, γ, δ)
∑
n
(−i)n
n!
∞∫
−∞
dt1 . . .
∞∫
−∞
dtn
1
〈T U(∞)〉0
 ∑
6 perm.
a−d
∑
perm.
γ,δ
G4(a, b, γ, δ)Wick({c, d}, pin\{γ, δ})
−
∑
6 perm.
a−d
∑
perm.
γ,δ
G4(a, b, γ, δ)Wick(pin\{γ, δ}) 〈T OˆcOˆd〉
 . (B.16)
The summation over six permutations in the last term is necessary, since G4(a, b, γ, δ)
appears in both two-time correlators that are multiplied. Due to the summation over
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the perturbations of γ, δ we get a factor n!
(n−2)! . We introduce n˜ = n−2 because the first
contribution occurs for n = 2. With this we find
∑
6 perm.
a−d
(−i)2
∞∫
−∞
dtx1
∞∫
−∞
dtx2G4(a, b, x1, x2)
1
〈T U(∞)〉0
∑
n˜
(−i)n˜
n˜!
∞∫
−∞
dt1 . . .
∞∫
−∞
dtn˜
·
(
Wick({c, d}, pin˜ , {x1, x2}) − Wick(pin˜ , {x1, x2}) 〈T OˆcOˆd〉
)
. (B.17)
In this terms diagrams of the following forms multiplied by appropriate vacuum diagrams
appear
(I) : . . .
. . .
(II) : ... . . . , (B.18)
The cross is the diagrammatic representation of G4. In the first term, both kinds of
diagrams appear. Tough, the second term has only contributions from diagrams of type
(II). We define the following names to describe the leg- and ring-type diagrams
Lx1,am = (−i)m
∞∫
−∞
dt1 . . .
∞∫
−∞
dtm 〈T Xˆx1Xˆ1〉0 〈T Oˆ1Oˆ2〉0 〈T Xˆ2Xˆ3〉0 . . . 〈T OˆmOˆa〉0 (B.19)
with Lx1,a0 = 0 (B.20)
Rx1,x2m = (−i)m
∞∫
−∞
dt1 . . .
∞∫
−∞
dtm 〈T Xˆx1Xˆ1〉0 〈T Oˆ1Oˆ2〉0 〈T Xˆ2Xˆ3〉0 . . . 〈T XˆmXˆx2〉0 . (B.21)
Identifying these structures in Eq. (B.17), finding the correct combinatorical factors,
and using the Cauchy product formular shows us that the terms of type (II) are fully
canceled. We are left with
∑
6 perm.
a−d
(−i)2
∞∫
−∞
dtx1
∞∫
−∞
dtx2G4(a, b, x1, x2)
∞∑
l
∞∑
k
Lx1,cl L
x2,d
k . (B.22)
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We proceed analogously with all kinds of G4 terms and find
〈T OˆIOˆIIOˆIIIOˆIV〉F
=
∑
3 perm.
a,b
〈T OˆaOˆb〉F 〈T OˆcOˆd〉F + G4(I, II, III, IV)− i
∑
4 perm.
a−d
∞∫
−∞
dtx1G4(a, b, c, x1)
∞∑
k
Lx1,dk
−
∑
6 perm.
a−d
∞∫
−∞
dtx1
∞∫
−∞
dtx2G4(a, b, x1, x2)
∞∑
l
∞∑
k
Lx1,cl L
x2,d
k
+ i
∑
4 perm.
a−d
∞∫
−∞
dtx1
∞∫
−∞
dtx2
∞∫
−∞
dtx3G4(a, x1, x2, x3)
∞∑
l
∞∑
k
∞∑
m
Lx1,bl L
x2,c
k L
x3,d
m
+
∞∫
−∞
dtx1
∞∫
−∞
dtx2
∞∫
−∞
dtx3
∞∫
−∞
dtx4G4(x1, x2, x3, x4)
∞∑
l
∞∑
k
∞∑
m
∞∑
n
Lx1,al L
x2,b
k L
x3,c
m L
x4,d
m .
(B.23)
We introduce a diagrammatic representation for the remaining terms
= + + + + . . . , (B.24)
and find the correction to Wick’s theorem for the perturbed four-time correlator
〈T OˆIOˆIIOˆIIIOˆIV〉F =
∑
3 perm.
a,b,c,d
〈T OˆaOˆb〉F 〈T OˆcOˆd〉F + . (B.25)
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B.3. Correction to Wick’s theorem for Green’s
functions
In analogy to the calculation of the perturbed four-time correlator we find
〈T OˆIOˆII〉F = 〈T OˆIOˆII〉 −
∞∫
−∞
dtx1
∞∫
−∞
dtx2G4(I, II, x1, x2)
∞∑
k
Rx1,x2k
+ i
∑
2 perm.
a,b
∞∫
−∞
dtx1
∞∫
−∞
dtx2
∞∫
−∞
dtx3G4(a, x1, x2, x3)
∞∑
l
∞∑
k
Rx1,x2k L
x3,b
l
+
∞∫
−∞
dtx1
∞∫
−∞
dtx2
∞∫
−∞
dtx3
∞∫
−∞
dtx4G4(x1, x2, x3, x4)
∞∑
l
∞∑
k
∞∑
m
Rx1,x2k L
x3,I
l L
x4,II
m
(B.26)
= 〈T OˆIOˆII〉+ . (B.27)
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