When the dynamics of any general second order system are cast in a state-space format, the initial choice of the state-vector usually comprises one partition representing system displacements and another representing system velocities. Coordinate transformations can be defined which result in more general definitions of the state-vector. This paper discusses the general case of coordinate transformations of state-space representations for second order systems. It identifies one extremely important subset of such coordinate transformations -namely the set of structure-preserving transformations for second order systems -and it highlights the importance of these. It shows that one particular structure-preserving transformation results in a new system characterised by real diagonal matrices and presents a forceful case that this structure-preserving transformation should be considered to be the fundamental definition for the characteristic behaviour of general second order systems -in preference to the eigenvalue-eigenvector solutions conventionally accepted.
INTRODUCTION
Consider the N degree of freedom second order system characterised by the real (N x N) matrices {K, D, M} and having displacement vector q and force vector Q.
Here,& & & and represent the first and second derivatives of the vector q with respect to time.
This paper is concerned with transformations to express this general system in different but equivalent forms. Because system matrices, {K,D,M} are not always symmetric, different transformations may be applied to the left and right of these matrices. The general case is embraced in this paper and subscripts L and R are used to distinguish left and right transformation matrices. In the special case of systems having symmetric matrices, the left and right transformations will usually be identical so that symmetry is preserved after the transformation. If all of the eigenvalues are distinct, it is simple to show that with appropriate scaling of the eigenvectors, (2) leads directly to
In some cases where the eigenvalues are not distinct, it is not possible to find full-rank (N x N) matrices {U L , U R } satisfying (2) and it follows directly that (3) cannot be satisfied in these cases. Such systems are referred to as defective systems.
There is one other exception to (3) . This occurs when M is singular. It is straightforward to provide for this by recognising that (3) essentially describes a diagonalising similarity transformation in which the transformed stiffness matrix is Λ Λ Λ Λ and the transformed mass matrix is I. If a general scaling is allowed for the eigenvectors, equation ( where {K D , M D } are diagonal matrices of the transformed system. Equation (2) generalises to
If this classically-damped system is not defective,
Together {U L , U R } describe a transformation from the original set of displacement coordinates, q, and its corresponding vector of forces, Q, to a new set of displacement coordinates r and the corresponding vector of forces R through
Then, the original equation of motion for a classically damped system is transformed to (13) Because the equations in (13) are completely decoupled, the combination of (12) and (13) provides for the very efficient calculation of response in the time or frequency domains through the use of superposition. It also provides for a clear understanding of the mechanisms through which the system responds (especially when {U L ,U R } are real). The left modal matrix, U L , acts to transform physical forces into corresponding modal forces and the right modal matrix, U R , acts to transform modal displacements into physical displacements.
For systems that are not classically damped, the situation is not nearly so clear using present-day methods. In general, there is no pair of (N x N) matrices {U L , U R } (real or complex) that can simultaneously diagonalise the three system matrices according to (11) .
The original system can be represented as a system of first order differential equations in state-space form. In this case, the two system matrices in the state-space equation each have dimension (2N x 2N) and the inherent second order nature of the original system is effectively ignored. The 2N characteristic roots and their associated 2N modal vectors (left and right) can be computed but in general these are complex and their full significance is difficult to grasp [3] .
Many researchers have battled with the implications of complex modes in various contexts including
• interpretation of complex modes [1] , [3] [4] [5] [6] [7] • the search for iterative or approximate solutions for the damped natural frequencies and for system response using nearby classically-damped models [8] [9] [10] [11] [12] • model correlation, model updating and system identification [13] [14] [15] [16] [17] [18] [19] • model reduction of generally-damped systems [20 -23] The first priority of this paper is to show that real-valued transformations do exist for most real second order systems such that system response can be assembled as the direct sum of contributions from N decoupled single-degree-of-freedom second order systems. These transformations exist for all real second order systems having no repeated pairs of characteristic roots and they are referred to here as diagonalising structure-preserving transformations.
It is then natural to consider whether there are more general structure-preserving transformations for second order systems. The second priority of the paper is to show that there are and that the diagonalising structure-preserving transformation can be constructed as the product of a number of the more general structure-preserving transformations.
REAL DIAGONALISING TRANSFORMATIONS FOR GENERAL SECOND ORDER SYSTEMS
Then, it is possible to write (1) equivalently in any of the following three forms.
Solutions to (1) must satisfy all three of (15)- (17) .
There are only three different (2N x 2N) matrices in (15)- (17) . Ordinarily, the characteristic behaviour of the system described in equation (1) is computed by solving a generalised eigenvalue problem defined either by the two (2N x 2N) matrices in (15) or by the two (2N x 2N) matrices in (16) . The latter is usually preferred. The result is a set of characteristic roots (eigenvalues from the generalised eigenvalue problem) and associated characteristic vectors. It is usual that many, if not all, of the characteristic roots are complex in which case they and their associated characteristic vectors occur in complex conjugate pairs. Solving the generalised eigenvalue problem defined by the two (2N x 2N) matrices of (17) yields the squares of these characteristic roots.
An alternative equivalent expression of the characteristic behaviour of the system is achievable in which only real transformation matrices appear [24] . A modified version of this expression is given here. Define
SECOND ORDER COORDINATE TRANSFORMATIONS 8 for the sake of compactness in later expressions. Additionally, define the following quantities based on
, : (19) and note the perfect similarity in structure between (18) and (19) . Equation (8) applies only to classically-damped systems. Its generalisation to the set of all second order systems can be written as
in the sense that they satisfy
are real (2N x 2N) matrices obviously having properties that are very like matrices of left and right eigenvectors but these are not matrices of eigenvectors. An obvious choice for the duals is
If there is no pair of integers (i,j) for which it is possible to find real scalar, α, satisfying
then the system has no identical pairs of characteristic roots. In all such cases, the system is not defective and it is found that
A proof of this theorem is given in the appendix based on the development of { } are invertible (which they must be if the system is not defective), then it is straightforward to show the third equation must also be satisfied. This follows immediately from the observations that if K is invertible,
and if M is invertible
Cases where K is not invertible can be addressed directly by replacing K with (K+ε∆K) where ∆K is any matrix chosen such that (K+ε∆K) is non-singular for any positive real scalar, ε, smaller than some limiting value and taking the limit as ε→0. Similarly for cases in which M is singular. An alternative is to select some real eigenvalue-shift, α, in the eigenvalues such that the system having the shifted eigenvalues is represented as {(K+ αC +α 
(27) Then, the following features motivate the acceptance of (24) 
• There is no fundamental distinction between "real roots" and "complex roots" in the • For classically-damped systems, the mass-normalised modes of the undamped system appear in 
The transformed diagonal matrices are
and the transformation is given by , implicitly defines a coordinate transformation for an N degree of freedom second order system. The special subset of structure-preserving transformations is also defined here.
Any pair of (N x N) matrices, {T L , T R } can be said to define a coordinate transformation according to
Equations (31) comprise the general case of what is normally considered (in the structural dynamics community) to be a coordinate transformation. Coordinate transformations in the form of (31) will be described as first-order transformations here since they are the only transformations which would ever be applied to a first order system (M=0). The transformation of (12) (which can diagonalise any classically-damped system) is a special case of a first-order coordinate transformation.
Provided that {T L , T R } are both square and full-rank, they may be chosen arbitrarily and the same response will be computed for the system using either the original or the transformed representation.
The same characteristic behaviour will also be obtained in both cases. If T L and T R have fewer columns than rows, then the coordinate transformation implicitly imposes constraints and reduces the number of system degrees of freedom. In this case, both the response and the characteristic behaviour are modified in general and the transformation is a model-reducing transformation.
The space of coordinate transformations for second order systems includes the full space of all firstorder coordinate transformations as a subspace. Suppose, now, that one pair of (2N x 2N) matrices,
, is selected arbitrarily and that another pair of
Substitute these into (24) to obtain
Evidently, a transformation has been carried out having the following effects
are chosen completely arbitrarily, the transformed representation of the system will lack some of the structure possessed by the original representation. The primary focus of this paper is on structure-preserving similarity transformations for second order systems.
is defined as a structure-preserving transformation if and only if Some are automatically satisfied as a direct result of (25) and (26).
TIME DOMAIN RESPONSE USING THE DIAGONALISING TRANSFORMATION.
Equations (15) and (16) are first-order state-space representations insofar as they each involve the zeroth and first derivatives of the state-vector. Both of these equations are commonly encountered in the analysis of generally-damped systems. Equation (17) is a second-order state-space representation since it involves the zeroth and second derivatives of the state-vector only. The definition of p is implicit in all three of equations (15) - (17) and the definition of P is implicitly contained also in (17) .
Any one of (15)- (17) is normally adequate to describe the time-domain behaviour of the system.
Consider that the following coordinate transformation is carried out based on matrices
Together, vectors u and v represent the state of the system unambiguously. Note that if all of the original displacement coordinates are translations, the (S.I.) units for v are (m) and the (S.I.) units for u are (m/s) -in perfect consistency with the units for q and p respectively. Define new excitation vectors, U and V, in terms of the force vector, Q, and its first derivative, P using {W LD , X LD , Y LD , Z LD } as
Substitute for the state vector in each of (15)- (17) 
Taking (45) If U was identical to the first derivative of V with respect to time, there could be no hesitation in identifying these decoupled systems as single degree of freedom second order systems. In general, U is not identical to the first derivative of V with respect to time. In fact, this identity holds true only for classically-damped systems. Correspondingly (and more importantly) v is not equal to the first derivative of u with respect to time when forcing is present on the system but when the system is in free vibration, (Q = 0), this identity holds as can be seen from (43) or (44).
To support the assertion that there is a real coordinate transformation mapping (almost) any general second order system onto a second order system characterised by diagonal matrices, it is necessary only to demonstrate that there is some second order system described by
and some set of relationships giving Z(t) in terms of Q(t) and q(t) in terms of z(t) such that q(t) may be computed from Q(t) as the sum of N individual contributions using (41). Expanding (43) leads to ( )
Differentiate (48), substitute for v using (47) and apply the definition of P in (14) to obtain ( )
This is in precisely the form of (46). The forcing term on the right hand side of (49), is computed as a linear combination of Q(t) and P(t). To recover the response, q(t), it is first necessary to generate v(t) from u(t). This can be achieved directly using (48) if the first derivative of u(t) has been stored together with u(t). Equation (41) can then be employed to recover q(t) and p(t). 
TIME DOMAIN RESPONSE UNDER FULLY-GENERAL TRANSFORMATIONS
Vectors {u, v, U, V} here represent different quantities from those of (41) and (42). Evidently, the system response can be computed using any one of the following three equations obtained from (15)- (17) by applying (50) To compute the time-domain response, it is only strictly necessary to be able to compute the second derivative of q given its zeroth and first derivatives. It is obviously advantageous to compute the third derivative also since this provides a numerical integration process with considerable additional information. Equations (17), (45) and (53) all provide for the direct computation of this derivative but all three of these require P -the first derivative of force with respect to time. Any errors in the estimation of P(= Q & ) will affect only the calculated third derivative of displacement with respect to time.
FREQUENCY DOMAIN RESPONSE COMPUTATIONS.
The ability to compute the steady-state response of a system to harmonic forcing is one of the key functions of any model. Conventionally, a complex dynamic stiffness matrix is formed, forces are represented by a complex vector and response is computed as another complex vector. Equation (17) provides what is arguably a more direct approach.
Discount, initially, that in the steady state, p ( q & = ) has a known magnitude and phase relationship to q and that P ( Q & = ) has a known magnitude and phase relationship to Q. Using only the knowledge that all of these quantities vary sinusoidally with respect to time 
Recognising that differentiating a sinusoidal function twice returns -ω 2 times the same function, the following is obtained from (17) ( ) ( ) 
to find If the diagonalising transformation is applied to the system before computing frequency response, it is found that at each value of ω, the vector coefficients, {u cos , v cos , u sin , v sin } of cos(ωt) and sin(ωt) must be determined for vectors u and v as defined in (41). Complex Numbers are not useful in this case since u ≠ v & and, as a result, the system of equations to be solved does not have the structure of (58).
However, the system of equations does comprise N decoupled pairs of equations and for this reason, solution is computationally very efficient.
[ ]
As expected, the diagonalising transformation enables frequency response to be composed as the superposition of contributions from individual single degree of freedom systems.
MODEL-REDUCING STRUCTURE-PRESERVING TRANSFORMATIONS.
All of the transformations dealt with up to this point have been square and full-rank. The transformed models in all cases are perfectly equivalent to the original models provided that the transformation matrices are used correctly to map from physical force sets into the new force sets and then to map 
In the case of square (full-rank) structure-preserving transformations, any two equations from (60)- (62) would be sufficient to ensure that the third equation was automatically satisfied. This is not the case for model-reducing transformations. One particular model-reducing transformation is introduced in [24] as an extension of static reduction [25] to the context of generally-damped systems. This transformation satisfies (60) and (61) but it does not also satisfy (62) and strictly, therefore, it is not structurepreserving.
EXAMPLE
A 4-degree of freedom system is considered. The stiffness and mass matrices for this system are diagonal and the damping matrix is fully-populated. These matrices are,
In this example, three different transformations are given. The purpose of the example is simply to illustrate that these transformations do exist for general systems. There is no loss of generality in the fact that the example begins with diagonal K and M since it is trivial to transform any general system into this form.
TRANSFORMATION TO DIAGONAL FORM
The transformation to diagonal form as represented by equations (15)- (17) results in the following
9.0296807E-001 4.1698283E-001 1.0000000E+000 9.9076461E-001 1.6526387E+000 1.0000000E+000 3.1653441E+000
6.5971716E-001 1.0000000E+000 8.8989084E+000
5.7066133E-001 1.0000000E+000
As the system matrices are symmetrical, the left and right transformation matrices are identical and these are as follows : 
AN ARBITRARY STRUCTURE-PRESERVING TRANSFORMATION
An arbitrary structure-preserving transformation is generated directly to demonstrate that it can be done. The following matrices will be found to transform the system according to (34)-(36) and to satisfy the constraints of structure-preservation in (37)-(40). 
Creating arbitrary structure-preserving transformations is relatively straightforward if the diagonalising transformation is known. Work continues on methods for finding structure-preserving transformations as steps towards the diagonalising transformation.
It is worth noting that the structure-preserving properties do not ensure that the transformed system matrices will be positive definite. In the present case, none of the system matrices in the transformed system, {K', D', M'}, are positive definite. Despite this, the characteristic roots and system response will be computed accurately.
Matrix K after the transformation : 
A TRANSFORMATION TO "TRIDIAGONAL FORM" WHICH DOES NOT PRESERVE STRUCTURE
The origins of the transformations discussed in this paper lie in the use of Clifford Algebra as a tool for expressing the dynamics of second order systems [24] . Preservation of structure was not considered in
[24] and if that is not a pre-requisite, it is attractive (and easy) to effect an initial transformation 
Using extensions of some now standard methods in matrix analysis, matrices {A k , B k , C k , R k } can be driven progressively towards tridiagonal form without any iteration -that is to say, the number of numerical operations utilised is fixed only by the dimensions of the system. The cumulative transformation which achieves this tridiagonalisation is presented now for the example system. The transformation matrices are termed {W TriDi , X TriDi , Y TriDi , Z TriDi }. Because the system is symmetric, and all of the transformations preserve symmetry there is no need to distinguish between the left and right transformation matrices.
0.0000000E+000 0.0000000E+000 0.0000000E+000 0.0000000E+000 1.0000000E+000 0.0000000E+000 0.0000000E+000 0.0000000E+000 0.0000000E+000 -4.0248662E-001 -3.0186496E-001 0.0000000E+000 0.0000000E+000 -2.0124331E-001 2.6603710E-001
X TriDi = 0.0000000E+000 0.0000000E+000 0.0000000E+000 0.0000000E+000 0.0000000E+000 0.0000000E+000 0.0000000E+000 0.0000000E+000 0.0000000E+000 0.0000000E+000 - The final matrices {A 3 , B 3 , R 3 } from (77) It is straightforward to demonstrate numerically that the characteristic roots of the transformed system are identical to the characteristic roots of the original one.
CONCLUSIONS
This paper discusses general coordinate transformations for second order systems. It notes that the full set of possible coordinate transformations for second order systems includes as a major subset the set of structure-preserving transformations. This set of transformations is defined concisely by equations (60)- (62) and it includes as a subset the set of all first-order coordinate transformations which coincide with the view of coordinate transformations established in the structural dynamics community.
Within the set of structure-preserving coordinate transformations for (almost) any given system, there 
APPENDIX: Derivation of equations (24) from a state-space approach
Begin with this form of the equation for the characteristic roots which implicitly requires that both K and M are non-singular. The case where either one is singular (or both are) can be dealt with by taking the limit.
Equations (A1) and (A2) find the left characteristic vectors as well as the right. Matrices S 1 and S 2 are diagonal. Where complex roots occur, they occur in conjugate pairs. If 2P of of the 2N roots are complex, arrange the roots and vectors such that S 2 (k,k) = conj(S 1 (k,k)) for k≤P. The remaining 2Q (with Q=N-P) roots are real.
Self-Adjoint Systems with M positive definite and both D and K positive semi-definite.
Consider, initially, the class of self-adjoint systems with positive definite M and positive semi-definite D and K. For these systems, the real roots are all negative (or zero) [1] ,[23] and they occur in two distinct groups. For one half of the real roots, the associated right vectors (columns (P+1:N) of E R and G R ) comprise purely real entries when the scaling of (A2) is applied. For the other half of the real roots, the associated right vectors (columns (P+1:N) of F R and H R ) comprise purely imaginary entries. Similar statements apply to the left vectors. Define the following useful matrix ( ) 
The primes are used here because left and right versions of matrices W, X, Y, Z will be defined differently in due course. Although there is actually no difference between the left and right versions of these matrices in the case of the class of second order systems being considered at present, the distinction between the two is maintained for use in the more general cases.
Note the following about the contents of S x , S y and S z ( ) Ω Ω Ω and 2ζΩ ζΩ ζΩ ζΩ are also real diagonal (N x N) matrices. This notation is chosen deliberately to invoke a connection with the quantities ω n and 2ζω n commonly used to define a unit-mass singledegree of freedom second order system. Each diagonal entry of γ γ γ γ can be computed separately. If the k th pair of roots is a complex conjugate pair
If the k th pair of roots is a pair of real roots (k > P), then S y (k,k) = 0 and the expression for γ γ γ In this case, for γ γ γ γ(k,k) to be a real number, it is necessary that the operand of the cosh -1
(.) function is greater than unity. For the class of symmetric second order systems in which M is positive definite and D and K are positive semi-definite, all real roots are negative and therefore the magnitude of the operand is necessarily greater than unity. This reasoning alone does not guarantee that the sign of the operand is positive. Experience shows that the ordering of the real roots described above always produces a positive operand. Since the general case of second order systems will be dealt with shortly, it suffices to leave this remark without further justification. 
Equations (15) and (16) in the main body of the paper follow naturally with ( )
In the case of general self-adjoint systems, it is attractive to ensure that the left and right
In order to achieve this, a more general definition of J is needed. where {L 1 ,L 2 } are diagonal matrices defined shortly. As before, the 2P complex roots and associated vectors are arranged such that S 2 (k,k) = conj (S 1 (k,k) ) for k≤P. The remaining 2Q (with Q=N-P) roots are real.
The real roots must be collected into pairs. There is some degree of freedom in this pairing although, as above, there are some constraints. For self-adjoint systems in general, it is always possible to establish a pairing such that the real roots fall into three different categories (A,B,C) When the system is self-adjoint, there is no difference between left and right eigenvectors but even in the general case, it is readily seen that if the right eigenvector associated with a given real root is purely imaginary, the same must be true of the left eigenvector. Similarly for purely real left and right eigenvectors. 
Let {Q
where G 1 and G 2 are diagonal matrices whose diagonal entries are all either unity or its negative. The primes are used again here because left and right versions of matrices W, X, Y, Z will be defined differently in due course. Also, the distinction between left and right versions is maintained for use in the more general cases.
One further transformation is required from this point. This involves finding real diagonal matrices {N 11 , N 12 , N 21 , N 22 } satisfying The first P decoupled problems can be addressed by posing them initially in the form of (A7), finding solutions to that in the form of (A8) and then scaling as (A10) indicates.
The next Q A decoupled problems can be addressed by posing them initially in the form of (A7), finding solutions to that in the form of (A9) and then scaling as (A10) indicates.
The next Q B decoupled problems involve determining {N 11 
where θ is determined from
and selection of a is obvious. For roots in this category, the angle θ determined from (A22) is always real because S x (k,k) and S z (k,k) always have opposite sign. After determination of a and θ, K D (k,k) and
The final Q C decoupled problems involve determining {N 11 
General Second-Order Systems.
In the case of general second-order systems, it is not necessarily possible to proceed from the solution of (A1) and (A2) using further transformations which are symmetric. The eigenvectors associated with the complex roots are inherently amenable to symmetric treatment but those associated with real roots are not.
For this reason, it is necessary in the general case to define left and right versions of the matrix J as As before, the 2P complex roots and associated vectors are arranged such that S 2 (k,k) = conj(S 1 (k,k)) for k≤P. The remaining 2Q (with Q=N-P) roots are real. The real roots must be collected into pairs. Each of these pairs must fall into one of the six different categories described in Table A1 . with the product (S x (k,k).S z (k,k)) being negative. Real solutions to this problem are available in the form
, , The Q E decoupled problems arising for the category E pairs of real roots also present themselves in the form of (A27), (A28) and the same solution approach ((A29) and (A9)) is appropriate. Here, the location of the minus signs in (A26) is chosen deliberately such that M D (k,k) = 1.
The final Q F decoupled problems arising for the category F pairs of real roots present themselves in the form of (A19) and (A20). Solutions are obtainable in the form of (A21) and (A22) may be used to determine the appropriate value of θ. Once again, the location of the minus signs in (A26) is chosen deliberately such that M D (k,k) = 1 for the pairs of real roots in this category.
Three final remarks are appropriate in this appendix. has been such that the diagonal entries of M D are all either unity or its negative. In fact, the scaling of these columns needs to be released for complete generality. This is especially necessary in order that the case where M is singular can be dealt with. The following scaling rule is a good candidate for all situations except those in one exceptionally unlikely set.
where f is any arbitrary real scalar frequency (rad/s). This scaling has the considerable attraction that it approaches "mass-normalisation" when M is positive definite as f →∞.
The only situations in which this is unsatisfactory are those where there are some real left and right vectors, {v R , v L } such that
If a scaling derived using (A30) suggests extremely large scaling factors for the vectors, then it would obviously be sensible to check that (A31) does not actually apply. If (A31) does apply for some {v R , v L }, then the model evidently includes some completely redundant degrees of freedom which have no dynamic stiffness at any frequency and it is not difficult to deflate the model to remove these. The set of second order systems which satisfy (A31) is so small that this possibility is dismissed apart from that check. Now consider the case where M is singular. Solutions to (A1) and (A2) cannot then be found. However, replacing M by (M+ε∆M) enables solutions to be found provided that (M+ε∆M) is nonsingular for all ε in some range. Finding the diagonalising transformation for numerous different values of ε using equations (A3) onwards and subsequently scaling the solutions such that (A30) is satisfied yields the scaled diagonalising transformation as a smooth function of ε. The value of this transformation for ε=0 can then be deduced.
A similar procedure can apply for the case where K is singular. Where both K and M are singular, replace {K, M} by {(K+ε∆K), (M+ε∆M)} respectively.
Evidently, therefore, the diagonalising transformation can be derived for any systems which are not defective and which cannot satisfy (A31).
The second remark concerns symmetry and { } R L U U , . The general procedure outlined after equation (A24) provides for the determination of a real diagonalising transformation for any second order system which is not defective. The procedure for determining the diagonalising transformation for selfadjoint systems asserts without proof that the real roots can be paired such that the pairs all lie in categories A,B or C (c.f. Table A1 ) and it shows that for these categories of pairs of real roots, symmetric transformations can be used to retain the symmetry inherent in the original solution for the complex roots and eigenvectors. That statement is supported by experience of a large number of cases but a formal proof is considered beyond the scope of this paper. In a general purpose algorithm for determining a diagonalising transformation for a second order system, it is sensible to pair the real roots such that as many as possible of the pairs of real roots lie in categories A,B or C in order that the transformation resulting will return R L U U = whenever the system is self-adjoint.
Finally, for all of the pairs of complex roots and for the pairs of real roots occurring in classes A, D and E, (c.f. Table A1), the transformation from the original eigenvalue-eigenvector form to the diagonalising transformation form involves the use of a (2x2) matrix having cosh(γ) for both diagonal entries and sinh(γ) for both off-diagonal entries. The condition of this matrix becomes very poor as γ approaches large positive or negative values. This in turn happens whenever a pair of real roots is very close together or whenever a pair of complex roots are close together. If some parameter is varied such that a pair of complex roots draw together and eventually become a pair of real roots, the diagonalising transformation will be found to vary smoothly throughout. Experience suggests therefore that the poor condition of the transformation between the conventional solution and the diagonalising transformation is, in fact, a reflection of the particular inappropriateness of the conventional solution method for systems having pairs of roots close to the real-complex border.
