Abstract. Finite computer resources force compromises in the design of transient numerical experiments with coupled atmosphere-ocean general circulation models which, in the case of global warming simulations, normally preclude a full integration from the undisturbed pre-industrial state. The start of the integration at a later time from a climate state which, in contrast to the true climate, is initially in equilibrium then induces a cold start error. Using linear response theory a general expression for the cold start error is derived. The theory is applied to the Hamburg CO2 scenario simulations. An attempt to estimate the global-mean-temperature response function of the coupled model from the response of the model to a CO2 doubling was unsuccessful because of the non-linearity of the system. However, an alternative derivation, based on the transient simulation itself, yielded a cold start error which explained the initial retardation of the Hamburg global warming curve relative to the IPCC results obtained with a simple box-diffusion-upwelling model. In the case of the sea level the behaviour of the model is apparently more linear. The cold start error estimations based on a CO2 doubling experiment and on an experiment with gradually increasing CO2 (scenario A) are very similar and explain about two thirds of the coupled model retardation relative to the IPCC results.
Introduction
It has long been recognized that the global warming due to the continual build-up of greenhouse gas concentrations in the atmosphere cannot be computed reliably as the quasi-instantaneous equilibrium climate response with the aid of atmospheric general circulation models (A-GCMs) alone, but must be treated as a transient problem using coupled atmosphere-ocean general circulation models (A-O-GCMs). It is only reCorrespondence to: R Sausen cently, however, that global ocean models have become sufficiently realistic and super-computers sufficiently powerful to carry out such simulations with acceptable resolution over longer time periods. Computer resources, nevertheless, still represent a serious limitation in such computations. None of the greenhouse scenario simulations which have been recently completed (Washington and Meehl 1989; Stouffer et al. 1989; Cubasch et al. 1992 ) has been able to span the full period of the build-up of greenhouse gases, beginning in the early nineteenth century, while also extending the integration over a similar time period into the future. To limit computer time, the initial state in such global warming simulations is normally taken as an equilibrium state at some time close to the present.
The difference between such a "cold start" simulation and a preferable, but too costly, "warm-up" simulation beginning in the early nineteenth century is indicated schematically in Fig. 1 simulations thequantity of interest is the change in the climate state @(t) relative to the climate state at some recent reference time t= tb (for example 1985). In the warm-up simulation, the changing climate evolves from an equilibrium initial state at time t=t~ at the beginning of the greenhouse gas buildup (e.g. 1820), while in the cold start simulation the global warming and greenhouse gas build-up are considered relative to an assumed equilibrium initial state at time tb. We wish to determine the difference between the computed change in climate A~(t)=~(t)--~(tb) in the period t> tb for the cold start and warm-up simulations. The cold start simulation will generally underestimate the climate change, since in this simulation the initial rate of change of the climate state at time t = tb is zero, while in the warm-up simulation a finite derivative has already developed at t=tb. A comparison of the global warming predictions from coupled atmosphere-ocean simulations beginning in 1985 (Cubasch et al. 1992 ) with the corresponding estimates from simple box-diffusion-upwelling models beginning in the last century (e.g. Houghton et al. 1990 ) does indeed indicate an underestimate of several tenths of a degree (or a factor of the order of 2) of the coupled model simulations during the first few decades. Similar underpredictions relative to the box-diffusion-upwelling model are found in other O-A-GCM simulations (e.g. Washington and Meehl 1989; Murphy 1991, personal communication) . The predictions generally lie closer to the box-model results at later times, when the start-up errors are small compared with the total warming. The question then arises whether the differences between the computed initial responses of the coupled atmosphere-ocean and simple box-diffusion-upwelling models reflect real differences in the models or are simply a consequence of the different initial conditions. Since the predicted global warming in the next few decades is of particular concern for policy makers, quantification of the cold start errors in recently published atmosphere-ocean model simulations is of considerable interest.
It will be shown in this study that the errors can be rigorously determined within the approximation of linear response theory. The impulse response function can be inferred from an independent step function response experiment. Most modelling groups carry out such experiments as a tool for studying the transient response charcteristics of the coupled atmosphereocean system, so that the corrections can be readily made. The impulse response function can also be inferred from the greenhouse warming experiment itself, although this is less straightforward than the analysis of a step function response experiment. However, it turns out, that in our application to the Cubasch et al. (1992) global warming experiments, the second method is more appropriate. A CO2 doubling experiment available as step function response was of too large amplitude to be regarded as a small perturbation of the initial state. The non-linear model response to a CO2 doubling is found to be significantly different from the response to a slow increase of the CO2 concentration.
The general cold start error expression is derived in the following section and is then computed for a number of examples in Section 3. The global mean temperature correction for the Hamburg IPCC scenarios A and D simulations (Cubasch et al. 1992 ) is found to be in the order of 0.2 K if the COa doubling experiment is used to determine the impulse response function. However, it is of the order 0.5 K if the transient warming simulation itself is used to determine the response function characteristics. The latter estimate, which is regarded as the more appropriate, explains most of the retardation found in the Hamburg experiments relative to the IPCC predictions. Nevertheless, another mechanism, e.g. a stronger initial heat uptake by the ocean, or a transient natural interdecadal fluctuation of the coupled atmosphere-ocean system, as discussed by Cubasch et al. (1992) , could also have contributed to the retardation.
Since completion of this study we have received an independent analysis of the cold start problem by Wigley and Raper (personal communication 1991) , who use a similar approach, but applied to a special singletime-constant feedback climate model. This model happens to be included as an example in Section 3.1. It yields a cold start correction comparable to the correction computed from the response function inferred empirically from the coupled atmosphere-ocean model response to a gradual CO: increase.
The cold start error
In the following we consider perturbations of a climate system about an equilibrium reference state which are sufficiently small to be linearized. The linear approximation can be assumed to apply at least during the initial period of a global warming simulation, with which we shall be primarily concerned in the estimation of the cold start error.
Let ~(t) denote the linear transient response of the climate model (for example an A-O-GCM) to a unit step function forcing at time t=0 (Fig. 2, top_boanel ) . Then the linear response of the climate state q) to an arbitrary forcing F(t) (with F(t)=0 for t_<0) is given by
~(t) = i dF o ~u (u) ~(t-u)du
(1)
= i F(u) ~(t-u) du
(2) 0 where ~(t) = dR ~-is the impulse response (Green) function (Fig. 2, bottom panel) . It is assumed in (1), (2) that the input forcing function F(t) is a scalar function, whereas the response ~(t) is taken as the complete climate state vector. Equations (1), (2) can be readily generalized to a vector input, in which case the response function R'(t) and G(t) would represent matrices. In our applications F(t) will represent the change in radiative forcing due
