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In this thesis, we study the scaling limit of eigenvalues of a random
normal matrix model at a singularity. The eigenvalues of a random normal
matrix follow the Boltzmann-Gibbs distribution with an external potential.
With a suitable growth condition of the potential, the eigenvalues are asymp-
totically distributed according to the equilibrium measure with a compact
support as the size of the matrix goes to infinity. We consider two types of
singularities: a bulk singularity, a point in the interior of the spectrum at
which the equilibrium density vanishes, and a conical singularity, a logarith-
mic singularity in the interior of the spectrum. We prove some universality
results for scaling limits which show a dominant part in the Taylor expansion
of the potential determines the microscopic properties near a singularity.
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Random matrix theory has developed with applications in various areas of
mathematics and physics. Random matrices were first considered by Wishart
[42] in the context of multivariate statistics to study the sample covariance
matrices. In physics, random matrix models were introduced by Wigner
[41] to understand the excitation spectra of heavy nuclei. He described the
statistical properties of a heavy nuclei through a large matrix with ran-
dom entries. Random matrix ensembles were established mathematically in
Dyson’s papers [15, 16, 17], where the orthogonal, unitary, and symplectic
ensembles were studied. Dyson also found the relation between random ma-
trix ensembles and one dimensional integrable systems. By calculating the
probability distribution of eigenvalues of the three ensembles, an exact math-
ematical correspondence was revealed between the eigenvalue distributions
and the statistics of a one-dimensional Coulomb gas at three special temper-
atures. Following these studies, there have been many remarkable advances
in various models of random matrix theory including random symmetric,
Hermitian, and non-Hermitian matrices.
1.1 Random normal matrix models
In this thesis, we study the distribution of eigenvalues of the random nor-
mal matrix model. Random normal matrices were introduced by Chau and
Yu [13] in connection with the Quantum Hall Effect in physics. Chau and
Zaboronsky [14] studied the structure of random normal matrix model and
derived the relation between random normal matrix and the Toda lattice
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CHAPTER 1. INTRODUCTION
hierarchy. Wiegmann and Zabrodin [38, 39] found the relation between the
density of eigenvalues in the random normal matrix model and conformal
maps of simply connected domains with an analytic boundary to a unit
disk, and Elbau and Felder [18] provided a mathematically rigorous proof
by means of polynomial curves.
In the random normal matrix model with an external potential function
Q : C → R ∪ {+∞}, we study normal matrices M , i.e. MM∗ = M∗M , of






Here, dM is the surface measure on the space of normal n × n matrices
induced by the Euclidean metric on all complex matrices, Zn is a normalizing
factor, and trQ(M) is the trace of the matrix Q(M) given by
∑n
j=1Q(λj)
with the eigenvalues λj of M . Assuming that Q has sufficient growth near
infinity, the normalizing factor Zn is well-defined.
Under the influence of the potential Q, the eigenvalues tend to occupy
a compact set, called the droplet, as the size of matrix goes to infinity. In
particular, at the macroscopic level, the eigenvalue density is asymptoti-
cally equal to the Laplacian of the potential Q and the droplet can be ex-
pressed through a solution of an inverse problem related to Hele-Shaw flows.
This macroscopic property of eigenvalues was investigated by Wiegmann-
Zabrodin [40], Etingof-Ma [19], and Hedenmalm-Makarov [25].
An important feature of random normal matrix model is that we can
compute the exact joint probability distribution for the eigenvalues. The




e−Hn(z)dA⊗n(z), z = (zj)
n
j=1 ∈ Cn, (1.1.2)












is the normalizing constant. This eigenvalues system can be interpreted as
a special case of the two-dimensional one-component plasma at a special
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temperature. Another important feature of this system is that it forms a de-
terminantal point process, while the two-dimensional one-component plasma
does not necessarily have a determinantal structure.
1.2 Microscopic properties of random normal ma-
trix ensembles
This thesis focuses on the microscopic property of eigenvalues, one of the
main interests in random matrix theory. A distinguishing feature, which
makes the study of microscopic properties so interesting, is “universality”:
the microscopic statistics of eigenvalues does not depend on the details of
the system. Our ultimate goal of this study is thus to prove the universality
of random normal matrix ensembles.
The microscopic behavior of eigenvalues is studied by rescaling them at
points both in the interior and on the boundary of the droplet. Let {ζj}n1 be
the system of eigenvalues of the random normal matrix model (1.1.2). We
define a rescaled eigenvalue system {zj}n1 at a fixed point p on a appropriate
microscopic scale rn = rn(p) with rn → 0 as n → ∞ by letting zj =
r−1n (ζj − p) for j = 1, · · · , n. The purpose of the study is to obtain the limit
of this rescaled system as n→∞.
The simplest example is the case when Q(z) = |z|2, called the Ginibre
ensemble, which is introduced by Ginibre [23]. In this case, the droplet is the
unit disk and for a point p in the interior of the droplet, the rescaled system
{zj} defined by zj =
√
n (ζj−p) converges to the determinantal point process
with Ginibre kernel G(z, w) = ezw̄−|z|
2/2−|w|2/2. At a point p on the boundary
of the droplet, the rescaled system {zj} defined by zj = e−iθ
√
n(ζj−p) where







G(z, w). Details of related studies can be found
in Forrester [20, 21], Borodin-Sinclair [11], and Ameur-Kang-Makarov [5].
For general potential Q, Ameur, Hedenmalm, and Makarov proved the
universality of the bulk scaling limit in [2], and Ameur, Kang, and Makarov
proved the universality of the edge scaling limit for radially symmetric po-
tential Q in [5]. Both universality results were proved with the microscopic
scale rn = (n∆Q(p))
−1/2 under the assumption of ∆Q(p) > 0.
3
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1.3 Rescaled eigenvalue system near a singularity
We study the microscopic property of eigenvalues near a singularity in the
interior of the droplet. We consider two types of singularities:
• Bulk singularity: an isolated point in the interior of the droplet at
which ∆Q vanishes.
• Conical singularity: a logarithmic singularity in the interior of the




log |ζ − p| , c > −1.
Bulk singularities
For an integer d > 1, we say Q has a bulk singularity of type 2d − 2 at p if
p is in the interior of the droplet and the Taylor expansion of ∆Q at p is of
the form
∆Q(ζ) = P (ζ − p) +O(|ζ − p|2d−1), ζ → p,
where P (x+ iy) is a homogeneous polynomial in x, y of degree 2d− 2. The
Taylor expansion of Q gives the canonical decomposition
Q = Q0(ζ − p) + h(ζ − p) +O(|ζ − p|2d+1), ζ → p,
where Q0 is the dominant part, which is homogeneous of degree 2d, and h
is a harmonic function.
In general a bulk singularity tends to repel eigenvalues away. A proper
microscopic scale rn at a bulk singularity p is chosen to separate the other
eigenvalues from p, which is determined by the degree of the dominant term
in the Taylor series of ∆Q at p. The microscopic scale rn at a bulk singularity
of type 2d − 2 is O(n−1/2d), which is relatively coarse in comparison with
the one in the regular case: rn(p) = O(n
−1/2) when ∆Q(p) > 0.
Let {ζj}n1 be the eigenvalue system of the random normal matrix model
associated with Q and {zj}n1 be the rescaled eigenvalue system defined by
zj = r
−1
n (ζj − p). The limiting distribution of the rescaled system can be
described by the reproducing kernel of a Bergman space, which consists of
entire functions in L2(µ0) where dµ0 = e





























2 + 1n log |z|, Q(z) = |z|
2, and Vn(z) = 2|z|2 − 2n log |z|.
In Chapter 3, we prove the universality of scaling limits at a bulk singu-
larity for the cases when Q is radially symmetric and when Q is a homoge-
neous polynomial.
Conical singularities




log |ζ − p|
and an eigenvalue system {ζj}n1 of the random normal matrix model asso-
ciated with the potential Vn. We say Vn has a conical singularity of order c
at p. This conical singularity appears in the study of Quantum Hall states
on singular surfaces [12], especially in relation with QH state on a cone.
As n goes to infinity, the effect of the perturbation in the potential tends
to disappear in the macroscopic view. On the microscopic level, a conical
singularity significantly affects the density of eigenvalues (See Figure 1.1).
If c is negative, then eigenvalues are distributed more densely near the sin-
gularity compared to the original case. On the other hand, if c is positive,
then the microscopic density vanishes at the singularity.
A description of the microscopic property of the rescaled eigenvalue sys-
tem is given in terms of the reproducing kernel for some generalized Fock
spaces of entire functions. Assume that p = 0 and Q(x + iy) is a homo-
geneous polynomial in x, y of degree 2d. Let Q0 be the dominant part of
Q,











, a rescaled system {zj}n1 defined
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by zj = r
−1
n ζj has a nontrivial scaling limit. Write V0(z) = Q0(z)− 2c log |z|
and dµ0 = e
−V0dA. The microscopic density of this rescaled system {zj}n1 is
obtained by
R(z) = L0(z, z)e
−V0(z)
where L0 is the reproducing kernel of the space which consists of entire
functions in L2(µ0). We prove existence and universality of the scaling limit
near the conical singularity in Chapter 4.
Notations
◦We write ∂ = (∂x−i∂y)/2 and ∂̄ = (∂x+i∂y)/2 for the complex derivatives
and ∆ = ∂∂̄ for 1/4 times the standard Laplacian on C.
◦ D(p, r) is the open disk centered at p with radius r.
◦ dA = dxdy/π is the Lebesgue measure divided by π.
◦ A continuous function h(z, w) is called Hermitian if h(z, w) = h(w, z). h
is called Hermitian-analytic (Hermitian-entire) if h is analytic (entire) in z
and w̄.
◦ The indicator function of a set S is denoted by χS .




In this chapter, we present a brief survey on random normal matrices as
preliminaries. It provides the theoretical background and notations for the
thesis.
2.1 Random normal matrix ensembles
Let Nn be the space of all n× n normal matrices M . We study the random





Here, the measure dM on the space Nn is the Riemannian volume form






which is called the partition function of the random normal matrix ensemble.
Basically, in this thesis, the function Q : C → R ∪ {+∞} is assumed to be






The integral Zn is convergent with this growth condition, so that the proba-
bility distribution Pn is well-defined. We call Q the potential of the random
normal matrix ensemble. For each M ∈ Nn, trQ(M) is the trace of the ma-
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trix Q(M) and it is equal to
∑n
j=1Q(ζj) where ζj are the eigenvalues of M .
We call the space Nn equipped with the measure (2.1.1) the random normal
matrix ensemble associated with Q.
2.1.1 The joint distribution of eigenvalues
From (2.1.1), one can derive the joint distribution of eigenvalues of the ran-
dom normal matrix ensemble. It is well-known that the joint distribution of






|ζj − ζk|2 e−n
∑n
j=1Q(ζj)dA⊗n(ζ), (2.1.3)






|ζj − ζk|2 e−
∑n
j=1Q(ζj)dA⊗n(ζ)
is the normalizing constant. From now on, we refer to Zn as the partition
function of the random normal matrix ensemble associated with Q. We
remark that the joint distribution Pn vanishes when two eigenvalues are
equal. Thus, it can be regarded as a joint distribution on the set
{ζ = (ζj) ∈ Cn | ζj 6= ζk for j 6= k}.
The key idea to obtain the joint density of eigenvalues from (2.1.1) is
integrating out the other variables except the eigenvalues, which is well-
known argument in the random matrix theory. See [21], [33].
Indeed, a normal matrix M can be diagonalized by a unitary matrix U ,
M = UDU∗, where D is the diagonal matrix with the eigenvalues of M
as the diagonal entries. The unitary matrix U can be chosen up to a right
multiplication by a diagonal unitary matrix, so we take U ∈ U(n)/U(1)n.
The following proposition gives the factorization of the measure dM on the
space Nn.










where M = U diag(ζ1, · · · , ζn)U∗ for U ∈ U(n) and dU denotes the invariant
measure on U(n)/U(1)n.
For details of the proof, we refer to [18] and [43].
2.1.2 Physical context




e−Hn(z)dA⊗n(z), z = (zj)
n
j=1 ∈ Cn








The joint distribution of eigenvalues is equal to the Boltzmann-Gibbs
measure for the two-dimensional one-component plasma model, which con-
sists of n identical electrically charged point particles in the complex plane
influenced by an external field nQ at a specific temperature. When the par-
ticles are located at points {zj}, the first term of Hn gives the energy of
the mutual repulsion among charges and the second term gives the total
potential energy of external filed. While this confining potential keeps the
charges at a finite distance, the charges tend to be distributed evenly due
to the repulsion among them.
Remark 2.1.2 (β-ensembles). For β > 0, the Boltzmann-Gibbs measure for
the two-dimensional one-component plasma model at the inverse tempera-




e−βHn(z)dA⊗n(z), z = (zj)
n
j=1 ∈ Cn (2.1.5)
where H is the Hamiltonian (2.1.4) of the model. A random normal matrix
model is a special case of this model when β = 1. We call the system
of particles distributed according to (2.1.5) the β-ensemble. We refer to
[5, 25, 35]. In recent papers [9, 10, 30, 31], the central limit theorem for
fluctuations and the local densities of β-ensembles were studied.
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2.2 Determinantal point processes
The eigenvalues of random normal matrices can be described as a random
point process. More precisely, they form a determinantal point process on
the complex plane. We start with some basic notions and definitions mainly
from [28] to investigate this in detail.
2.2.1 Definitions
Let X be a locally compact topological space equipped with a complete
and separable metric and µ be a Radon measure on X. The most common
example of (X,µ) is thatX is an open subset of Rd and µ is the d-dimensional
Lebesgue measure restricted to X.
A point process Θ on X is a random integer-valued positive Radon mea-
sure on X. We call Θ simple if Θ takes values either 0 or 1 at a single
point in X. One way to understand a simple point process is to consider it
as a random discrete subset of X. That is, for any Borel set D of X, one
can think of Θ(D) as a random variable which gives the number of points
contained in D. Form now on, we only consider simple point processes.
Let M(X) be the space of σ-finite Borel measures on X. Then, for any
Borel sets Dk and non-negative integers nk, 1 ≤ k ≤ m, we define a subset
{ν ∈M(X) : ν(Dk) = nk, 1 ≤ k ≤ m}
of M(X) and refer to those subsets cylinder sets. We note that for each
point process Θ, the probabilities of cylinder sets
P[Θ(Dk) = nk, 1 ≤ k ≤ m]
describe the distribution of Θ. In this regard, we define joint intensities, or
correlation functions of a point process as follows:
Definition 2.2.1. Let Θ be a simple point process on X. We call a locally
integrable function ρk : X
k → [0,+∞) the k-point joint intensity (or k-point
correlation function) of Θ with respect to µ if for any mutually disjoint



















ρk(x1, . . . , xk) dµ(x1) . . . dµ(xk).
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Remark 2.2.2. If X is an open set in Rd and µ is the Lebesgue measure on
Rd, then for distinct x1, . . . , xk on X, we have
ρk(x1, . . . , xk) = lim
ε→0
P [Θ(B(xj , ε)) ≥ 1 for each 1 ≤ j ≤ k]
vol(B(x1, ε))k
.
Here, B(x, ε) is a ball centered at x with radius ε.
We now give the definition of determinantal point processes.
Definition 2.2.3. Let K(x, y) : X ×X → C be a measurable function. We
say that a simple point process Θ on X is a determinantal point process with
kernel K if the correlation functions are given by
ρk(x1, . . . , xk) = det(K(xi, xj))1≤i, j≤k,
for all k ≥ 1 and x1, . . . , xk ∈ X.
We call this kernel K the correlation kernel of the process.
2.2.2 Eigenvalue processes of random normal matrices
Let Θn = {ζj}nj=1 be the eigenvalues of a n × n random normal matrix
distributed according to the measure (2.1.1). As in section 2.1.1, the joint
distribution of eigenvalues is given by the formula (2.1.3). Then, Θn forms a
simple point process on C in the sense that for any Borel set D of C, Θn(D)
represents the number of eigenvalues which are contained in D. Moreover,
it turns out that this process is determinantal as the theorem below.
For given potential Q, let µn be the measure dµn = e
−nQ dA on C and
L2(µn) be the space of functions on C equipped with the norm
‖ f ‖2L2(µn) =
∫
C
|f |2 e−nQ dA.
We define Pn to be the subspace of L2(µn) consisting of holomorphic poly-
nomials of degree less than n.
Theorem 2.2.4. Let Θn be the set of eigenvalues of random normal matrix
ensemble associated with the potential Q. Then, Θn forms a determinantal
point process on C with kernel




where kn(ζ, η) is the reproducing kernel of the space Pn.
If we denote the k-point joint intensity of the process Θn by Rn,k, then
Rn,k(ζ1, . . . , ζk) = det (Kn(ζi, ζj))1≤i,j≤k






where pj is an orthonormal polynomial of degree j with respect to the mea-
sure µn. A proof of this theorem, written for the case of Hermitian random
matrices, is given in [33]. The theorem for the case of random normal ma-
trices can be proved in the same way.
We here give a well-known example.
Example 2.2.5. (Ginibre ensemble) For the case when Q(ζ) = |ζ|2, the
eigenvalue system {ζj}n1 of random normal matrix ensembles associated Q









It should be pointed out that the distribution of eigenvalues as a point
process is determined by its correlation functions Rn,k. Thus, we focus on the
limit of the (properly rescaled) correlation kernels Kn(z, w) to understand
the limiting behavior of eigenvalues as n tends to infinity.
2.3 Logarithmic potential theory
In this section, we introduce some basic notions and known facts in the
logarithmic potential theory in connection with the eigenvalues system. The
limiting behavior of eigenvalues is closely related to the minimal energy
problem with logarithmic kernel under an external field. More precisely, if
the potential (external field) is strong enough near infinity, the eigenvalues
tend to accumulate on a compact subset and asymptotically distributed
12
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according to the Frostman’s equilibrium measure when the size of matrix
tends to infinity.
2.3.1 Equilibrium measure and droplet
We here follow the definitions in [34]. First, we start with the definition of
admissible functions.
Definition 2.3.1. we say a potential Q : C → (−∞,∞] is admissible if it
satisfies the following conditions:
(i) Q is lower semi-continuous,
(ii) The set {z ∈ C |Q(z) <∞} has positive capacity,
(iii) lim|z|→∞{Q(z)− 2 log |z|} =∞.
Let Pc(C) be the collection of all positive, compactly supported Borel










There exists a measure that minimizes the weighted energy as the following
theorem states.
Theorem 2.3.2 (Frostman). Let Q be an admissible potential. Then there
exists a unique probability measure σ = σQ ∈ Pc(C) such that
IQ(σ) = inf{IQ(µ) |µ ∈ Pc(C)}.
Moreover, σ has finite logarithmic energy and supp(σ) is compact on C.
The measure σ is called the equilibrium measure associated with Q. We
denote the support of σ by S = SQ called the droplet.







dµ(w), z ∈ C.
The following proposition gives a relation between the potential Q and the
logarithmic potential of the equilibrium measure σ. Moreover, this relation
gives a characterization of the equilibrium measure.
13
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Proposition 2.3.3. Let σ be the equilibrium measure associated with Q and
Uσ be its logarithmic potential. Then the following properties hold.
(i) 2Uσ(z) +Q(z) ≥ cQ for quasi-every z ∈ C,
(ii) 2Uσ(z) +Q(z) ≤ cQ for all z ∈ S,
where the constant cQ is defined by cQ := IQ(σ)−
∫
Qdσ.
Conversely, if µ ∈ Pc(C) has finite logarithmic energy and there exists
a constant c such that 2Uµ(z) +Q(z) = c quasi-everywhere on supp(µ) and
2Uµ(z) +Q(z) ≥ c quasi-everywhere on C, then µ = σQ and c = cQ.
Remark 2.3.4. (Obstacle function) Let Q̌ be the maximal subharmonic func-
tion ≤ Q which grows like 2 log |z|+ O(1) as z goes to infinity. It is known
that Q̌(z) = Q(z) on S,Q̌(z) = QS(z) + 2G(z,∞) on C \ S,
where G is the Green’s function of C \ S and QS is the harmonic extension
of Q|∂S to C \ S. We also have Q̌+ 2Uσ = cQ. This Q̌ is called the obstacle
function, see [25, 34].
Theorem 2.3.5. If Q is C2-smooth, then the equilibrium measure σ is ab-
solutely continuous with respect to the two-dimensional Lebesgue measure
and it is of the form
dσ = χS∆QdA. (2.3.1)
Without the smoothness of Q, the formula (2.3.1) is true if the right-hand
side is understood in the distributional sense.
2.3.2 Convergence of marginal probability measures
Let {ζj}nj=1 be the set of eigenvalues of the random normal matrix ensemble
associated with Q, i.e., {ζj}nj=1 has the joint distribution Pn in (2.1.3). To
describe the distribution of eigenvalues, we define the k-th marginal proba-
bility measure σn,k for each k = 1, 2, . . . , n by
σn,k(D) = Pn[B × Cn−k],
where D is a Borel measurable subset of Ck. We remark that this marginal
measure σn,k is associated with the k-point correlation function Rn,k defined
14
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Rn,k(ζ1, . . . , ζk) dVk(ζ1, . . . , ζk).
We also remark that the first marginal measure is the expectation of the
empirical measure 1n
∑n
j=1 δζj of eigenvalues, i.e.,
σn,1(D) = Pn[D × Cn−1] =
1
n
E[#{j : ζj ∈ D}],
for Borel measurable sets D in C. Here, # denotes the counting measure.
Theorem 2.3.6 ([25]). Let Q be an admissible potential. Suppose that Q is
bounded and continuous in a neighborhood of the droplet SQ. Then we have
σn,k → σ⊗kQ
as n → ∞ in the weak-star sense of measures, i.e., for continuous and





f dσ⊗kQ as n→∞.
It follows by the above theorem that the eigenvalues tend to accumulate
in the droplet as n tends to infinity. For one-dimensional case like random
Hermitian matrix ensembles, this result was obtained by Johansson in [27].
2.4 Ward’s identities
In this section, we present a proof of Ward’s identity in [3]. The Ward’s iden-
tity is the starting point for deriving the rescaled Ward’s equation, which
plays an important role in proving the universality of scaling limit of eigen-
values. The Ward’s identity is also studied in terms of the conformal field
theory. For this point of view, see [29], Appendix B.
We first introduce the Ward’s identity in [3]. We recall that the joint dis-
tribution of eigenvalues of n×n random normal matrix ensemble associated


















Let ψ ∈ C∞0 (C) be a smooth function with compact support. For given
random configuration {ζj}nj=1 of eigenvalues, we define random variables








; II n[ψ] = n
n∑
j=1





We write W+n [ψ] = In[ψ]− II n[ψ] + III n[ψ].
Theorem 2.4.1. Suppose that Q is C2-smooth in a neighborhood of the
support of ψ. Then
E[W+n [ψ]] = 0. (2.4.1)
Proof. For a test function ψ ∈ C∞0 (C), let ψt denote its flow, i.e., ψt(ζj) =
ζj + tψ(ζj) for |t| < ε with ε > 0 sufficiently small. Changing the variables







e−Hn◦Ψt · Jt dVn
where the flow Ψt : Cn → Cn is defined by (ζj) 7→ (ηj) and Jt is the Jacobian





1 + 2tRe ∂ψ(ζj) +O(|t|2)
)
= 1 + 2tRe III n[ψ] +O(|t|2).
On the other hand, when |t| → 0, we obtain





















2 Re(In[ψ]− II n[ψ] + III n[ψ])e−Hn(ζ) dVn(ζ),
which implies that E[ReW+n [ψ]] = 0. Repeating the above argument for iψ
instead of ψ, we obtain E[ImW+n [ψ]] = 0 and hence, E[W+n [ψ]] = 0.
Remark 2.4.2. (β-ensembles) For the β-ensemble defined in Remark 2.1.2,
the following Ward’s identity holds: for ψ ∈ C∞0 (C),




near a bulk singularity
In this chapter, we study the scaling limits for the eigenvalues at a bulk
singularity. Precisely, we obtain a proper microscopic scale for each bulk sin-
gularity and prove the existence and universality of the limit of the rescaled
point process near the bulk singularity. This chapter is based on [6].
3.1 Introduction
Consider the eigenvalues {ζj}nj=1 of the random normal ensemble associated
with the potential Q. We assume in this chapter that Q is admissible and
real-analytic in the interior of the set {Q <∞}.
We recall that the marginal probability measure of the eigenvalues con-
verges to the equilibrium measure σQ associated with Q. We focus on the
case when the measure σQ vanishes at an isolated point p in the interior of
droplet SQ, i.e., ∆Q(p) = 0.
Definition 3.1.1. Let p ∈ IntSQ be a point where ∆Q(p) = 0 and d be an
integer with d > 1. We say the potential Q has a bulk singularity of the type
2d− 2 at p if the Taylor expansion of ∆Q about p is of the form
∆Q(ζ) = P (ζ − p) +O(|ζ − p|2d−1),
where P (x+ iy) is a homogeneous polynomial in x, y of degree 2d− 2 and
P is positive definite, i.e., P (ζ) > 0 for every ζ 6= 0.
18
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For now, we assume that 0 ∈ IntSQ and Q has a bulk singularity at 0 of
type 2d− 2.
3.1.1 Microscopic scale
We first define a proper scale to investigate the microscopic properties of
the eigenvalues {ζj} at the bulk singularity p = 0. The microscopic scale




∆QdA = 1. (3.1.1)
This rn is the expected distance between p and other eigenvalues. Indeed,




E[#{j : ζj ∈ D}] for all Borel D ⊂ C,
converges to the equilibrium measure dσ = χS∆QdA. This means that the
expected number of eigenvalues which fall in D(p, rn) is asymptotically equal
to one.
Proposition 3.1.2. Let Q have a bulk singularity of the type 2d− 2 at the
origin. Then the microscopic scale rn = rn(0) satisfies
rn = τ0 n
−1/2d(1 +O(n−1/2d)),







We call τ0 the modulus of the bulk singularity at 0.
Proof. We have for all z ∈ D(0, rn),
∆Q(ζ) = (1 +O(rn)) P (ζ).
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Since P is a homogeneous polynomial, the equation (3.1.1) implies that











r2d−2P (eiθ) r dθ dr.
Thus, we have r2dn = τ
2d
0 n
−1 (1 +O(rn)) and it proves the proposition.
3.1.2 Rescaled point processes
Let {ζj}nj=1 be the system of eigenvalues of the random normal matrix en-
semble associated with Q. Recall that the joint distribution of the system
is given by (2.1.3) and it forms a determinantal point process. See Section
2.2. We denote the k-point correlation function and the correlation kernel
of the process by Rn,k and Kn, respectively. We also denote the one-point
function by Rn = Rn,1.
We now consider the rescaled point process Θn = {zj}n1 defined by
zj = r
−1
n ζj for j = 1, . . . , n.
That is, the point process Θn is obtained by rescaling the eigenvalues ζj
about the bulk singularity 0 on the microscopic scale rn. Obviously, Θn
forms a determinantal point process and its k-point correlation function is
given by
Rn,k(z1, . . . , zk) = r
2k
n Rn,k(ζ1, . . . , ζk).
The correlation kernel Kn of the rescaled point process Θn is given by
Kn(z, w) = r
2
n Kn(ζ, η),




We are interested in the limit of the rescaled correlation kernel. We find
out a dominant part of the potential Q which determines the structure of
the limiting kernel. Let P2d(ζ, ζ̄) be the Taylor polynomial of Q of degree
2d about the origin. To extract the harmonic part, we define a holomorphic
20
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polynomial H by
H(ζ) = Q(0) + 2∂Q(0) · ζ + ∂2Q(0) · ζ2 + · · ·+ 2
(2d)!
∂2dQ(0) · ζ2d.
Now we denote by Q0 the polynomial P2d − ReH. Then Q0 is the homo-
geneous polynomial of degree 2d by the definition 3.1.1. We refer to Q0 the
dominant part of Q at the origin. The canonical decomposition of Q is given
by
Q = Q0 + ReH +Q1,
where Q1(ζ) = O(|ζ|2d+1) as ζ → 0.
Example 3.1.3. Consider the potential Q(ζ) = |ζ|2d− cRe ζ2d where |c| <
1. From the above decomposition, the dominant part of Q is |ζ|2d.
3.1.4 Example : The Mittag-Leffler ensembles
Before introducing the main theorems, we first give a motivated example
and some intuitive results. Consider the random normal matrix ensemble
associated with the power potential Q(ζ) = |ζ|2d where d ≥ 1 is an integer.
We note that Q has a bulk singularity of the type 2d− 2 at the origin.
Orthonormal polynomials with respect to the measure e−nQdA can be
calculated explicitly. Since the measure is radially symmetric, we can take
orthogonal polynomials to be monomials. Thus, the correlation kernel of the
process of eigenvalues is obtained as follows:




















By (3.1.1), the microscopic scale rn at 0 is rn = (dn)
− 1
2d . If we rescale via
z = r−1n ζ and w = r
−1
n η, then the rescaled kernel is given by
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Obviously, Kn converges to
















locally uniformly in C2 as n → ∞. It also implies the locally uniform con-
vergence of k-point correlation functions for each k = 1, 2, · · · . Hence, we
conclude that the rescaled point process {zj}n1 converges to the point process
with correlation kernel K(z, w).
3.2 Main results
Let Q be a potential which has a bulk singularity at the origin of type 2d−2,
and write its canonical decomposition as Q = Q0 + ReH + Q1. We denote
the rescaled process by Θn with the microscopic scale rn and its correlation
kernel by Kn. We are interested in the limit of Θn.
Structure of limiting Kernels
The following theorem shows the existence of the limiting kernel and its
structure. Before stating the theorem, we require some definitions. A contin-
uous function h(z, w) defined in C2 is called Hermitian if h(z, w) = h(w, z).
A hermitian function h is called Hermitian-entire if h(z, w) is entire in z and
w̄. A Hermitian function c(z, w) is called a cocycle if there is a unimodular
function g such that c(z, w) = g(z)g(w). Note that the cocycle function has
a property
c(z1, z2) c(z2, z3) · · · c(zk−1, zk) c(zk, z1) = 1
for all k ≥ 1 and all z1, · · · , zk ∈ C.
Theorem 3.2.1. There exists a sequence {cn} of cocycles such that every
subsequence of cnKn has a subsequence which is locally convergent in C2.
Every limit point K of cnKn is Hermitian and
K(z, w) = L(z, w) e−(Q0(τ0z)+Q0(τ0w))/2,
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where L is Hermitian-entire and τ0 is the modulus of Q defined by (3.1.2).
We call the function L a limiting holomorphic kernel, and we write a
limiting one point function R(z) = K(z, z).
We remark that we cannot exclude the possibility that R is identically
zero at this moment. In fact, the trivial case occurs when the point process
is rescaled at the point in the exterior of droplet. However, an estimate of
R given in Chapter 5 ensures the non-triviality of R when the system is
rescaled at a singularity in the bulk.
The Ward’s equation









defined at the point where K(z, z) > 0. We call B(z, w) a limiting Berezin
kernel rooted at z and C(z) the Cauchy transform of a kernel B. The fol-
lowing theorem, so called “zero-one law”, asserts the positivity of the one
point function.
Theorem 3.2.2. Let R be a limiting one point function. Then R is either
positive everywhere or identically zero.
We have the following Ward’s equation:
Theorem 3.2.3. If R is non-trivial, then for z ∈ C,
∂̄C(z) = R(z)− τ20 ∆Q0(τ0z)−∆ logR(z).
Reproducing kernels in Bergman spaces
We consider the measure dµ0(z) = e
−Q0(τ0z)dA(z) on C and the Bergman
space L2a(µ0) consisting of all holomorphic functions u defined on C such
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We denote by L0 the Bergman kernel of the space L
2





where ej is an orthonormal polynomial of degree j with respect to the mea-
sure µ0.
Example 3.2.4. If Q0(z) = |z|2d (d ≥ 1), then the modulus τ0 is d−
1
2d and



















Hence, the Bergman kernel L0 is given by












where Ea,b is the Mittag-Leffler function (3.1.3). Comparing L0 withK(z, w) =
L(z, w)e−Q0(τz)/2−Q0(τw)/2 in (3.1.4) for the Mittag-Leffler ensemble, we ob-
tain L = L0.
Universality for dominant radial singularities
With the canonical decomposition Q = Q0 + ReH +Q1, we say a bulk sin-
gularity is dominant radial if Q0 is radially symmetric, i.e. Q0(z) = Q0(|z|).
A limiting holomorphic kernel L is said to be rotationally symmetric if
L(z, w) = L(zeit, weit) for all real t.
Theorem 3.2.5. Suppose that Q has a bulk singularity at 0 which is dom-
inant radial. If a limiting holomorphic kernel L is rotationally symmetric,
then L = L0.
Universality for homogeneous singularities
Let Q = Q0 + ReH + Q1 be the canonical decomposition. We say a bulk
singularity at 0 of type 2d − 2 is homogeneous if Q1 = 0 and H(ζ) = αζ2d
for some α, i.e., Q is homogeneous of degree 2d.
Theorem 3.2.6. Suppose that Q has a bulk singularity at 0 which is homo-
geneous. Then every limiting holomorphic kernel L is equal to L0.
24
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Convention
From now on, we assume that the microscopic scale rn satisfies n r
2d
n = 1,
i.e., τ0 = 1 for simplicity. It can be achieved by multiplying Q by some
constant.
3.3 Existence of limiting kernels
We first introduce some spaces of weighted polynomials. We write dµn =
e−nQ dA and denote by L2(µn) the space of functions on C equipped with
the norm
‖ f ‖2L2(µn) =
∫
C
|f |2 e−nQ dA.
Let Pn be the subspace of L2(µn) consisting of all holomorphic polynomi-
als of degree less than n. We define Wn to be the space of all weighted
polynomials of degree less than n,
Wn = {p · e−nQ : p ∈ Pn}.
Noting that each element p · e−nQ ∈ Wn has a finite (usual) L2-norm, we
considerWn as a subspace of L2 = L2(dA). Recall that the correlation kernel
Kn of the processes is of the form
Kn(ζ, η) = kn(ζ, η) e
−n(Q(ζ)+Q(η))/2,
where kn is the reproducing kernel of the space Pn. The correlation kernel
Kn can be regarded as the reproducing kernel of the space Wn.
Now consider the rescaled point process. We write the rescaled potential
Q̃n(z) = nQ(rnz) and the corresponding measure dµ̃n = e
−Q̃n dA. We de-
note by P̃n and W̃n the space of holomorphic polynomials and the space of
weighted polynomials with respect to µ̃n, respectively. Then the correlation
kernels
kn(z, w) = r
2
nkn(ζ, η) and Kn(z, w) = r
2
nKn(ζ, η)
with z = r−1n ζ and w = r
−1
n η are reproducing kernels for the space P̃n and
W̃n, respectively.
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3.3.1 Local uniform boundedness of the rescaled kernel
Lemma 3.3.1. For each compact subset V of C, there exists a constant
C = C(V ) such that for all u ∈ L2(µ̃n) and z ∈ V ,
|u(z)|2 e−Q̃n(z) ≤ C ‖u ‖2L2(µ̃n) .
Here, the constant C is uniform on n.
Proof. Fix a positive number δ. For a compact set V of C, we write
Vδ = {z ∈ C : dist(z, V ) ≤ δ}.
We choose a number α satisfying α > sup{∆Q0(z) : z ∈ Vδ}. Then we have
α > ∆Q̃n(z) for sufficiently large n and all z ∈ Vδ since
∆Q̃n(z) = nr
2





where nr2dn = 1. Consider a function
Fn(z) = u(z) e
−Q̃n(z)/2+α|z|2/2.
Then ∆ log |Fn|2 ≥ −∆Q̃n(z) + α > 0 for all z ∈ Vδ and sufficiently large
n, whence |Fn|2 is subharmonic in Vδ. By the sub-mean value property, we











≤ δ−2eα(2MV δ+δ2) ‖u ‖2L2(µ̃n)
where MV = sup{|z| : z ∈ V }, which proves the lemma.
Lemma 3.3.2. The family of Kn is locally uniformly bounded in C2.
Proof. The rescaled kernel kn is the reproducing kernel for the space P̃n.
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Thus we can write
kn(z, z) = sup{|p(z)|2 : p ∈ P̃n, ‖ p ‖L2(µ̃n) ≤ 1}.
Since Kn(z, z) = kn(z, z)e
−Q̃n , the family of Kn(z, z) is locally uniformly
bounded by Lemma 3.3.1. The Cauchy-Schwarz inequality,
|Kn(z, w)|2 ≤ Kn(z, z)Kn(w,w),
gives the local uniform boundedness of Kn on C2.
3.3.2 Structure of limiting kernels
Recall the canonical decomposition Q = Q0 + ReH +Q1. Then
nQ(rnz) = Q0(z) + ReHn(z) +Q1,n(z)
where Hn(z) = nH(rnz) and Q1,n(z) = nQ1(rnz). We define a Hermitian-
entire function by
Ln(z, w) = kn(z, w) e
−(Hn(z)+H̄n(w))/2.
We refer to Ln the rescaled holomorphic kernel. The following lemma implies
Theorem 3.2.1.
Lemma 3.3.3. Each subsequence of Ln has a locally uniformly convergent
subsequence and each limit L is Hermitian-entire. Moreover, there exists a
sequence of cocycles cn such that every subsequence of cnKn has a subse-
quence converging to a Hermitian function K locally uniformly on C2 and
each limit K is of the form K(z, w) = L(z, w) e−(Q0(z)+Q0(w))/2.
Proof. We write Kn = LnEn where
En(z, w) = e
(Hn(z)+H̄n(w)−nQ(rnz)−nQ(rnw))/2.
Recall that the holomorphic function H is defined by













· (zj − wj). (3.3.1)
Now we define
cn(z, w) := e
i Im(Hn(z)−Hn(w))/2
and by (3.3.1), cn(z, w) = g(z)ḡ(w) for some unimodular function g, i.e,
cn(z, w) is a cocycle. Noting that
Hn(z) + H̄n(w)− nQ(rnz)− nQ(rnw)
= −Q0(z)−Q0(w)−Qn,1(z)−Qn,1(w) + i(ImHn(z)− ImHn(w))
and Qn,1(z) = O(n (rn)
2d+1) uniformly on each compact subset as n → ∞,
we obtain that
cn(z, w)En(z, w) = e
−(Q0(z)+Q0(w))/2(1 + o(1)) (3.3.2)
where o(1) → 0 uniformly on each compact subset of C2 as n → ∞. From
this, we also see that the functions |En(z)|−1 have a uniform bound for each
compact set of C2. Hence, by Lemma 3.3.2, the family of Ln = KnE−1n is
locally uniformly bounded, so that {Ln} is a normal family of Hermitian-
entire functions. Thus we can choose a subsequence {Lnl} which converges
to a Hermitian-entire function L uniformly on each compact subset of C2.
Finally, we have the convergence
cnl(z, w)Knl(z, w)→ L(z, w) e
−(Q0(z)+Q0(w))/2
which is uniform on each compact subset of C2. The lemma is proved.
We call a limit L a limiting holomorphic kernel. The next result is so-
called the“mass-one inequality”:
Lemma 3.3.4. Suppose that Lnl → L as in Lemma 3.3.3. Then a limit L
satisfies that for z ∈ C,∫
C
|L(z, w)|2 e−Q0(w) dA(w) ≤ L(z, z). (3.3.3)
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Proof. Since the correlation kernel Kn is the reproducing kernel of the space
W̃n, Kn satisfies the reproducing property∫
|Knl(z, w)|
2 dA(w) = Knl(z, z).
It can be written again as∫
|Ln1(z, w)Enl(z, w)|
2 dA(w) = Lnl(z, z)Enl(z, z).
Letting l→∞, we prove the lemma by (3.3.2) and Fatou’s lemma.
3.4 Properties of limiting holomorphic kernels
In this section, we prove some Lemmas for a limiting holomorphic kernel.
3.4.1 Positive matrices and reproducing kernels
First, we give some results about the reproducing kernel Hilbert spaces.




αiᾱjF (zi, zj) ≥ 0
for all points zj ∈ C and all scalars αj ∈ C.
The following theorem is well-known in the theory of reproducing kernels.
See [8].
Theorem 3.4.2 (Moore). If a Hermitian function F : C × C → C is a
positive matrix, then there exists a reproducing kernel Hilbert space HF of
functions on C such that F is the reproducing kernel of HF .
More precisely, we construct the Hilbert space HF in the following way.
Let Fz(w) = F (w, z) for each z ∈ C and let M be the space spanned by









i,j αiβ̄jF (zj , zi), where αi and βj are
scalars in C. If we denote by HF the completion of M with respect to the
inner product, then we obtain a Hilbert space HF whose reproducing kernel
is F .
The converse is rather elementary, so we give a short proof.
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Proposition 3.4.3. Let H be a Hilbert space with reproducing kernel F .
Then F is a positive matrix.



















which proves the proposition.
Now, we are ready to prove our lemmas. Let L be a limiting holomorphic
kernel. We write Lz(w) := L(w, z).
Lemma 3.4.4. Let HL be the completion of the linear span of {Lz}z∈C,
equipped with the inner product induced by the assignment 〈Lz, Lw〉 = L(w, z).
Then L is a reproducing kernel for HL.
Proof. We note that Kn is the reproducing kernel of the space W̃n, a sub-
space of L2(dA). By Proposition 3.4.3, Kn and every limit point K are
positive matrices. Since L(z, w) = K(z, w) eQ0(z)/2+Q0(w)/2, we obtain∑
j,k




Q0(zj)/2 eQ0(zk)/2 ≥ 0,
for each point zj ∈ C and each scalar αj ∈ C. The second statement is a
direct consequence of Theorem 3.4.2.
Lemma 3.4.5. The function z 7→ L(z, z) is logarithmic subharmonic.
Proof. By Lemma 3.4.4, L is a reproducing kernel of the Hilbert space HL
defined in the lemma. Then, ∂̄zLz ∈ HL since L is Hermitian-entire. We
have ∂̄zL(z, z) = 〈∂̄zLz, Lz〉 and ∆zL(z, z) = 〈∂̄zLz, ∂̄zLz〉, where 〈 · , · 〉 is
the inner product on HL defined in Lemma 3.4.4. Thus we obtain that at
the point where L(z, z) > 0,
∆z logL(z, z) =
L(z, z)∆zL(z, z)− ∂zL(z, z) ∂̄zL(z, z)
L(z, z)2
=




which is non-negative by the Cauchy-Schwarz inequality.
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If L(z, z) = 0, then logL(z, z) = −∞. Thus, logL(z, z) satisfies the sub-
mean value property at the point when L(z, z) = 0. Hence, the proof is
complete.
3.4.2 The positivity theorem
In this section, we prove the “positivity” theorem. As we see in Lemma 3.4.4,
a limiting holomorphic kernel L is a reproducing kernel for the Hilbert space
HL which is the completion of the linear span M of Lz’s. For the measure
dµ0 = e
−Q0 dA, the mass-one inequality (3.3.4) gives
‖Lz ‖2L2(µ0) =
∫
|L(w, z)|2 e−Q0(w) dA(w) ≤ L(z, z) = ‖Lz ‖2HL ,
where 〈Lz, Lw〉HL = L(w, z). Thus,M is contained in L2(µ0) and the inclu-
sion map fromM to L2(µ0) is a contraction. Obviously, the completion HL
of M is contractively embedded in L2a(µ0).
By Aronszajn [8], L0−L is a positive matrix where L0 is the reproducing
kernel for L2a(µ0). Hence, the following theorem holds.
Theorem 3.4.6. A limiting holomorphic kernel L is a reproducing kernel of
a contractively embedded subspace of L2a(µ0) and L0−L is a positive matrix.
3.5 Ward’s equation and zero-one law
In this section, we prove the Theorem 3.2.2 and Theorem 3.2.3. We assume
that τ0 = 1 for simplicity. To begin with, we recall the definitions and give
some new definitions.
Let K and L be a limiting correlation kernel and a limiting holomorphic
kernel in Lemma 3.3.3. Then, a limiting Berezin kernel rooted at z and its









at a point where K(z, z) > 0. We write R(z) = K(z, z) = L(z, z)e−Q0(z).
Now we consider a rescaled system of eigenvalues {zj}n1 with rescaling via
zj = r
−1
n ζj . We define a Berezin kernel rooted at z and its Cauchy transform
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Rn denotes the rescaled one-point function Rn,1.
We restate Theorem 3.2.2 and Theorem 3.2.3 in terms of a limiting holo-
morphic function L(z, z) for the case when τ0 = 1. We prove the following
Lemma in this section.
Lemma 3.5.1. If L(z, z) does not vanish identically, then L(z, z) is positive
everywhere and for z ∈ C,
∂̄C(z) = L(z, z) e−Q0(z) −∆z logL(z, z). (3.5.3)
3.5.1 The rescaled Ward’s equation
We recall the following Ward’s inequality proved in Section 2.4. For a test
function ψ ∈ C∞0 (C) and a system of eigenvalues {ζj}nj=1,









; II n[ψ] = n
n∑
j=1





The following version of Ward’s equation is derived from the Ward’s identity
(3.5.4).
Lemma 3.5.2.
∂̄Cn(z) = Rn(z)−∆Q0(z)−∆ logRn(z) + o(1), (3.5.5)
where o(1)→ 0 uniformly on compact subsets of C as n→∞.
Proof. Fix a test function ψ and write ψn(ζ) = ψ(r
−1
n ζ). The Ward’s identity
(3.5.4) holds for ψn, i.e, E[In[ψn]− II [ψn] + III [ψn]] = 0. We now calculate
the expectations. We recall that Pn denotes the joint distribution (2.1.3) of
32
CHAPTER 3. RESCALED POINT PROCESSES NEAR A BULK
SINGULARITY
eigenvalues and write
dPn(ζ1, · · · , ζn) = pn(ζ1, · · · , ζn) dA⊗n(ζ1, · · · , ζn).
We also note that the k-point correlation function Rn,k satisfies that





pn(ζ1, . . . , ζn) dA(ζk+1) · · · dA(ζn).

























The second term is calculated in the same way,
E[II n[ψn]] = n
∫
C


































dA(w) = nrn∂Q(rnz)Rn,1(z) + ∂Rn,1(z) (3.5.6)
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holds in the sense of distribution. Note that
Rn,2(z, w) = Rn,1(z)Rn,1(w)− |Kn(z, w)|2 .













Differentiating each side with z̄, we have
Rn,1(z)− ∂̄Cn(z) = nr2n∆Q(rnz) + ∆ logRn,1(z)
and the equality holds pointwise. The canonical decomposition of Q = Q0 +






holds uniformly on each compact subset of C as n→∞. Since nr2dn → 1 as
n→∞, we obtain (3.5.5).
Remark 3.5.3. We here remark that the rescaled Ward’s equation (3.5.5)
can be written in terms of Ln as follows:
∂̄Cn(z) = Ln(z, z) e
−Q0(z)(1 + o(1)) + ∆z logLn(z, z) + o(1),
where o(1) → 0 uniformly on compact subsets of C as n → ∞. This is
because
Rn(z) = Kn(z, z) = Ln(z, z)e
−Q0(z)−Qn,1(z)
holds and Qn,1(z) = O(rn) uniformly on compact subsets as n→∞.
3.5.2 The proof of Theorem 3.2.2 and Theorem 3.2.3
Lemma 3.5.4. Suppose that L(z, z) is not identically zero. If L(z0, z0) = 0,
then L(z, z) = |z − z0|2 L̃(z, z) for some Hermitian-entire L̃ and the zero z0
is isolated. In this case, z 7→ L̃(z, z) is logarithmic subharmonic.
Proof. Suppose that L(z0, z0) = 0 for some z0. Then the mass one inequality
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|L(z0, w)|2 e−Q0(w) dA(w) ≤ L(z0, z0) = 0
and we obtain L(z0, w) = 0 for all w ∈ C. Since L is Hermitian, L(z, z0) = 0
for all z ∈ C. Since L is entire in z and w̄, there exists a Hermitian-entire
function L̃ such that
L(z, w) = (z − z0)(w − z0) L̃(z, w), for z, w ∈ C.
We assume that z0 is not isolated, i.e., there exists a sequence {zj}∞1 of
distinct zeros of R which converges to z0. For each j, L(zj , w) = 0 for all
w ∈ C and hence, for fixed w, L(z, w) = 0 for all z ∈ C since L(z, w) is
analytic in z. This implies that L is identically zero, which is contrary to
the assumption. Therefore, the zero z0 is isolated.
For the second statement, we recall that the function z 7→ logL(z, z) is
subharmonic by Lemma 3.4.5. Thus it holds that
∆z logL(z, z) = ∆z log L̃(z, z) + δz0 ≥ 0
in the sense of distributions. Since the zero z0 is isolated, we can take a
small disc D = D(z0, ε) such that L(z, z) > 0 for all z ∈ D \ {z0}. Then
∆z log L̃(z, z) ≥ 0 in the sense of distributions on D(z0, ε) \ {z0}. We extend
log L̃(z, z) analytically to z0 if L̃(z0, z0) > 0. Then we have ∆z log L̃(z, z) ≥ 0
for z ∈ D. On the other hand, we define log L̃(z0, z0) = −∞ if L̃(z0, z0) = 0.
In this case, we also have log L̃(z, z) is subharmonic at z0.
We now prove the Ward’s equation (3.5.3) from the rescaled version of




and recall the definitions of Berezin kernels Bn, B and their Cauchy trans-
forms Cn, C given in (3.5.1) and (3.5.2).
Lemma 3.5.5. Suppose that L(z, z) does not vanish identically, and let Z
be the set of isolated zeros of L(z, z). Then Bnl(z, w) → B(z, w) for all
z ∈ C \ Z, w ∈ C, and Cnl → C uniformly on compact subsets of C \ Z.
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Moreover, C is bounded on (C \ Z) ∩ V for each compact subset V of C.
Proof. With some cocycle function cnl , we have the convergence cnlKnl → K
which is locally uniform on C2. Note that K(z, z) > 0 at z /∈ Z and B(z, w)
is defined at z /∈ Z, w ∈ C. Fix a number ε with 0 < ε < 1. There exists N
such that if l ≥ N , then
|Bnl(z, w)−B(z, w)| < ε
2
for all z, w with |z| ≤ 1/ε, |w| ≤ 2/ε, and dist(z,Z) ≥ ε. Thus for z with
|z| ≤ 1/ε, dist(z,Z) ≥ ε, and l ≥ N ,∫
|z−w|< 1
ε
∣∣∣∣Bnl(z, w)−B(z, w)z − w







On the other hand, since the mass-one inequality (3.3.3) implies that∫
B(z, w) dA(w) ≤ 1, we have∫
|z−w|<1/ε
∣∣∣∣Bnl(z, w)−B(z, w)z − w
∣∣∣∣ dA(w) ≤ 2ε. (3.5.8)
By (3.5.7) and (3.5.8), Cnl → C uniformly on compact subsets of C \ Z.
For the second statement, we fix a compact subset V of C. By Lemma
3.3.2, there exists M = MV such that for all z, w with z ∈ V \ Z and






Now we divide the integration region of Cnl into two parts as follows: for




∣∣∣∣Bnl(z, w)z − w
∣∣∣∣ dA(w) + ∫
|z−w|>1









Bnl(z, w)dA(w) ≤ 2M + 1.
We conclude that C = limCnl also satisfies that |C(z)| ≤ 2M + 1 for all
z ∈ V \ Z.
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Lemma 3.5.6. Suppose that L(z, z) does not vanish identically. Then the
Ward’s equation
∂̄C(z) = L(z, z) e−Q0(z) −∆z logL(z, z) (3.5.9)
holds in the sense of distributions.
Proof. By Lemma 3.5.2, we have
∂̄Cn(z) = Ln(z) e
−Q0(z)(1 + o(1)) + ∆ logLn(z, z) + o(1),
where o(1) → 0 uniformly on compact subsets of C. Here, by the above
lemma, Cnl → C locally uniformly on C \ Z. Since for each compact set
V , Cnl and C are bounded on V \ Z and V ∩ Z is a finite set, we have
Cnl → C and ∂̄Cnl → ∂̄C in the sense of distributions. On the right-hand
side, ∆z logLnl(z, z) → ∆z logL(z, z) in the sense of distributions. Hence,
the lemma is proved.
Proof of Lemma 3.5.1. Lemma 3.5.1 consists of the following two state-
ments. The first one is zero-one law which states that if L(z, z) does not
vanish identically, then L(z, z) does not have any zero. The second one is
that the rescaled Ward’s equation (3.5.3),
∂̄C(z) = L(z, z) e−Q0(z) −∆z logL(z, z),
holds for all z ∈ C.
First, we assume that L(z, z) has a zero at z = z0. We take a small disk
D centered at z0 such that L(z, z) > 0 for all z ∈ D \ {z0}. Now we write
L(z, z) = |z − z0|2 L̃(z, z) and consider the measures
dν(z) = χD(z) ·∆z logL(z, z) dA(z),
dν̃(z) = χD(z) ·∆z log L̃(z, z) dA(z).
Since logL(z, z) and log L̃(z, z) are subharmonic by Lemma 3.4.5 and Lemma







for the Cauchy transform of ν, we have Cν(z) = 1z−z0 +C
ν̃(z) for z ∈ D. By
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Ward’s equation (3.5.9), we have that
L(z, z) e−Q0(z) = ∂̄C(z) + ∂̄Cν(z)
in the sense of distributions on D. We refer to Weyl’s lemma which implies
that if a distribution u satisfies ∆u = f for some smooth f , then u is also
smooth. (See [26], p.110.) Hence, we have
v(z) = C(z) + Cν(z) = C(z) + C ν̃(z) +
1
z − z0
, z ∈ D
for some smooth function v defined in D. Since C is bounded in D \ {z0} by
Lemma 3.5.5, Cν(z) must be bounded as z → z0. However, this implies that
ν has no mass at z0 and ν̃ = −δz0 + ν, which contradicts that ν̃ is positive.
Therefore, we conclude that L(z, z) does not have any zeros, which proves
the first statement.
Since L(z, z) is positive everywhere, logL(z, z) is smooth on C. Thus,
the right-hand side of Ward’s equation (3.5.9) is smooth. By Weyl’s lemma
again, C is smooth everywhere and hence, the equation (3.5.9) holds point-
wise on C. The proof of the second statement is complete.
3.6 Dominant radial singularities
In this section, we prove Theorem 3.2.5. Recall the canonical decomposition
Q = Q0 + ReH + Q1 and suppose that Q0(z) = Q0(|z|). Now we fix a
rotationally symmetric holomorphic kernel L, i.e., L(z, w) = L(z eit, w eit)
for all t ∈ R. We first take a look at the following lemma.
Lemma 3.6.1. A Hermitian-entire function L is rotationally symmetric if
and only if L(z, w) = E(zw̄) for some entire function E.
Proof. Suppose that L is rotationally symmetric. Since L(z, w) is Hermitian-
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where αj,k are complex numbers with ak,j = aj,k. Noting that for all t ∈ R













j . The converse is obvious.
We write E(z) =
∑∞
j=0 ajz
j , aj ∈ R and dµ0 = e−Q0 dA. Recall that L
satisfies the following mass-one inequality (See Lemma 3.3.4.):∫
C
|L(z, w)|2 dµ0(w) ≤ L(z, z). (3.6.1)
The mass-one inequality gives a relation among the coefficients aj .







aj |z|2j . (3.6.2)
Proof. Writing that L(z, w) =
∑
aj(zw̄)
j , the proof is straightforward.
Together with the mass-one inequality, the Ward’s equation
∂̄C(z) = L(z, z) e−Q0(z) −∆z logL(z, z) (3.6.3)
in Section 3.5 is used to prove the universality result. We first need an
elementary lemma in [4] to calculate the Cauchy transform on the left-hand
side of (3.6.3).









−zk−1 if |z| < 1, k ≥ 1,
zk−1 if |z| > 1, k ≤ 0,
0 otherwise.
(3.6.4)
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−zk−1 if |z| < 1,0 otherwise.













= −zk−1 + zk−1 = 0.











Hence, the proof is complete.
Lemma 3.6.4. The Ward’s equation (3.6.3) is equivalent to the following
conditions: For each integer k ≥ 1,




































































































χ(k ≥ j + 1) dr,




















−Q0(z)E(|z|2) = e−Q0(z)L(z, z).


























Now we return to the Ward’s equation (3.6.3). By the above computations,
the Ward’s equation is equivalent to ∂̄S2(z) = ∆z logL(z, z) for all z ∈ C,
which is equivalent to that S2(z) − ∂z logL(z, z) is entire. Write F (z) :=
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S2(z)− ∂z logL(z, z). Since a direct calculation gives





























If F is entire, then F has a holomorphic Taylor expansion at 0. Hence, by
comparing coefficients, we can conclude that F is entire if and only if for
each k ≥ 1







The proof is complete.
We here need the estimate of the limiting correlation function R, which
is proved in Section 5. In terms of E, the estimate can be written as
E(|z|2) = ∆Q0(z) eQ0(z)(1 + o(1)) as z →∞. (3.6.7)
Recall that L2a(µ0) is the Bergman space consisting of all holomorphic func-
tions in L2(µ0). The following Lemma proves Theorem 3.2.5.







and hence, L = L0 where L0 is the Bergman kernel of the space L
2
a(µ0).
Proof. Clearly by the estimate (3.6.7), E is non-trivial. Then E does not
have any zero by the zero-one law, Theorem 3.2.2, so that we have a0 6= 0.
In addition, the mass-one inequality (3.6.1) implies that
0 < a0 ≤ 1/ ‖ 1 ‖2L2(µ0) .
We claim that for all k, ak = 1/
∥∥ zk ∥∥2
L2(µ0)
. We want to show that it is
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not the case that ak = 0 in (3.6.5). Note that since E satisfies the growth
estimate (3.6.7), E is not a polynomial. It means that for any k ≥ 0, there
exists N ∈ N such that k < N and aN 6= 0.
To the contrary, we assume that a1 = 0. Then there exists a number
N1 > 1 such that aj = 0 for all 1 ≤ j ≤ N1− 1 but aN1 6= 0. By (3.6.5), this
implies







which is a contradiction. Hence, a1 6= 0 and, by (3.6.5) again, we obtain





Hence, we conclude that











where φj is the j-th orthonormal polynomial with respect to the measure





Therefore, L = L0.
3.7 Homogeneous singularities
In this section, we prove Theorem 3.2.6. Let Q be the potential which has
a homogeneous singularity of type 2d − 2 at 0. Then Q is a homogeneous
polynomial of degree 2d and the canonical decomposition of Q is given by
Q(ζ) = Q0(ζ) + ReH(ζ), H(ζ) = α ζ
2d.
Write dµ0 = e
−Q0 dA, and let Ln be the rescaled holomorphic kernel
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defined in Section 3.3.2 by
Ln(z, w) = kn(z, w) e
−n(H(rnz)+H̄(rnw))/2,
where rn = n
−1/2d is the microscopic scale. In this setting, we have
Ln(z, w) = kn(z, w) e
−(H(z)+H̄(w))/2
and Ln can be regarded as the reproducing kernel for the space Hn of holo-
morphic functions defined by
Hn = {p(z) · e−H(z)/2 : p ∈ Pol(n)}
equipped with the norm of L2(µ0). Here Pol(n) is the space of analytic
polynomials of degree less than n.
Lemma 3.7.1. Ln converges to L0 uniformly on compact subsets of C2 as
n→∞, where L0 is the Bergman kernel of L2a(µ0).
Proof. By Lemma 3.3.3, every subsequence of {Ln} has a subsequence which
converges locally uniformly on C2. Since Hn is increasing and the inclusions
Hn ⊂ Hn+1 are isometric, Ln+1 − Ln is a positive matrix. This implies
that for each z, the sequence {Ln(z, z)} is increasing, whence there exists a
unique limiting kernel L such that limLn = L.











for all f ∈ L2a(µ0), which implies that L is the reproducing kernel for L2a(µ0).




In this chapter, we study the random normal matrix model with conical sin-
gularities in the bulk. We prove the existence of the scaling limit of eigenvalue
point processes at a conical singularity. we also obtain a universality result
for homogeneous potentials. This chapter is based on [7].
4.1 Introduction and results
4.1.1 Perturbation of potentials
Consider a potential Q which is admissible and real analytic in the interior
of the set {Q <∞}. Let p be a point in the interior of the droplet SQ. Since
Q is real analytic near p, we obtain the Taylor expansion of ∆Q about p as
∆Q(ζ) = P (ζ − p) +O(|ζ − p|2d−1),
where P (x + iy) is a homogeneous polynomial in x, y of degree 2d − 2 for
some integer d ≥ 1. We assume that P is positive definite, i.e., P (ζ) > 0 for
all ζ 6= 0. If d = 1, we say Q is regular at p, and if d ≥ 2, we say Q has a
bulk singularity of type 2d− 2 at p. (cf. Definition 3.1.1.)





log |ζ − p| .
Then, we say Vn has a conical singularity of order c at p.
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Let {ζj}nj=1 be the eigenvalue system of the random normal matrix en-







|ζj − ζk|2 e−n
∑n
j=1 Vn(ζj)dA⊗n(ζ), (4.1.1)
where ζ = (ζj)
n
j=1 ∈ Cn, dA⊗n(ζ) = dA(ζ1) · · · dA(ζn), and Zn is the nor-
malizing constant which makes Pn a probability measure.
First, it is natural to examine how the droplet changes after a perturba-
tion of potential. Let σn be the first marginal measure of the system {ζj}n1 ,
which is the expectation of the empirical measure 1n
∑n
j=1 δ ζj of the eigen-
values. As discussed in Section 2.3.2, it is well-known that the sequence of
marginal measures of the system associated with the (original) potential Q
converges to the equilibrium measure σQ in the weak-star sense of measures
as n goes to ∞. The following proposition asserts that this convergence to
σQ also holds true for the case of the perturbed potential Vn.
Proposition 4.1.1. Let σn be the marginal measure of the eigenvalue sys-
tem associated with Vn. We have as n→∞,
σn → σQ
in the weak-star sense of measures.
Thus, we can deduce from Proposition 4.1.1 that as n tends to infinity,
the eigenvalues still accumulate on the droplet SQ and obey the equilib-
rium measure σQ even when the associated potential Vn has a logarithmic
singularity. We give a proof of Proposition 4.1.1 in Section 4.4.
4.1.2 Conical singularities





e−nHn(ζ)dA⊗n(ζ), ζ = (ζj) ∈ Cn,
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log |ζj − ζk|+
n∑
j=1
(nQ(ζj)− 2c log |ζj − p|) .
Here, H is the Hamiltonian of the system consisting of n particles with
charge +1 and an extra particle with charge +c at p, influenced by the
external field nQ. If c is positive, there exists repulsion between p and other
particle ζj . On the other hand, if c is negative, there is attraction between
p and ζj .
Another interpretation of this model can be found in the literature [12]
and [37]. The weight e−nVn(z) = |z − p|2c e−nQ(z) is related to the conformal
metric on the Riemann surface with a conical singularity.
From now on, we assume that p = 0 without loss of generality.
4.1.3 Microscopic scale




log |ζ| . (4.1.2)
Then, Q has the canonical decomposition (cf. Section 3.1.3),
Q = Q0 + ReH +Q1, (4.1.3)
where Q0 is homogeneous of degree 2d, Q1 = O(|ζ|2d+1) as ζ → 0, and
H(ζ) = Q(0) + 2∂Q(0) · ζ + · · ·+ 2
(2d)!
∂2dQ(0) · ζ2d.





∆QdA = 1 + c. (4.1.4)
Then, we see that rn satisfies
rn = τ0(1 + c)
1/2dn−1/2d(1 + o(1)) as n→∞, (4.1.5)
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Indeed, since for z = reiθ ∈ D(0, rn)
∆Q(reiθ) = r2d−2∆Q0(e
iθ) +O(r2d−1n ),
we obtain from the equation (4.1.4)





which implies (4.1.5). From now on, we write τc = τ0(1 + c)
1/2d.
4.1.4 Main results





Consider the measure dµn(ζ) = e
−nVn(ζ) dA(ζ). Let Pn(µn) be the space
of all holomorphic polynomials of degree at most n − 1, equipped with the
norm






|p(ζ)|2 |ζ|2c e−nQ(ζ) dA(ζ).
A system of eigenvalues {ζj}n1 associated with the potential Vn forms a
determinantal point process with the correlation kernel
Kn(ζ, η) = kn(ζ, η) e
−nVn(ζ)/2−nVn(η)/2
where kn is the reproducing kernel of Pn(µn).
Let Θn = {zj}nj=1 be the rescaled process at 0 defined by
zj = r
−1
n ζj for j = 1, · · · , n.
Then, Θn forms a determinantal point process with the correlation kernel
Kn(z, w) = r
2
n Kn(ζ, η), z = r
−1
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Existence of limiting kernels
We write a number c > −1 as c = q + c′ where q is a non-negative integer
and −1 < c′ ≤ 0, and we put
V0(z) = Q0(z)− 2c log |z| , (4.1.6)
where Q0 is the dominant part in the canonical decomposition (4.1.3).
Theorem 4.1.2. There exists a sequence of cocycles cn such that every
subsequence of {cnKn} has a further subsequence which is convergent for all
z, w ∈ C \ {0}. Moreover, the limit point K is of the form
K(z, w) = L(z, w) e−V0(τcz)/2−V0(τcw)/2,
where l(z, w) = (zw̄)qL(z, w) is Hermitian-entire.
Remark 4.1.3. More precisely, the convergence cnkKnk → K in Theorem





uniformly on each compact subset of C2.
Universality result for homogeneous potentials
Assume that Q(ζ) is a homogeneous polynomial in ζ, ζ̄ of degree 2d. By the
canonical decomposition, Q(ζ) = Q0(ζ) + αRe ζ
2d for α ∈ C.
Write dµ0(z) = e
−V0(τcz) dA(z), where V0 is as above in (4.1.6). We con-






Let L0 be the Bergman kernel of the Bergman space L
2
a(µ0).
Theorem 4.1.4. Suppose that Q is a homogeneous polynomial of degree 2d.
Then, as n→∞, the rescaled system Θn converges to the point process with
the correlation kernel
K(z, w) = L0(z, w) e
−V0(τcz)/2−V0(τcw)/2.
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4.1.5 Example : Mittag-Leffler ensembles.
Consider the case when Q(ζ) = |ζ|2d. For c > −1, put




and consider the system {ζj}n1 of eigenvalues associated with the perturbed
potential Vn. We rescale the system at 0 by zj = r
−1
n ζj where the microscopic
scale rn is given by rn = τc n
−1/2d with τc = ((1 + c)/d)
1/2d. Then the
correlation kernel Kn of the rescaled system {zj}j1 is given by











) · ∣∣τ2c zw̄∣∣2c e−|τcz|2d/2−|τcw|2d/2,
where Γ is the Gamma function. We write V0(z) = |z|2d − 2c log |z| and
obtain that limn→∞Kn = K where
K(z, w) = dτ2c · E1/d,(1+c)/d(τ2c zw̄) e−V0(τcz)/2−V0(τcw)/2.







For more detail about the function Ea,b we refer to [24]. From the asymptotic
estimate for Mittag-Leffler function in [24], we obtain that
R(z) = K(z, z) = τ2dc d
2 |z|2d−2 +O(|z|−2−2c e−|τcz|2d) as z →∞.
For the asymptotic estimate for the limiting one point function in the general
case, see Chapter 5.
4.2 Existence of limiting kernels
In this section, we prove Theorem 4.1.2 by using the estimate for the repro-
ducing kernels and a normal families argument (cf. Chapter 3.3).
Let Vn(z) = Q(z)−(2c/n) log |z| be a potential with a conical singularity
of order c at 0. Recall that Q = Q0 + ReH + Q1 is the canonical decom-
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position of Q and Q0 is a homogeneous polynomial of degree 2d for some
d. By multiplying the potential by a suitable constant, we assume that the
microscopic scale rn is equal to n
−1/2d. Write dµn = e
−nVn dA.
4.2.1 Estimates for the reproducing kernels
Now let Ṽn be the rescaled potential defined by
Ṽn(z) = nVn(rnz)
and dµ̃n be the rescaled measure defined by dµ̃n = e
−Ṽn dA. We denote by
Pn(µ̃n) the space of all homogeneous polynomials of degree at most n − 1
equipped with the norm of L2(µ̃n). Then the rescaled kernel
kn(z, w) = r
2
nkn(ζ, η), ζ = rnz, η = rnw,
is the reproducing kernel for Pn(µ̃n) where kn is the reproducing kernel for
Pn(µn).
We first prove some a priori inequalities.
Lemma 4.2.1. Suppose that −1 < c ≤ 0. Then for large T there is a
constant C = C(T ) such that for all u ∈ L2a(µ̃n) we have
|u(z)|2 e−nQ(rnz) ≤ Cr−2cn ‖u ‖
2
L2(µ̃n)
, |z| ≤ T. (4.2.1)
Moreover, the constant C(T ) satisfies
C(T ) ≤ C0T 4d−2c−2 (4.2.2)
for some constant C0 which is independent of T .
Proof. Fix a number δ with 0 < δ < 1/2. Then we choose α so that
α > sup{∆Q0(z) : |z| ≤ T + δ}. (4.2.3)
Since a1 |z|2d−2 ≤ ∆Q0(z) ≤ a2 |z|2d−2 for some a1, a2 > 0, α can be taken
to be proportional to T 2d−2. Consider the function
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For 0 < |z| ≤ T + δ, we have ∆Ṽn(z) < α for sufficient large n since
∆Ṽn(z) = ∆Q0(z) +O(rn), n→∞,
where rn ∼ n−1/2d. Thus we have for sufficiently large n
∆ logFn(z) = ∆ log |u(z)|2 −∆Ṽn(z) + α > 0,
which implies that Fn is subharmonic on 0 < |z| ≤ T + δ.









Multiplying each side by e−α|z|
2−2c log|rnz|, we have for δ ≤ |z| ≤ T






2/4−2c log|T | ‖u ‖2L2(µ̃n) .
Taking δ = T 1−2d and α ≤ bT 2d−2 for some b > 0, we choose C1 such that






Now we suppose that |z| < δ with δ = T 1−2d. Since the function
|u(z)|2 e−nQ(rnz)+α|z|
2
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Note that the second inequality holds for large T satisfying δ = T 1−2d < 1/2.
Hence we have






2 ≤ T 4d−2e3bT−2d .
Now we consider the case when c > 0. Write c = q + c′ where q is a
non-negative integer and −1 < c′ ≤ 0. Then we have the following Lemma.
Lemma 4.2.2. There exists a constant C0 such that for all u ∈ L2a(µ̃n) and
for large T , we have






, |z| ≤ T.
Proof. Replace “u(z)” by “zqu(z)” in Lemma 4.2.1. We take δ = T 1−2d.
Suppose that δ ≤ |z| ≤ T . Repeating the proof in Lemma 4.2.1 for









where α is the number defined in the proof of Lemma 4.2.1. The same
argument gives
|u(z)|2 e−nQ(rnz) ≤ C1r−2cn |z|
−2q ‖u ‖2L2(µ̃n) ,
where
C1 ≤ 4δ−2 |T + δ/2|2q eαδT+αδ
2/4−2c log T ≤ C0T 4d−2c
′−2
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for some constant C0 independent of T .
We now suppose that |z| < δ with δ = T 1−2d < 1/2. Repeating the proof









It follows that for |z| < δ,
|u(z)|2 e−nQ(rnz) ≤ δ−2eα(2|z|δ+δ2)r−2cn |z|
−2q (2δ)2q ‖u ‖2L2(µ̃n)
≤ C2r−2cn |z|
−2q ‖u ‖2L2(µ̃n) ,
where C2 ≤ 42qδ−2+2qe3αδ
2 ≤ 42qT (4d−2)(1−q)e3bT−2d .
4.2.2 Local uniform boundedness of the rescaled kernel
Recall that Q = Q0 + ReH + Q1 is the canonical decomposition and Kn
denote the correlation kernel of the rescaled system {zj}n1 . Write
Kn(z, w) = kn(z, w) e
−Ṽn(z)/2−Ṽn(w)/2 (4.2.5)
= Ln(z, w) · En(z, w) |zw|c ,
where En and Ln are defined by
En(z, w) = e
−(Q0(z)+nQ1(rnz)+Q0(w)+nQ1(rnw))/2,
Ln(z, w) = r
2c
n kn(z, w) e
−nH(rnz)/2−nH̄(rnw)/2. (4.2.6)
Note that Ln is Hermitian-entire.
Lemma 4.2.3. Let Rn be the rescaled one-point function Rn(z) = Kn(z, z)
and c = q + c′ where q is the smallest integer greater than or equal to c.
Then the family {Rn} has the following upper bound: for large T ,
Rn(z) ≤ C0T 4d−2c
′−2 |z|2c
′
, |z| ≤ T,
where C0 is the constant which is uniform on n and independent on T .
Proof. Noting that kn is the reproducing kernel for the space Pn(µ̃n) where
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dµ̃n = e
−Ṽn dA, we have
kn(z, z) = sup{|p(z)|2 : p ∈ Pn(µ̃n), ‖ p ‖L(µ̃n) ≤ 1}.
It follows from that Lemma 4.2.2 that for all n and all |z| ≤ T ,





From the definition (4.2.6), we have
Ln(z, z) ≤ C0T 4d−2c
′−2 |z|−2q eQ0(z)+nQ1(rnz), |z| ≤ T, (4.2.7)
and by (4.2.5),
Kn(z, z) ≤ C0T 4d−2c
′−2 |z|2c
′
, |z| ≤ T.
We prove the lemma.
The following theorem is the main result in this section, which implies
Theorem 4.1.2.
Theorem 4.2.4. There exists a sequence of cocycles cn such that each sub-
sequence of {|zw̄|−c
′
(cnKn)(z, w)}n has a further subsequence converging
uniformly on compact subsets of C2 as n → ∞. Each limit point K of the
sequence {cnKn} has the structure
K(z, w) = L(z, w)e−V0(z)/2−V0(w)/2,
where l(z, w) = (zw̄)qL(z, w) is Hermitian-entire.
Proof. Write as in (4.2.5)
Kn(z, w) = Ln(z, w) · En(z, w) |zw|c ,
where En and Ln are defined by
En(z, w) = e
−(Q0(z)+nQ1(rnz)+Q0(w)+nQ1(rnw))/2,
Ln(z, w) = r
2c
n kn(z, w) e
−nH(rnz)/2−nH̄(rnw)/2.
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We take a sequence of cocycles
cn(z, w) = e
−i Im(H(rnz)−H(rnw))/2
and obtain the convergence
cn(z, w)En(z, w) = e
−Q0(z)/2−Q0(w)/2(1 + o(1)), n→∞, (4.2.8)
where o(1)→ 0 uniformly on each compact subsets of C2.
Now we consider the function
ln(z, w) = (zw̄)
qLn(z, w).
Then ln is Hermitian-entire, and by the estimate (4.2.7), we have
ln(z, z) ≤ C0T 4d−2c
′−2eQ0(z)+nQ1(rnz), |z| ≤ T,
which implies the family {ln(z, z)} is locally uniformly bounded on C. Thus,
by the Cauchy-Schwarz inequality,
|ln(z, w)|2 ≤ ln(z, z)ln(w,w),
the functions ln(z, w) form a normal family of Hermitian-entire functions.
Hence each subsequence of {ln} has a further subsequence which converges
locally uniformly to a Hermitian-entire function. Denote by l a limit point
of {ln} and write limm→∞ lnm → l. Put L(z, w) = (zw̄)−ql(z, w). By (4.2.8),
|zw̄|−c
′
(cnmKnm)(z, w) = |zw̄|
q (cnmLnmEnm)(z, w)
→ |zw̄|q L(z, w) e−Q0(z)/2−Q0(w)/2
uniformly on each compact set of C2. Hence, we have
K(z, w) = |zw̄|c L(z, w) e−Q0(z)/2−Q0(w)/2
= L(z, w) e−V0(z)/2−V0(w)/2,
which proves the theorem.
Corollary 4.2.5. Let R(z) = K(z, z) be a limiting correlation function.
Then the convergence Rnm → R in Theorem 4.2.4 holds in the sense of
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distributions on C, and we have the estimate for large T ,
R(z) ≤ C0 T 4d−2c
′−2 |z|2c
′
, |z| ≤ T. (4.2.9)
Proof. By Lemma 4.2.3, we obtain the estimate (4.2.9) and the family {Rn}
is locally uniformly integrable, which means that for large T , there exists a
constant M = M(T ) such that for all n∫
{|z|≤T}
Rn(z) dA(z) ≤M.
Thus Rnm converges to R in the sense of distributions on C.
4.2.3 Positivity
Let L be a limiting kernel in Theorem 4.2.4 and L0 be the reproducing
kernel of L2a(µ0), where L
2
a(µ0) is the subspace of L
2(µ0) consisting of all
entire functions in L2(µ0) with dµ0(z) = e
−V0(z) dA(z).
Recall the definition of a positive matrix: a Hermitian function F is called
a positive matrix if
∑N
i,j=1 αiᾱjF (zi, zj) ≤ 0 for all points zj ∈ C and all
scalars αj ∈ C.
Now we prove the “positivity” theorem. (cf. Section 3.4.2.)
Theorem 4.2.6. L is a reproducing kernel for the Hilbert space HL, which is
the completion of the linear span of {Lz}z∈C equipped with the inner product
〈Lz, Lw〉HL = L(w, z). Moreover, L0 − L is a positive matrix.
Proof. First, we consider the function Ln defined in (4.2.6). Then Ln is the
reproducing kernel for the Hilbert space Hn of entire functions
Hn = {f : f(z) = p(z) · e−nH(rnz)/2, p ∈ Pol(n)}
with the norm of L2(µ0,n). Here,
dµ0,n(z) = e
−nQ0(rnz)−nQ1(rnz)+2c log|z| dA(z)
and Pol(n) is the linear space of holomorphic polynomials of degree ≤ n−1.
Indeed, for f(z) = p(z) · e−nH(rnz)/2 ∈ Hn,∫
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Each Ln is a positive matrix since Ln is the reproducing kernel for Hn.
Thus, a limit point L is also a positive matrix. By Theorem 3.4.2, L is the
reproducing kernel for the Hilbert space HL.
To show that L0−L is a positive matrix, consider the norm of functions
Lz (z ∈ C) which generate HL. Fatou’s Lemma gives








|L(w, z)|2 e−V0(w) dA(w) = ‖Lz ‖2L2(µ0) ,
whence HL is contractively embedded in L2a(µ0). Thus, by Aronszajn’s the-
orem on differences of reproducing kernels in [8], L0 − L is a positive ma-
trix.
4.3 Homogeneous singularities
In this section, we prove Theorem 4.1.4. We assume that Q is a homogeneous
polynomial of degree 2d. Then, by the canonical decomposition, we have
Q(ζ) = Q0(ζ) + αRe ζ
2d for α ∈ C. Here, H(ζ) = α ζ2d and Q1 = 0 in the
canonical decomposition of Q.
In this case, the holomorphic kernel Ln in (4.2.6) is the reproducing
kernel for the space
Hn = {f : f(z) = p(z) · e−α z
2d/2, p ∈ Pol(n)}
equipped with the norm of L2(µ0) where
dµ0(z) = e
−V0(z)dA(z) = e−Q0(z)+2c log|z|dA(z).
Since the inclusion Hn ⊂ Hn+1 is isometric, every limit point must be the
same for all subsequences. Thus, there exists a unique limiting kernel L such
that limLn = L.
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pm(w)L(z, w) dµ0(w) =
∫
f(w)L(z, w) dµ0(w),
where {pm} is a sequence of polynomials such that pm → f as m → ∞.
Hence L(z, w) = L0(z, w) for z, w ∈ C \ {0}, where L0 is the reproducing
kernel for L2a(µ0).
4.4 Johansson’s marginal measure theorem
In this section, we prove the Proposition 4.1.1, using an argument inspired













Let σQ be the equilibrium measure associated with the potential Q and
IQ[σQ] be the logarithmic energy of σQ, see Section 2.3.1. By the definition
of σQ,
IQ(σQ) = inf{IQ(µ) |µ ∈ Pc(C)}, (4.4.1)
where Pc(C) is the collection of all positive, compactly supported Borel
probability measures on C. We first prove the following lemma.






IQ[σQ] as n→∞. (4.4.2)
In order to prove Lemma 4.4.1, we need some preliminary definitions.
We write


















LQ(zj , zk), (4.4.3)
and the infimum is attained at some set Fn = {z1, · · · , zn}. We call Fn n-th
weighted Fekete sets with respect to Q. Then {LQn } is an increasing sequence
and
LQn → IQ[σQ] as n→∞. (4.4.4)
See [34], Chapter 3.































j 6=k LQ(zj ,zk)−
∑n
j=1(Q(zj)−2c log|zj−p|)dA⊗n(z).
Let V0(z) = Q(z)− 2c log |z − p|. By inserting the density ρQ = 1πχSQ∆Q of
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where LQn is the infimum defined in (4.4.3). Here, for each c > −1∫
C
e−(Q(z)−2c log|z−p|)dA(z)
is bounded by some constant MQ. Since the sequence {LQn } converges to



















For given ε > 0, We define a set An(ε) by
An(ε) =
z = (zj) ∈ Cn : 1n(n− 1) ∑
j 6=k
LQ(zj , zk) ≤ IQ[σQ] + ε
 .
(4.4.6)
From this setting, we have the following lemma.
Lemma 4.4.2. As n→∞,





CHAPTER 4. CONICAL SINGULARITIES
Proof. We write










j 6=k LQ(zj ,zk)−
∑n
j=1 V0(zj)dA⊗n(z).
Taking the logarithm to Pn(Cn \ An(ε)), we obtain























(n− 1)IQ[σQ] +O(n), n→∞, (4.4.7)




j=1 V0(zj)dA⊗n(z) ≤ (MQ)n , (4.4.8)
where MQ is some positive constant depending on Q. The asymptotic of
logZn (4.4.7) and the upper bound (4.4.8) show that




holds asymptotically as n→∞.
Lemma 4.4.3 (Proposition 3.2, [25]). For a positive real number R and
z ∈ An(ε), let
nR(z) = #{j ∈ {1, · · · , n} : z = (zj)n1 , |zj | ≤ R}.
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Proof. Split the sum as follows:∑
j 6=k














For simplicity, write nR(z) = nR. The first term on the right-hand side has
the following lower bound:∑
j 6=k,
|zj |,|zk|≤R
LQ(zj , zk) ≥ nR(nR − 1) IQ[σQ]. (4.4.9)
The growth condition (2.1.2) implies that there exist δ, C > 0 such that for
sufficiently large R,
Q(z) ≥ (2 + δ) log |z| − C, if |z| > R,
Q(z) ≥ −C, if z ∈ C.
We also choose sufficiently large R such that for |zj | ≤ R and |zk| > R,
− log |zj − zk|2 +Q(zj) +Q(zk) ≥ − log
∣∣∣∣zk − zjzk





and for R < |zj | < |zk|,
− log |zj − zk|2 +Q(zj) +Q(zk) ≥ − log
∣∣∣∣zk − zjzk
∣∣∣∣2 + (2 + 2δ) logR− 2C
≥ IQ[σQ] + δ logR.
Thus for sufficiently large R, we have∑
j 6=k,
|zj |≤R, |zk|>R





− log |zj − zk|2 +Q(zj) +Q(zk)
)
(4.4.10)












LQ(zj , zk) ≥ (n− nR)(n− nR − 1) · (IQ[σQ] + δ logR). (4.4.11)
By (4.4.9), (4.4.10), and (4.4.11), we obtain the following inequality:




Since z = (zj)
n




which proves the lemma.
Proof of Theorem 4.1.1. Let f be a continuous and bounded function de-

























where z = (z1, · · · , zn) ∈ Cn. Since Pn(Cn \ An(ε)) decays exponentially,
the first integral becomes negligible as n→∞.







LQ(zj , zk) ≤ IQ[σQ] + ε, (4.4.12)
where εn is independent on z and εn → 0 as n→∞. Indeed, the well-known
convergence (4.4.4) implies the first inequality and the second inequality is
obtained directly from the definition of the set An(ε).
We now let ε in (4.4.12) tend to 0 with the rate O(n−1/2) as n→∞ and
fix a compact subset K ⊂ C such that it contains SQ and (n − nK)/n is
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For z = (zj)
n







Then any subsequence of νn has a weak-star convergent subsequence νnk
converging to some ν∗ ∈ Pc(C). We claim that IQ[ν∗] = IQ[σQ].
For a positive number M , we set
lM (z, w) = min{M,LQ(z, w)}.
















lM (z, w) dνnk(z) dνnk(w).
Since for a positive integer m,∫∫



















It follows from (4.4.12) that IQ[ν
∗] ≤ IQ[σQ]. Clearly IQ[ν∗] ≥ IQ[σQ] by
(4.4.1), and hence IQ[ν
∗] = IQ[σQ]. The unicity of the equilibrium measure
implies that ν∗ = σQ.













n,β(An(ε)) ≥ 1 − e
−β
2
n(n−1)ε+O(n) as n → ∞, we obtain the conver-
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Hence we prove the theorem.
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Chapter 5
Asymptotics for the one
point functions
This chapter is devoted to prove some asymptotics for limiting one point
functions R(z) = K(z, z). More precisely, using the modified Hörmander
estimate, we prove the asymptotic growth of R(z) when z tends to ∞. This
chapter is based on [6, 7].
5.1 Bulk singularities
In this section, we consider the system of eigenvalues {ζj}nj=1 associated with
the potential which has a bulk singularity of the type 2d − 2 at 0. Recall
the canonical decomposition of Q = Q0 + ReH + Q1 and the microscopic
scale rn defined in Section 3. Let L be a limiting holomorphic kernel in




−Q0(τ0z)dA(z) in Section 3.
We prove the following estimates.
Theorem 5.1.1. Let R(z) = L(z, z) e−Q0(τ0z) be a limiting one point func-
tion and R0(z) = L0(z, z) e
−Q0(τ0z). Then, we have as z →∞,
(i) R0(z) = ∆z[Q0(τ0z)] · (1 +O(z1−d)),
(ii) R(z) = ∆z[Q0(τ0z)] · (1 +O(z1−d)).
Part (i) depends on an estimate of the Bergman kernel for the space of
L2a(µ0), and the method of “approximate Bergman projection” is used for
part (ii). From now on we assume that τ0 = 1 for simplicity.
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5.1.1 Asymptotics for L0(z, z)
In this section, we prove part (i) of Theorem 5.1.1.






(z, w) · eA0(z,w).
We write L]z(w) for L
]
0(w, z) and, for suitable functions u,





We fix a point z ∈ C with |z| large enough and a number δ0 = δ0(z) > 0.
We here write χz for a fixed C
∞-smooth function with χz(w) = 1 when
|w − z| ≤ δ0 and χz(w) = 0 when |w − z| ≥ 2δ0.
We first prove the following estimate.
Lemma 5.1.2. If |1− w/z| is sufficiently small, then
2 ReA0(z, w) ≤ Q0(z) +Q0(w)− c|z|2d−2|w − z|2
where c is a positive constant.
Proof. Put h = w − z. By Taylor series expansion, we have



















Since Q0 is homogeneous of degree 2d, the derivative ∂
i∂̄jQ0 is homogeneous
of degree 2d− i− j. Hence
∣∣∂i∂̄jQ0(z)∣∣ |w − z|i+j ≤ C|z|2d−2|w − z|2|1− w/z|i+j−2.
Thus, if i+ j ≥ 3 and |1−w/z| is sufficiently small, then the left hand side
in (5.1.1) is dominated by an arbitrarily small multiple of |z|2d−2|z − w|2.
On the other hand, by homogeneity and positive definiteness of ∆Q0, we
68
CHAPTER 5. ASYMPTOTICS FOR THE ONE POINT FUNCTIONS
have that ∆Q0(z)|z−w|2 ≥ c′|z|2d−2|z−w|2 where c′ is a positive constant.
The lemma thus follows with any positive constant c < c′.
As always, we write dµ0 = e
−Q0 dA. L2a(µ0) denotes the associated
Bergman space of entire functions and L0 is the Bergman kernel of that
space.
Lemma 5.1.3. Suppose that |z| ≥ 1 and let δ0 be a positive number with
δ0/|z| sufficiently small. Then there is a constant C = C(δ0) such that, for































Now fix w. By Taylor’s formula, the denominator P (z) = ∂̄2A0(w,w) −
∂̄2A0(z, w) is equal to the polynomial
−∆Q0(w) · (z − w)−
∂∆Q0(w)
2
· (z − w) 2 − · · · − ∂
d−1∆Q0(w)
d!
· (z − w) d.
Here the derivative ∂j∆Q0(w) = |w| 2d−2−j ∂j∆Q0(w/|w |) is positively ho-
mogeneous of degree 2d − 2 − j. Put c(w) = ∆Q0(w/|w |). We then have
that
P (z) = c(w)|w | 2d−2 · (w − z) +O( (w − z) 2 ) as z → w.
Since also ∂1∂̄2A0(z, w) = c(z) |z| 2d−2 (1 +O(w − z)), we have by (5.1.3)
F (z, w) = 1 +O(w − z) as w → z. (5.1.4)
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By the form of F it is also clear that
∂̄2F (z, w) = O(w − z) as w → z. (5.1.5)











Inserting the estimates (5.1.4) and (5.1.5), using also that ∂̄χz(w) = 0 when







χz(w) |u(w)| eReA0(z,w)−Q0(w) dA(w).
To estimate ε1 we use Lemma 5.1.2 to get
eReA0(z,w)−Q0(w)/2 ≤ CeQ0(z)/2−c|z−w|2 . (5.1.6)
This gives
|ε1| e−Q0(z)/2 ≤ Cδ−10
∫
|u(w)| | ∂̄χz(w) |e−Q0(w)/2 dA(w)
≤ Cδ−10 ‖u ‖L2(µ0)‖ ∂̄χz ‖L2 ≤ C
′‖u ‖L2(µ0).
To estimate ε2 we note that by (5.1.6)








The proof is complete.
Let π0 : L
2(µ0)→ L2a(µ0) be the Bergman projection, π0[f ](z) = 〈f, Lz〉L2(µ0),
where we write Lz(w) for L0(w, z). Noting that
(π][χzLz](z))
∗ = 〈χzLz, L]z〉 ∗ = 〈χzL]z, Lz〉 = π0[χzL]z](z),
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we see that ∣∣∣Lz(z)− π0[χzL]z](z)∣∣∣ = ∣∣∣Lz(z)− π][χzLz](z)∣∣∣ .
If we choose u = Lz in Lemma 5.1.3 and recall that ‖Lz ‖ 2L2(µ0) = L0(z, z),
we obtain the estimate∣∣∣L0(z, z)− π0[χzL]z](z)∣∣∣ ≤ C√L0(z, z) · eQ0(z)/2, |z| ≥ 1. (5.1.7)
Lemma 5.1.4. There is a constant C such that for all |z| ≥ 1 and all
δ0 = δ0(z) > 0 with δ0/|z| small enough∣∣∣∆Q0(z) eQ0(z) − π0 [χzL]z] (z)∣∣∣ ≤ C| z | d−1eQ0(z).
Proof. Consider the function u0 = χzL
]
z − π0[χzL]z]. This is the norm-
minimal solution in L2(µ0) to the problem ∂̄u = (∂̄χz) · L]z.
Since Q0 is strictly subharmonic on the support of χz we can apply the




∣∣∂̄χz∣∣2 ∣∣∣L]z∣∣∣2 e−Q0∆Q0 dA
≤ C |z|−(2d−2) ‖∂̄χz‖ 2L2 sup
δ0≤|w−z|≤2δ0
∣∣[∂1∂̄2A0](z, w)∣∣ 2 e 2 ReA0(z,w)−A0(w,w),
where we use the homogeneity of ∆Q0 in the second inequality.
By Taylor’s formula and (5.1.6), we have when δ0 ≤ |w − z| ≤ 2δ0∣∣[∂1∂̄2A0](z, w)∣∣ 2 e 2 ReA0(z,w)−A0(w,w) ≤ C∆Q0(z) 2eQ0(z)−2c|z|2d−2|z−w|2 .
By the homogeneity of ∆Q0 we thus obtain the estimate
‖u ‖L2(µ0) ≤ C| z |
d−1eQ0(z)/2−c
′δ20 |z|2d−2 . (5.1.8)
We now pick another number δ > 0 and invoke the following pointwise-L2
estimate (see [5, Lemma 3.1])
|u(z)| 2 e−Q0(z) ≤ Cec′′δ∆Q0(z)|z|δ−2
∫
D(z,δ)
|u(w)| 2 e−Q0(w) dA(w). (5.1.9)
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Combining with (5.1.8), this gives
|u(z)| 2 e−Q0(z) ≤ Cδ−2e−c′δ20 |z|2d−2+c′′δ|z|2d−1 |z| 2d−2eQ0(z).
Choosing δ0 a small multiple of |z|1/2 and then δ small enough, we insure
that the right hand side is dominated by C|z|2d−2eQ0(z), as desired.
Proof of Part (i) of Theorem 5.1.1. By the estimate (5.1.7) and Lemma 5.1.4
we have∣∣∣∆Q0(z) eQ0(z) − L0(z, z)∣∣∣ ≤ C1√L0(z, z)eQ0(z)/2 + C2|z| d−1eQ0(z).
Writing R0(z) = L0(z, z)e
−Q0(z), this becomes∣∣∣|z| 2d−2c(z)−R0(z)∣∣∣ ≤ C1√R0(z) + C2|z| d−1, (5.1.10)
where c(z) = ∆Q0(z/|z|). We must prove that the left hand side in (5.1.10)
is dominated by M |z| 1−d ∆Q0(z) for all large |z|, where M is a suitable
constant. If this is false, there are two possibilities. First we assume that
R0(z) ≤ (1−M |z| 1−d)∆Q0(z) for arbitrarily large |z|. By (5.1.10),
M |z| d−1 c(z) ≤ C1
√
R0(z) + C2|z| d−1 ≤ (C ′1 + C2)|z| d−1,
and we reach a contradiction for large enough M .
In the remaining case we have R0(z) ≥ (1 + M | z | 1−d)∆Q0(z). Then
(5.1.10) gives the estimate R0(z) ≥ cM 2| z | 2d−2 for some c > 0. Since
∆Q0(z) ≤ c′| z | 2d−2 for some c′ > 0, we obtain
R0(z)−∆Q0(z) ≥ (cM 2 − c′) |z| 2d−2 .
Choosing M large enough, we obtain R0(z) ≥ C3M |z| 4d−4 by (5.1.10) again.
Repeating the above argument gives R0(z) ≥ CpM |z| 2p for all sufficiently
large | z | for some constant Cp > 0. On the other hand, we will show that
R0(z) ≤ C(1 + |z| 4d−2) (5.1.11)
for all z, which will give the desired contradiction. To see this, note that for
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functions u ∈ L2a(µ0), the estimate (5.1.9) gives
|u(z)|2 e−Q0(z) ≤ Cδ−2eC| z | 2d−1δ‖u‖2L2(µ0), (|z| ≥ 1, 0 < δ < 1).
Taking δ = | z |1−2d, we obtain |u(z)|2 ≤ C| z |4d−2eQ0(z)‖u‖2L2(µ0). Since
L0(z, z) = sup{|u(z)| 2 ; u ∈ L2a(µ0), ‖u ‖L2(µ0) ≤ 1 },
we now obtain the estimate (5.1.11).
5.1.2 Asymptotics for L(z, z)
In this section, we prove part (ii) of Theorem 5.1.1.
As before, we write Q = Q0 +ReH+Q1 for the canonical decomposition
of Q at 0, and we write µ0 for the measure dµ0 = e
−Q0 dA. In this section,
the assumption that 0 is in the bulk of the droplet will become important.
Recall that rn is the microscopic scale at 0 and fix a point ζ in a small
neighborhood of 0 with | ζ | ≥ rn. We also fix a number δ0 = δ0(ζ) ≥ const. >
0 with δ0(ζ) · rn/|ζ| uniformly small, and a smooth function ψ with ψ = 1
in D(0, δ0) and ψ = 0 outside D(0, 2δ0). We define a function χζ = χζ,n by
χζ(ω) = ψ((ω − ζ)/rn).
Let A(η, ω) be a Hermitian-analytic function in a neighborhood of (0, 0),
satisfying A(η, η) = Q(η). We essentially apply the definition of the approx-
imating kernel (denoted L]0 in the preceding section) with “A0” replaced by
“nA”. We write
L]n(ζ, η) = n∂1∂̄2A(ζ, η) · enA(ζ,η).




ζ〉L2(µn), dµn = e
−nQ dA,
where, for convenience, we write L]ζ instead of L
]
n,ζ .
Lemma 5.1.5. Suppose that u is holomorphic in a neighborhood of ζ and
δ0(ζ) · rn/|ζ| ≤ ε0 where ε0 is small enough. Then there is a constant C =
C(ε0) such that for rn ≤ | ζ | ≤ rn log n,∣∣∣u(ζ)− π]n[χζu](ζ)∣∣∣ ≤ C(1 + (δ0rn)−1)‖u ‖L2(µn)enQ(ζ)/2.
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Proof. It will be sufficient to indicate how the proof of Lemma 5.1.3 is mod-
ified in the present setting. We start as earlier, by writing










F (ζ, ω) =
(ω − ζ)∂1∂̄2A(ζ, ω)
∂̄2A(ω, ω)− ∂̄2A(ζ, ω)
.
Here, we may replace “A” by “A0” to within negligible terms, for the relevant
ζ and ω. More precisely, Taylor’s formula gives that
∂̄2A(ω, ω)− ∂̄2A(ζ, ω) = ∆Q0(ω)(1 +O(rn log n)) · (ω − ζ) +O( (ω − ζ) 2 ),
∂1∂̄2A(ζ, ω) = ∂1∂̄2A0(ζ, ω)(1 +O(rn log n)), (5.1.12)
when rn ≤ | ζ | ≤ rn log n and |ω − ζ| ≤ 2δ0rn.
From (5.1.12) and the form of F , we see (as in the proof of Lemma 5.1.3)
that
F (ζ, ω) = 1 +O(ζ − ω), ∂̄2F (ζ, ω) = O(ω − ζ). (5.1.13)
We continue to write π]nu(ζ) = u(ζ) + ε1 + ε2 where
ε1 =
∫





u(ω) · χζ(ω) · ∂̄2F (ζ, ω)
ω − ζ
e−n(A(ω,ω)−A(ζ,ω)) dA(ω).
To estimate ε1 and ε2, we note that there is a positive constant c such that
e−n(Q0(ω)/2−ReA0(ζ,ω)) ≤ CenQ0(ζ)/2−cn|ζ|2d−2|ζ−ω|2 (5.1.14)
for |ω − ζ| ≤ 2δ0rn. See Lemma 5.1.2.
Inserting the estimates in (5.1.13) and (5.1.14), using also that ∂̄χζ(w) =
0 when |ζ − ω| ≤ δ0rn, we find that if |ζ| ≥ rn




|u(ω)| | ∂̄χζ(ω) |e−nQ(ω)/2 dA(ω),
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Using the Cauchy-Schwarz inequality, we find that
(|ε1|+ |ε2|)e−nQ(ζ)/2 ≤ C(1 + δ−10 r
−1
n )‖u ‖L2(µn).
The proof is complete.
Choosing u(η) = kn(η, ζ) where kn is the Bergman kernel for the sub-
space Pn of L2(µn), we obtain the following estimate, valid when rn ≤ |ζ| ≤
rn log n:∣∣∣kn(ζ, ζ)− πn [χζL]ζ] (ζ)∣∣∣ ≤ Cr−1n √kn(ζ, ζ) · enQ(ζ)/2. (5.1.15)
Here πn : L
2(µn)→ Pn is the orthogonal projection, πnu(ζ) = 〈u,kn,ζ〉L2(µn).
Lemma 5.1.6. For all ζ in the annulus rn ≤ | ζ | ≤ log n · rn and for δ0(ζ)
with δ0(ζ) · rn a small enough multiple of |ζ|, we have the estimate∣∣∣πn [χζL]ζ] (ζ)− n∆Q(ζ) enQ(ζ)∣∣∣ ≤ C√nr−1n | ζ | d−1enQ(ζ).








be the norm-minimal solution in L2(µn)
to the problem ∂̄u0 = ∂̄f where f = χζL
]
ζ . We claim that the problem
∂̄u = ∂̄f has a solution u with u− f ∈ Pol(n) and
‖u ‖L2(µn) ≤ Cn
−1/2|ζ|−(d−1)
∥∥∥ ∂̄ [χζL]ζ] ∥∥∥
L2(µn)
. (5.1.16)
Let Q̌ be the “obstacle function” defined in Section 2.3.1. The obstacle
function can be defined as Q̌ = γ−2Uσ where Uσ is the logarithmic potential
of the equilibrium measure and γ is a constant chosen so that Q̌ = Q on S.
One has that Q̌ is harmonic outside S and its gradient is Lipschitz continuous
on C. Furthermore, Q̌(ω) grows like 2 log |ω|+O(1) as ω →∞.
We use the obstacle function to form the strictly subharmonic function
φ(ω) = Q̌(ω) + n−1 log(1 + |ω| 2), and we go on to define a measure µ′n by
dµ′n(ω) = e
−nφ(ω) dA(ω). Write P ′n for the subspace of L2(µ′n) of holomor-
phic polynomials of degree at most n − 1, and let π′n be the corresponding
orthogonal projection. Finally, we put
v0 = f − π′nf.
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Since φ is now strictly subharmonic, the standard Hörmander estimate can
be applied. It gives
‖ v0 ‖ 2L2(µ′n) ≤
∫
C
∣∣∂̄f ∣∣ 2 e−nφ
n∆φ
dA.
Since χζ is supported in the disk D(ζ, 2δ0rn), and since ∆Q̌ = ∆Q = ∆Q0 ·
(1 + o(1)) there, we see that





Next we use the estimate nφ ≤ nQ + const. which holds by the growth
assumption on Q near infinity. This gives ‖ v0 ‖L2(µn) ≤ C‖ v0 ‖L2(µ′n), and
so we have shown (5.1.16) with u = v0.
Since nφ(ω) = (n+ 1) log |ω| 2 +O(1) as ω →∞, we have that L2a(µ′n) =
Pol(n). Hence u = v0 solves, in addition to (5.1.16), the problem
∂̄u = ∂̄f and u− f ∈ Pol(n).
Using the form of ∂̄f = ∂̄χζ · L]ζ and the estimate (5.1.14), we find that
for |ω − ζ| ≤ δ0rn,
| ∂̄u(ω) | 2e−nQ(ω) ≤ C(n∆Q0(ζ)) 2| ∂̄χζ(ω) | 2enQ(ζ)−2nc|ζ|
2d−2 |ω−ζ| 2 .
By the homogeneity of ∆Q0 and the fact that ∂̄χζ = 0 when |ω − ζ| ≤ δ0rn
this gives the estimate
‖ ∂̄f ‖L2(µn) ≤ Cn |ζ|
2d−2 enQ(ζ)/2e−cn|ζ|
2d−2(δ0rn)2 .
Applying (5.1.16), we now get
‖u ‖L2(µn) ≤ C
√
n| ζ | d−1enQ(ζ)/2e−cn(δ0rn)2|ζ|2d−2 . (5.1.17)
We now pick a small constant δ (independent of n) and use the pointwise-L2
estimate
|u(ζ)| 2 e−nQ(ζ) ≤ C(rnδ)−2e c
′nrnδ|ζ|2d−1‖u ‖ 2nQ.
Choosing δ0rn as a small multiple of |ζ| and then δ small enough, can now
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use (5.1.17) to deduce that




Proof of Theorem 5.1.1, part (ii). Fix ε > 0 and take ζ with rn ≤ |ζ| ≤
log n · rn. By the estimate (5.1.15) and Lemma 5.1.6 we have for all large n
that





for some constants C1, C2. Multiplying through by r
2
n and writing Rn(z) =
r 2n Rn(ζ) with z = r
−1




It follows that each limiting one point function R must satisfy∣∣∣R(z)− c(z) |z| 2d−2∣∣∣ ≤ C1√R(z) + C2|z|d−1, |z| ≥ 1,
where c(z) = ∆Q0(z/| z |) > 0. The proof of part (i) of Theorem 5.1.1 shows
that this is only possible if R(z) = ∆Q0(z)(1 +O(|z|1−d)) as z →∞.
5.2 Conical singularities
In this section, we prove the asymptotic estimate for a holomorphic limiting
kernel in the case of conical singularities in Chapter 4.




log |ζ|, c > −1 (5.2.1)
with canonical decomposition Q = Q0 + ReH + Q1 at 0. We write dµn =
e−nVn dA. Let K be a limiting kernel of the rescaled eigenvalue system at 0
in Theorem 4.1.2 and R(z) = K(z, z) be a limiting one point function. The
following theorem is the main goal in this section.
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Theorem 5.2.1. There exists a constant α = α[Q0] > 0 such that
R(z) = ∆Q0(z) · (1 +O(e−α|z|
2d
)) as z →∞. (5.2.2)
We first start with the following lemma.
Lemma 5.2.2. Let δ = m′|ζ| where m′ < 1 and put Dδ = D(ζ, δ) where we
assume rn ≤ |ζ| ≤ rn log n. There are then constants C and ν ′ > 0 such that
|u(ζ)|2 e−nVn(ζ) ≤ C(m′|ζ|)−2eν′m′n|ζ|2d‖u‖2L2(µn).
The constants C and ν ′ can moreover be chosen independent of m′.
Proof. Consider the function F (ω) = |u(ω)|2 e−nVn(ω)+na|ω|2 , where a >
supDδ ∆Q. Clearly, F is subharmonic in Dδ. Since ∆Q = (1 + o(1))∆Q0
on Dδ and Q0 is homogeneous, we can choose a proportional to |ζ|2d−2. The
sub-mean property gives that for some constant c′ = c′[Q0],










The proof of the lemma is complete.
Fix a point ζ in the annular region rn ≤ |ζ| ≤ rn log n. For a small
enough positive constant m with m < 1 we define ρ̃ = m|ζ|/2 and ρ = m|ζ|.
We also fix a smooth function ψ with ψ = 1 in D(0, ρ̃) and ψ = 0 outside
D(0, ρ). Fix a function χζ = χζ,n with χ(ω) = 1 when |ω− ζ| ≤ ρ̃, χ(ω) = 0
when |ω − ζ| ≥ ρ and ‖∂̄χζ‖L2 ≤ C.
Let Q(η, ω) be a Hermitian-analytic function defined in a neighborhood
of the origin in C2, satisfying Q(η, η) = Q(η). We write
Vn(η, ω) = Q(η, ω)−
c
n
(log |η|+ log |ω|).
Hence Vn(η, η) = Vn(η), see (5.2.1).
As in the preceding section, we write
L]n(ζ, η) = n∂1∂̄2Vn(ζ, η) · enVn(ζ,η).
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ζ〉L2(µn), dµn(η) = e
−nVn(η) dA(η),
where we write L]ζ instead of L
]
n,ζ for convenience.
Lemma 5.2.3. Suppose that u is holomorphic in a neighbourhood of ζ.




Here C, ν are positive constants.












(ω − ζ)∂1∂̄2Vn(ζ, ω)
∂̄2Vn(ω, ω)− ∂̄2Vn(ζ, ω)
.
Recall that Vn(ζ, ω) = Q(ζ, ω)− cn(log |ζ|+ log |ω|). In the above expression
for Fn it is possible to replace Q by Q0. Indeed, Taylor’s formula gives that
∂̄2Q(ω, ω)− ∂̄2Q(ζ, ω) = ∆Q0(ω)(ω − ζ)(1 +O(rn log n))
+O( (ω − ζ) 2 ),
∂1∂̄2Q(ζ, ω) = ∂1∂̄2Q0(ζ, ω)(1 +O(rn log n)),
(5.2.3)
when rn ≤ | ζ | ≤ rn log n and |ω − ζ| ≤ ρ.
From (5.2.3) and the form of Fn, one checks easily that
Fn(ζ, ω) = 1 +O(ζ − ω), ∂̄2Fn(ζ, ω) = O(ω − ζ) as ω → ζ. (5.2.4)
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We can now write π]nu(ζ) = u(ζ) + ε1 + ε2 where
ε1 =
∫





u(ω) · χζ(ω) · ∂̄2Fn(ζ, ω)
ω − ζ
en(Vn(ζ,ω)−Vn(ω)) dA(ω).
It follows from Lemma 5.1.2 that, for |ω − ζ| ≤ ρ,
en(ReVn(ζ,ω)−Vn(ω)/2) ≤ CenVn(ζ)/2−γn|ζ|2d−2|ζ−ω|2 , (5.2.5)
where γ is a positive constant. Inserting the estimates in (5.2.4) and (5.2.5)
and using also that ∂̄χζ(w) = 0 when |ζ − ω| ≤ ρ̃ = m|ζ|/2, we find that
|ε1| e−nVn(ζ)/2 ≤ C|ζ|−1e−νn|ζ|
2d
∫
|u(ω)| | ∂̄χζ(ω) |e−nVn(ω)/2 dA(ω),




with a suitable ν > 0. Estimating the right-hand sides by means of the




dA(w) = t−1, we con-
clude that
(|ε1|+ |ε2|)e−nVn(ζ)/2 ≤ C(|ζ|−1e−νn|ζ|
2d
+ n−1/2|ζ|1−d)‖u ‖L2(µn).
The proof is complete.
Choosing u(η) = kn(η, ζ) in Lemma 5.2.3, where kn is the Bergman
kernel for the polynomial subspace Pn of L2(µn), one obtains after a short
calculation the following estimate, valid when rn ≤ |ζ| ≤ rn log n:∣∣∣kn(ζ, ζ)− πn [χζL]ζ] (ζ)∣∣∣ ≤Mn(ζ)√kn(ζ, ζ) · enVn(ζ)/2. (5.2.6)
Here πn : L
2(µn)→ Pn is the orthogonal projection, i.e.,
πnu(ζ) = 〈u,kn,ζ〉L2(µn).
Lemma 5.2.4. For all ζ in the annulus rn ≤ |ζ| ≤ log n · rn we have the
estimate ∣∣∣πn [χζL]ζ] (ζ)− n∆Q(ζ) enVn(ζ)∣∣∣ ≤ Nn(ζ) enVn(ζ)
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n| ζ | d−2e−dn|ζ|2d .
Here C, d are positive constants.








be the norm-minimal solution in L2(µn)
to the problem ∂̄u = ∂̄f where f = χζL
]
ζ .
By the standard technique with Hörmander estimates, as in the proof of
Lemma 5.1.6, we verify that there is an element v0 ∈ L2(µn) satisfying ∂̄v0 = ∂̄(χζL
]
ζ), v0 − χζL
]
ζ ∈ Pol(n),
‖ v0 ‖L2(µn) ≤ Cn−1/2|ζ|1−d
∥∥∥ ∂̄ [χζL]ζ] ∥∥∥
L2(µn)
.
The norm-minimality of u then implies
‖u ‖L2(µn) ≤ Cn
−1/2|ζ|1−d
∥∥∥ ∂̄ [χζL]ζ] ∥∥∥
L2(µn)
. (5.2.7)
To see that the proof in Section 5.1.2 goes through, it suffices to note that
the weight Vn is subharmonic and smooth on the support of the cut-off
function χζ .
By Lemma 5.1.2, we have when rn ≤ | ζ | ≤ rn · log n and |ω − ζ| ≤ m|ζ|
the estimate
enReVn(ζ,ω)−nVn(ω)/2 ≤ CenVn(ζ)/2−γn|ζ|2d−2 |ω−ζ|
2/2.
Using the form of ∂̄u, this leads to
| ∂̄u(ω) | 2e−nVn(ω) = |∂̄χζ(ω)|2n2|∂1∂̄2Q(ζ, w)|2en(2 ReVn(ζ,ω)−Vn(ω))
≤ C(n∆Q0(ζ)) 2| ∂̄χζ(ω) | 2enVn(ζ)−γ(m/2)
2n|ζ|2d .
By the homogeneity of ∆Q0, this gives the estimate




with a suitable ν > 0. Applying (5.2.7), we now get
‖u ‖L2(µn) ≤ C
√
n| ζ | d−1e−νn|ζ|2denVn(ζ)/2. (5.2.8)
Choosing m′ν ′ ≤ ν in Lemma 5.2.2 and applying the estimate in (5.2.8),
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we obtain that
|u(ζ)| e−nVn(ζ)/2 ≤ C
√
n|ζ|d−1enVn(ζ)/2 · |ζ|−1e−ν̃n|ζ|2d ,
where ν̃ = ν −m′ν ′/2 is a positive constant.
Proof of Theorem 5.2.1. Fix ε > 0 and take ζ with rn ≤ | ζ | ≤ log n · rn. By




Multiplying through by r 2n and writing Rn(z) = r
2
n Rn(ζ), z = r
−1


















Let M be a large constant, and assume that
|R(z)−∆Q0(z)| ≥M∆Q0(z)e−ν̃|z|
2d/2 for |z| ≥ C, (5.2.10)
where C is large. Then (5.2.9) gives
R(z) ≥M ′eν̃|z|2d
where M ′ = M ′(C,M) is a new constant. However, by the estimate of
Corollary 4.2.5, we have the bound
R(z) ≤ B|z|4d−2 for |z| ≥ 1.
This contradiction shows that the assumption (5.2.10) must be false when
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M is large enough, i.e., we have shown that
R(z) = ∆Q0(z)(1 +O(e
−α|z|2d)) as |z| → ∞,
where α = ν̃/2.
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본 학위 논문에서는 랜덤 정규 행렬(random normal matrix)의 고유값들
이 특이점 근방에서 이루는 확률분포를 연구한다. 랜덤 정규 행렬의 고유값
들은 외부 포텐셜(external potential)이 주어져있는 볼츠만-깁스(Boltzmann-
Gibbs)분포를 따른다. 외부 포텐셜이 무한대 근처에서 충분히 빠르게 증가하
도록 주어지면, 행렬의 크기가 커짐에 따라 고유값들은 근사적으로 평형 측도
(equilibrium measure)를 따라 분포하며 복소 평면 위의 옹골집합(compact
set)에 모이게 된다.
이 옹골집합 내부에서 평형 측도의 밀도함수가 0이 되는 점을 내부 특이점
(bulk singularity)이라하며,옹골집합내부에서로그특이성을갖는점을원뿔
특이점(conical singularity)이라 한다. 본 학위 논문에서는 이 두 종류의 특이
점 근방에서 표준화된 고유값 분포의 극한과 그 극한의 보편성(universality)에
관해 논의한다.
주요어휘: 랜덤 정규 행렬, 내부 특이점, 원뿔 특이점, 워드 방정식, 보편성
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