Hybrid AC/DC microgrids (MGs) have become a promising manner for better interconnection of various kinds of distributed generators that are inherently AC or DC electric sources. This paper addresses the distributed asynchronous power control problem of hybrid microgrids, considering imperfect communication due to non-identical sampling rates and communication delays, etc.. To this end, we first formulate the optimal power control problem of MGs and devise a synchronous algorithm. Then, we analyze the impact of asynchrony on optimal power control and propose an asynchronous iteration algorithm based on the synchronous version. By introducing a random clock at each iteration, different types of asynchrony are fitted into a unified framework, where the asynchronous algorithm is converted into a fixed-point problem, leading to a convergence proof. We further provide an upper bound estimation of the time delay in communication. Finally, a benchmark MG is utilized to verify the effectiveness and advantages of the proposed algorithm.
I. INTRODUCTION
Microgrids (MGs) are clusters of distributed generators (DGs), energy storage systems and loads, which are generally categorized into three types: AC, DC and hybrid AC/DC MGs [1] , [2] . A hybrid AC/DC MG has the great advantage of reducing processes of multiple inverse conversions in the involved individual AC or DC grid [3] , [4] . In this paper, we address the distributed power control problem of hybrid AC/DC MGs considering asynchrony.
Traditionally, a hierarchical control structure is utilized in MGs for power control, which is composed of primary control, secondary control and tertiary control [5] , [6] , usually in a centralized way. Such a centralized control architecture, however, may face great challenges raised by ever-increasing uncertain and volatile renewable generations that require fast response of controllers [7] . On the other hand, as MGs usually belong to different owners, privacy concerns may prevent the control center acquiring information from individual MGs. In this context, breaking the hierarchy of MG control architecture becomes an emerging research topic, supported by the new idea that real-time coordination could be embedded in the local steady-state optimization of individual MGs by exchanging information only between neighboring MGs. This essentially advocates a distributed control paradigm [8] , especially the idea of reverse-engineering [9] , [10] .
Different distributed strategies have been developed in literatures for optimal real-time coordination, which can roughly be divided into two categories in terms of methodology: consensus based methods [11] - [17] , and (sub)gradient based decomposition methods [18] - [21] . In the consensus based control, the agents, such as generators, loads, MGs, or other forms of local systems, manage to estimate the global variable using a consensus algorithm [22] . Specifically, in power systems, the global variable could be generation ratio and marginal cost. The former implies that all generators have the same generation ratio with respect to its maximal capability [11] - [14] . The latter implies that all generators share the same marginal cost, and hence the generation configuration is economically optimal [15] , [16] , [23] . Even though the consensus methods are easy to be implemented, they are difficult to address complicated (global) constraints. In this situation, (sub)gradient based decomposition methods could be applied. The main idea is that an optimization problem is formulated first, then the corresponding (sub)gradient algorithm solving the problem can render a dynamical controller. Combining with the power system dynamics, the closed-loop system converges to an equilibrium that corresponds to the optimal solution of the original optimization problem. The most commonly used method is the primal-dual gradient algorithm [18] - [21] , where power system dynamics serve as the primal update while controller serves as the dual update.
Although both the aforementioned methods have achieved great success, most of them have considered only synchronous distributed control (except for [17] ). Therefore, all MGs must be assumed to carry out computation simultaneously, implying that a global clock is necessary to ensure the instants for control actions getting strictly synchronized [24] . This is computationally inefficient and impractical since in each iteration all MGs have to wait for the slowest one to finish before executing their local actions in the next iteration. Meanwhile, all MGs are required to utilize the information at synchronized computation rounds. Hence, the synchrony requirement limits the application of distributed control in power systems. In fact, asynchrony is a fundamental feature of power systems. For example, time delays in communication lines always exist, which sometimes could be very long. In addition, the sampling rates of different controllers vary greatly. Thus, it is significant to investigate the controller that adapts to asynchronous implementation.
In this paper, asynchrony is considered in the active power control of hybrid AC/DC MGs, which may result from different sampling rates of controllers, delays in communications, and so on. By introducing a random clock, different kinds of asynchrony are fitted into one unified form, i.e., the time interval between two consecutive iterations ( Without confusion, it is also called time delay in the paper). Then, an asynchronous algorithm is devised. To prove its convergence, arXiv:1810.11998v1 [cs.SY] 29 Oct 2018 the algorithm is transformed into a fixed point problem with a nonexpansive operator. Finally, we give an upper bound of time delay that guarantees the convergence. This paper is partly motivated by [17] , which investigates the distributed power sharing problem in hybrid AC/DC MGs. The main difference between this paper and [17] lies in two aspects: 1) we develop a distributed asynchronous method to cope with different types of asynchrony; and 2) we obtain economically optimal power generations of each MGs different from proportional sharing with respect to droop coefficients in [17] . Main contributions of this paper are as follows.
• A distributed asynchronous algorithm is devised to solve the optimal power control problem of hybrid AC/DC MGs, which only requires communications between neighbors. Moreover, different types of asynchrony, such as random time delays and non-identical sampling rates, are unified by introducing a random clock at each iteration; • The distributed algorithm is converted into a fixed-point iteration of a nonexpansive operator, leading to a convergence proof of the asynchronous algorithm; • The upper bound of communication delay that guarantees the convergence is estimated, which is approximately proportional to the square root of the number of MGs for a fixed step-size. Similarly, with a fixed time interval, the upper bound estimation of step size is provided. The rest of this paper is organized as follows. In Section II, some notations and preliminaries are introduced. Section III formulates the power dispatch problem in hybrid MGs and proposes the synchronous algorithm. In Section IV, different types of asynchrony are introduced and an asynchronous algorithm is proposed. The optimality of its equilibrium point and convergence of the asynchronous algorithm are proved in Section V. The implementation method in hybrid MGs is introduced in Section VI. We confirm the performance of the controller via simulations on a benchmark low voltage MG system in Section VII. Section VIII concludes the paper.
II. NOTATIONS AND PRELIMINARIES
Notations: A hybrid MG system is composed of a cluster of AC and DC MGs connected by lines. Each MG is treated as a bus with both generation and load. Denote AC MGs by N ac = {1, 2, . . . , n ac }, and DC MGs by N dc = {n ac + 1, n ac + 2, . . . , n ac + n dc }. Then the set of MG buses is N = N ac ∪ N dc . Let E ⊆ N × N be the set of lines, where (i, k) ∈ E if MGs i and k are connected directly. Then the overall system is modeled as a connected graph G := (N , E). Besides the physical connection among MGs, we also define a communication graph for MGs. Denote by N i the set of informational neighbors of MG i over the communication graph, implying MGs i, j can communicate if and only if j ∈ N i . The cardinality of N i is denoted by |N i |. The communication graph is also assumed to be undirected and connected, which could be different from the physical graph. Denote by L the Laplacian matrix of communication graph.
Preliminaries: In this paper, R n (R n + ) is the n-dimensional (nonnegative) Euclidean space. For a column vector x ∈ R n (matrix A ∈ R m×n ), x T (A T ) denotes its transpose. For vectors x, y ∈ R n , x T y = x, y denotes the inner product of x, y. x = √
x T x denotes the Euclidean norm of x. For a positive definite matrix G, denote the inner product x, y G = Gx, y . Similarly, the G-matrix induced norm x G = Gx, x . Use I to denote the identity matrix with proper dimensions. For a matrix A = [a ij ], a ij stands for the entry in the i-th row and j-th column of A. Use n i=1 Ω i to denote the Cartesian product of the sets Ω i , i = 1, · · · , n. Given a collection of y i for i in a certain set Y , y denotes the column vector y := (y i , i ∈ Y ) with a proper dimension with y i as its components.
Define the projection of x onto a set Ω as
Use Id to denote the identity operator, i.e., Id(x) = x, ∀x. [25] , [26, Chapter 23.1] . For a single-valued operator T :
III. SYNCHRONOUS DISTRIBUTED ALGORITHM In this section, we introduce the economic dispatch problem in MGs and propose a synchronous algorithm.
A. Economic dispatch model
The power dispatch is to achieve the power balance in MGs while minimizing the generation cost, which can be formulated as the following optimization problem
i are the power generation and load demand of MG i respectively. P g i , P g i are the lower and upper bounds of P g i respectively. The objective function (2a) is to minimize the total generation cost of the MGs. Constraint (2b) is the power balance over MGs. And (2c) is the generation limit of each MG.
For the optimization problem (2), we make the following assumption. In practice, the load demand of each MG, P d i , cannot be measured accurately. To circumvent such an obstacle in design, we alternatively introduce a set of new variables,P d i , and reformulate (2) as the following equivalent problem:
whereP d i is the virtual load demand supplied by MG i in steady state. It is a constant that equals the actual generation of MG i in steady state, satisfying i∈NP d i = i∈N P d i . Similar treatment is also adopted in [28] .
Note that the power balance constraint (2b) only requires that all the MGs supply the total load even if one does not know which loads are supplied exactly by which MGs. Hence we treat virtual load demandsP d i as the effective demands supplied by MG i. Then we easily have the following Lemma. Lemma 1. The problems (2) and (3) have the same optimal solutions.
B. Synchronous Algorithm
The Lagrangian function of (3) is
Here µ is a global variable, but will be estimated by individual MGs locally.
Define the sets
Then, we give the synchronous distributed algorithm for power dispatch (SDPD). In this case, the update of agent i at iteration k is given as
where σ µ , σ g , η k are positive constants, and σ µ , σ g are supposed to be chosen such that Φ in (10) (given in Section V.B) is positive definite.
Here no time delay is considered, and in each iteration k, each MG has to wait for the slowest one to finish its kth iteration before proceeding to iteration k + 1. Based on (5), we have the following synchronous algorithm.
Iteration at k: MG i updates its local variables as follows:
Step 1: Reading phase Get µ j,k from its neighbours' output cache.
Step 2: Computing phase Calculateμ i,k andP g i,k according to (5a) and (5b) respectively.
Update µ i,k+1 and P g i,k+1 according to (5c) and (5d) respectively.
Step 3: Writing phase Write µ i,k+1 to its output cache and P g i,k+1 , µ i,k+1 to its local storage. Increase k to k + 1. In Algorithm 1, the virtual powerP d i is still unknown. We will provide a practical method to estimate P g i −P i d instead of directly measuringP d i in the implementation, as explained in Section VI. Later in Section IV, we will show that the SDPD is simply a special case of the asynchronous algorithm. Therefore, its properties, such as the optimality of the equilibrium point and the convergence, are immediate consequence of the results of asynchronous algorithm, which are skipped here due to the space limitation.
IV. DISTRIBUTED ASYNCHRONOUS ALGORITHM
In this section, we first introduce several typical types of asynchrony existing in MGs. Then, we devise an asynchronous algorithm by modifying Algorithm 1.
A. Asynchrony in Microgrids
In Algorithm 1, each MG gathers information, computes locally and conveys new information to its neighbors over the communication graph. In this process, asynchrony may arise in each step. When gathering information, individual MGs may have different sampling rates, which results in non-identical computation rates accordingly. In addition, other imperfect communication situations such as time delay caused by congestion or even failure are very common in power systems, which essentially result in asynchrony.
In synchronous computation, an MG has to wait for the slowest neighbor to complete the computation by inserting certain idle time. Communication delay, congestion or even package loss can further lengthen the waiting time. This process is illustrated in Fig.1(a) . Thus, the slowest MG and communication channel may cripple the system in the synchronous execution. In contrast, the MGs with asynchronous computation do not need to wait and computes continuously with little idling, as shown in Fig.1(b) . Even if some of its neighbors fail to update in time, the MG can use the previously stored information. That means, the MG could execute an iteration without the latest information from its neighbors.
B. Asynchronous Algorithm
In this subsection, we propose an asynchronous distributed algorithm for power dispatch (ASDPD) based on Algorithm 1. Different from the iteration number k in (5), here each MG has its own iteration number k i , implying that a local clock is used instead of the global clock. At each iteration k i , MG i computes in the following way.
is the latest information obtained from MG j. Considering each MG has its own local clock, we have the following asynchronous algorithm.
∈ Ω i . Iteration at k i : Suppose MG i's clock ticks at time k i , then MG i is activated and updates its local variables as follows:
Step 1: Reading phase Get µ j,kj −τ k j j from its neighbours' output cache.
Step 2: Computing phase Calculateμ i,ki andP g i,ki according to (6a) and (6b) respectively.
Update µ i,ki+1 and P g i,ki+1 according to (6c) and (6d) respectively.
Step 3: Writing phase Write µ i,ki+1 to its output cache and µ i,ki+1 , P g i,ki+1 to its local storage. Increase k i to k i + 1.
Remark 1. In Algorithm 2, if MG i is activated, it will read the latest information from its neighbors. Even if some neighbors are not accessible in time due to communication issue, it can still execute the iteration by using the previous information stored in its input cache. Despite asynchrony caused by different reasons, their effect can be characterized by the time interval between two successive iterations. Thus, our algorithm can admit different types of asynchrony. It is obvious that the synchronous algorithm SDPD is a special case of ASDPD by simply letting τ ki i = 0.
V. OPTIMALITY AND CONVERGENCE ANALYSIS
In this section, we analyze the optimality of the equilibrium point of dynamic system (6) , as well as the convergence of Algorithm 2. To this end, we need to introduce a sequence of global iteration numbers that serve as a reference global clock to unify the local iterations of individual MGs in a coherence manner [29] . Note that the global clock is only used for convergence analysis, but not required in ASDPD.
Specifically, we queue k i of all MGs in the order of time, and use a new number k to denote the kth iteration in the queue. This treatment is shown in Fig.2 by taking two MGs as an example. Suppose that, at the iteration k, the probability that MG i is activated to update its local variables follows a uniform distribution. Hence, each MG is activated with the same probability, which simplifies the convergence proof.
To prove the convergence, we first convert the synchronous algorithm to a fixed-point iteration with an averaged operator. Then a nonexpansive operator is constructed, leading to the A. Optimality of the equilibrium point
Considering dynamic system (6), we give the following definition of its equilibrium point.
is an equilibrium point of system (6) if lim ki→+∞ w ki = w * i holds for all i.
Then, we have the following result. The proof of Theorem 2 can be found in Appendix A. In Section VI, we further provide a practical method to estimatê P d such that the condition P g * i =P d i holds in steady state.
B. Algorithm Reformulation
Equations (5a) − (5d) can be rewritten in a compact form
where, ∇f (P g k ) is the gradient of f (P g k ), and L is the Laplacian of the communication graph.
Next we show that (7a)−(7d) can be converted into a fixedpoint iteration problem with an averaged operator [25] , [30] .
From the fact that P Ω (x) = (Id + N Ω ) −1 (x), (7b) can be rewritten asP g k = (Id + N Ω ) −1 (P g k − σ g (∇f (P g k ) + 2μ k − µ k )), or equivalently,
where Φ :
Define the following two operators
U :
From [25, Lemma 5.6], we know (Id + Φ −1 U) −1 exists and is single-valued. Denote w i = (µ i , P g i ), w = (w i ),w = (μ,P g ). We show that (7a) − (7d) can be written as
where the operator
This is exactly (10) . In addition, it is straightforward to see that (7c) − (7d) are equivalent to (14) . Equations (13) − (14) can be further rewritten as
Denote a min = min{a i }, a max = max{a i }, ∀i ∈ N . We have the following result about the operator T . , and the step sizes σ µ , σ g such that Φ−κI is positive semi-definite. Then we have the following assertions under Φ-induced norm.
1) T is an averaged operator, and T ∈ A 2κζ 4κζ−1 ; 2) there exists a nonexpansive operator R such that
3) operators T and R have the same fixed points, i.e., F ix(T ) = F ix(R).
The proof of Lemma 3 can be found in Appendix B. So far, we convert the synchronous algorithm into a fixedpoint iteration problem with an averaged operator (see (16) ). Moreover, we also construct a nonexpansive operator R. it enables us to prove the convergence of the asynchronous algorithm ASDPD, as we explain in the next subsection.
C. Convergence analysis of asynchronous algorithm
In this subsection, we investigate the convergence of AS-DPD. The basic idea is to treat ASDPD as a randomized block-coordinate fixed-point iteration problem with delayed information. And then the results in [31] can be applied.
Define
is also a coordinate of w i , and [φ i ] j = 0, otherwise. Denote by ϕ a random variable (vector) taking values in φ i , i ∈ N . Then Prob(ϕ = φ i ) = 1/n also follows a uniform distribution. Let ϕ k be the value of ϕ at the kth iteration. Then, a randomized block-coordinate fixed-point iteration for (14) is given by
where • is the Hadamard product of two matrices. Here, we assume only one MG is activated at each iteration without loss of generality 1 .
Since (17) is delay-free, we further modify it for considering delayed information, which is
1 Note that this model helps formulate the algorithm and analyze its convergence. In implementation, we allow that two or more MGs are activated simultaneously, which can be modeled as two or more iterations in analysis.
whereŵ k is the delayed information at iteration k. Note that, here, k represents the global clock defined in Section V. We will show that Algorithm 2 can be written as (18) ifŵ k is properly defined. Suppose MG i is activated at the iteration k, thenŵ k is defined as follows. For MG i and j ∈ N i , replace µ i,k and P g i,k with µ i,k−τ k i and P g i,k−τ k i . Similarly, replace µ j,k with µ j,k−τ k j . With the random variable ϕ, variables of inactivated MGs are kept the same with the previous iterations. Then we have (18) .
Next we give the following assumption.
Assumption 2. The time interval between two consecutive iterations is bounded by χ, i.e., sup k max i∈N {max{τ k i }} ≤ χ. With the assumption, we have the convergence result. . Then, with ASDPD, P g k and µ k converge to the primal-dual optimal solution of problem (2) with probability 1.
The proof of Theorem 4 can be found in Appendix C. Choose κ = 1 2ζ + , where > 0 but very small. Then the upper bound of η k can be estimated by
Thus, there is η k < 1. Moreover, the upper bound of η k will decrease when the time delay increases, i.e., χ increases. Given a fixed η k and a very small > 0, we have
Thus, the upper bound of acceptable time delay is approximately proportional to the square root of the number of MGs, which provides a helpful insight for controller design.
VI. IMPLEMENTATION
In this section, we introduce how to implement the ASDPD in both AC and DC MGs. First, we introduce practical methods to estimate P g i,k −P d i (instead ofP d i ) in AC and DC MGs. Then, the optimality of results using such estimation is proved.
A. Control of AC MGs
In AC MGs, we use the frequency deviation ω i − ω ref to estimate the power imbalance in each MG, i.e., P g i,k − P d i in (6a). The power balance of AC bus i is (20) where, M i > 0, D i > 0 are constants, and P ij is the line power from bus i to bus j. This model is suitable for both synchronous generators and converters [32] . Invoking the definition ofP d i , (20) can be rewritten as
It can be used to estimate the power imbalance in the AC MG, i.e., P g i,k −P d i in (6a). This method is also used in [20] , [28] , [33] . By this control structure, the asynchronous algorithm 2 is integrated to the real-time control in AC MGs. The control diagram is shown in Fig.3 , which is composed of four levels: the electric network, the primary power control, the asynchronous power control and the distributed communication. In the electric network level, the current and voltage are measured as the input of the primary power control level. The primary power control level includes three loops, i.e., the current loop, the voltage loop and the power loop. In the power loop, droop control is utilized for both active power and reactive power control, where the active power and frequency are sent to the asynchronous power control level. Algorithm 2 is integrated in the asynchronous control level, where the asynchronous information from neighboring MGs is utilized. The output P g i,k+1 is the reference of the active power control. The error between P g i,k+1 and the measured active power is fed to the primary power control via an integral operator. Other outputs µ i,k+1 is written to its output cache, which are sent to its neighbors via the communication network.
B. Control of DC MGs
In DC MGs, DC capacitors are used to maintain the voltage stability of DC buses [34] . Then, the model of DC MGs can be simplified (see Fig.4 ). The power balance on DC bus i is
where, C i is the capacitor connected to the DC bus; V dc i the voltage of the DC bus. Invoking the definition ofP d i , equation (22) can be rewritten as
It can be used to estimate the power imbalance in the DC MG, i.e., P g i,k −P d i in (6a). Thus, we only need to measure Fig. 6 . Communication graph of the system the voltage and the line power injected to the DC bus, which is much easier to implement. The control diagram is similar to that in Fig.3 , which is omitted here. Then, the asynchronous algorithm 2 is integrated to the real-time control in DC MGs. By the implementation method, we claim P g * i =P d i holds in steady state and the equilibrium point is also optimal with respect to the optimization problem (2) . We put the detailed analysis in Appendix D due to space limitation.
VII. CASE STUDIES

A. System Configuration
To verify the performance of the proposed method, a 44bus system shown in Fig.5 is used for the test, which is a modified benchmark of low-voltage MG systems [23] , [35] . The system includes three feeders with six dispatchable MGs, where MG2 and MG5 are DC MGs while the others are AC MGs. The Breaker 1 is open, which implies that the system operates in an islanded mode. All simulations are implemented in the professional power system simulation software PSCAD.
The simulation scenario is: 1) at t = 2s, there is a 60kW load increase in the system; 2) at t = 8s, there is a 30kW load drop. Then, each MG increases its generation to balance the power and restore system frequency. Their initial generations are (58.93, 46.94, 66.43, 59.95, 52.06, 55.09) kW. The communication graph is undirected, which is shown in Fig.6 . Other parameters are given in Table I . 
B. Non-identical sampling rates
Individual MGs may have different sampling rates (or control period) in practice, which could cause asynchrony and compromise the control performance. In this part, we consider the impact of non-identical sampling rates. The sampling rates of MG1-MG6 are set as 10,000Hz, 12,000Hz, 14,000Hz, 16,000Hz, 18,000Hz, 20,000Hz, respectively. The dynamics of the frequencies and voltages of MGs are shown in Fig.7 .
As the load change is located in MG2, the frequency nadir of MG2 is the lowest (about 0.26Hz). The system frequency recovers in 4 seconds after the load change. When the load decreases, the frequency experiences an overshoot of 0.1Hz, and recovers in 2 seconds. Voltages on the DC buses of MG2 and MG5 have a small drop when load increases. On the contrary, they voltages slightly increase after the load drop. The result demonstrates that the system is fairly stable to load variation even with non-identical sampling rates.
Dynamics of generations and −µ are given in Fig.8 . At the end of stage one (from 2s to 8s), generations of MGs are (79. 32, 63.60, 90, 81.82, 70.47, 75 .08)kW respectively. At the end of stage two (from 8s to 14s), their values are (69.50, 55.46, 79.20, 70.97, 61.86, 65.04)kW respectively. Generations are identical with that obtained by solving the centralized optimization problem (implemented by CVX). This result verifies the optimality of the proposed method. −µ i stands for the marginal cost of MG i, whose dynamic is given on the right part of Fig.8 . The marginal cost of different MGs converges to the same value when the system is stabilized, which indicates that the system operates in an optimal state.
C. Random time delays
In practice, time delay always exists in the communication, which is usually varying up to channel situations. In this part, we examine the impact of time-varying time delays. Initially, all the time delays in communication are set as 20ms. And then we intentionally increase the time delays on the channels of MG1-MG2 and MG5-MG6. Additionally, we have the time delays on these two channels varying in Fig.9 . It is observed that, When time delays increase, the convergence becomes slower with larger overshoots in frequency. However, the steady-state generations are still exactly identical to the optimal solution, which verifies the effectiveness of our controller under varying time delays.
D. Comparison with synchronous algorithm
In this part, we compare the performances of the asynchronous and synchronous algorithms under imperfect communication. In the asynchronous case, the sampling rates of MGs are set to the same as that in Section VII.B and the time delay varies between [500, 800]ms. The dynamics of MG1 with two algorithms are shown in Fig.10 . With the synchronous algorithm SDPD, the system remains stable after load perturbations. However, the frequency nadir and overshoot deteriorate, and the convergence becomes slower. The generation takes more time to reach the optimal solution, with an obvious fluctuation. This result confirms the advantage of the asynchronous algorithm ASDPD.
E. Plug-n-play test
In this part, we examine the performance of ASDPD under the plug-n-play operation mode. The simulation scenario is that DG4 is switched off at t = 2s and switched on at t = 8s. Dynamics of frequencies and generations are illustrated in Fig.11 . When DG4 is switched off, there is a small frequency oscillation. Since MG3 is close to DG4, its frequency nadir is the lowest. When DG4 is connected, the frequency oscillation is more fierce. However, the system is stabilized rapidly in 2s. Generation of DG4 drops to zero when it is switched off. Then other DGs increase their generations to re-balance the power. After DG4 is re-connected, all the generations recover to the initial values. This demonstrate that our controller can adapt to the plug-n-play mode. 
VIII. CONCLUSION
In this paper, we have addressed the information asynchrony issue in the distributed optimal power control of hybrid MGs. By introducing a random clock, different kinds of asynchrony due to imperfect communication are fitted into a unified framework. Based on this, we have devised an asynchronous algorithm with a proof of convergence. We have also provided an upper bound of the time delay. Furthermore, we have presented the implementation of the asynchronous distributed power control in hybrid AC and DC MGs. Numerical experiments on PSCAD confirm the superior performance of the proposed methodology.
Communication asynchrony widely exists in MGs. This paper gives a framework to design distributed controller under imperfect communication. The proposed methodology can also be extended to other related problems, such as voltage control in power systems and energy control in multi-energy systems.
APPENDIX A PROOFS OF THEOREM 2
Proof. By (6a) − (6d) and Definition 1, we have
In addition, (A.1b) is equivalent to
The KKT condition of problem (2) is
3e) It is straightforward to see that (A.2) is equivalent to (A.3). In addition, (2) is a convex optimization problem and Slater's condition holds, which completes the proof.
APPENDIX B PROOFS OF LEMMA 3
Proof. For the assertion 1), we know (Id+Φ −1 U) −1 ∈ A 1 2 and Id − Φ −1 B ∈ A 1 2κζ from [25, Lemma 5.6] . Then, following from [36, Proposition 2.4], we know T ∈ A 2κζ 4κζ−1 . From assertion 1) and definition of averaged operators, there exists a nonexpansive operator R such that
Then, we have the assertion 2). Since T is 2κζ 4κζ−1 -averaged, T is also a nonexpansive operator [26, Remark 4.24] . For any nonexpansive operator T , F ix(T ) = ∅ [26, Theorem 4.19] . Suppose x is a fixed point of T , and we have T (x) = x = 1 − 2κζ 4κζ−1 Id(x) + 2κζ 4κζ−1 R(x). Thus, 2κζ 4κζ−1 Id(x) = 2κζ 4κζ−1 R(x), which is equivalent to x = R(x).
Similarly, suppose x is a fixed point of R, and we have T (x) = 1 − 2κζ 4κζ−1 Id(x) + 2κζ 4κζ−1 R(x) = x. Thus, assertion 3) holds, which completes the proof.
APPENDIX C PROOFS OF THEOREM 4
Proof. Combining (B.1) and (18) , we have
With w i,k−τ k i = w i,k−τ k i +1 =, · · · , = w i,k , we have ϕ k • (ŵ k − w k ) = 0. Thus, (C.1) is equivalent to
Invoking [31] , (C.2) with the nonexpansive operator R is essentially a kind of the ARock algorithms suggested in [31] . Hence the convergence results given in that paper can directly be applied. Indeed, Lemma 13 and Theorem 14 of [31] indicate that, the convergence of ARock is guaranteed by the condition
Therefore, if η k satisfies 0 < η k < 1 1+2χ/ √ n 4κζ−1 2κζ , then w k converges to a random variable that takes value in the fixed points (denoted by w * k ) of R with probability 1. Recalling F ix(T ) = F ix(R) and Theorem 2, we know P g * k and µ * k , as components of w * k , constitute the primal-dual optimal solution to the optimization problem (2) . This completes the proof.
APPENDIX D OPTIMALITY ANALYSIS OF THE IMPLEMENTATION
Proof. In steady state, we have ω i = ω j = ω * , ∀i, j ∈ N , and where r i is the ith row of Laplacian matrix L, and r 1 + r 2 + · · · + r |N | = 0. Thus, we have ω * i∈Nac D i = 0 (D.2e)
This implies that ω * = 0, implying P g * i =P d i . Then, we have µ * i = µ * j = µ * with a constant µ * . Other analysis is similar to that of Appendix A, which is omitted here.
