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SUMMARY 
The thesis provides empirical evidence on the causes and consequences of operational risk. 
First, by including operational losses endured by firms across all sectors worldwide, we 
investigate the determinants that potentially explain cross-country differences in operational 
risk. These determinants are based on country-level information. They can be broadly classified 
into three categories measuring three unique dimensions of a country: macroeconomic, 
regulatory, and social. To circumvent model-specification issues and variable-selection bias, 
we carry out the empirical work according to extreme bounds analysis (EBA), which is an 
econometric modelling approach suggested by Leamer (1983, 1985) and further extended by 
Granger and Uhlig (1990), as well as Sala-i-Martin (1997). 
 
The empirical results show that operational-loss severity, on average, rises as a country’s GDP 
level and the cost of living increase. In addition, a country as a whole is more likely to 
experience catastrophic losses with a poorer regulatory and governance standard, particularly 
against the background of the rigorous process by which a country’s government is selected, 
monitored, and replaced; and also on the capacity of that government to formulate and 
implement sound policies effectively. Furthermore, the overall development of a country’s 
citizens—including their life expectancy, education, and income levels—also plays a role when 
comparing operational-loss severity from one country to another. 
 
Second, to address the consequences of operational risk, we use an event-study approach to 
examine the economic impact of operational-loss announcements on firms’ stock market value 
and the potential reputational damage that follows. We distinguish operational-loss settlement 
news from its initial press release to detect potential discrepancies in market reactions to the 
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two announcement types, and we examine the effect of gradual information release. We 
account for the nominal amount of operational losses to separate the reputational effect of the 
loss announcement from its direct monetary impact, hence refining the measures of reputational 
risk. We scope the empirical estimation at a firm-level for 331 operational-loss events settled 
by commercial banks headquartered in the United States, the United Kingdom, and Canada 
during the period 1995 to 2008. 
 
The findings reveal that the stock market reacts negatively to the initial press release of 
operational-loss events, as well as to its settlement news across all three countries analysed. 
This negative reaction is more abrupt surrounding the event dates, highlighting the strong initial 
reaction to loss news, although it fades quickly after the announcements are made to the public. 
This suggests that the market selloff may be short-lived. Reputational risk is consistently 
evident in the global and in all of the sub-regional samples, indicating that the market tends to 
overreact to operational-loss announcement. In addition, the market appears to be more 
sensitive to announcements of (i) losses resulting from internal fraud; (ii) losses of a bigger 
magnitude with an undisclosed loss figure; (iii) losses that result in restitutions, and (iv) losses 
that are consequences of regulators’ investigation. 
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CHAPTER 1 
INTRODUCTORY BACKGROUND 
 
1.1 Introduction 
Operational risk is the risk of losses arising from the failure of people, process and systems, 
and from external events. In practical terms, it is the risk of losses arising from the 
materialisation of a variety of events including fraud, theft, computer hacking, loss of key staff 
members, lawsuits, loss of information, terrorism, vandalism, and natural disasters (Moosa, 
2007a). The particular significance assigned to operational risk is motivated by the spectacular 
and widely publicised financial scandals and corporate collapses that surface regularly (for 
example Enron and Barings Bank). And because of this, operational risk has been receiving 
increasingly significant attention from the media, regulators, and business executives. In 
addition, the trend towards greater dependence on technology, more intensive competition, and 
globalisation have left the corporate world more exposed to operational risk than ever before. 
 
It was not until the early 1990s (and possibly the mid-1990s, following the collapse of Barings 
Bank) that the term operational risk was coined. Power (2005) attributes the emergence of this 
term to the publication of the Basel II proposals, but he suggests that Nick Leeson, the rogue 
trader who brought down Barings, was 'the true author and unwitting inventor of operational 
risk, since most discussions of the topic refer to this case as a defining moment' (Power, 2005). 
For a long time, operational risk was not even recognised. Halperin (2001) argues that 
'operational risk has traditionally occupied a netherworld below market and credit risk' but 
'headline-grabbing financial fiascos, decentralised control, the surge in e-commerce and the 
emergence of new products and business lines have raised its profile'. In a particular reference 
to the banking industry, Thirlwell (2011) argues that banks and other financial institutions are 
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in the business of managing risk, that generally means managing credit risk, market risk or 
insurance risk—the kinds of risk that are typically associated with banking and finance. Dutta 
and Perry (2007) point out that 'operational risk is being recognised as an important risk 
component for financial institutions as evinced by the large sums of capital that are allocated 
to mitigate this risk'. Similarly, De Fontnouvelle (2007) argues that 'the frequency of large 
operational losses, their widespread impact, and their reputational consequences highlight the 
importance of measuring, monitoring and mitigating operational risk, as well as holding 
sufficient capital for unexpected losses'. Therefore, it was only until then the significance of 
operational risk—a distinct risk category not as well understood as market and credit risks—
has been recognised. 
 
The empirical literature on operational risk, particularly the determinants and effects of 
operational losses, is rather thin, which is not surprising for at least two reasons. The first is the 
lack of good-quality data, given the secrecy with which firms treat their operational losses 
(Moosa and Li, 2015). The second reason is due to the difficulty associated with operational-
risk modelling, as the causes of operational losses are extremely heterogeneous—ranging from 
fraud to fire and law suits. For these reasons, Chernobai et al. (2011) state that current academic 
research that sheds light on the determinants of operational risk (and operational risk in general) 
is very limited. 
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1.2 Objectives 
In this thesis, we aim to examine the causes and consequences of operational risk empirically 
by identifying country-level determinants that explain the severity of operational losses, and 
by investigating the economic impact of operational-loss announcement on the announcing 
firm’s market value. Our motivation is formed based on the following considerations: 
 
1 Within the thin literature on the determinants of operational risk, most of the studies 
are conducted at firm-level using firm-specific factors. However, it is possible that 
operational risk may exhibit some form of cross-country differences. Therefore, it 
is vital to understand any potential country aspects of operational risk and, 
subsequently, how these aspects may affect operational-risk management. 
2 Operational-loss announcements affect business operations and can be detrimental 
to firms’ business continuity. However, the impact of such announcements has not 
yet been addressed adequately in the literature. The empirical evidence on the 
matter remains scarce overall. Amongst the existing studies, few discussed the 
potential consequences of operational-loss events and the reputational damage that 
may follow. However, these studies were either single-firm oriented, or were 
conducted within a specific sector. Cross-sector and cross-country studies remain 
in demand. 
 
We take a step in this thesis toward filling these gaps in the literature of operational risk. 
Specifically, we identify and examine the factors that may explain the country-level differences 
in the severity of operational risk, as well as exploring the impact of operational-loss 
announcements on a firm’s value and the potential reputational effect arising from such 
announcements. The objective is to answer the following research questions: (i) Does 
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operational risk exhibit cross-country differences? And, if it does, can the differences be 
explained by any factors? (ii) What is the economic impact of operational-loss announcements 
on the announcing firms? (iii) Is the impact reputational? And, does it vary according to loss 
characteristics? 
 
1.3 Thesis Structure 
The thesis is organised as follows. Chapter 2 introduces operational risk. We centre our 
discussion on the definition of operational risk, as well as its classification and its unique 
characteristics. We also discuss the challenging aspects of measuring and modelling 
operational risk. This work is challenging in part because of the widespread incidence of 
operational risk. A brief discussion on the concept of risk in general is also provided in this 
chapter. 
 
Chapter 3 reviews the regulations of operational risk—the Basel Accords. We start with the 
history and development of the Basel Committee on Banking Supervision. Then we move on 
to take a closer look at its accord, beginning with Basel I. We focus our discussion on the 
second Accord where, for the first time, operational risk is included in the regulatory capital 
framework. We address the three pillars of the Accord and explain how they work coherently 
in protecting banks from operational losses. This chapter is concluded with a discussion of the 
Basel III Accord. A critical review is provided. 
 
Chapter 4 begins our empirical study on the causes and effects of operational risk. In this 
chapter, we explore the country aspect of operational risk. We review existing studies that used 
country-level variables to explain operational risk. We present and discuss the variables that 
we use for this part of the study. 
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In Chapter 5, we explain the methodology that we use in studying the country aspect of 
operational risk—EBA. A selection of previous studies using this technique is discussed, along 
with their findings. We show several variations of the technique since its original development. 
The estimation results on the relationship between country-level determinants and operational-
loss severity are presented in Chapter 6. These results are obtained using EBA. We perform 
various robustness checks on the results obtained using EBA. 
 
Chapters 7 to 10 address the second part of the empirical analysis—the consequences of 
operational risk. In Chapter 7, we discuss the potential impact of an operational-loss event on 
the company that announces it to the public. We isolate the direct monetary impact of the loss 
announcement to study the indirect effect of reputational damage to the company. A literature 
review is provided in the chapter on existing studies that deal with this type of risk, thus 
providing a basis for hypothesis development. 
 
While Chapter 8 outlines the data used in this part of the study, Chapter 9 presents the event-
study methodology which we use to examine how the market reacts to a company’s loss 
announcement when it is released to the public. In addition, we investigate the potential 
differences that may arise in this reaction and whether these differences vary according to 
various operational-risk characteristics. The event-study findings are presented in Chapter 10. 
 
Chapter 11 concludes the thesis by reviewing the main objectives of the research, along with 
our empirical findings, discussing the limitations of the study, and presenting several potential 
directions for future research. 
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1.4 Operational Loss Data 
For the empirical analysis of the thesis, we collect the operational-loss data from the Algo 
FIRST database, which was the primary data source for several existing operational-risk studies 
(for example Wang and Hsu, 2013; Chernobai et al., 2011; Fiordelisi et al., 2013). The database 
contains detailed event descriptions and a full spectrum of useful information on loss events 
obtained from multiple sources. This includes information on the loss amount, event dates, loss 
location, company information, loss-event type, market impact, and the corrective action taken 
by management in response to the event. It provides a comprehensive analysis of the 
circumstances under which loss events occur. 
 
A unique feature of this database is that it only contains losses collected from public areas, 
such as media reports and regulatory filings. This implies that losses that are discovered 
through a firm’s internal loss-reporting process—and that are kept for internal use only—are 
excluded. Although the Algo database only includes publically disclosed losses, its exposure 
to self-selection bias by the firm in loss disclosure is said to be at a minimal level. This 
particularly benefits our study in the part where we find the determinants that explain the 
country aspects of operational risk—where a firm’s individual characteristics are of less 
concern relative to the overall business environment of the market. 
 
Further, the database reports a timeline for each loss event outlining the development of the 
event. The timeline begins with the event start date and finishes with the closing date, where 
the event is materialised and a loss is usually recorded. The timeline reports a settlement date 
which is when the event is officially settled. However, this information is only available on 
loss events where the settlement date is different to the closing date, as many firms settle their 
losses on the event's closing date. The information on the timeline proves to be particularly 
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useful to our research dealing with operational-loss severity, as loss events can take months, 
and years in some cases, to materialise. This timeline is vital to monitoring precisely when 
firms release sensitive information on their operational-loss announcement and settlement 
news to the public. The information is later used in the event-study setting to explain the 
variations in firms’ stock market value following these announcements. 
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CHAPTER 2 
THE CONCEPT OF OPERATIONAL RISK 
 
2.1 Definition of Operational Risk 
Defining operational risk is crucial for two reasons. On the one hand, it sets the risk apart from 
other risk categories. On the other, it forms the basis for the treatment of operational risk, 
ranging from raising the awareness of management to the calculation of the regulatory capital 
(Buchelt and Unteregger, 2004). However, due to its diversity, defining operational risk has 
never been easy. Allen and Bali (2004) state that defining operational risk is easier said than 
done, and this is perhaps why Metcalfe (2003) dubbed operational risk as 'Risk X'. Similarly, 
Crouchy (2001) argues that operational risk is a fuzzy concept, because 'it is hard to make a 
clear-cut distinction between operational risk and the normal uncertainties faced by the 
organisation in its daily operations'. 
 
Following the collapse of Barings, the financial industry started to recognise rogue trading and 
the like as a separate risk category, comprising the types of risk that could not be classified as 
either credit risk or market risk. Medova and Kyriacou (2001) are convinced that thinking of 
operational risk as 'everything not covered by exposure to credit and market risk' remains 
prevalent amongst practitioners. Rao and Dev (2006) argue that 'it was not uncommon, five 
years ago, to consider OR [operational risk] as a residual', and that 'everything other than credit 
risk or market risk was, by default, OR'. However, defining operational risk in such a negative 
manner as a residual item is probably a reflection of a lack of understanding and of the diversity 
of operational risk. It makes the concept difficult to work with, in the sense that it cannot be 
used for the purpose of operational-risk management. 
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Early definitions of operational risk appeared in the published literature of major international 
banks and other bodies in the 1990s. This was before the Basel Committee adopted its official 
definition. These definitions range from the narrow regulatory approach to the extremely broad 
classifications. For example the Group of Thirty (1993) defined operational risk as 'uncertainty 
related to losses resulting from inadequate systems or controls, human error or management'. 
The Commonwealth Bank of Australia (1999) came up with the broad definition that 
operational risk is 'all risks other than credit and market risk, which could cause volatility of 
revenues, expenses and the value of the Bank’s business'. Another early definition of 
operational risk emerged in a seminar at the Federal Reserve Bank of New York where 
Shepheard-Walwyn and Litterman (1998) defined it by saying that 'operational risk can be seen 
as a general term that applies to all the risk failures that influence the volatility of the firm’s 
cost structure as opposed to its revenue structure'. 
 
The British Bankers’ Association (1997) suggested a rather long definition, stipulating that 
operational risk encompasses: 
 the risks associated with human error, inadequate procedures and control, 
fraudulent and criminal activities; the risks caused by technological 
shortcomings, system breakdowns; all risks which are not "banking" and arising 
from business decisions as competitive action, pricing, etc.; legal risk and risk 
to business relationships, failure to meet regulatory requirements or an adverse 
impact on the bank’s reputation; "external factors" include: natural disasters, 
terrorist attacks and fraudulent activity, etc. 
 
The most common—and probably the most reasonable—definition of operational risk first 
appeared in Robert Morris Associates et al. (1999), who defined operational risk as 'the direct 
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or indirect loss resulting from inadequate or failed internal processes, people and systems, or 
from external events'. The Basel Committee adopted this definition as it was initially, but 
subsequently dropped the reference to indirect losses (including those resulting from the loss 
of reputation) for the purpose of quantifying regulatory capital, since these losses are difficult 
to measure. Thus, the BCBS (2004) defines operational risk as: 'The risk arising from 
inadequate or failed internal processes, people and systems or from external events'. This 
definition, which is based on the underlying causes of operational risk, includes legal risk but 
excludes business and reputational risk. The BCBS definition of operational risk has been 
adopted by many firms and is now generally accepted as the standard, although the process of 
doing so has not been easy with many issues and heated debates from academics and 
practitioners (for example Turing, 2003; Herring, 2002; Hadjiemmanuil, 2003). 
 
2.2 The Concept and Classification of Risk 
To understand operational risk, we must first address the concept of risk, and the fundamental 
difference between risk and loss, as they are often used interchangeably. Risk is an ex ante 
concept in the sense that it is a source of potential loss. This implies that exposure to risk may 
or may not produce losses. Loss, however, is an ex post concept, in the sense that it may 
materialise as a result of exposure to risk (Moosa, 2008). 
 
In its broadest sense, risk means exposure to adversity (Moosa, 2007b). Risks can be classified 
in several ways. For example risks can be arranged along a spectrum, depending on how 
quantifiable they are. The simplest and most common classification scheme is based on the 
distinction between financial and non-financial risk (Moosa, 2008). Financial risk is the risk of 
losses inherent in financial transactions, hence it is classified into credit risk (the risk arising 
from the possibility of default on the part of the borrowers) and market risk (the risk arising 
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from fluctuations in financial prices). Non-financial risk may be classified into operational risk 
and other kinds of risk. Recall the definition of operational risk: the risk of loss resulting from 
the failure of people, processes, systems, or from external events. Operational risk is more 
diverse than either credit risk or market risk, encompassing, among other things, the following 
risk types: liquidity risk, herstatt risk, compliance risk, processing risk, system risk, human 
resources (HR) risk, crime risk, disaster risk, fiduciary risk, model risk, and legal risk. Other 
non-financial risks include the following risk types: business risk (also referred to as strategic 
risk), reputational risk, macroeconomic risk, business-cycle risk, country risk, political risk, 
sovereign risk, and purchasing-power risk.1 These lists are, however, not exhaustive. Doerig 
(2003) identifies 100 types of risk facing financial institutions, arguing that all of them 'have 
at least a touch of operational risk'. 
 
The classification of risk has implications for risk measurement. For instance, while market 
risk can be measured by using value at risk (VAR) and scenario analysis, credit risk is measured 
by the probability of default, loss given default, and exposure at default.2 However, VAR can 
be also used to measure credit risk and operational risk. In the case of credit risk, the probability 
of default, loss given default, and exposure at default are used to estimate the underlying credit-
loss distribution, with the ultimate objective of measuring VAR (or capital at risk). As for 
operational risk, scorecards, and extreme-value theory, the concepts of expected and 
unexpected losses can be used to construct an operational-loss distribution for the purpose of 
measuring VAR.3 
 
 
                                                                
1 A definition for each of these risk types is provided in Moosa (2008). 
2 For a detailed discussion on the concept and use of VAR, see Moosa (2007b). 
3 Knot et al. (2006) list various risk measures used in conjunction with major risk types. 
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2.3 Rising Significance of Operational Risk 
As mentioned earlier, the particular significance assigned to operational risk is highlighted by 
the spectacular corporate collapses and headline-grabbing loss events that appear quite 
regularly. Barings Bank, Long-Term Capital Management, Enron, and Société Générale are 
only few examples of these catastrophic operational-loss events. However, it is not that 
operational risk did not exist before Nick Leeson—the rogue trader who brought down Barings. 
According to the definition of operational risk, it encompasses losses caused by external 
factors. This includes natural disasters such as fire, flood, and earthquake. 
 
In a specific reference to the banking industry, Buchelt and Unteregger (2004) argue that the 
risk of fraud and external events has been around ever since the beginning of banking. 
However, it is technological progress that has attracted increasingly more attention to 
operational risk. In addition, other contributory factors have led to the intensification of 
operational risk. These factors include: more intensive competition, globalisation, the rise of e-
commerce, privatisation and deregulation, mergers and consolidation, the growing use of 
outsourcing arrangements, and the increasing complexity of financial assets. 
 
Jobst (2007) argues that the increased size and complexity of the banking industry has made 
operational risk amplify system-wide risk levels with a greater potential to produce more 
harmful outcomes than do many other sources of risk. However, it is not only banks that are 
exposed to operational risk. Over time, operational risk attracted increasing interest from the 
general public, firms that are exposed to it and, of course, the regulators. Firms are interested 
in operational risk because exposure can be fatal. Blunden (2003) argues that operational risk 
is as likely to bring a company to its knees as is a market collapse, although it is within 
management's control in many cases such as Barings and Enron. Kilavuka (2008) points out 
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that 'the impact of operational failure can be far reaching' and that 'a firm’s long-term viability 
can be impaired by operational failures regardless of whether the immediate losses are 
sustainable in the short term'. Firms are also interested in operational risk because the rating 
agencies have started to incorporate exposure to, and the management of operational risk in 
their analyses of creditworthiness. de Fontnouvelle et al. (2005) state that operational-risk 
management practices are becoming an important factor considered by all banks, regardless of 
the regulatory capital regime to which they are subject (Basel I, Basel II, or Basel III).4 
 
The greater interest of the regulators in operational risk is attributed to the changing risk profile 
of the financial-services sector for many reasons, including the growth in e-business activity 
and reliance on technology (Hubner et al., 2003). The BCBS (1999) expressed the view that 
operational risk is 'sufficiently important for banks to devote the necessary resources to 
quantify' it. Operational risk has affected a fundamental part of doing business, and, as such, it 
cannot be eliminated completely. For this reason, firms and supervisors have a common interest 
in identifying, monitoring, and controlling operational risk. 
 
2.4 Examples of Catastrophic Operational Loss Events 
Over the last 30 years, the global financial system has repeatedly endured high-profile 
operational-loss events. This was especially so for the large international banks. A number of 
reputable international banks have been shaken as a result, and some were even forced to close 
or merge—for example Barings, Wachovia, and Merrill Lynch. More than 100 operational 
losses with a magnitude of over USD100 million each have been reported since the beginning 
of the 1980s. Some of the losses even exceeded USD1 billion. It is estimated that large 
multinational banks typically incur annual losses of between USD50 and 80 million dollars (de 
                                                                
4 For a detailed discussion on the regulation of operational risk, see Chapter 3. 
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Fontnouvelle et al., 2003). Table 2.1 lists some of the biggest billion-dollar losses recorded in 
the banking sector around the globe. These include the monumental case of Barings Bank, 
which led to the firm’s insolvency as a result of Nick Leeson’s unauthorised trading, and the 
French banking giant Société Générale with its resounding loss totalling almost USD7 billion 
through its rogue trader Jérôme Kerviel. These losses were all caused by internal factors, and 
despite the fact that the financial product or service in which losses are incurred may be 
different for each case, internal fraud is seen as being at the heart of the losses and is deemed 
to be the major contributory factor towards the operational failure of the organisations. 
 
 Table 2.1: Examples of catastrophic operational losses in global banking 
Loss amount 
(USD b) 
Year Company Country Source of loss 
8.67 2008 Morgan Stanley US Credit Default Swaps 
6.95 2008 Société Générale France European Index Futures 
5.80 2012 JP Morgan UK Credit Default Swaps 
1.83 2011 UBS UK Equities ETF and Delta 1 
2.38 1994 Orange County US Leveraged Bond Investments 
1.78 1995 Barings Bank UK Nikkei Futures 
1.50 1995 Daiwa Bank Japan Bonds 
 
Apart from internal factors, operational losses resulting from external events such as the natural 
disaster of Hurricane Sandy and the US September 11 terrorist attack are striking examples of 
factors causing catastrophic operational losses. It is suggested that the financial loss due to the 
September 11 attack is the costliest insured property loss in history, with current estimates of 
$40 billion to $70 billion. The 9/11 attack is also a loss event that brought substantial damage 
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to physical assets and business disruption, and the cost of thousands of lives. It produced a 
tremendous economic and political impact worldwide.5 
 
2.5 Classification of Operational Risk 
The BCBS (2001) states that 'there is often a high degree of ambiguity inherent in the process 
of categorizing losses and costs'. The task of classifying operational risk is not easy, due to its 
heterogeneity. A system is therefore needed for classifying the risk and identifying its 
components. According to Chernobai et al. (2007), operational risk can be classified based on 
the following factors: 
1 The nature of the loss: internally inflicted or externally inflicted 
2 The impact of the loss: direct losses or indirect losses 
3 The degree of expectancy: expected or unexpected 
4 Risk type, event type, and loss type 
5 The magnitude (or severity) of loss and the frequency of loss 
 
Similarly, Moosa (2008) suggests that the classification of operational losses (resulting from 
exposure to operational risk) can be approached from three alternative angles: the causes of 
operational failure; the resulting loss events; and the legal and accounting forms of 
consequential losses. Other classifications of operational risk include: (i) the frequency 
(probability) and severity (size, impact, or intensity) of operational loss events; (ii) based on 
the frequency of loss events, operational risk can be classified into nominal, ordinary, and 
exceptional risk (Pezier, 2003a); (iii) a classification of extreme loss events under which 
operational-loss events are classified into perfect storm, ethical meltdown, infrastructure 
disasters, and learning curve (McConnell, 2006); (iv) by taking into account the effect of risk 
                                                                
5 For instance, Cantor Fitzgerald alone lost 700 of its employees during the attack; and the New York Stock 
Exchange was closed, and it remained closed for five days following the attack. 
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controls, operational risk can be classified into inherent (or gross) and residual (or net) risk; 
and (v) a quantifiability-based classification scheme under which operational risk is classified 
into quantifiable risk, transferable and (or) insurable risk, and agency risk. 
 
The BCBS definition of operational risk is based on the four broad causes of operational failure: 
people, processes, systems, and external events. The Basel Committee classifies operational 
risk in terms of the loss-event type, business line, and loss-impact type. We will concentrate 
on these classification criteria for the purpose of this thesis. Tables 2.2 to 2.4 present a detailed 
description for each of these classifications. 
 
Table 2.2: Operational loss impact classification 
Loss impact types Contents 
Write-downs Direct reduction in the value of assets due to theft, fraud, 
unauthorised activity, or market and credit losses arising as a 
result of operational events 
Loss of recourse Payments or disbursements made to incorrect parties and not 
recovered 
Restitution Payments to clients of principal and (or) interest by way of 
restitution, or the cost of any other form of compensation paid 
to clients 
Legal liability Judgements, settlements, and other legal costs 
Regulatory and 
compliance 
Taxation penalties, fines, or the direct cost of any other 
penalties, such as licence revocations 
Loss of or damage to 
assets 
Direct reduction in the value of physical assets, including 
certificates, or due to some kind of accident (for example 
neglect, fires, earthquakes) 
Source: The BIS website. 
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Table 2.3: Operational loss event classification 
Event-type category 
(Level 1) 
Definition and Level 2 categories 
1. Internal Fraud Acts intended to defraud, misappropriate property, or circumvent 
regulations, the law or company policy, which involves at least 
one internal party. Categories: unauthorised activity and theft 
and fraud 
2. External Fraud Acts of a type intended to defraud, misappropriate property, or 
circumvent the law by a third party. Categories: (1) theft and 
fraud, and (2) systems security 
3. Employment 
Practices and 
Workplace Safety 
Acts inconsistent with employment, health or safety laws or 
agreements, from payment of personal-injury claims, or from 
diversity, and (or) discrimination events. Categories: (1) 
employee relations, (2) safe environment, and (3) diversity and 
discrimination 
4. Clients, Products 
and Business Practices 
Unintentional or negligent failure to meet a professional 
obligation to specific clients (including fiduciary and suitability 
requirements), or from the nature or design of a product. 
Categories: (1) suitability, disclosure, and fiduciary, (2) 
improper business or market practices, (3) product flaws, (4) 
selection, sponsorship, and exposure, and (5) advisory activities 
5. Damage to Physical 
Assets 
Loss or damage to physical assets from natural disaster or other 
events. Categories: disasters and other events 
6. Business Disruption 
and System Failures 
Disruption of business or system failures. Categories: systems 
7. Execution, 
Delivery, and Process 
Management 
Failed transaction processing or process management, from 
relations with trade counterparties and vendors. Categories: (1) 
transaction capture, execution and maintenance, (2) monitoring 
and reporting, (3) customer intake and documentation, (4) 
customer and (or) client account management, (5) trade 
counterparties, and (6) vendors and suppliers 
Source: The BIS website. 
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Table 2.4: Business-line classification 
Business units Business lines (Level 1) 
Investment Banking 
Corporate Finance 
Trading and Sales 
Banking 
Retail Banking 
Commercial Banking 
Payment and Settlement 
Agency Services 
Others 
Asset Management 
Retail Brokerage 
Source: The BIS website. 
 
Although the Basel Committee has provided a useful guide in classifying operational risk by 
the loss-event type, several issues remain. One problem with the BCBS classification of 
operational-loss events is that some of the subcategories, such as fraud, do not have an exact 
legal or regulatory meaning. The term is used in a generic way to designate a variety of forms 
of economic wrongdoing. It may be the case that some important subcategories are missing 
from this classification scheme. In addition, McConnell (2006) argues that many large 
operational-loss events do not 'fit easily into very broad one size fits all Basel II event type 
classification' and that they 'cut across many of the mandated categories'. Cech (2007) agrees 
with the view that the Basel classification of operational-loss event types is not perfect. 
However, he suggests that arguments against the classification have subsided because 'the 
Basel Committee issued a series of interpretive papers without reopening the hierarchy for 
discussion or clarifying its ambiguities'. The difficulty associated with classifying loss events 
has been attributed to the imprecise concept of event type and several suggestions have been 
made subsequently.6 
                                                                
6 See Cech (2007) for a list of proposed changes to a number of criteria for defining categories of operational-loss 
events. 
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2.6 The Characteristics of Operational Risk 
Operational risk possesses some unique characteristics which distinguish it from other kinds 
of risk. Doerig (2003) argues that 'OpRisks are primarily institutional, bank made, internal, 
context dependent, incredibly multifaceted, often judgemental, interdependent, often not 
clearly discernible vis a vis for example market and credit risks and not diversifiable'. It is 
debatable whether operational risk is bank made or internal, because external factors can be the 
culprit, but it is definitely 'incredibly multifaceted'. 
 
The diversity of operational risk separates it from the relatively narrowly defined market risk 
and credit risk, which are more widely understood and appreciated by firms and regulators. 
These features of operational risk make it difficult to limit the number of dimensions required 
to describe it. Operational risk encompasses the types of risk emanating from all areas of the 
firm, which makes it more difficult to identify and define than market risk and credit risk. The 
Economist (2003) describes operational risk as 'the risk of all manner of mishaps and foul-ups, 
from a lost document to a bomb blast'. Likewise, Milligan (2004) describes operational risk as 
the risk that 'includes everything from slip-and-fall to the spectacular collapse of Barings Bank'. 
 
Apart from the diversity, some would argue that another distinguishing feature of operational 
risk is that it is 'one-sided' in the sense that it is driven solely by its role as an undesired by-
product of increasingly complex business operations. This implies that exposure to operational 
risk can cause losses without boosting the potential rate of return on capital and assets. Herring 
(2002) describes operational risk as being 'downside risk'. Similarly, Crouchy et al. (2003) 
express the view that 'by assuming more operational risk, a bank does not expect to yield more 
on average' and that 'operational risk usually destroys value for all claimholders'. This, they 
argue, is unlike market risk and credit risk because 'by assuming more market or credit risk, a 
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bank expects to yield a higher rate of return on its capital'. However, the contrary argument 
suggests that it is wrong to believe that operational risk is one-sided in the sense that it is a 
source only of losses, because firms may take it deliberately for the sake of realising a potential 
return. By taking on operational risk, firms earn income while exposing themselves to the risk 
of incurring operational losses if and when a loss event materialises. Hence, there is risk-return 
trade-off in the case of operational risk. 
 
A view that has been put forward repeatedly is that operational risk may be idiosyncratic, in 
the sense that when it hits one firm it does not spread to other firms, suggesting the absence of 
contagion and system-wide effects (Ford and Sundmacher, 2007). However, this argument is 
questionable. For example the operational failure of one bank affects other banks when 
businesses are dealing between the parties, and one party fails to meet its obligations to the 
others. This consequently causes contagion and systemic effects and therefore the loss event is 
no longer idiosyncratic. The same reasoning is valid for the subprime crisis of 2007/08, which 
can be thought of as a series of operational failures with systemic, cross-border losses. 
 
Other distinguishing features of operational risk are that unlike credit risk and market risk, 
operational risk is a risk inherent in the firm—that is, within the operational processes and 
projects of the firm. In addition, operational risk may sometimes appear to be difficult to 
distinguish among loss events attributed to three kinds of risk, namely: credit, market, and 
operational. KPMG (2005) argues that 'operational risk losses cannot often be separated clearly 
from those resulting from credit, market or other risk types'. 
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2.7 Measurement and Modelling of Operational Risk 
Even though banks (and firms in general) have shown that they have the skills and procedures 
to manage operational risk effectively in the absence of adequate measurement and modelling, 
measuring this risk has become increasingly important because the environment in which banks 
operate has changed dramatically. Peccia (2003) argues that to remain fit, banks must adapt to 
the new reality, given that the new environment is much more complex in terms of product 
offerings, delivery channels, and jurisdictions. Operational-risk modelling is needed to provide 
a firm’s management with a tool for making better decisions about the desirable level of 
operational risk to undertake (this is often known as risk appetite or risk tolerance). 
 
Modelling operational risk is essentially an exercise that is conducted with the objective of 
arriving at the best-fit distribution for potential operational losses over a given period of time 
(normally a year). In contrast, the measurement of operational risk amounts to arriving at a 
single figure that tells us how much the underlying firm is likely to lose with a certain 
probability, so that a correspondingly adequate amount of capital is held for the purpose of 
protecting the firm from insolvency. Bocker and Kluppelberg (2005) argue that the only 
feasible way to manage operational risk successfully is by identifying and minimising it, which 
requires the development of adequate quantification techniques. Fujii (2005) states that 
quantifying operational risk is a prerequisite for the formulation of an effective economic 
capital framework. Furthermore, Consiglio and Zenois (2003) emphasise the importance of 
operational-risk models by attributing some widely publicised loss events to the use of 
inadequate models rather than to anything else. 
 
Measuring and modelling operational risk have been problematical. The first difficulty 
encountered in any endeavour to model operational risk relates to the conceptual issue of 
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finding a proper and universally accepted definition of operational risk (Peccia, 2004). The 
second issue is the lack of adequate data on operational losses. As Muzzy (2003) described it, 
'anyone venturing into operational risk management has quickly learned that the process is 
doomed without robust data'. The third potential problem associated with the measurement and 
modelling of operational risk arises from the cyclicality of risk and loss events. Allen and Bali 
(2004) argue that extrapolating the past to measure future risk may be flawed if there are 
cyclical factors that have an impact on operational risk measures. The fourth and final issue 
pertains to the assumption on the correlation of operational loss events. Powojowski et al. 
(2002) suggest that including correlations in the calculation of regulatory capital requirements 
can have a significant effect on the calculation. Frachot et al. (2004) cast doubt on the validity 
of the proposition that operational-risk losses occur simultaneously. However, it makes it 
difficult to assess the level of correlation between different operational-risk types and (or) 
business units because of the lack of historical data. 
 
Despite the potential difficulties in the measurement and modelling of operational risk, major 
banks are actively engaged in operational-risk modelling as they are, if not for any other reason, 
required to do so by the regulators responsible for the implementation of the Basel II Accord. 
 
2.8 Conclusion 
In this chapter, we provide a definition of operational risk and a general introduction to the 
concept of risk. We also review the increasing significance of operational risk following the 
spectacular corporate collapses and headline-grabbing loss events that surfaced regularly. Due 
to its widespread nature, operational risk is considered as a more difficult concept to grasp 
compared to the superior studies of market and credit risks. The processes of defining, 
classifying, measuring, and modelling of operational risk have all proven to be more 
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problematic than for the other two risk classes. In addition, the forgoing arguments and debates 
on what operational risk really is and how to manage it in practice continue to add pressure, 
not only on firms that are exposed to operational risk in their daily business operations, but on 
regulators as well who are responsible for the oversight of the financial industry and the 
protection of the banks from those catastrophic operational losses that have the potential to 
destroy a firm and cause system-wide market turmoil. 
 
In Chapter 3, we turn to the current regulations of the Basel Accord on operational risk, the 
important roles that the regulators play, and on how effective these regulations have been in 
aiding measuring and managing operational risk. 
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CHAPTER 3 
OPERATIONAL RISK AND THE BASEL REGULATION 
 
3.1 Operational Risk and Banking 
Although operational risk is not restricted to banks, these institutions command more 
importance than other financial and non-financial firms do, therefore making it more important 
to regulate (Moosa, 2008). The failure of banks is more likely to create system-wide turmoil in 
the economy than perhaps any other kind of firm. An example would be the UK Northern Rock 
crisis in 2007, which created a lot of problems for the British government and cost the tax 
payers billions of pounds. Similarly, the collapse of the banking system in Argentina beginning 
in 1998 resulted not only in economic collapse, but also in civil unrest. As such, proper 
regulations in tackling operational risk are essential to protect the banking industry and 
subsequently a country’s economic foundation. 
 
In acknowledging the importance of a nation’s banking system and to protect its safety, the US 
government enacted the Glass-Steagall Act in 1933 to distinguish between commercial banks 
(as deposit-taking and lending institutions) and other financial institutions (particularly 
investment banks). The Act was replaced by the Gramm-Leach-Biley Act in 1999 to 
acknowledge the emergence of broad banking (Bath et al, 2000). In the United Kingdom, 
distinction between banks and securities firms has been more a matter of custom than of law. 
By contrast, continental European countries have always had the tradition of universal banking, 
which still prevails. Banks are unique because of their role in financial intermediation, and this 
is why the banking industry is, and needs to be, regulated and closely supervised. A primary 
objective of bank regulation is to curtail the negative externalities arising from bank failure that 
could result in a systemic crisis. In the absence of regulation, banks could create violent swings 
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in the financial-intermediation system and have real effects on business activity and prices 
(Moosa, 2008). 
 
Bank regulators have been preoccupied with capital adequacy as the vehicle to control the 
underlying levels of risk. Palia and Porter (2003) argue that equating bank viability with capital 
adequacy seems to be axiomatic, because capital is the cushion that protects liability holders 
from declining asset values, and means that the deposit insurer will be protected. Capital is 
simply the arithmetic difference between assets and liabilities—that is, shareholders’ equity. A 
bank is solvent if the difference between assets and liabilities is positive, and vice versa. Benink 
and Wihlborg (2002) point out that capital serves three functions: (i) it is a buffer against 
unexpected losses causing bankruptcy; (ii) equity capital creates incentives for managing risk 
appropriately from the perspective of the shareholders; (iii) equity capital of sufficient 
magnitude signals that a firm will not take advantage of its lenders. Mainelli (2004) emphasises 
the importance of capital by arguing that 'capital is pivotal to everything that a bank does, and 
changing it … has wide-ranging implications for bank management and bank investors'. 
 
3.2 The Basel Committee and the Original Basel Accord 
Following the collapse of the German bank Bankhaus Herstatt in 1974, the Basel Committee 
on Banking Supervision (BCBS, or the Committee) was established by the central bank 
governors of the Group of Ten (G10) countries to coordinate and strengthen banking-
supervision practices worldwide. The Basel Committee does not have any supernational 
authority with respect to banking supervision, and this is why its recommendations and set 
standards do not have legal force. In this sense, it is up to the national authorities to implement 
its recommendations and standards. As the losses incurred by some large international banks 
from third-world loans mounted in the late 1970s, the Committee became increasingly 
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concerned about the potential failure of one or more of these banks, and the serious adverse 
effects that such failure could have on the international financial system in general. Fearing 
cross-border contagion, and inadequate capital held by large banks in relation to the risks they 
were assuming, the BCBS began to focus on the development of international regulation, with 
the objective of establishing and implementing higher and more uniform capital standards for 
banks across countries. These capital standards were introduced in 1988 as the Basel I Accord, 
and at the time of their establishment banks were only required to hold regulatory capital 
against credit risk.7 Following the introduction of the first Accord, several revisions were 
introduced and, for the first time, market risk was included in the 1996 amendment. 
 
The main objective behind the revision of the Basel I Accord is to develop a framework that 
boosts the soundness and stability of the international banking system, without introducing 
competitive inequality among international banks. It is also there to address criticism arising 
from the fact that Basel I was becoming outdated, which resulted from the rapid changes in the 
banking environment that the 1988 Accord could not deal with effectively. This led to the birth 
of Basel II, which arose in response to the rapid market innovations and a fundamental shift 
toward more complexity in the banking industry. After several rounds of publications of new 
proposals, and refinements including the major changes that were put into place in 2004 and 
2005 (BCBS, 2004; BCBS, 2005), the final version of the Basel II Accord was released in 2006 
and is known as the revised framework of capital adequacy (BCBS, 2006). 
 
The main improvement of the Basel II Accord over its predecessor is the new process of 
determining capital requirements This is done by modifying the structure of the credit-risk 
weights and allowing their values to be determined by three alternative methods, depending on 
                                                                
7 For a detailed discussion on the Basel I Accord, including its content and several criticisms of the Accord, see 
Moosa (2007b). 
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the size and sophistication level of the bank. In addition, Basel II includes a more sophisticated 
measurement framework for evaluating capital adequacy in banks. However, it is arguable that 
despite all the improvements and changes, the main focus of the new Accord is operational 
risk, rather than market risk or credit risk. This is justifiable on the basis of the observation that 
operational losses in the banking sector have intensified in terms of both severity and 
frequency. It is said that the second Accord is far from perfect, and it has been subject to a 
barrage of criticism from academics, practitioners, and even regulators. Some have said that 
the Accord might destroy two European banking systems (The Economist, 2006), while some 
bankers think that it is complex and dangerous. 
 
3.3 Basel II and its Pillars 
Unlike Basel I which had only one pillar (minimum capital requirements or capital adequacy), 
the Basel II Accord has three pillars: (i) minimum regulatory capital requirements; (ii) the 
supervisory review process; and (iii) market discipline through disclosure requirements. These 
three pillars are designed to be mutually complementary. The effectiveness of the first pillar 
depends on the supervisors' ability to regulate and monitor the application of the three 
approaches to the determination of the minimum regulatory capital. However, wider public 
disclosure and market discipline will reinforce the incentives for sound risk-management 
practices. The Committee notes that it is critical for the minimum capital requirements of the 
first pillar to be accompanied by a robust implementation of the second and third pillars. Fischer 
(2002) argues that the three pillars should be mutually supporting. A brief discussion on each 
pillar takes place in turn, however, we focus on the first pillar for operational risk, as it deals 
with Basel II’s capital requirements which is at the centre of the quantitative measurement of 
operational risk. 
30 
 
3.4 Pillar I: Minimum Capital Requirements for Operational Risk 
The Basel II Accord suggests three methods for calculating operational-risk capital charges: (i) 
the basic indicators approach (BIA); (ii) the standardised approach (STA); and (iii) the 
advanced measurement approach (AMA). As banks become more sophisticated, they are 
encouraged to move along the spectrum of available approaches. The underlying hypothesis is 
that the use of sophisticated approaches to the calculation of regulatory capital by a bank that 
has an appropriate risk-management framework should result in lower operational-risk 
minimum regulatory capital. This gives banks the incentive to use sophisticated risk-
management practices and modelling approaches. Certain criteria apply as to what approach to 
use: 
1 Internationally active banks and those exposed to significant operational risk (for 
example specialised processing banks) are expected to use a more sophisticated 
approach than the BIA. 
2 Once a bank has been approved to use a more advanced approach, it will not be 
allowed to move back to a simpler approach without supervisory approval. 
3 If, on the other hand, a bank using a more advanced approach is no longer meeting 
the criteria, the bank may be required to revert to a simple approach for some or all 
of its operations, until it meets the conditions again to use a more advanced 
approach. 
 
However, these criteria may create a false impression for 'internationally active' and (or) 
'significant operational-risk' firms, as they are expected to use more sophisticated approaches, 
and the eligibility requirements to use such approaches may not be met. This is referred to as 
the 'Basel paradox' by Swenson (2003), who argues that such criteria can potentially leave 
supervisors and the financial industry in a dilemma. 
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The Basic Indicators Approach and Standardised Approach 
The BIA is considered the 'default' approach, as there are no eligibility criteria to meet to use 
the BIA. It is presumably designed for small domestic banks. Under the BIA, banks must hold 
capital for operational risk that is equal to the average of the previous three years of a fixed 
percentage of positive annual gross income. This means that negative gross income figures 
must be excluded. 
 
By contrast, banks’ activities are divided into eight business lines in the STA (see Table 1.4 
for Basel Committee’s classification of business line). This is to acknowledge that some 
financial activities are more exposed than others are to operational risk. Within each business 
line, gross income is taken as a proxy for the scale of business operations and operational-risk 
exposure. The capital for each business line is calculated by multiplying the gross income by a 
factor that is assigned to each business line, denoted by β. The β factor is essentially the loss 
rate for a particular business line with average business and control environments. It is 
predetermined by the Basel Committee to relate the level of required capital to the level of 
gross income for each business line.8 The total capital charge is calculated as a three-year 
average of the simple sum of capital charges of individual business lines in each year. 
 
A slight modification of the STA produces what is known as the alternative STA, which is 
similar to the STA except that the capital charges for retail banking and commercial banking 
are calculated in a different way. Instead of using gross income as the exposure indicator, the 
value of loans and advances is used in the calculation. Thus, gross income is replaced by a 
figure that amounts to a scaling factor set equal to 0.035 times the value of loans and advances. 
                                                                
8 See, for example, Moosa (2008) for a comprehensive discussion on the value of the β factor. 
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Supervisors may allow the use of the alternative STA if it provides an improved basis for the 
calculation of the capital charge. 
 
For a bank to be qualified for the use of the standardised approach, the supervisor must be 
satisfied that: (i) the board of directors and senior management of the bank are actively involved 
in operational-risk management; (ii) the bank has an operational-risk management system that 
is conceptually sound and is implemented with integrity; and (iii) it has sufficient resources for 
the use of the approach in the major business lines and the audit areas. For an internationally 
active bank, additional criteria apply to the use of the approach: (i) it must have an operational-
risk management system with clear responsibilities assigned to an operational-risk 
management function; (ii) it must track, in a systematic way, relevant operational-risk data 
(including material losses) by business lines; (iii) there must be regular reporting of 
operational-risk exposures to business unit management, senior management, and the board of 
directors; (iv) the risk-management system must be well-documented; (v) the operational-risk 
management processes must be subject to validation and regular independent review; and (vi) 
the operational risk-assessment system must be subject to regular review by external auditors 
and (or) supervisors. 
 
The advantages of the STA and the alternative STA are the same as for the BIA, but with the 
added advantage that they are more accurate than the BIA. This is because they factor in 
differences in the degrees of operational-risk exposure by different business lines. However, 
according to Chernobai et al. (2007), the standardised approaches have four drawbacks: 
1 They are not sufficiently risk sensitive: taking a fixed fraction of a business line’s 
gross income does not necessarily take into account specific characteristics of this 
business line for a particular bank. 
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2 A perfect correlation is implied between different business lines, which is not 
necessarily the case. 
3 They may result in overestimation of the true amount of capital required to 
capitalise operational risk. 
4 They are not applicable for large and internationally active banks. 
 
The Advanced Measurement Approach 
Unlike the previous two approaches which are dictated by the Basel Committee for calculating 
the operational-risk capital, in the AMA banks are allowed to use their own method for 
assessing their exposure to operational risk, as long as it is sufficiently comprehensive and 
systematic. The BCBS makes it clear that the use of the AMA by a certain bank is subject to 
the approval of the supervisors. Under the AMA, a bank must demonstrate that its operational-
risk measure is evaluated for a one-year holding period at a high confidence level, such as 
99.9% (BCBS, 2006). 
 
In comparison with the other approaches, the AMA is more reflective of the actual operational 
risk taken by the bank and it is the most complex and advanced approach—the regulatory 
capital is calculated by using the bank’s internal operational-risk measurement system. To 
ensure reliability of the assessment methodology, banks may supplement their databases with 
external data using appropriate scaling. They may utilise techniques such as factor analysis, 
stress tests, Bayesian methods, and others. The AMA encompasses the expectation of 
regulators that a well-managed firm will be able to: (i) identify its operational-risk exposure 
and assess its potential impact; (ii) monitor and report its operational risk on an ongoing basis; 
and (iii) create proper incentives by factoring operational risk into its overall business strategy. 
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Certain requirements must be met should a bank wish to qualify for the AMA. An essential 
requirement is the availability of a minimum of five years of internal data. Internal data may 
be complemented by external data whenever there is reason to believe that the bank is exposed 
to infrequent, yet potentially catastrophic losses for which there is lack of data. This is to ensure 
that the bank has the ability to capture potentially severe tail events at the 99.9th confidence 
level, and validate the model via backtesting. In addition, a balanced approach should be 
adopted combining both quantitative and qualitative standards, potentially involving a risk-
management group that would be in charge of the design and implementation of the 
operational-risk measurement methodology. The management group is responsible for 
ensuring regular reporting and documentation of loss events and management routines, and 
internal and (or) external auditing, among others. 
 
3.5 Constituents of the AMA 
The Basel II Accord allows three alternative approaches under the AMA: (i) the scenario-based 
approach (SBA); (ii) the scorecard approach (SCA); and (iii) the loss-distribution approach 
(LDA). An alternative version of the LDA is the internal measurement approach (IMA), which 
is equivalent to the IRBA used to evaluate credit risk. However, this method has been phased 
out from the BCBS publications (for example BCBS, 2006) since its initial introduction in 
2001 (Moosa, 2008). This is likely to have been because of its internal drawbacks, due to the 
model assumptions (see model discussion below). Despite these predetermined calculation 
methods by the Committee, under the Basel II guidelines banks are in fact encouraged to work 
out their own alternative or even more sophisticated, but robust, AMA models that would be 
sufficiently supported with backtesting and that would reflect their required operational-risk 
capital. 
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The three approaches differ only in the emphasis on the information used to calculate 
regulatory capital. While the LDA relies on historical data, the SBA uses forward-looking 
'what-if' scenarios to form the capital calculation base. Both approaches use Monte Carlo 
simulations to generate loss distributions in order to estimate the capital charge. The SCA is 
based on a series of weighted questions whose answers yield scores for the allocation of the 
overall capital to individual business units. Unlike the other two approaches, the SCA is highly 
qualitative and reflects improvement in the control environment that reduces both the 
frequency and severity of operational losses. We now discuss these approaches in turn. 
 
The Scenario-Based Approach 
In operational-risk modelling, scenario analysis is a means of assuming the amount of loss that 
will result from, and the frequency of, operational-risk incidents that may be faced by a 
financial institution (Bank of Japan, 2007). Bilby (2008) defines the SBA as a 'systematic 
process of obtaining expert opinion from business managers and risk-management experts to 
derive reasoned assessment of the likelihood and impact of plausible operational losses'. This 
approach is particularly useful when estimating the expected frequency of low-frequency 
events over a very long observation period (greater than 10 years). This is because the 
parameters such as the mean and standard deviation of the severity of operational risk when 
dealing with this type of event are often hard to determine. One way to fill the data gap is to 
create synthetic data by using scenario analysis. In the SBA, the frequency and severity 
distributions of losses are guesstimated using all available quantitative and qualitative 
information, including the subjective judgement of business-line management and senior 
management. Once the simulated loss distribution is obtained, expected and unexpected losses 
are compared against similar businesses and evaluated for reasonableness by the risk-
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management team and business-line managers. Should adjustment be required for the initial 
guesstimates, the whole process is repeated. 
 
The scenarios are constructed by teams consisting of business managers, operations managers, 
risk managers, chief financial officers, legal experts, internal auditors as well as specialists in 
compliance, technology, and information security. One of the perceived benefits of the SBA is 
that it generates data that can be used to supplement historical data. Fujii (2005) suggests two 
advantages of this approach: (i) the creation of scenarios incorporating loss events from near 
misses is necessary to measure the operational-risk capital charge for future events; and (ii) the 
SBA creates an ability to respond to changes in the business environment. 
 
The Scorecard Approach 
Typically, the SCA is questionnaire-based. Under the SCA, banks determine an initial level of 
operational-risk capital using methods such as the BIA or STA at the firm or business-line 
level. They then modify these amounts over time on the basis of scorecards. Blunden (2003) 
describes a scorecard as 'simply a list of a firm’s own assessment of its risks and controls, 
containing the risk event, risk owner, risk likelihood, risk impact, controls that mitigate the risk 
event, control owner, control design and control impact'. The approach is forward-looking, as 
it is designed to reflect improvements in the risk-control environment that would reduce both 
the frequency and severity of future operational losses. 
 
In general, the SCA relies on a number of indicators as proxies for particular risk types within 
business units. The SCA depends heavily on the concept of risk classes, key risk drivers 
(KRDs), and key risk indicators (KRIs). KRDs are the risk characteristics that distinguish the 
level of operational risk in one firm or business line from others. KRIs are a broad category of 
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measures used to monitor the activities and control environment. Alexander (2003) provides 
an example where in the case of credit card fraud, a KRD is the quality of the authentication 
process, whereas a KRI is the number of unauthorised credit card transactions. 
 
The major benefit of the SCA is that it is more flexible when compared to other methods, as it 
can fit with the underlying firm’s identified risk and control environment. In addition, this 
approach does not require an external view of the risk categories faced by a firm. It allows the 
firm to obtain skills and knowledge by starting operational-risk capital calculation early, rather 
than waiting for the full establishment of an internal database or using external data that may 
not be relevant to the firm. 
 
The Internal Measurement Approach 
Under the IMA, banks calculate the capital charge over a one-year period for each of the 56 
cells (where a cell is a business line and event-type combination), which is determined by the 
product of three parameters: 
1 The exposure indicator (EI) (such as gross income) 
2 Probability of event (PE) 
3 Loss given the event (LGE) 
 
The product EI x PE x LGE is used to calculate the expected loss (EL) for each business line 
or event type combination. The EL is then rescaled to account for the unexpected losses (UL) 
using a parameter predetermined by the supervisor for each business line or event type 
combination. This approach, however, is said to be prone to the assumptions of (i) perfect 
correlation between the business line or event type combinations; and (ii) a liner relationship 
between the expected and unexpected losses. 
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The Loss Distribution Approach 
By contrast, the LDA differs from the IMA in two fundamental aspects: (i) while the IMA 
assesses unexpected losses via an assumption about the linear relationship between expected 
loss and unexpected loss, the LDA aims to assess unexpected losses directly; and (ii) under the 
LDA, there is no need for the bank supervisor to determine a multiplication factor in order to 
calculate the capital charge. 
 
The LDA is an actuarial type of model and it calculates a capital charge by using the exact 
operational-loss frequency and severity distributions for the assessment of operational risk. 
According to LDA, bank’s activities are categorised into a matrix of business line or event type 
combinations. The actual number of business lines and event types may vary depending on the 
complexity of the bank structure. In general, a bank would have to deal with a 56-cell matrix 
of possible pairs under the standard structure of eight business lines and seven event types. The 
key task under the LDA is to estimate the loss-severity and loss-frequency distributions for 
each pair in the matrix. Once these two distributions are acquired, the bank then computes the 
probability distribution function of the cumulative operational loss. The capital charge for 
operational risk is calculated as the simple sum of the one-year value-at-risk (VAR) measure 
with a predetermined confidence level (such as 99.9%) for each business line or event type 
pair. 
 
As the approach makes direct use of a bank’s internal-loss data, it is highly risk sensitive. And, 
it does not make assumptions about the relationship between expected and unexpected losses. 
This approach is particularly suitable to banks with a solid database, and it provides a more 
accurate capital charge, provided that an appropriate estimation methodology is correctly used. 
According to Doerig (2003), the LDA has four major advantages over the other approaches: (i) 
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strong quantitative support once validated with sufficient firm-specific data; (ii) the parameters 
(such as the confidence interval) are consistent with those employed for market risk and credit 
risk; (iii) a specification that allows the model to generate operational VAR; and (iv) a high 
degree of integration in the overall risk-management framework, which allows the derivation 
of bottom-up capital-allocation mechanisms for operational risk. 
 
Despite the advantages, this approach is said to have several drawbacks as well. First, loss 
distributions may be complicated to estimate. Therefore, the approach can create model risk 
(that is, incorrect estimates due to the misspecification of the model). Second, the VAR 
confidence level is not universally agreed upon, and whether 99.9% or a higher or lower 
percentile is considered to make a significant difference to the capital charge. Third, because 
the approach builds a model on a bank’s actual loss data, extensive internal datasets (at least 
five years) are required. Finally, unlike the SBA, this approach lacks a forward-looking 
component, because the risk assessment is based only on the bank's loss history. 
 
3.6 Pillar II: Capital Adequacy and Regulatory Principles 
Pillar II of the Basel II Accord pertains to the supervisory review process, which is designed to 
ensure that the capital-adequacy framework is adequately overviewed and supervised. Basel II 
is concerned not only with capital adequacy, but also with the risk-management process. 
Supervisory review under Pillar II consists of four core principles (BCBS, 2006). 
1 Establishment of (i) a process for assessing a bank’s overall capital adequacy in 
relation to its risk profile; and (ii) a strategy for maintaining the capital levels. 
2 Internal control review: supervisory review and evaluation of bank’s internal capital-
adequacy assessments and strategies, and an ability to monitor and ensure the bank’s 
compliance with regulatory capital ratios. 
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3 Supervisory response: requirement from banks to operate above the minimum 
regulatory capital ratios (that is, the 'floor'), conducted by the supervisors. 
4 Supervisory timely intervention to prevent capital from falling below the minimum 
levels, and ensuring rapid remedial action if capital is not maintained or restored. 
 
Under Pillar II, banks need to keep their capital adequacy in check through board and senior 
management oversight, sound capital assessment, comprehensive assessment of risks, the 
monitoring and reporting process, and internal control review. Internal control review can be 
carried out via onsite examinations or inspections, offsite review, direct discussions with bank 
management, review of work done by external auditors, and periodic reporting. Appropriate 
supervisory actions are needed should supervisors decide that the result of this process is 
unsatisfactory. In some circumstances, banks may decide to maintain a capital level above the 
minimum requirement for the purpose of creating a buffer against possible losses that may not 
have been adequately covered by the regulatory capital charge derived from Pillar I. This buffer 
is expected to provide a reasonable assurance that the bank’s activities are well-protected. 
However, in the cases where the banks realise that the amount of capital held is insufficient, 
they must work out actions to be undertaken. This includes tightening internal monitoring, 
restricting dividend payments, and reviewing the capital-charge assessment model. 
 
3.7 Pillar III: Market Discipline and Public Disclosure 
Pillar III is designed to complement the Pillar I—capital requirements, as well as Pillar II—
review of capital adequacy, with market discipline through public-disclosure functions. It may 
be defined as actions by shareholders to monitor and influence the behaviour of entities to 
improve their performance (Bliss and Flannery, 2002). The objective of this pillar is to 
encourage market discipline by developing a set of disclosure requirements that allow market 
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participants to assess banks’ key information, such as capital, risk exposure, risk-assessment 
processes, and the capital adequacy of the institution. The Committee has made a considerable 
effort to ensure that the rather narrowly focused Pillar III—which is aimed at the disclosure of 
capital adequacy—does not conflict with the broader and more general accounting reporting 
requirements (Moosa, 2008). 
 
The disclosure requirements for operational risk consist of two parts: qualitative disclosures 
and quantitative disclosures. For qualitative disclosures, banks are required to disclose publicly 
their capital structure, risk-management strategies, policies for risk mitigation and hedging, 
and provide a description of the capital-charge assessment approach used by the bank, with 
possible detailed descriptions in cases when AMA are used. With respect to quantitative 
disclosures, banks must disclose the information on the capital charge held per business line 
for the top consolidated group and major subsidiaries. This includes the indication of whether 
the minimum capital requirement is exceeded, the description of Tier I and II capital, and the 
description of any deduction from capital. 
 
3.8 The Implementation of Basel II: Some General Concerns 
The Basel II Accord has attracted a lot of commentary from academics and practitioners. Basel 
II has been described as 'probably the most ambitious regulatory reform program any group of 
regulators has ever attempted' (Moosa, 2008). It has come a long way towards addressing some 
of the main defects of Basel I. These include (i) building a more sophisticated measurement 
framework for evaluating capital adequacy; (ii) providing incentives for better corporate 
governance, and fostering transparency; (iii) dealing explicitly with operational risk; (iv) 
developing a more risk-sensitive model; and (v) narrowing the gap between economic capital 
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and regulatory capital. Despite many improvements, some unresolved issues regarding the 
implementation of the Basel II remain. 
 
A thorough review of the critique of the Basel II Accord based on the existing studies can be 
found in Moosa (2008). These include the critiques from Danielsson et al. (2001), Kaufman 
(2003), Fischer (2002), Herring (2002), and Pezier (2003b). We review some of the general 
concerns regarding the Accord content, as well as the issues relating to its implementation. A 
common critique deals with the lack of an unambiguous definition for operational risk. The 
definition of operational risk has been argued to be subjective, unclear, and controversial. 
Paletta (2005) argues that we are still 'in the infancy of understanding everything about 
operational risk.' 
 
Furthermore, model risk remains an ongoing concern, in that no clear-cut systematised model 
currently exists according to the Financial Guardian Group (2005) and S&P (2003). This 
concern is further amplified with a lack of high-quality data causing serious implications for 
the magnitude of the estimated capital charge. For instance, the LDA stipulates that regulatory 
capita charge is estimated by the 99.9th percentile of the aggregate loss distribution. In the 
absence of sufficient datasets, the use of 99.9th percentile is unrealistically high and thus the 
estimates of the model can be highly inaccurate. 
 
Model risk can occur in the light of outlier losses, which are catastrophic losses usually 
associated with low frequency and high severity. These losses are not covered by the capital 
charge, as they are in excess of VAR under the loss-distribution approach. Currently, banks 
deal with these types of losses via either (i) risk transfer through insurance or coinsurance; or 
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(ii) they exclude the loss from the database and model analysis, provided that the banks can 
demonstrate that a catastrophic loss is an outlier, and that a loss of this kind would not recur. 
Another common issue pertains to the discrepancy between the regulatory capital according to 
the Accord and the true economic capital. Despite the significant progress on narrowing the 
gap between the two capital kinds as the Committee moved from Basel I to Basel II, the Basel 
II regulatory capital is still considerably higher than economic capital, particularly under the 
basic-indicators approach and the standardised approach. As Currie (2005) describes it, 
'adopting Basel II means regulating the models rather than the reality of operational risk'. In 
fact, the Financial Guardian Group (2005) argues that increased capital requirements mean 
decreased availability of funds required for financial needs and investments, and they can divert 
finite resources away from needed investment in risk-management systems, leaving the 
financial system less, rather than more, secure. Although this view was shared by others, such 
as Silverman (2006), Chernobai et al. (2007) defend the changes in the Basel II Accord. They 
claim that recent banking failures suggest that the economic capital allocated to operational 
risk has been far less than sufficient. In addition, historical loss data are a reliable indicator of 
banks’ true exposure to operational risk, provided that they are sufficiently comprehensive. 
 
In addition, it is possible that adopting Basel II can cause permanent changes to banks. 
According to Chernobai et al. (2007), market distortions resulting from the new capital Accord 
cannot be easily underdone. For example under the tightened capital policy, the changes are 
most likely to be irreversible once banks enter a new business line or implemented a M&A 
deal. The banks can suffer permanent damage if the policies prove to be wrong. 
 
The final common concern arose from the practitioners who not only are sceptical about the 
first pillar of Basel II, which specifically deals with the calculation of the capital charge, but 
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they cast doubt over the design of Pillar II and Pillar III. In reference to Pillar III of the Accord, 
Atkins (2003) argues that 'disclosures will create an uneven playing field between banks and 
their nonbank competitors, who will be free to pursue their business activities unencumbered 
by supervisory capital rules and the excessive compliance costs that they will engender'. 
Likewise, Edelson (2003) points out that 'the disclosure requirement will create a situation 
where the data they disclose could be subject to misinterpretation that could only be addressed 
by disclosing more information, and the resulting burden will be costly'. 
 
Despite the criticisms and concerns, we strongly believe that it is for banks’ own benefit to 
adopt the Basel II Accord. It is also for their benefit to continue collecting high-quality data 
and developing operational-risk models that reflect their internal operational-risk environment. 
It is crucial for banks to adopt and follow this guideline closely and keep all the risk-assessment 
elements in check on a continuous basis, especially for moving forward during the transition 
through to the most recent capital Accord—Basel III. This is briefly discussed in the following 
section. 
 
3.9 From Basel II to Basel III: An Ambitious Transition 
The most direct regulatory response to the 2007/08 financial crisis is a new regulatory 
framework for banks. This is commonly referred to as Basel III, although it is a term not used 
officially by the BCBS. Since the crisis, many loopholes of Basel II, including its inadequacy 
in the regulatory capital calculation, have been exposed. This led to the immediate proposals 
for overhaul and major reform of the existing Accord and ultimately to the development of 
Basel III. The new Accord (that is, Basel III) is designed to 'improve the banking sector’s ability 
to absorb shocks arising from financial and economic stress, whatever the source, thus reducing 
the risk of spillover from the financial sector to the real economy' (BCBS, 2009). 
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However, the initial response to the crisis from the BCBS was rather different. According to 
the Chairman of the Committee Nout Wellink (2008), Basel II 'would have helped prevent the 
global credit crisis from occurring' and that 'it was a misunderstanding to say that Basel II 
would have allowed the risky practices among banks that triggered the crunch'.9 Furthermore, 
Wellink is quoted as saying that 'the Accord is designed to combat liquidity risk and would 
have improved the robustness of valuation practices and market transparency of complex and 
less liquid products', implying that the implementation of Basel II would have to a certain 
extent alleviated the crisis. 10  Despite the optimistic view and the defensive argument by 
Wellink, the reaction to it from the practitioners and the public was generally negative. For one 
thing, Basel II was fixated excessively on capital adequacy, which is a 'lagging indicator of 
potential trouble' (Llewellyn, 2010). Moosa (2011a) fully documented the heated debate on the 
issue of 'who was to blame' for the crisis amongst practitioners, academics, and regulators. 
While it may not be entirely accurate to claim that Basel II was what caused the crisis, the 
banks did fail under its regulation, suggesting that the Accord is in fact not flawless and it needs 
to be reworked thoroughly and 'not just tweaked at the margin' (Goldstein, 2008). 
 
To ensure the success of the reform, a list of key elements of the reform package was put 
forward in the light of the characteristics of the pre-crisis financial system. Interestingly, some 
of these characteristics were present before Basel II was finalised. However, perhaps the 
regulators were overly concerned with loosely defined capital at the time. Nevertheless, these 
characteristics are: (i) too much leverage; (ii) inadequate quality capital to absorb losses; (iii) 
                                                                
9 It was not only the banks covered by Basel II that triggered the crunch. Hedge funds, a particular insurance 
company, and the shadowy unregulated financial system in general caused most of the damage. 
10 Basel II is about capital adequacy, not liquidity. It is about the ability to pay creditors in the case of failure, or 
enduring a significant loss event. It is only because the regulators realised (the hard way) the hazard of ignoring 
liquidity risk that they decided to introduce provisions for liquidity as part of the proposed reforms. 
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excessive credit growth based on weak underwriting standards; (iv) underpricing of liquidity 
risk and credit risk; (v) insufficient liquidity buffers; (vi) overly aggressive maturity 
transformation; (vii) inadequate risk governance and poor incentives to manage risk towards 
prudent long-term outcomes, through poorly designed compensation schemes; (viii) inadequate 
cushions in banks to mitigate the inherent procyclicality of financial markets and their 
participants; (ix) too much systemic risk, interconnectedness, and common exposure to similar 
shocks; and (x) inadequate oversight that should have served to mitigate the 'too-big-to-fail' 
problem. 
 
Compared to its predecessor, a number of improvements have been made during the formation 
of Basel III (see for example Moosa, 2011a for a detailed discussion on the components of the 
new Accord). However, the key changes are the newly introduced adequacy ratios. In addition 
to the Basel II capital ratio, which is at the core of the first pillar of Basel II, Basel III refines 
the existing capital ratio and adds three new ratios: the leverage ratio, the liquidity-coverage 
ratio, and the net stable funding ratio. The four ratios are standardised across banks and the 
banks are required to be compliant with all four ratios, simultaneously, at all times. From the 
banks' prospective, the introduction of the new ratios are constraints, as they inevitably put 
restrictions on the set of feasible business and risk strategies that banks can apply. In addition, 
group-wide activities such as planning and stress testing become more complex, as single 
products might affect multiple ratios and sometimes in different directions, thus calling for an 
integrated view on liquidity and solvency (Schmaltz et al., 2014). An example of such a 
dilemma would be that increasing retail deposits may improve the net stable funding ratio, but 
involve deterioration in the liquidity coverage ratio. 
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All in all, the newly reformed Basel III is supposed to be superior and enhanced with: (i) an 
increase in Tier One capital; (ii) additional capital for derivatives, securities financing, and repo 
markets; (iii) tighter leverage ratios; (iv) setting aside revenue during upturns to protect against 
market cyclicality; (v) minimum 30-day liquidity standards; and (vi) enhanced corporate 
governance, risk management, compensation practices, disclosure, and board-supervision 
practices. It seems that the new Accord has achieved what it was asked to do coming out of the 
Basel II era. However, the responses from the banks, so far, have been far less optimistic. 
 
According to The Economist (2010), 'banks dislike some of the fine print and also claim that 
the cost of Basel III will force some of them to raise the price of loans, devastating the 
economy'. Masters and Murphy (2010) argue that the net stable funding ratio was in fact 'ill 
judged' and that 'there isn’t enough stable funding to meet the requirement'. They suggest that 
the changes in the definition of Tier One capital were frightening for banks and that one of the 
liquidity proposals, designed to prevent banks relying on short-term funding, would drastically 
change business models. Likewise, Schmaltz et al. (2014) reveal in their study that Basel III 
significantly increases the complexity of bank management by introducing three new 
constraints (namely, the three new ratios). According to their analysis, bank products are often 
included in every ratio. Thus, changes in product volumes are likely to affect all ratios, and 
ratio-by-ratio management is no longer adequate. This makes it obvious why all banks are 
compliant under Basel II, but that only a few comply with Basel III. 
 
Apart from the overwhelmingly negative reviews received on Basel III from the banks, the 
newly reformed Accord is said to cast some serious adverse impact on the overall economy. 
As shown in Moosa (2011a), The Institute of International Finance stated that Basel III could 
reduce economic growth by some 3 percent over the next five years from the proposal's 
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implementation in the United States, the Euro zone, and Japan, and cost almost 10 million jobs. 
In addition, analysts of BNP Paribas predicted that the proposed reforms would cost European 
banks around EUR400 billion in extra capital (Crosland, 2010). 
 
Despite these seemingly disastrous claims, the validity of the economic analyses of these 
claims has been challenged (Murphy and Cohen, 2010; Giles, 2010). An argument found in 
Giles (2010) by Stephen Cecchetti—chief economic advisor to the Bank for International 
Settlements—is that the net impact of the proposals on economic growth would be 'negligible 
and well within normal forecast errors', and the costs of raising capital in the short term will be 
offset by the benefits of the safer banking system in the long term under the new Accord. Slovik 
and Cournède (2011) conducted a study examining the macroeconomic impact of Basel III. 
They found that the estimated medium-term impact of Basel III implementation on GDP 
growth is in the range of -0.05 to -0.15 percentage points per annum. Economic output is mainly 
affected by an increase in banks' lending spreads, as banks pass on a rise in bank funding 
costs—due to higher capital requirements—to their customers. The debate goes on. However, 
regardless of the evidence and arguments presented by the opposing parties, the reality dictates 
that the 35 largest US bank holding companies will need to come up with USD115 billion in 
new equity or retained earnings to bring the ratio of their Tier One capital to risk-weighted 
assets to 8 percent under the revised rule (Moosa, 2011a). 
 
Is the ambitious transition to Basel III a great leap forward? It is a simple question yet with no 
easy answers. One thing we know about the new Accord is that it will never be an all-round set 
of regulations satisfying every member of the industry considering the fundamental purpose of 
regulatory capital and bank regulations in general. Although there is the inherent need for 
regulation in the banking industry, the question is whether such a role should be fulfilled by 
49 
 
the Basel Committee, in the sense that the required regulatory changes are introduced as a set 
of rules that are implemented uniformly worldwide. This may not be the ultimate solution 
considering that it has become quite clear that the international harmonisation of banking 
regulation does not work. Masters and Murphy (2010) argue that financial regulation should 
be a domestic issue. Based on their argument, The Dodd-Frank Act of the United States passed 
in July 2010 is a superior piece of financial regulation to Basel III because it: (i) sets out a 
resolution mechanism for the failure of financial institutions; (ii) provides improved consumer 
protection; and (iii) reduces the risk arising from derivatives and private trading. 
 
3.10 Conclusion 
We provide a brief review on the Basel Accord in this chapter. We begin with a discussion on 
the unique role that banks play in a country’s economy and the special importance of regulation 
in the industry. This discussion is followed by a brief review of the history of the Basel 
Committee and the underlying reasons for its establishment. We then discuss the development 
of the Basel Accord including its original 1988 Accord, commonly known as Basel I, under 
which credit risk was the only risk class regulated; the 1996 Accord in which, for the first time, 
market risk was included as part of the regulatory requirement; and the final version of the 
Basel II finalised in 2006 after years of refinement and major revisions to its original rules. The 
biggest improvement of Basel II over its predecessor is that under the new Accord, banks are 
required to hold regulatory capital for their exposure to operational risk. The revised Accord 
introduced a three-pillar structure with additional market discipline and public-disclosure 
requirements to complement the regulatory capital rules set out in the first pillar—the only 
pillar prior to Basel II. The structure is said to help to ensure the efficacy of the Accord and its 
successful implementation. We address these pillars in the discussion, individually, with our 
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primary focus on Pillar I which directly deals with the calculation of the regulatory capital 
charge. 
 
In addition to Basel II, we discuss the most recent development of the Basel Committee and its 
Basel III in response to the 2007/08 financial crisis. While banks are still in the middle of the 
'phase-in' transition process under Basel III, which is expected to be fully adopted and 
implemented in participating banks by 2019, various concerns and calls for revisions have 
already started accumulating, thus casting serious doubt over the effectiveness of the 
regulation. In reality, Basel III is never intended to be, and will never be, the last Accord that 
the BCBS ever produces. Ongoing refinements will always be made along the way and 
revisions will always be carried out at certain stages. The Basel Accord will continue to adapt 
and evolve in keeping the banking industry safe and sound. 
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CHAPTER 4 
COUNTRY-LEVEL DETERMINANTS OF OPERATIONAL RISK 
 
4.1 Introduction 
By definition, operational risk is the risk of loss resulting from inadequate or failed internal 
process, people, and systems, or from external events. It is classified into eight distinctive 
categories by the Basel Committee according to the event types: (1) internal fraud; (2) external 
fraud;(3) employment practices and workplace safety; (4) clients, products, and business 
practices; (5) damage to physical assets; (6) business disruption and system failures; (7) 
execution, delivery, and process management; and (8) other events.11 Due to its widespread 
nature, the causes of operational risk can be diverse ranging from accounting fraud, human 
errors, employee discrimination, lawsuits, system breakdown and regulatory violation, and 
theft and robbery, to natural disasters and terrorism. 
 
By nature, the severity of these losses may vary according to a country’s regulatory rules, 
market environment, and the macroeconomic conditions in which firms carry out their business 
operations. For example certain restrictions may apply according to different regulatory 
settings on certain types of activities that a business can undertake in a country, for example 
commodity and foreign-exchange trading. Similarly, government efficiency and the reliability 
of a country’s law enforcement may influence the incentives and punishments that a company’s 
employees face when they are involved in activities that put the company in jeopardy. 
Moreover, factors such as the job-market prospect, technological progress, the degree of 
                                                                
11  See http://www.bis.org/bcbs/qis/oprdata.pdf/ for a comprehensive discussion of these event types. The 
Committee classifies operational-risk events according to business lines (see the classification of operational risk 
in Chapter 2). However, for our study, we focus only on the differences in the event types. We believe that 
operational losses of the same category are likely to exhibit similar behaviour patterns across business lines. 
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freedom in conducting business within a country, living standards, and the soundness of the 
governance system may all have, to some extent, an influence on the potential for business 
employees engaging in unlawful activities, which potentially lead to operational losses. 
 
In the light of the potential linkage between operational risk and these country-level factors, 
we investigate the possibility and degree to which the severity of operational losses is driven 
by some 'country aspects' in which businesses operate around the world. The severity of 
operational losses is defined as the monetary value associated with a loss event. In this study, 
we focus specifically on the differences in severity of operational losses with respect to the 
legal and regulatory, macroeconomic, as well as social dimensions of a country. 
 
In general, such aspects of a country may potentially influence the magnitude of operational 
losses in several ways. First, a country’s legal structure and its regulatory foundation may 
strongly affect the severity of operational losses, as certain trading activities by particular types 
of businesses may be allowed in some countries but prohibited in others. Second, 
macroeconomic conditions may influence the size of operational losses, in that the losses that 
result from events such as theft and fraud may be higher, as there is a greater incentive for such 
conduct during economic booms than in recessions. Third, a nation’s technological progress 
may affect the scale of operational losses, considering the rising reliance on computer power 
in handling transactions in the contemporary business environment. The same can be said of 
the increasing use of the Internet. The objective of this study is to identify and examine those 
country-level factors that may potentially explain the magnitude of operational losses in one 
direction or another. 
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4.2 The Empirical Literature 
As a relatively new yet rapidly growing research area, operational risk has received 
considerably less attention compared to market and credit risks. The empirical literature on 
operational risk is rather limited. Recent studies mainly focus on documenting the size and 
significance of operational losses (de Fontnouvelle et al., 2006; Rosenberg and Schuermann, 
2006; Cummins et al., 2006; Allen and Bali, 2007). This is attributed to the significant media 
coverage of the high-profile losses that emerge regularly in the financial industry where 
operational risk is deemed to be the cause. Table 4.1 reports some of the biggest operational 
losses in the history of banking and finance. Because of the severe damage that large 
operational losses can cause in a company, regulators around the world have been prodding the 
banking industry towards better measurement and management of operational risk.12 
 
The size of individual loss events is a crucial aspect of understanding and managing operational 
risk, because often a handful of catastrophic operational losses are what is needed to bring 
companies to their knees, and send stock markets into turmoil, such as in the case of Barings 
Bank in 1995 and Société Générale in 2012. Previous research conducted at the company level 
investigated the possibility that the magnitude of operational losses may be potentially 
explained by the size of the institution in which the loss is incurred (Shih et al., 2000; Na et al., 
2006; Wei, 2007; Cope and Labbi, 2008; Dahen and Dionne, 2010). The size of institution, 
measured by gross income, is needed to calculate the regulatory capital charge according to the 
basic indicator approach under the Basel II Accord. As such, it is likely to have some kind of 
correlation with the loss magnitude. Other studies on operational risk have drawn connections 
between operational-loss size and corporate-governance factors including the role of a board, 
                                                                
12 This includes the regulatory requirement of the Basel II Accord which states that when accredited, banks must 
adopt the advanced measurement approach (AMA) in which the banks use their internal risk-measurement system 
to determine the operational-risk capital charge for improved quality, consistency, and transparency. 
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CEO compensation, and board composition (see Chernobai et al., 2011; Wang and Hsu, 2013). 
However, the question of whether the loss magnitude varies in terms of country-level variables 
has been explored to a much lesser extent. 
 
 Table 4.1: Some of the biggest operational losses around the world 
Loss amount 
(USD b) 
Year Company Country Source of loss Person(s) 
responsible 
8.67 2008 Morgan Stanley US Credit Default Swaps Howie Hubler 
6.95 2008 Société 
Générale 
France European Index 
Futures 
Jerome Kerviel 
6.69 2006 Amaranth 
Advisors 
US Gas Futures Brian Hunter 
5.80 2012 J.P. Morgan UK Credit Default Swaps Bruno Iksil 
5.85 1998 Long Term 
Capital 
Management 
US Interest Rate and 
Equity Derivatives 
John 
Meriwether 
3.46 1996 Sumitomo 
Corporation 
Japan Copper Futures Yasuo 
Hamanaka 
2.43 2008 Aracruz Brazil FX Options Isac Zagury 
2.38 1994 Orange County US Leveraged Bond 
Investments 
Robert Citron 
1.83 2011 UBS UK Equities ETF and 
Delta 1 
Kweku Adoboli 
1.78 1995 Barings Bank UK Nikkei Futures Nick Leeson 
1.50 1995 Daiwa Bank Japan Bonds Toshihide 
Iguchi 
1.46 1987 Soros Fund UK S&P 500 Futures George Soros 
0.34 2004 National 
Australia Bank 
Australia Foreign Exchange 
Trading 
Luke Duffy, 
Gianni Gray, 
Vince Ficarra, 
David Bullen 
Note: Events are sorted by descending magnitude of loss. 
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At the country level, some studies examined the size of operational losses with respect to broad 
geographical features (Cope and Labbi, 2008; Dahen and Dionne, 2010). Some characterised 
operational risk according to a country’s economic outlook, and the severity of operational 
losses on macroeconomic factors such as the unemployment rate and GDP level (for example 
Allen and Bali, 2007, and Chernobai et al., 2011). In pioneering research conducted at both 
firm and country levels, Chernobai et al. (2011) examined how changes in the business 
operating environment and economic conditions influence the frequency of operational-loss 
events occurring in the US financial institutions. They included a country’s GDP growth and 
corporate bond-yield spread in their study to capture the country-specific aspect of operational 
risk. However, the results obtained were generally weak compared to those obtained using 
firm-level variables. 
 
In a more extensive study, Cope et al. (2012) examined operational-loss severity with respect 
to the legal, regulatory, and economic environments in which banks operate around the world. 
Their evidence suggests a significant relationship between the size of operational losses and 
various country-specific aspects, including governance and macroeconomic conditions. 
Another strand of research focuses on the potential impact of law (for example securities law 
and employment law) and regulation, such as labour protection, on operational risk (Cope et 
al., 2012; Moosa and Li, 2015).13 Our study complements previous research by analysing the 
potential linkage between the size of operational loss and factors that are generally considered 
exogenous to firm-specific characteristics. The factors included in the study tend to resemble 
the overall market condition and business-operating environment in the country where firms 
incur their operational losses. In addition to economic, legal, and regulatory aspects of 
operational risk which, to a certain extent, have been explored in previous studies, we 
                                                                
13 These studies are seen as an extension to the legal research pertaining to the development of financial markets 
and the performance of the banking sector. See for example Barth et al. (2001) and La Porta et al. (2006). 
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investigate how other factors such as education level and technology may have an influence on 
the severity of operational losses. 
 
4.3 Loss Sample and Raw Data 
We obtain the operational losses used for the empirical analysis of the study from Algo FIRST 
loss database. Unlike the Global Loss Database managed by the Operational Riskdata 
eXchange (ORX) which only collects loss information from banks through an internal data-
sharing platform which is strictly confidential, the Algo database collects loss information 
primarily from third parties in the public domain. These include SEC (US) filings, NYSE (US), 
court orders, media, as well as affected customers and investors. 
 
Although the loss data collected in such a manner can be affected by the exclusion of smaller-
scale events and is restricted to those publicly disclosed loss events only, it is unlikely to be 
prone to self-selection bias, which can be a potential issue for self-supplied loss data like the 
ORX database. 14  This particularly benefits our study in determining the factors that can 
potentially explain operational losses, where firms' individual characteristics are of less 
concern than the overall business environment of the market. For this study, we set our data 
sample to five loss-event types which are particularly responsive to the regulatory and 
macroeconomic conditions of a country. These event types are according to the BCBS 
classification: (i) internal fraud; (ii) external fraud; (iii) employment practices and workplace 
                                                                
14 A formal examination of the source of each loss record in the database reveals that, in all of the events, the 
sources of the loss announcements are in fact not the companies themselves, but third parties. For example these 
are regulatory press reports, court decisions, and customers and investors. Furthermore, more than 40 percent of 
the litigations were initiated by regulatory bodies as well as the associates in a few cases. This further consolidates 
the argument on the minimal selective disclosure of the Algo database. 
Upon further investigation, we find that firms suffered in one of the three following ways in almost 85 percent of 
the loss events: cost incurred from legal liabilities (29 percent); monetary write-down (28.2 percent); and 
regulatory, compliance and taxation penalties (26.5 percent). However, since the aim of this study is to examine 
the causal factors of operational risk, we leave the loss impact to the latter part of the study when we examine the 
consequences of the risk. 
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safety; (iv) clients, products, and business practices; and (v) execution, delivery, and process 
management. 
 
As discussed in Chapter 1, the Algo database reports each loss event with a timeline outlining 
the progress of the loss event. For the purpose of this study, we determine the time (in years) 
of each operational loss according to when it is finalised and settled with a monetary value, as 
we are primarily interested in the factors that explain the magnitude of an operational loss. 
Upon further investigation, we restrict our attention to losses incurred in banks and financial 
institutions, as well as nonfinancial corporations, in the period from 1998 to 2008. We exclude 
any non-monetary operational losses and any loss event that reports a monetary value below 
the threshold of 10 thousand US dollars. Finally, we remove from our sample any country that 
appears to contain insufficient loss records. This practice produces 2496 operational-loss 
events recorded from the 30 countries in our sample. 
 
Upon collecting these loss records, all of the losses are converted to US dollars, based on the 
exchange rate at the time when the loss event was settled. This allows us to compare across 
time and currency. As for inflation, the database reports the original value of the losses when 
the case was settled. Algo converts all the losses to account for inflation using the inflation rate 
at the time of exporting the losses from the terminal.15 For this study, we use the original loss 
value to isolate the fluctuation in the loss amount due to price changes over time. Table 4.2 
displays the losses (in percentages) across continents, while Table 4.3 reports the home region 
(that is, ownership) of the company to which an operational loss is recorded. It is evident from 
these tables that the majority of the losses were incurred in North America, followed by Europe. 
                                                                
15  The primary clients of the database include: risk-management professionals, business managers, senior 
executives, compliance personnel, auditors, and legal staff. Some 100 are said to have subscribed currently to the 
Algo FIRST Database. 
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A company is more likely to suffer from operational losses which occurred in its home region 
than in its foreign branch or subsidiary. 
 
Table 4.2: Losses by regional categories 
Loss region Number of losses (%) Representative countries 
Asia 7.52 China, India, Indonesia, Japan, Malaysia, Singapore, 
South Korea 
Europe 19.74 Austria, Belgium, France, Germany, Italy, Netherlands, 
Norway, Poland, Russia, Spain, Sweden, Switzerland, 
United Kingdom 
    
Africa 0.29 South Africa 
North 
America 
68.04 Canada, Mexico, United States 
Oceania 2.74 Australia, New Zealand 
South 
America 
1.68 Argentina, Brazil, Chile, Colombia 
Note: Countries in italics are the top 10 countries (88.8 percent) in terms of the number of losses. 
 
Table 4.3: Company ownership by regional categories 
Ownership 
region Number of losses (%) Representative countries 
Asia 7.15 China, India, Indonesia, Japan, Malaysia, Singapore, 
South Korea 
Caribbean 0.07 Bermuda 
Europe 28.54 Austria, Belgium, Bermuda, France, Germany, Ireland, 
Italy, Luxembourg, Netherlands, Norway, Poland, 
Russia, Spain, Sweden, Switzerland, United Kingdom 
    
Middle East 
and Africa 
0.44 South Africa 
North America 60.22 Canada, Mexico, United States 
Oceania 2.59 Australia, New Zealand 
South America 0.99 Brazil, Chile, Colombia 
Note: Countries in italics are the top 10 countries (88.7 percent) in terms of the number of losses. 
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Tables 4.4 and 4.5 outline the number and total amount of operational losses across each 
business line or event type combination.16 It is evident that both loss frequency and severity 
vary considerably across different categories. For example losses of the event type of clients, 
products, and business practices (CPBP) are dominant in both frequency and severity, perhaps 
because losses in this category contribute mostly in determining the regulatory capital under 
the Basel II guidelines (Cope et al., 2009). Another event type of high-frequency losses is 
internal fraud (IF), where more than 20 percent of the loss events are captured in this category. 
In addition, IF is also a category of high-severity losses with a total loss amount being over 23 
percent of the entire loss magnitude of USD380 billion for the full sample. However, in terms 
of average severity, the highest average operational loss is in fact classified under the event 
type of 'others', which is outside the Basel classification. The second-largest average loss is 
captured in damage to physical assets (DPA) where the average loss size is almost four times 
that of IF losses. 
 
It is worth noting that given our loss sample, the event type of others is also the event class of 
the highest total loss severity, with almost one-third of the USD380 billion recorded in that 
category. This is attributed to the fact that we include not only operational losses incurred in 
the financial industry, but losses from non-financial institutions as well. As such, the Basel 
classification which only applies to the financial industry (banking, to be exact) may not 
necessarily apply to operational losses recorded in non-financial industries. 
 
Regarding business lines, while losses are highly concentrated in a few categories under event 
types, the losses are more scattered in both frequency and severity across the business lines. 
The highest loss frequency is captured in trading and sales, while the biggest overall loss 
                                                                
16 The format of the data conforms to the Basel Committee definition of business lines and event types. 
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magnitude is categorised as 'other corporate function', which is a business division that is 
outside the classification of the Committee. Other business types that have been the harbour to 
frequent and (or) severe loss events include: asset management (BIS), commercial banking 
(BIS), corporate finance, and a non-BIS business division—insurance services. A detailed 
breakdown of the losses in each of the event types and business lines is presented in Appendices 
A and B. 
 
Table 4.4: Number of losses in each business line and event type 
Business line Event type 
BDSF CPBP DPA EPWS EDPM EF IF OTHER N/A Total 
Agency Services+   14       5 1     20 
Asset 
Management+ 
1 164   3 12 3 77 16   276 
Card Services+   67     5 10 4 1   87 
Cash Management+   25     2 14 18 1   60 
Clearing Services+ 4 16 1   12 8 11 1   53 
Commercial 
Banking+ 
  69 1 6 7 51 51 39   224 
Corporate Finance+   119   4 14 9 27 22 1 196 
Retail Banking+ 3 77 2 9 13 62 92 2   260 
Retail Brokerage+   132   26 21 5 31 3 1 219 
Trading and Sales+ 3 237   20 28 3 74 22   387 
Accounting and 
Audit++ 
  46     10 1 34 3   94 
Executive 
Management++ 
 33   13 8 1 73 3 1 132 
Insurance 
Services++ 
5 160 15 15 18 8 27 36   284 
Other Corporate 
Functions++ 
12 128 9 61 32 12 53 25   332 
N/A 1 58 8 15 7 10 15 2 1 117 
Total 29 1345 36 172 189 202 588 176 4 2741 
Abbreviations are as follows: BDSF: business disruption and system failure; CPBP: clients, products, 
and business practices; DPA: damage to physical assets; EPWS: employment practices and workplace 
safety; EDPM: execution, delivery and process management; EF: external fraud; IF: internal fraud. 
+The business line is defined by the Committee; ++The business line is non-BIS. See 
http://www.bis.org/bcbs/qis/oprdata.pdf/ for a detailed discussion. 
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Table 4.5: Total amount of losses in each business line and event type 
Business line Event type 
BDSF CPBP DPA EPWS EDPM EF IF OTHER N/A Total 
Agency 
Services+ 
 1592    62 6   1660 
Asset 
Management+ 
15 7148  281 305 37 8401 13505  29692 
Card Services+  10604   780 10 135 64  11593 
Cash 
Management+ 
 1098   39 224 1086 87  2533 
Clearing 
Services+ 
65 395 743  173 113 193 26  1707 
Commercial 
Banking+ 
 8418 1 75 41 1899 10083 30183  50701 
Corporate 
Finance+ 
 18541  3 102 534 2718 29988 500 52386 
Retail Banking+ 5 8311 16 209 295 640 6164 1057  16697 
Retail 
Brokerage+ 
 1492  517 176 23 438 45 2 2692 
Trading and 
Sales+ 
1 11937  147 4998 3 13183 14334  44603 
Accounting and 
Audit++ 
 2356   1222 102 5909 201  9790 
Executive 
Management++ 
 4229  88 516 1 30565 6417 12 41828 
Insurance 
Services++ 
198 13715 8195 320 3444 19 2386 7340  35616 
Other 
Corporate 
Functions++ 
1010 21365 8866 1796 2570 161 8717 10161  54646 
N/A 5 18949 3104 80 1008 341 235 31 400 24154 
Average* 45 97 581 20 83 21 153 645 228 139 
Total 1299 130,150 20,924 3514 15,669 4168 90,219 113,439 914 380,296 
Note: Losses are in USD millions. *Average is calculated as total loss amount divided by loss frequency 
for the business line or event type combination. 
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One major advantage of the Algo database is that not only does Algo report loss events 
according to the Basel classification of event types and business lines, but it collects other items 
too characterising the losses in a diverse range of properties. These include: (i) entity type; (ii) 
event source; (iii) the product or service from which the loss incurs; (iv) contributory factors 
to the loss event; and (v) loss impact. 
 
During our analysis, we find that nearly 80 percent of the losses were incurred in the financial-
services sector which predominantly consists of various types of banks, such as commercial 
banks, retail banks, and investment banks, as well as insurance companies, brokerage firms, 
and fund-management companies. Approximately 20 percent of the losses were recorded in 
entity categories other than the financial sector. These entity types include corporate entities 
(primarily energy, conglomerate, retail, and pharmaceutical), and professional and other 
services, such as accounting and law firms (see Appendix C for a breakdown). 
 
Another item that Algo reports on the operational losses it collects is the service or product 
offering type detailing the area where the losses are recorded (this can be found in Appendix 
D). Given the database, more than 80 percent of the losses originated from financial products 
and services, such as mutual funds, mortgages, insurance policies, shares, and financial 
advisory services. This suggests that, together with the evidence on the loss-entity types, 
operational losses on average are more likely to occur in the financial sector than in non-
financial industries. 
 
The other aspects of the losses that we examined in the study are the contributory factors to 
each loss event and their loss triggers. These loss characteristics are reported in the Algo 
database. We believe that by exploring these loss properties first, we have a better chance of 
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identifying the potential factors that may explain the magnitude of operational losses in a global 
environment. Tables 4.6 and 4.7 present the losses in terms of these two aspects, respectively. 
It is evident that nearly half of the loss events are related to lack of control and conduct 
omissions.17 A few examples of these factors include disclosure failure, conflict of interest, 
insufficient due diligence, and failure to supervise employees. Another 15 percent of the losses 
are related to changes in the overall corporate and market environment, for example changes 
in market practice, technological progress, and regulation change. In terms of an event trigger 
which dictates the ultimate cause of a loss event, over 45 percent of the losses resulted from 
incompetence in relationship management, which is primarily concerned with legal liabilities 
such as breach of contract, security-law violations, as well as sales-related issues. It is worth 
mentioning that also over 30 percent of the losses in our sample are caused by failure in 
employment, health and safety, and trading misdeeds, or, collectively, human-related factors. 
 
Table 4.6: Total loss amounts according to contributory factors 
Contributory factor Number of 
losses (%) 
Representative factors 
Corporate Governance 1.97 Financial Reporting, General Corporate Governance 
Issues 
Corporate and Market 
Conditions 
14.67 Change in Market Practice, Regulatory Pressure, New 
Technology 
Employee Action and 
Inaction 
9.45 Employee Misdeeds, Employee Practices, Human Errors 
Lack of Control 29.00 Insufficient Compliance Measures, Failure to Disclose, 
Lack of Internal Controls, Failure to Test for Data 
Accuracy, Conflict of Interest 
    
Management Action and 
Inaction 
14.96 Improper Management Practices, Poor Judgment, 
Undertook Excessive Risks 
 
                                                                
17 It is noted that these factors may have contributed to the eventual materialisation of the losses to a certain degree, 
and in certain ways. However, they are not the ultimate causal factors of the resulting operational losses, and are 
not to be confused with event triggers. 
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Table 4.6: (Continued) 
Contributory factor Number of 
losses (%) 
Representative factors 
Omissions 20.28 Inadequate Due Diligence Efforts, Failure to Supervise 
Employees, Failure to Comply with Internal Policies and 
Procedures, Failure to Test Products or Equipment 
    
Organizational Structure 1.64 Excessive Concentration of Power, Slow Reaction to 
Mandate(s) 
Staff Selection or 
Compensation 
1.20 Untrained and Inexperienced Staff 
Strategy Flaw 3.06 Inadequate Technology Planning, Insufficient 
Contingency Planning 
 
Table 4.7: Total loss amounts according to event trigger 
Event trigger Number of 
losses (%) 
Representative causes 
External Risk 
Class 
8.43 External Fraud (for example burglary, robbery); Natural 
Disasters; Non-natural Disasters 
People Risk 
Class 
32.62 Employment; Health and Safety; Internal Fraud; Trading 
Misdeeds 
Process Risk 
Class 
10.94 Business and Strategic Risk (for example Bankruptcy or Credit 
Risk, Merger Risk, Liquidity Risk); Errors and Omissions; 
Transactional and Business Process Risk     
Relationship 
Risk Class 
46.11 Law and Regulation Change; Legal Liabilities (for example 
Antitrust Violations, Breach of Contract, Conflict of Interest); 
Sales Related Issues; Securities Law Violations; Specific 
Liabilities (for example Environment Liability) 
    
Technology 
Risk Class 
1.90 Security (for example Data Security & Theft, Hacking); 
Software (for example Computer Glitch, Programming Bug) 
Note: Top 10 event triggers (92.4 percent) are in italics. 
 
In contrast to previous research, one distinctive aspect of this study is its sample-selection 
criteria for the operational-loss records; not only do we include the loss events experienced by 
banks and financial institutions, but we investigate those that are incurred outside the financial 
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sector. We believe that by extending the sample scope to the whole market, we are more likely 
to create a representation that most realistically resembles the global operational-loss portfolio. 
This, in turn, helps to reflect the overall market environment in which companies operate better, 
and subsequently in finding the factors that explain firms’ exposures to operational risk well. 
 
Despite the comprehensive loss coverage, we do however exclude certain types of operational 
losses from our sample (see the early discussion of these loss types). An explanation is granted 
based on the following example: a total of 36 loss events are recorded in our loss sample under 
the event type of damage to physical assets, 35 of which were caused by either natural disasters 
or non-natural disasters such as terrorism, plane crashes, and fire. It is reasonable to believe 
that because of the nature of these factors, they are virtually impossible to foresee and therefore 
manage. And due to this, we remove all of the losses caused by those more or less 'random' 
external factors from our sample to keep our study focused on the 'manageable' ones. 
 
4.4 Potential Determinants 
The potential determinants of operational-loss severity that we consider in this study are 
classified into three distinctive categories corresponding to three unique dimensions of a 
country: (i) macroeconomic variables, which measure the key economic performance of a 
country; (ii) regulatory factors that are indicative of differences in laws and policies that may 
be relevant to operational losses in each country; as well as (iii) social and other factors which 
emphasise the potential impact of things like general wellbeing, education, technology, and so 
forth on operational-loss magnitudes. In the following section, we first introduce each of these 
variables and briefly explain the motivation behind our use of them in this study; then we 
examine the potential linkage of these variables to operational risk and develop the hypotheses 
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thereafter. Table 4.8 presents a full description of these variables including the dependent 
variable. For the composition and range of these variables, see Appendix E. 
 
Table 4.8: Definitions of all the variables used in the study 
Variables Symbol Definition and calculation method 
Operational Losses loss This is calculated as the average of the operational losses that 
occurred during the same period (1998-2008) for each country 
in the sample. 
GDPa gdp This is the domestic GDP (in US dollars) of the country where 
the operational losses occurred; single-year official exchange 
rates are used for conversions. 
GNI per capitaa gni This is the domestic GNI (in US dollars) of the country divided 
by the midyear population; The World Bank Atlas method is 
used for the dollar figure conversions. 
GDP Deflator/Inflationa inf This is measured by the annual growth rate of the GDP implicit 
deflator which is calculated as the ratio of GDP in current local 
currency to GDP in constant local currency. 
Unemployment Rateb ue This refers to the percentage of the total labour force that is 
without work but is available for and seeking employment. 
Voice and 
Accountabilityc,* 
va This reflects perceptions of the extent to which a country's 
citizens are able to participate in selecting their government, as 
well as freedom of expression, freedom of association, and a 
free media. 
Political Stabilityc,* ps This captures perceptions of the likelihood that the government 
of a country will be destabilised or overthrown by 
unconstitutional or violent means, including politically 
motivated violence and terrorism. 
Government 
Effectivenessc,* 
ge This measures a country in terms of perceptions of the quality of 
its public services, the quality of the civil service, and the degree 
of its independence from political pressures, the quality of 
policy formulation and implementation, and the credibility of 
the government's commitment to such policies. 
Regulatory Qualityc,* rq This captures perceptions of the ability of a country's 
government to formulate and implement sound policies and 
regulations that permit and promote private-sector development. 
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Table 4.8: (Continued) 
Variables Symbol Definition and calculation method 
Rule of Lawc,* rl This reflects perceptions of the extent to which a country's agents 
have confidence in and abide by the rules of society and, in 
particular, the quality of contract enforcement, property rights, the 
police, and the courts, as well as the likelihood of crime and violence. 
Control of 
Corruptionc,* 
cc This captures perceptions of the extent to which the public power of a 
country is exercised for private gain, including both petty and grand 
forms of corruption, as well as 'capture' of the state by elites and 
private interests. 
Human 
Development 
Indexd 
hdi This summarises the average achievement in key dimensions of 
human development in a country: a long and healthy life, being 
knowledgeable, and having a decent standard of living. 
Economic 
Freedome 
fdm This reflects the degree of freedom that one possesses in a country in 
controlling their own labour and property from four broad 
perspectives: (i) rule of law; (ii) limited government; (iii) regulatory 
efficiency; and (iv) open markets. 
GINI Indexf gini This measures the deviation of the distribution of income (or 
consumption) among individuals or households within a country; a 
value of 0 represents absolute equality whereas a value of 100 
implies absolute inequality. 
Internet Usageg int This measures the extent to which people have access to the 
worldwide network in a country; it is calculated as the number of 
Internet users per 100 people. 
Note: Method of calculation for each variable is included. aData source: The World Bank and OECD. 
bData source: International Labour Organization. cData source: The World Bank—The Worldwide 
Governance Indicators project. dData source: The United Nations Development Programme. eData 
source: The Heritage Foundation.  fData source: The World Bank (in the Human Development Report 
2010). gData source: The International Telecommunication Union and the World Bank. 
*The variable is formulated based on the data obtained from the following four source categories: (1) 
surveys of households and firms; (2) commercial business information providers; (3) non-
governmental organisations; and (4) public sector organisations. 
 
4.5 Macroeconomic Determinants 
GDP 
A potential relationship may exist between a country’s macroeconomic conditions and the 
severity of operational losses recorded in that country. The GDP level is a measure for the size 
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of a country’s economy and may have a certain influence on the magnitude of operational 
losses that occur in that country. Moosa and Li (2015) report that the average severity of the 
operational losses incurred by firms located in a particular country is positively related to the 
size of the economy. It is argued that larger economies, on average, will have larger transaction 
sizes, securities will trade in bigger blocks, and a larger number of transactions will be executed 
each day. As a result, the monetary value involved in the transactions will be bigger in these 
countries than in the smaller ones, ceteris paribus. The same is true for the absolute returns. 
Despite the upside of being a large economy where abundant business activities are usually 
witnessed and hence there are higher returns, the potential for operational losses in size within 
a large economy (losses resulted from, for example, fraudulent behaviours or transaction errors 
for that matter) is likely to be higher. 
 
Based on these arguments, we hypothesise that a country’s GDP level may be positively related 
to the severity of operational losses experienced by firms in a country as a whole. In fact, the 
logic behind the hypothesis of this positive relationship can be interpreted through the use of 
the basic-indicators approach under the Basel framework. The approach specifies income (a 
representation of firm size) as a calculation base for the required regulatory capital charge for 
banks. If size is deemed a crucial element in operational-risk management for individual 
entities, and they form the foundation for a country's economy, then the size of a country’s 
economy ought to have some influence on the overall severity of operational losses. 
 
GNI Per Capita 
In addition to a country’s GDP level, we examine the potential impact of a country’s living 
standard on the magnitude of operational losses. The impact of living standard on operational-
risk size is studied by Moosa and Li (2015) who find a positive linkage between the two. GNI 
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per capita can be seen as a measure for individuals' wealth level within a country and can affect 
the size of operational losses, especially in the cases of employee lawsuit and other legal 
liabilities. And, given our loss sample, these loss events account for nearly one-third of the 
entire loss records. If employees in a country earn relatively higher average income, one would 
expect the amount of damages awarded in legal claims by these employees to be greater, and 
the payout arising from work-related compensations such as workplace safety to be larger. 
Based on this, we argue that GNI per capita may have a positive effect on the severity of 
operational losses. 
 
Unemployment 
Unemployment rate is another macroeconomic variable that may have a potential impact on 
the size of operational losses in a country. Moosa (2011b) studies specifically the relationship 
between operational risk and the unemployment rate, which he argues is the most intuitively 
appealing macroeconomic variable to represent the state of economy in operational-risk 
studies. His results show that the severity (both total and average) of operational losses is 
positively related to the unemployment rate. 18  According to Moosa, 'operational risk is 
associated most intuitively with the failure of people, and unemployment is about people'. 
Based on his argument, the connection between unemployment and operational risk is intuitive. 
When employees are out of a job, or when they are threatened with the loss of their jobs, they 
are more likely to become a potential source of operational losses, for example in the cases of 
external fraud. 
 
Cope et al. (2012) argue that rising unemployment in the market can result in a lower 
production level, hence lowering the overall market return. It imposes social costs that extend 
                                                                
18 However, the study results show that the frequency of the losses does not exhibit a significant relationship with 
the unemployment rate. 
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beyond the production function on the economy, an example is the cost of a firm’s employees 
embarking on unlawful business deals such as internal fraud. When workers are unemployed 
or feel insecure about their jobs, the potential for operational losses may rise due to rising 
negligence or employment-practice issues and workers’ compensation claims that result from 
litigation. Based on this, we argue for a positive relationship between the unemployment rate 
and the severity of operational losses. 
 
Inflation 
The change in the inflation rate in a country may help to explain the severity of operational 
losses in that country. Inflation, to a reasonable extent, may help to build healthy competition 
in the market and hence stimulate the economy. However, an excessive rate of inflation can 
drive up living costs which potentially leads to a loss in market confidence. Previous studies 
addressed the negative social impact of inflation on a country. For example Fischer (1996) 
states that inflation has been historically a driver for drug use, family disintegration, and crime. 
Romer and Romer (1997) present similar findings pertaining to public concerns over inflation. 
Moreover, Braun and Di Tella (2004) argue that excessive inflation may result in corruption 
and other social consequences. 
 
To the best of our knowledge, there has been no study to date that relates the size of operational 
losses to a country’s inflation level. However, we believe that the connection between the two 
is quite intuitive, in that inflation is seen as a form of monetary stealing that causes an 
involuntary reduction in the purchasing power of workers’ income. This may provide the 
workers with incentives to engage in unethical business conduct in order to mitigate the 
financial impact. This may give rise to potential operational losses as in the cases of improper 
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trades and business misconduct. Based on these arguments, we believe that as the inflation rate 
of a country rises, the magnitude of operational losses is likely to rise as well. 
 
4.6 Legal and Regulatory Indicators  
A country’s governance system can have an influence on its exposure to operational risk in one 
direction or another. The worldwide governance indicators (WGI) project of the World Bank 
assesses and reports the quality and soundness of a country’s governance system each year for 
over 200 countries in terms of the following six dimensions: (i) voice and accountability; (ii) 
political stability; (iii) government effectiveness; (iv) regulatory quality; (v) rule of law; and 
(vi) control of corruption (Kaufmann et al., 2009). We use these elements as potential 
governance indicators for operational-loss severity. 
 
It is worth noting that these measures are not intended to capture the unique behaviours of one 
or two individual industries, but rather to document the characteristics of the overall legal 
system and business environment of the economy overall. This works in our favour, since we 
are interested in the size of the operational loss of a country as a whole, as opposed to any 
particular sectors within the economy, such as banks or financial institutions, which have been 
the subject of research in several previous studies. The regulatory indicators used in the 
empirical analysis of the study include: voice and accountability (VA), political stability (PS), 
government effectiveness (GE), regulatory quality (RQ), rule of law (RL), and control of 
corruption (CC). A description of these variables as well as their methods of calculation are 
provided in Table 4.8. 
 
For each of these variables, larger values correspond to greater levels of freedom, higher 
governance quality, and stronger law enforcement. It is worth mentioning that these indicators 
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are consolidated from hundreds of individual values extracted from 32 separate data sources, 
including: (1) surveys of households and firms; (2) commercial business information providers; 
(3) non-governmental organisations; and (4) public-sector organisations. These data provide 
the vital views and experiences of citizens, entrepreneurs, and experts from around the world 
on the quality of various aspects of a country’s governance system. 
 
For the purpose of this study, the raw values of each indicator are taken to form an average 
across the sample period of 1998 to 2008. Given that the governance system and its various 
agencies within a nation is often closely interconnected, one may expect that correlations 
among those governance measures would be relatively high. In fact, the correlation matrix of 
the six indicators reports a reading of over 0.75 for any single pair of these indicators, and the 
pair-correlations among indicators RQ, RL, and CC exceed 0.9. This suggests that a substantial 
amount of information has been shared to construct the measures. As such, we would expect 
to see similar results from these variables regarding correlation with operational losses. 
 
Voice and Accountability 
We hypothesise that the indicator voice and accountability (VA) most directly affects the losses 
relating to product and customer disclosure violations in the event type of clients, products, 
and business practices. The voting ability of a citizen and the freedom of speech in a country 
may not have any direct implication for consumer spending and market practices. However, 
these two elements do reflect the willingness of a government to maintain the quality and 
transparency of communication and information-sharing in the society. Hence, they should 
have some influence on the overall rigour of the market-disclosure requirement, which appears 
to be a major source of severe operational losses. 
 
73 
 
Government Effectiveness and Regulatory Quality 
We hypothesise that government effectiveness (GE) and regulatory quality (RQ) may have an 
impact on the extent to which fraudulent market practices can occur. Again, the relationships 
of these indicators with operational losses may seem somewhat loose, but they do reflect the 
will of the government to impose disciplinary actions on the market, and thus should have a 
bearing on the severity of internal-fraud losses. 
 
Political Stability, Rule of Law and Control of Corruption 
The last three governance indicators (namely, PS, RL, and CC) reflect the public perception of 
the reliability of the government and its justice system, as well as the rules and laws by which 
individuals, particularly the rich and wealthy, are willing to play. Without a reliable 
government, constant enforcement of law and continuous crackdowns on corruption, 
operational losses may rise in the case of fraud as the act may not be rigorously prosecuted. 
Therefore, we should expect some degree of correlation between these measures and the 
severity of operational losses, especially in the event categories of internal and (or) external 
fraud. As the government loosens its control over the legal enforcement that governs the 
society, severe frauds are more likely to occur. 
 
4.7 Social and Other Factors  
Human Development Index 
Along with of the economic variables and regulatory factors, we examine the potential impact 
of a country’s social factors on operational-loss severity. The first social factor is the 
development of a country’s human beings. The United Nations Development Programme 
(UNDP) issues an annual set of composite measures that rank countries by their human-
development levels. The human-development index (HDI) is a summary measure of the 
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average achievement by the people in a country across three key dimensions: (i) maintaining a 
long and healthy life; (ii) being knowledgeable; and (iii) having a decent standard of living. 
 
The index is created to help to assess the development of a country and to find out how two 
countries with the same level of GNI per capita (as a measure of living standard) can have 
completely different human-development outcomes.19 As HDI tries to depict the overall quality 
of people, and a large number of operational losses are summarised as the failure of people, we 
expect some level of association between the index and the size of operational losses. This may 
be more likely the case in the loss category of insider trading, which is fundamentally a 
reflection of human misconduct and intentional theft.20 
 
Income Inequality 
Another aspect of the social impact on operational risk that we explore in this study is 
inequality, which is closely related to human development. Inequality affects directly one’s 
ability to access the basic human rights to which everyone is entitled (for example education). 
In emerging economies, such as China and India, a sustained period of strong economic growth 
has helped to lift millions of people out of absolute poverty. However, the benefits of growth 
have not been distributed evenly, as is seen in their persistently high inequality levels. This can 
give rise to potential social concerns, as the high level of wealth concentration resulting from 
the rapid economic expansion may harm the economy and hinder growth in the long term. 
 
                                                                
19 For instance, Malaysia has a higher GNI per capita than Chile does, but life expectancy at birth is about five 
years shorter; mean years of schooling is shorter (for adults), and expected years of schooling is 2.5 years shorter 
(for children), thus meaning that Chile has a much higher HDI than Malaysia. 
20 Insider trading is considered as losses in the event type of either clients, products, and business practices, or 
internal fraud, depending on whether the trading occurs on or off the company’s account. 
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The Gini coefficient is a direct measure of income distribution among individuals within a 
country. A low value indicates high level of equality, and a high value of the Gini coefficient 
denotes greater inequality in the country. We argue that as the level of inequality deteriorates, 
the potential for fraudulent behaviour may increase in the cases of insider trading or external 
theft, which subsequently result in the operational-loss events of internal fraud and external 
fraud, respectively. 
 
Economic Freedom 
Another variable we consider in this study in relation to the severity of operational losses is 
economic freedom. The Heritage Foundation publishes an annual set of statistics that evaluate 
countries around the world according to their economic freedom. The economic-freedom index 
is a composite measure based on 10 individual freedom categories including property rights 
and entrepreneurship. Economic freedom is the fundamental right of every human being to 
control their labour and property. In an economically free society, individuals are free to work, 
produce, consume, and invest in any (legal) way they please. 
 
The larger values of the index correspond to greater economic freedom in the country, which 
reflect greater prosperity, healthier societies, cleaner environments, greater per capita wealth, 
human development, democracy, and poverty elimination. As the index decreases in value, 
restrictions start to rise on economic production, resources are allocated less freely, potential 
costs to businesses rise, the cost of stock trading increases, and the overall business 
environment and investor confidence deteriorate. As such, the number of losses arising in failed 
transactions may increase. We propose an inverse relationship between economic freedom and 
operational-loss severity. This may be true especially in the loss-event types of clients, 
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products, and business practices, as these are often related to production, consumer spending, 
and market practices. 
 
Technological Progress 
The technological progress of a nation, in particular the development and security of the 
Internet, as well as the dependence on and usage of computer power may influence the 
magnitude of operational losses. According to Chernobai et al. (2011), recent technological 
innovation, the revolutionary advances in information networks, financial deregulation, and 
globalisation have opened a whole new era for operational risk, with both complexity and 
diversity at an unprecedented level that make the risk more difficult to measure and mange. 
This is similar to the view of Buchelt and Unteregger (2004) who argue—in a particular 
reference to the banking industry—that the risk of fraud and external events such as natural 
disasters have been around since the beginning of banking, but it is the increasing use of 
technology that has boosted the potential for operational risk. 
 
We use the Internet user statistics collected from the World Bank to represent the technological 
progress of a country and we build the connection with operational risk thereafter. The Internet 
user rate is an annual update that records the number of people who have access to the 
worldwide network. The rate is standardised to per 100 people for cross-country comparison. 
It is reasonable to expect more severe operational losses in certain categories when a country 
gains greater access to the Internet and becomes more dependent on the use of computer power. 
While advances in technology have dramatically improved business productivity and 
efficiency in transaction processing and deal settlements, it also increases a company’s 
exposure to computer and cyber risks, such as systemic network breakdown and Internet 
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hacking.21 As a result of the former impact, we would expect a greater loss severity in the event 
class of business disruption and system failures, and a larger impact arising from the losses 
from internal fraud in the latter case. In addition, increasing use of computers makes fraud and 
other illegal transactions much easier to undertake and, at the same time, more difficult to 
detect. 
                                                                
21 For instance the increasing use of videoconference facilities significantly lowers the cost factor associated with 
business travel for the company. 
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APPENDICES TO CHAPTER 4: RAW DATA 
Appendix A Loss event type 
Event type Number of 
losses (%) 
Representative types 
Business Disruption 
and System Failures 
1.06 Hardware, Software, Utility outage and disruptions 
Clients Products and 
Business Practices 
49.07 Antitrust, Improper trade or market practices, Money 
laundering, Product flaws, Breach of privacy, Fiduciary 
breaches or guideline violations, Suitability and 
disclosure issues (KYC, etc.) 
    
Damage to Physical 
Assets 
1.31 Human losses from external sources (terrorism, 
vandalism), Natural disaster losses 
Employment 
Practices and 
Workplace Safety 
6.28 Discrimination, Compensation, Benefit, termination 
issues, Employee health and safety rules breaches 
Execution Delivery 
and Process 
Management 
6.90 Failed mandatory reporting obligation, Accounting error 
or entity attribution error, Model/system disoperation 
External Fraud 7.37 Theft or robbery, Forgery, Theft of information (with 
monetary loss) 
Internal Fraud 21.45 Theft or extortion or embezzlement or robbery, Insider 
trading (not on a firm's account), Fraud or credit fraud or 
worthless deposits, Misappropriation of assets, Bribes and 
kickbacks, Tax non-compliance or evasion (wilful) 
    
OTHER (Non-BIS) 6.42 - 
Note: Categories in italics represent the top 10 event types (64.2 percent) in terms of loss numbers. 
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Appendix B (1) Business lines 
Business line Number of 
losses (%) 
Representative business lines 
Banking 26.60 Retail Banking, Commercial Banking, Card Services, 
Payment and Settlement 
Investment Banking 20.76 Corporate Finance, Sales, Market Making 
Others 19.08 Retail Brokerage, Discretionary Fund Management 
Others (Non-BIS) 31.92 All Other (21.4 percent) 
Note: Categories in italics represent the top 5 business lines (55.5 percent) in terms of loss numbers. 
 
Appendix B (2) Loss business unit type 
Business unit type Number of 
losses (%) 
Basel environment 
Asset Management 10.48 BIS – Asset Management 
Commercial Lending and Loans Services 8.54 BIS – Commercial Banking 
Corporate Financing 3.70 BIS – Corporate Finance 
Cash Management 2.29 BIS – Payment and Settlement 
Bank Accounts 5.03 BIS – Retail Banking 
Card Services 3.32 BIS – Retail Banking 
Retail Lending and Loan Services 3.89 BIS – Retail Banking 
Brokerage 7.70 BIS – Retail Brokerage 
Sales 2.93 BIS – Trading and Sales 
Trading 9.07 BIS – Trading and Sales 
Insurance Services 10.82 Non BIS – Business Services 
Accounting 2.32 Non BIS – Corporate Functions 
Compliance 1.71 Non BIS – Corporate Functions 
Corporate Management 1.91 Non BIS – Corporate Functions 
Executive Management 5.03 Non BIS – Corporate Functions 
Note: Top 15 business unit types (78.7 percent) included. BIS: The business-unit type is classified under 
the Basel rule, and Non BIS otherwise. 
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Appendix C Operational loss records by entity 
Entity type Number of 
losses (%) 
Representative sectors 
Corporate Entities 16.05 Energy, Conglomerate, Retail, Telecommunications, 
Transportation, Pharmaceutical 
Financial Services 79.17 Commercial Bank, Insurance, Brokerage, Investment Bank, 
Retail Bank, Fund Management Company 
Government Entity 
or Agencies 
1.35 - 
Professional and 
Other Services 
3.43 Accounting Firm, Real Estate, Law Firm 
 
Appendix D Loss events across service or product-offering type 
Service or product-
offering type 
Number of 
losses (%) 
Representative categories 
Asset Management 
Products and Services 
18.17 Mutual Funds, Brokerage Services, Hedge Funds, Pension 
Funds and Services, Financial Advisory Services 
Non-financial Products 12.66 - 
Lending or Loan 
Products 
11.38 Commercial Loans, Mortgages and Home Loan Products 
(including Subprime Mortgage), Personal Loans, Credit 
Lines 
Insurance Products and 
Services 
10.11 Life Insurance, Commercial Property and Liability 
Insurance, Personal Lines Property and Liability 
Insurance, Health Insurance 
Equity Products 8.17 Common Stock, IPO, Private Equity 
Debt Products 6.06 Corporate Bonds, Municipal Securities, Convertible 
Securities 
Cash Products 5.22 Checking, Savings, Certificate of Deposit 
Others 22.04 Card Products (for example Credit Card), Derivatives, 
Cash Management Services (for example Money 
Transfer), Trading, Financial Products, Corporate Finance 
and M&A Services 
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Appendix E Values of the explanatory variables for each country 
Country GDP (ln) GNI (ln) 
Unemployment 
(%) 
Inflation (GDP 
deflator) 
Argentina 26.35 8.79 13.07 9.3 
Australia 27.09 10.20 5.8 3.27 
Austria 26.33 10.38 4.21 1.37 
Belgium 26.53 10.35 7.81 1.96 
Brazil 27.47 8.38 8.84 7.98 
Canada 27.62 10.29 7.05 2.49 
Chile 25.40 8.70 8.29 5.61 
China 28.35 7.33 3.77 3.2 
Colombia 25.61 7.97 13.76 9.97 
France 28.26 10.30 9.32 1.81 
Germany 28.56 10.32 8.98 0.74 
India 27.31 6.46 4.18 5.12 
Indonesia 26.28 6.94 8.5 18.36 
Italy 28.08 10.17 8.86 2.4 
Japan 29.11 10.49 4.57 -1.18 
Malaysia 25.57 8.45 3.36 5.12 
Mexico 27.40 8.84 3.13 9.69 
Netherlands 27.05 10.43 3.47 2.53 
New Zealand 25.20 9.89 5.09 2.7 
Norway 26.27 10.86 3.55 5.62 
Poland 26.32 8.78 14.93 4.15 
Russia 27.20 8.27 8.78 23.72 
Singapore 25.50 10.20 4.49 -0.01 
South Africa 25.97 8.27 26.6 7.48 
Korea 27.32 9.63 4.16 2.72 
Spain 27.58 9.94 11.78 3.58 
Sweden 26.52 10.50 6.42 1.6 
Switzerland 26.58 10.79 3.51 1.15 
United Kingdom 28.33 10.41 5.2 2.21 
United States 30.11 10.62 4.98 2.32 
82 
 
 Appendix E (Continued) 
Country 
Voice and 
accountability 
Political stability 
Government 
effectiveness 
Argentina 0.29 -0.21 -0.02 
Australia 1.45 0.98 1.78 
Austria 1.37 1.11 1.88 
Belgium 1.39 0.86 1.77 
Brazil 0.38 -0.15 -0.04 
Canada 1.52 0.97 1.91 
Chile 0.99 0.57 1.18 
China -1.52 -0.44 0.01 
Colombia -0.35 -1.94 -0.17 
France 1.25 0.53 1.64 
Germany 1.38 0.94 1.65 
India 0.37 -1.16 -0.06 
Indonesia -0.33 -1.62 -0.38 
Italy 1.04 0.60 0.60 
Japan 0.96 1.03 1.31 
Malaysia -0.40 0.24 1.10 
Mexico 0.18 -0.42 0.20 
Netherlands 1.60 1.11 1.94 
New Zealand 1.60 1.24 1.73 
Norway 1.58 1.28 1.94 
Poland 0.95 0.49 0.51 
Russia -0.66 -1.08 -0.48 
Singapore -0.09 1.09 2.12 
South Africa 0.67 -0.16 0.60 
Korea 0.64 0.36 0.90 
Spain 1.21 0.01 1.43 
Sweden 1.58 1.29 1.99 
Switzerland 1.53 1.30 2.01 
United Kingdom 1.36 0.51 1.79 
United States 1.25 0.36 1.69 
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 Appendix E (Continued) 
Country Regulatory quality Rule of law Control of corruption 
Argentina -0.46 -0.58 -0.41 
Australia 1.60 1.76 1.96 
Austria 1.56 1.88 2.04 
Belgium 1.28 1.28 1.35 
Brazil 0.16 -0.38 -0.03 
Canada 1.57 1.72 2.03 
Chile 1.45 1.24 1.41 
China -0.26 -0.44 -0.49 
Colombia 0.09 -0.68 -0.22 
France 1.13 1.39 1.37 
Germany 1.49 1.66 1.88 
India -0.31 0.13 -0.39 
Indonesia -0.45 -0.78 -0.86 
Italy 0.93 0.57 0.46 
Japan 0.98 1.27 1.16 
Malaysia 0.53 0.48 0.31 
Mexico 0.36 -0.47 -0.25 
Netherlands 1.81 1.74 2.14 
New Zealand 1.74 1.83 2.35 
Norway 1.32 1.91 2.10 
Poland 0.76 0.51 0.33 
Russia -0.32 -0.94 -0.87 
Singapore 1.91 1.56 2.27 
South Africa 0.57 0.10 0.43 
Korea 0.72 0.87 0.40 
Spain 1.26 1.20 1.25 
Sweden 1.52 1.84 2.24 
Switzerland 1.66 1.88 2.14 
United Kingdom 1.79 1.66 1.97 
United States 1.60 1.54 1.60 
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Appendix E (Continued) 
Country 
Human 
development index 
Income inequality 
(GINI coefficient) 
Economic 
freedom 
Internet usage 
Argentina 0.83 48.80 60.85 13.86 
Australia 0.94 35.20 78.3 55.20 
Austria 0.91 29.10 68.31 46.28 
Belgium 0.93 33.00 67.66 43.18 
Brazil 0.76 55.00 59.86 15.11 
Canada 0.93 32.60 74.15 59.77 
Chile 0.83 52.00 76.51 23.28 
China 0.71 41.50 53.38 7.39 
Colombia 0.76 58.50 62.85 9.34 
France 0.92 32.70 59.99 34.08 
Germany 0.92 28.30 68.64 50.63 
India 0.57 36.80 51.33 1.85 
Indonesia 0.67 37.60 55.14 2.99 
Italy 0.91 36.00 62.73 28.96 
Japan 0.93 24.90 69.62 49.13 
Malaysia 0.78 37.90 63.24 35.32 
Mexico 0.79 51.60 62.97 12.13 
Netherlands 0.93 30.90 73.47 62.37 
New Zealand 0.92 36.20 81.15 57.21 
Norway 0.95 25.80 67.59 68.15 
Poland 0.83 34.90 60.31 26.41 
Russia 0.77 43.70 51.54 10.68 
Singapore 0.90 42.50 87.72 48.56 
South Africa 0.67 57.80 64.18 6.68 
Korea 0.88 31.60 68.88 56.86 
Spain 0.91 34.70 67.43 32.70 
Sweden 0.93 25.00 68.33 68.20 
Switzerland 0.92 33.70 78.58 59.54 
United Kingdom 0.91 36.00 78.2 52.20 
United States 0.93 40.80 78.64 57.38 
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CHAPTER 5 
CROSS-SECTIONAL REGRESSION AND EXTREME BOUNDS ANALYSIS 
 
5.1 Introduction 
To estimate the explanatory power of the potential variables that we discussed in Chapter 4, 
we build cross-sectional regression models. A potential issue with their use is that often the 
theories upon which the econometric models are built are not adequately explicit as to which 
variables should appear in the 'true' model (Moosa, 2012). Even if the true model is known, 
one does not know exactly what particular variables should be used. This leads to the following 
problem—if one starts running regressions combining several explanatory variables, for 
example, 𝑥1, 𝑥2, 𝑥3, and 𝑥4, variable 𝑥1 is found to be significant when the regression includes 
variables 𝑥2 and 𝑥3, but it loses its significance when 𝑥4 is included. This makes the results 
difficult to interpret and causes uncertainty as to the combination of variables to include in the 
model. 
 
This issue of cross-sectional regression has caused some legitimate concerns, as it has become 
a common practice for economists to estimate thousands of regressions and then report the one, 
or the few, that they like. Leamer (1983) criticised such an 'abusive' practice as this in his 
provocative article: 'Let us take the con out of econometrics'. Furthermore, Moosa (2012) 
argues that such a practice is still popular and has become more widespread because of the 
growth in computer power: 
it is particularly widespread in corporate finance where testable models are 
assembled by combining various hypotheses to come up with a cross-sectional 
regression equation that has no corresponding theoretical model. The regression 
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equation is subsequently twisted and turned until it produces the results that 
make a dream come true. 
 
This type of regression is referred to as 'stir-fry' regression by Moosa, because there is no 
unique recipe for a stir fry. The estimation of stir-fry regressions means that many self-
contradictory inferences can be drawn from a given dataset. As Leamer and Leonard (1983) 
put it, 'this deflects econometric theory from the traditional task of identifying the unique 
inferences implied by a specific model to the task of determining the range of inferences 
generated by a range of models'. 
 
5.2 The Use of Extreme Bounds Analysis 
To overcome this potential issue with cross-sectional regression, we use the technique of 
extreme bounds analysis (EBA), originally developed by Leamer (1985). EBA was first 
implemented by Levine and Renelt (1992) to identify 'robust' empirical relationships in the 
economic-growth literature. It was subsequently used in other studies, such as the research of 
Moosa et al. (2011) in capital structure, in work of Sala-i-Martin (1997) on economic growth, 
in the study of Moosa (2009) in foreign direct investment, and the research work of Moosa et 
al. (2015), who examine the determinants of the status of an international financial centre. 
 
We now discuss how EBA works differently from the conventional cross-sectional regression. 
Studies that use cross-sectional regression as a mean of testing variables' statistical significance 
are typically built on the following form: 
𝑦 = 𝛼0 + ∑ 𝛼𝑖𝑥𝑖
𝑛
𝑖=1
+ 𝜀                                                         (5.1) 
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where 𝑦 is the dependent variable and the 𝑥𝑖’s are the explanatory variables.
22 Studies using 
regression equations such as Equation 5.1 can generate hard-to-interpret results for the reasons 
discussed previously. Perhaps for convenience reasons, studies of cross-sectional regressions 
are often found to be reporting the most appealing regressions after extensive search and data 
mining, because they produce results that tend to confirm a preconceived view. Hussain and 
Brookins (2001) argue that the usual practice of reporting a preferred model with its diagnostic 
tests is not sufficient to convey the degree of reliability of the explanatory variables. 
 
To circumvent the problem of choosing variable combinations in an arbitrary manner, given 
an unknown true model, we use EBA which is said to be immune to such an issue. EBA is 
designed to find out if there is robustness in the determinants of the dependent variable, and it 
is based on a linear regression of the following form: 
𝑦 = 𝛼 + ∑ 𝛿𝑖𝑋𝑖
𝑛
𝑖=1
+ 𝛽𝑄 + ∑ 𝛾𝑖𝑍𝑖
𝑚
𝑖=1
+ 𝜀                                            (5.2) 
where 𝑋𝑖  is an explanatory variable that is always included in the regression, because its 
importance has been established by previous studies, and also because it makes sense 
theoretically or even intuitively; 𝑄 is the variable whose robustness we want to test, and 𝑍𝑖 is 
a potentially important variable. The 𝑋𝑖 ’s are referred to as 'free variables', whereas 𝑄  is 
referred to as the 'variable of interest'.23 The following shows an example of the models that 
we build under the EBA model specification for this study. 
                                                                
22 In our study, 𝑦 is the average loss value which is the ratio of the total loss severity to total loss frequency for a 
country across the sample period. 
23 In our view, EBA works as a better alternative to the conventional cross-sectional regression in determining the 
robustness of explanatory variables because of its unique testing procedure. This requires researchers to test the 
robustness of a potential determinant in explaining the dependent variable properly, by estimating the variable 
against all possible combinations of other determinants in the sample. This keeps variable selection bias (as to 
which variables are included and which are excluded from the model) to a minimum, and hence increases the 
reliability of the estimation. 
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Suppose inf is the 𝑄 variable, that is, the variable of interest. Two free variables 𝑋 (namely, 
gdp and gni) are included in each model with a combination of 3 𝑍 variables selected from the 
remaining 11 explanatory variables (that is, excluding the variable of interest and the 𝑋 
variables).24 This involves estimating, for each of the 11 variables, a total of 165 regression 
equations corresponding to 165 variable combinations of 11 variables in a set of 3, or 1815 
regression equations in total for all 12 potential explanatory variables: 
 
𝑙𝑜𝑠𝑠 = 𝛼 + 𝛿1𝑔𝑑𝑝 + 𝛿2𝑔𝑛𝑖 + 𝛽𝑖𝑛𝑓 + 𝛾1𝑢𝑒 + 𝛾2𝑣𝑎 + 𝛾3𝑝𝑠 + 𝜀 
𝑙𝑜𝑠𝑠 = 𝛼 + 𝛿1𝑔𝑑𝑝 + 𝛿2𝑔𝑛𝑖 + 𝛽𝑖𝑛𝑓 + 𝛾1𝑢𝑒 + 𝛾2𝑣𝑎 + 𝛾3𝑔𝑒 + 𝜀 
𝑙𝑜𝑠𝑠 = 𝛼 + 𝛿1𝑔𝑑𝑝 + 𝛿2𝑔𝑛𝑖 + 𝛽𝑖𝑛𝑓 + 𝛾1𝑢𝑒 + 𝛾2𝑣𝑎 + 𝛾3𝑟𝑞 + 𝜀 
⋮ 
⋮ 
𝑙𝑜𝑠𝑠 = 𝛼 + 𝛿1𝑔𝑑𝑝 + 𝛿2𝑔𝑛𝑖 + 𝛽𝑖𝑛𝑓 + 𝛾1𝑓𝑑𝑚 + 𝛾2𝑔𝑖𝑛𝑖 + 𝛾3𝑖𝑛𝑡 + 𝜀          (5.3) 
 
Likewise, when the variable of interest changes to ue, the 165 regression equations become the 
following: 
𝑙𝑜𝑠𝑠 = 𝛼 + 𝛿1𝑔𝑑𝑝 + 𝛿2𝑔𝑛𝑖 + 𝛽𝑢𝑒 + 𝛾1𝑖𝑛𝑓 + 𝛾2𝑣𝑎 + 𝛾3𝑝𝑠 + 𝜀 
𝑙𝑜𝑠𝑠 = 𝛼 + 𝛿1𝑔𝑑𝑝 + 𝛿2𝑔𝑛𝑖 + 𝛽𝑢𝑒 + 𝛾1𝑖𝑛𝑓 + 𝛾2𝑣𝑎 + 𝛾3𝑔𝑒 + 𝜀 
𝑙𝑜𝑠𝑠 = 𝛼 + 𝛿1𝑔𝑑𝑝 + 𝛿2𝑔𝑛𝑖 + 𝛽𝑢𝑒 + 𝛾1𝑖𝑛𝑓 + 𝛾2𝑣𝑎 + 𝛾3𝑟𝑞 + 𝜀 
⋮ 
⋮ 
𝑙𝑜𝑠𝑠 = 𝛼 + 𝛿1𝑔𝑑𝑝 + 𝛿2𝑔𝑛𝑖 + 𝛽𝑢𝑒 + 𝛾1𝑓𝑑𝑚 + 𝛾2𝑔𝑖𝑛𝑖 + 𝛾3𝑖𝑛𝑡 + 𝜀            (5.4) 
 
The technique centres around the unique way that EBA affords to assess the values of the 
coefficient on the variable of interest, 𝑄. The procedure for estimating the explanatory power 
of potential determinants under EBA involves testing various combinations of the 𝑍 variables 
                                                                
24 We use the variables that we collected for this study to enable this demonstration; inf is one of the 14 explanatory 
variables. See Table 4.8 for variable descriptions. The free variables are expected to explain the dependent variable 
both theoretically and intuitively. GDP and GNI per capita are chosen because of their pre-established significance 
in explaining the dependent variable in the existing literature. These two variables measure the economy's size 
and the living standards of a country, respectively. In general, a set of three 𝑍 variables is often included in each 
regression model to accommodate one 𝑄 variable. However, it is not clear as to the rationale behind this number 
and whether or not a model will be sensitive to this estimation parameter. This is an issue which we address in the 
robustness testing. 
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included in the regression to find the widest range of 𝛽 coefficients on the variable of interest, 
which standard tests of statistical significance fail to reject. Put differently, for a potential 
determinant to be considered as a genuine explanatory variable under EBA, it must meet the 
following two conditions: (1) 𝛽𝑚𝑖𝑛 and 𝛽𝑚𝑎𝑥 of the variable 𝑄 obtained from all the regression 
models estimated with various combinations of 𝑍 must be of the same sign; and (2) 𝛽𝑚𝑖𝑛 − 2𝜎 
and 𝛽𝑚𝑎𝑥 + 2𝜎 are also of that sign (that is, on the same side of the zero line). 𝛽𝑚𝑖𝑛 and 𝛽𝑚𝑎𝑥 
are the  𝛽 coefficients of the lowest and highest values, and 𝜎 is the standard deviation of 𝛽 for 
𝑗 = 1, … , 𝑚, where 𝑚 is the number of estimated regressions for each variable of interest. 
 
This calculation returns the lower and upper bounds of the 𝛽 coefficients (with 𝛽𝑚𝑖𝑛 − 2𝜎 
being the lower bound, and 𝛽𝑚𝑎𝑥 + 2𝜎 being the upper), which form the foundation to 'pass' 
or 'fail' a potential determinant under EBA. If these extreme values remain significant and of 
the same sign, then one can infer that the variable of interest is robust. If, however, the lower 
bound has a negative value while the upper bound has a positive value, the variable is then 
deemed fragile. 
 
It is worth noting the implications of such estimation criteria. Out of all the regression equations 
estimated, if one identifies a single regression from which the sign of the 𝛽 coefficient is on 
the opposite side of zero to the rest of the population, then the variable is deemed fragile. 
However, with a pool of some 10 variables, with 3 𝑍 variables in each model, one can produce 
hundreds of regressions at a time. As a result, such strict criteria may only produce very few 
variables (or none at all) that are considered robust under EBA, therefore the finding of fragile 
for all variables is almost guaranteed. 
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5.3 Applications of Extreme Bounds Analysis: Previous Studies 
Moosa et al. (2011) use EBA to examine the robustness of firm-specific determinants of the 
capital structure of Chinese firms. The objective of their study is to demonstrate that some firm-
specific factors that are reported as important for capital structure may not be so, and that they 
only appear to be important because of a model specification that contains a particular 
combination of potential explanatory variables. A number of specific factors are found to be 
presumptively explanatory of the capital structure of a company, based on theories including 
the pecking-order theory and the trade-off theory. These potential explanatory variables are: 
firm size, liquidity, profitability, tangibility, growth opportunities, the payout ratio, stock-price 
performance, the age of the firm, and income variability. 
 
A 1-1-3 model configuration (one 𝑋, one 𝑄, and three 𝑍 variables) is used for each regression 
equation in their study. This generates 35 regressions for each of the variables of interest, or a 
total of 245 regressions for all explanatory variables. As they discovered, only three 
determinants of capital structure tend to be robust under EBA. The results show that some of 
the variables that had been thought to be important may not be so, but are only appearing to be 
important because of, perhaps, bias in the reported results. 
 
Another study that involves the technique of EBA is the economic growth study by Sala-i-
Martin (1997), who ran two million regressions—and four million subsequently—under EBA 
in order to estimate the robustness of 62 variables in explaining the rate of economic growth. 
All these variables had been found to be significant in at least one regression in research 
reported in the existing literature on economic growth. The study aims to identify the factors 
that can genuinely explain growth. Unlike capital structure, the theories of economic growth 
are not explicit enough about what variables belong in the true regression. A 3-1-3 model 
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configuration is used for each regression equation in the Sala-i-Martin (1997), study. This 
entailed estimating 30,856 regressions per variable, or a total of nearly two million regressions. 
EBA is performed on the 59 tested variables (excluding the three free variables), and only one 
passes the EBA test. However, the 𝑡 ratios of some of these variables are in fact significant 
almost all of the time (or over 90 percent), while others are significant less than 10 percent or 
even 1 percent of the time. 
 
In another study dealing with the same issue, Sala-i-Martin (1996) estimates four million 
regressions using the same variable set. He examines the robustness of the free variables in 
each regression model, on top of all of the variables of interest. These variables are widely used 
in the literature, and are variables that are somewhat 'robust' in the sense that they seem to 
matter systematically in all regression estimations reported in the earlier literature. However, 
it turns out that none of the free variables tested passes the EBA test (that is, the lower and 
upper bounds of the 𝛽 coefficient are of different signs). They are, therefore, all marked as 
'fragile', despite two variables being statically significant over 95 percent of the regressions, 
based on the 𝑡 ratios, and for one variable 99.98 percent of the regressions. This poses an issue 
on the use of EBA, and we address it later in the chapter. 
 
A study was carried out by Moosa (2009) to identify the determinants of foreign direct 
investment by applying EBA to a cross-sectional sample encompassing data on 18 Middle 
Eastern and North African countries. Although a large number of studies have been conducted 
to identify the determinants of foreign direct investment, no consensus view has emerged—in 
the sense that there is no widely accepted set of explanatory variables that can be identified as 
the true determinants. A total of 10 explanatory variables is collected in the study, out of which 
one is chosen as the free variable. For the remaining variables, each variable of interest is tested 
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for its robustness in sets of three Z variables. In other words, a model configuration of 1-1-3 is 
used producing 35 regression equations for each variable of interest, or a total of 245 
regressions. The initial EBA estimation yields only one robust explanatory variable. However, 
a modified version of EBA which only takes into account regression models with the highest 
60 percent of the 𝑅2  results suggests three additional robust variables. We introduce and 
discuss this modified EBA in the next section of the chapter. 
 
Presently, the most recent study involving EBA is the research of Moosa et al. (2015) on the 
determinants of the status of an international financial centre for 53 countries. Because of data 
limitations, most of the existing studies investigating the determinants of the status of an 
international financial centre are descriptive. Only a few formal empirical studies are 
documented. Moosa et al. identify 24 potential explanatory variables and assess the robustness 
of these variables in a 3-1-2 model configuration under EBA—that is, three free variables, one 
variable of interest, and two 𝑍 variables. This generates a total of 3,990 regression models for 
all variables of interest tested, or 190 regressions per variable. Their results show that only two 
variables out of the 22 tested (after taking out 2 free variables) are robust, according to EBA. 
Further, they argue that a large number of variables that should be robust, at least intuitively, 
turn out to be fragile. They attribute this rather surprising result to the fact that the extreme 
bounds test may be too difficult to pass. As such, further tests are conducted in the study and 
eight variables are identified as robust. 
 
5.4 Variations of Extreme Bounds Analysis 
A problem emerges when reviewing the previous studies that use EBA. As discussed before, 
on numerous occasions EBA has produced fragile variables which are in fact considered 
significant explanatory variables both empirically and theoretically, and these have acquired 
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strong recognition of their explanatory power in the existing literature. This is attributed to the 
overly strict estimation criteria of Leamer’s EBA. 
 
In response to this, Sala-i-Martin (1997) suggests moving away from this extreme test, and 
departing from the 'zero-one' labelling of variables being either robust or fragile. He proposes 
to examine variable robustness on the basis of the entire distribution of the variable coefficients, 
as opposed to examining the two bounds only (namely, the lower and upper bounds). 
According to Sala-i-Martin, in order to determine whether an explanatory variable is robust or 
fragile, one needs to know the entire probability density function of the variable; that is, the 
proportion of all the 𝛽 coefficients collected from the regression estimations that lie on each 
side of the zero-line.25 Intuitively, if 95 percent of the density function of 𝛽1 lies to the left of 
zero and only 65 percent lies to the right for 𝛽2 , it is more likely that variable 1 will be 
correlated with the dependent variable than will variable 2. In this study, we adopt Sala-i-
Martin’s modified EBA, which relies on the cumulative density function (CDF) to explore the 
country characteristics of operational risk. 
 
In addition, we consider other modified EBA-based estimation approaches, such as the 
restricted EBA of Granger and Uhlig (1990) who argue that the extreme outcomes yielded by 
Leamer’s EBA may be attributed to the poor goodness of fit of the model. Unlike Leamer’s 
traditional EBA which factors every single regression equation generated from the estimation 
into the calculation of the distance between the two extreme bounds, Granger and Uhlig employ 
                                                                
25 Zero divides the area under the density into two. The majority of the density function for the estimates of the 
variable’s coefficient lie to the left of the zero-line; this implies that the variable is likely to be negatively 
correlated with the dependent variable. This holds true for the reverse. In what follows, the larger of the two areas 
will be called CDF(0), regardless of whether this is the area above or below zero. 
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only those that are of good model quality—that is a higher degree of goodness of fit.26 Based 
on their argument, a restriction is imposed on the level of goodness of fit for a model to be 
considered part of the EBA, and the models with lower 𝑅2  will be excluded from the 
estimation. The critical level of 𝑅2 at which a model is considered part of the estimation is 
calculated as follows: 
 
𝑅𝛿
2 = (1 − 𝛿)𝑅𝑚𝑎𝑥
2 + 𝛿𝑅𝑚𝑖𝑛
2                                                   (5.5) 
 
where 0< 𝛿<1. This model restriction filters out potentially unreliable models in the analysis, 
hence strengthening the quality of the estimation and reducing the chance of making unreliable 
inferences. 
 
In this chapter, we review the technique of extreme bounds analysis and discuss the benefits of 
using such technique over the conventional cross-sectional regression analysis in estimating 
regression equations. We also present some of the variations of the technique and how these 
variations may help us in obtaining reliable results. In the next chapter, we present and discuss 
the estimation results obtained using these approaches. 
  
                                                                
26 In their study, Granger and Uhlig (1990) measure the goodness of fit using 𝑅2. They argue that although 𝑅2 is 
not necessarily an ideal measure of the quality of a model, it is possibly a relevant statistic that somewhat reflects 
the health of a model. 
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CHAPTER 6 
DATA AND RESULTS 
 
6.1 Descriptive Statistics 
In this chapter, we first review the descriptive statistics of the operational losses and the 
potential determinants. These are presented in Figures 6.1 and 6.2 and Tables 6.1 and 6.2. 
Figure 6.1 shows the mean value and the standard deviation of the losses across the five event 
types included in the analysis. Figure 6.2 presents the number of these losses across event types 
by year.27 
 
Although the most common loss-event type in the sample is clients, products, and business 
practices, the highest average severity of losses belongs to internal fraud, with a value of over 
USD150 million, compared to CPBP’s USD97 million, which is the second highest among the 
five event types (see Table 4.4 and Table 4.5 for a detailed breakdown of the losses by event 
type). It is worth noting that the standard deviations of the losses within each event category 
are significantly higher than their respective mean values. This is believed to be driven, 
predominately, by the fact that operational risk is extremely diverse and its losses can range 
from under USD1000 due to domestic issues such as temporary power outage and broken 
windows, to causes that are catastrophic and cost potentially billions of dollars (for example, 
in the cases of Société Générale’s fraud in 2008; and the 2012 natural disaster Hurricane 
Sandy). 
  
                                                                
27 See Chapter 4 for a discussion on these event types and the reasoning of the selection. 
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Figure 6.1: Mean value and standard deviations of operational losses by event type 
 
 
Figure 6.2: Number of operational losses by event type during the sample period 
 
 
In terms of loss numbers, Figure 6.2 shows that, on average, around 200 events are recorded 
per year in all five event categories over the sample period, with the exception of the year 2008 
in which our loss-data collection terminates. The lowest loss number was found in 1998, while 
the highest occurred in 2006. This can be found in Table 6.1. Although there are only around 
30 losses recorded in 2008, the average loss severity of the year was more than double that of 
the second highest in 2006. This strengthens our argument on the importance of the size of 
individual operational-loss events. 
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Table 6.1: Number of operational losses by year 
Year Number of events Mean* 
Standard 
deviation* Total loss* 
1998 165 66 351 10,925 
1999 176 43 154 7,510 
2000 201 99 332 19,851 
2001 186 76 292 14,165 
2002 222 117 374 26,004 
2003 205 143 807 29,229 
2004 312 107 570 33,413 
2005 304 122 448 37,061 
2006 374 75 420 28,212 
2007 318 87 376 27,665 
2008 33 293 1,264 9,684 
*Values are in USD millions. 
 
Table 6.2: Descriptive statistics of the explanatory variables 
Variable Mean Standard deviation Minimum Maximum 
gdp# 27.04 1.16 25.20 30.11 
gni# 9.43 1.21 6.46 10.86 
ue 7.5% 4.8% 3.1% 26.6% 
inf 4.90 5.18 -1.18 23.72 
va 0.77 0.80 -1.52 1.60 
ps 0.32 0.87 -1.94 1.30 
ge 1.08 0.84 -0.48 2.12 
rq 0.93 0.75 -0.46 1.91 
rl 0.86 0.96 -0.94 1.91 
cc 0.99 1.06 -0.87 2.35 
hdi 0.85 0.10 0.57 0.95 
gini 38.17 9.25 24.90 58.50 
fdm 67.38 8.97 51.33 87.72 
int 36.51 21.33 1.85 68.20 
#Data are transformed into natural logarithms. 
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By their nature, operational-loss distributions are widely recognised as being heavy-tailed. A 
company’s total losses in a year can often be ascribed to just a handful of large events. This 
highlights the potential impact of those catastrophic loss events on the essential survival of 
company’s business operations. In addition to operational-loss data, we collect macroeconomic 
variables, regulatory indicators as well as social and other factors to facilitate this study. Table 
6.2 reports the descriptive statistics of these variables used in the study’s empirical analysis 
(see Chapter 4 for the definition and composition of these variables). 
 
6.2 Cross-Sectional Regression 
As discussed in Chapter 5, we employ the technique of extreme bounds analysis (EBA) as our 
estimation approach to overcome the potential problem that comes inherently with cross-
sectional regression. In this section, we purposely fit our data in a conventional cross-sectional 
regression model and present the results. 28  The purpose of doing so is to highlight the 
differences in the results that we could get by using different methods, and hence illustrate a 
clear contrast for the reliability of these models. 
 
Table 6.3 reports the estimation results of the cross-sectional regression analyses. At a glance, 
the majority of the variables are related, with the severity of operational losses in the direction 
expected originally, with a few exceptions in counter-intuitive observations. For instance, 
while three governance indicators revealed an inverse relationship with operational-loss 
severity—which was intuitive and logical—the other three, however, are found be positively 
related to operational risk. These variables are political stability; government effectiveness; and 
rule of law. Based on the definition of these variables, it suggests that, perhaps counter-
                                                                
28 We fit the data in a cross-sectional regression framework, as opposed time-series for example, because the 
variables that we use in the study are relatively stable over time. 
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intuitively, the size of operational losses increase as the quality of a nation’s governance system 
improves. 
 
Table 6.3: Estimation results of cross-sectional regression 
Variable 𝜶𝟏 (Eq. 5.1) 𝒕-statistic 𝒑-value 
GDP 0.735 2.591 0.02 
GNI per capita 1.310 1.182 0.25 
Unemployment rate 0.021 0.318 0.75 
Inflation 0.238 2.857 0.01 
Voice and accountability -1.140 -1.526 0.14 
Political stability 1.478 2.060 0.05 
Government effectiveness 1.771 0.980 0.34 
Regulatory quality -2.185 -1.379 0.18 
Rule of law 1.659 0.730 0.47 
Control of corruption -0.613 -0.431 0.67 
Human development index -11.75 -1.200 0.24 
GINI coefficient 0.040 0.607 0.55 
Economic freedom -0.008 -0.115 0.90 
Internet usage -0.028 -0.728 0.47 
 
In addition, Internet usage exhibits an unexpected relationship with operational-loss size. The 
inverse relationship is interpreted as the following: as more people gain access to the global 
Internet network, the average size of operational losses will decrease. However, this is quite 
the opposite to what we discussed initially. We argue that Internet usage is likely to be 
positively related to operational losses (in size), as it would be easier and less costly to execute 
transactions with computers and Internet networks, while at the same time making it harder to 
identify potential threats (for example internal fraud and cyber attack) during business 
operations. Despite the rather unexpected result, we believe that a reasonable explanation may 
be given for the inverse relationship: better access to the Internet may represent a higher level 
of information transparency, hence the size of operational losses may decrease, potentially, 
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when companies are operating under greater public scrutiny. This is especially true in the loss 
events of internal fraud. 
 
In terms of variables' statistical significance, it seems that only two of the 14 hypothesised 
determinants present a significant relationship with operational losses. These variables are 
GDP and Inflation, both of which belong in the category of macroeconomic factors. Upon 
further investigation, the 𝑝-value of the 𝐹-statistics is over 0.11, suggesting that the model in 
fact does not possess any power in explaining the behaviour of the size of operational loss at 
all. This may suggest that there is very little to be learned in this study. However, we argue that 
the cause of such results may in fact come from within the cross-sectional regression modelling 
and how the equations are structured under this approach. 
 
To verify this belief, we modify and compare various cross-sectional regression equations that 
contain different combinations of explanatory variables and then compare the results of these 
equations. This verifying process was initially proposed and carried out by Moosa (2012) to 
illustrate the danger when using cross-sectional regression in a manipulative manner. We 
follow his approach and demonstrate the possibility of obtaining biased estimation results by 
gradually adding or subtracting variables in the equation. The results are shown in Appendix 
A. 
 
We begin with a model in which GDP is the only explanatory variable and then add one 
variable at a time to construct a new model until all 14 explanatory variables are included. 
Similarly to Moosa, we find that the explanatory power of the variables in some models indeed 
alters when put into certain variable combinations. We also realise that, in fact, a model such 
as D15 could have been the 'optimal' model for reporting—as it produces a significant GDP 
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and inflation rate along with two governance factors—if one chose to report the estimation 
results from a biased position. This side investigation strengthens our belief in the potential 
issue associated with cross-sectional regression modelling and the rationale behind the use of 
EBA for variable-robustness testing. We now proceed to present the estimation results obtained 
using traditional EBA, as well as its variants. 
 
6.3 Extreme Bounds Analysis 
Traditional Extreme Bounds Analysis 
Table 6.4 outlines the estimation results of the Leamer (1985) EBA. We report the minimum 
and maximum 𝛽 coefficients for each explanatory variable, along with their corresponding 𝑡 
values. These estimates are collected from the 165 regressions analysed for each variable. 
 
Inflation rate remains, consistently, a robust explanatory variable of operational-loss severity, 
as the upper and lower bounds of the 𝛽 coefficients reside on the same side of zero. This is true 
with respect to one of the six governance indicators, voice and accountability, which reflect the 
perceptions of a country’s citizens regarding their ability in selecting their ruling party, and 
their freedom of speech. It is also true with the human development index, which essentially 
summarises the average standard of the general quality of life of the people of a particular 
country. However, other than these three determinants, none of the remaining nine variables 
passes the extreme bounds test, thus suggesting that the variables have little or no connection 
to operational-loss size. 
 
In terms of statistical significance, while inflation rate is regarded as statistically significant in 
62 out of the 165 regressions estimated, only 18 regression equations contain a significant voice 
and accountability result and only two for the human development index. This raises concerns 
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over the Leamer (1985) traditional EBA in determining the robustness of potential 
determinants and, consequently, leads us to further examinations, including the estimation of 
the Sala-i-Martin (1997) modified EBA and the overall model-sensitivity analysis. 
 
 Table 6.4: Results of traditional extreme bounds analysis 
Variable 
of 
interest 
𝑄 
βmin 𝑡-stats βmax 𝑡-stats βmin-2SD βmax+2SD 
Percentage 
of 
significant 𝑄 
at the 95% 
level of 
confidence 
ue -0.050 -0.745 0.054 0.824 -0.099 0.102 0.0 
inf 0.076 1.089 0.225 2.981 0.003 0.298 37.6 
va -1.156 -2.373 -0.359 -0.514 -1.466 -0.049 10.9 
ps 0.152 0.224 1.579 2.429 -0.566 2.297 9.7 
ge -0.794 -0.951 3.122 2.530 -2.755 5.084 6.1 
rq -2.880 -2.412 0.172 0.153 -4.094 1.386 10.3 
rl -2.876 -2.203 1.451 1.551 -4.771 3.346 2.4 
cc -1.839 -1.930 1.246 1.244 -3.370 2.777 0.0 
hdi -18.746 -2.231 -10.256 -1.024 -22.248 -6.754 1.2 
gini -0.045 -1.133 0.049 1.106 -0.088 0.092 0.0 
fdm -0.102 -1.647 0.009 0.148 -0.148 0.056 0.0 
int -0.038 -1.291 0.009 0.272 -0.059 0.030 0.0 
Note: 165 OLS regressions are estimated for each variable of interest under the EBA setting. 
The statistical significance of the explanatory variable within each individual regression is 
characterised as the percentage of all estimated regressions for that particular variable (that 
is, 165 regressions). 
 
Sala-i-Martin (1997) Modified EBA: Cumulative Density Function 
The Leamer (1985) EBA dictates that a variable is regarded as a robust explanatory variable of 
the dependent variable when the two bounds of the 𝛽 coefficients are on the same side of the 
zero line. However, Sala-i-Martin (1997) argues that the Leamer (1985) test may be in fact too 
extreme. He suggests that it is sensible to depart from this test and the classification of either 
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robust or fragile. Instead, he focuses on the overall distribution of all the 𝛽 coefficients and 
assigns some level of confidence to each of the variables. This involves examining the fraction 
of the density function lying on each side of zero (see Chapter 5 for a detailed discussion). 
Table 6.5 outlines the estimation results of this analysis. 
 
 Table 6.5: Estimations of Sala-i-Martin’s CDF-based EBA 
 (i) (ii) (iii) 
Variable of interest 𝑄 𝛽 SD CDF(0) 
Inflation 1.774 0.456 100.0% 
Political stability 1.193 0.500 100.0% 
Voice and accountability -1.574 0.333 99.4% 
Human development index -1.512 0.215 99.4% 
Regulatory quality -1.293 0.482 99.4% 
Economic freedom -0.042 0.023 94.5% 
Internet usage -0.425 0.319 91.5% 
Government effectiveness 1.064 0.715 89.1% 
Rule of law -0.447 0.828 67.9% 
Control of corruption -0.291 0.747 62.4% 
Unemployment rate -0.079 0.377 61.8% 
GINI coefficient -0.065 0.493 55.2% 
Note: Estimated mean values of the 𝛽 coefficients for each variable of interest are reported in 
Column (i); Column (ii) reports the standard deviation of the 𝛽 distribution and Column (iii) 
presents the cumulative density function (CDF) for each explanatory variable. The confidence 
level is set at 95 percent. The table is sorted by descending CDF value. 
 
At the 95 percent level of confidence, five explanatory variables are considered robust out of 
the 12 tested. This includes the three variables that initially pass the Leamer (1985) extreme 
bounds test as robust determinants of operational-loss size. These variables are inflation rate, 
the governance factor of voice and accountability, and the human development index. It is 
worth noting that the two newly identified robust variables, which were categorised previously 
as fragile under the traditional EBA, are both governance factors (political stability and 
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regulatory quality) highlighting the potential connection between the quality of a country’s 
governance system and its potential exposure to greater operational risk. 
 
The Granger and Uhlig (1990) Restricted EBA 
Apart from the Sala-i-Martin (1997) CDF-based EBA, we also consider the Granger and Uhlig 
(1990) restricted EBA for further testing. Table 6.6 summarises the estimation results of this 
approach. Restricted EBA conditions the regression equations that are included in the 
calculation process with a constraint on the model's quality. The goodness of fit (or 𝑅2) of the 
model is used as a proxy to determine whether a model is fit enough to be considered. The 
critical value is derived from Equation 5.5 and this works out to be the top 60 percent of the 
regression equations in our study (out of the 165 estimated for each variable). In other words, 
only the top 60 percent of the equations with the highest value of goodness of fit are included 
in the estimation.29 
 
Based on the re-estimated results, no material changes are found compared to Leamer’s EBA, 
although there is a slight improvement in the statistical significance of the majority of the 
variables. This is measured by the percentage of the significant variable of interest in all 
regression equations estimated. We believe that this consistent improvement is attributable to 
the introduction of the model constraint. Regarding the Sala-i-Martin EBA results, it is evident 
that in addition to the five variables that were identified as robust previously, the governance 
factor of government effectiveness has now made the 95 percent confidence-level threshold 
and, hence, is deemed a robust determinant of operational-loss size. 
 
 
                                                                
29 We estimated with the top 80 percent of the regressions; the results are qualitatively similar to those obtained 
from the top 60 percent of the regressions. 
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Table 6.6: Results of restricted EBA 
Variable 
of 
interest 
𝑄 
βmin 
𝑡-
statistic 
βmax 
𝑡-
statistic 
βmin 
-2SD 
βmax 
+2SD 
Percentage of 
significant 𝑄 at 
95% level of 
confidence 
CDF(0) 
ue -0.050 -0.745 0.054 0.824 -0.103 0.106 0.0 51.0% 
inf 0.085 1.244 0.225 2.981 0.018 0.292 65.6 100.0% 
va -1.156 -2.373 -0.429 -0.650 -1.454 -0.132 20.0 99.0% 
ps 0.356 0.567 1.579 2.429 -0.399 2.334 17.8 100.0% 
ge -0.495 -0.660 3.122 2.530 -2.295 4.922 11.1 95.9% 
rq -2.880 -2.412 0.172 0.153 -4.215 1.507 17.8 98.0% 
rl -2.876 -2.203 1.451 1.551 -5.102 3.677 4.4 65.3% 
cc -1.836 -1.930 1.246 1.244 -3.442 2.852 0.0 60.2% 
hdi -18.746 -2.231 -10.256 -1.035 -22.595 -6.407 2.2 99.0% 
gini -0.045 -1.133 0.047 1.106 -0.090 0.092 0.0 57.1% 
fdm -0.098 -1.647 0.009 0.148 -0.148 0.058 0.0 91.8% 
int -0.038 -1.291 0.009 0.272 -0.061 0.032 0.0 85.7% 
Note: Only the top 60 percent of the models with the highest 𝑅2 are included in the estimation. Sala-i-
Martin’s CDF(0) are re-estimated for each variable of interest for any potential changes. 
 
Estimations of the Free Variables 
When we constructed our model in Chapter 5 under EBA (see Equations 5.3 and 5.4 for an 
example), we included two free variables in each regression model to test the robustness of the 
variable of interest. The use of free variables is justified on the basis that they are either 
supported by theory, and therefore likely to belong in the true model, or have been studied 
extensively and gathered a consensus acceptance from previous research studies in relation to 
operational risk. 
 
Tables 6.7 and 6.8 report the estimates of these variables using Leamer’s EBA. Recall that the 
two free variables are GDP and GNI per capita, measuring the size of a country’s economy and 
its standard of living, respectively. This analysis aims to: (i) justify that these variables are 
genuine robust determinants of operational-loss severity; and (ii) see how well our estimates 
coincide with existing literature. 
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Table 6.7: The robustness of GDP using Leamer’s EBA* 
Free 
variable 𝑋 
βmin 𝑡-stats βmax 𝑡-stats 
βmin-
2SD 
βmax+2SD 
Percentage 
of 
significant 
𝑄 at 95% 
level of 
confidence 
GDP (ue) 0.291 1.100 0.827 3.300 0.085 1.033 25.5 
GDP (inf) 0.391 1.666 0.923 3.745 0.170 1.143 66.1 
GDP (va) 0.310 1.296 0.796 3.300 0.113 0.993 31.5 
GDP (ps) 0.360 1.371 0.923 3.745 0.110 1.173 41.2 
GDP(ge) 0.333 1.258 0.923 3.745 0.105 1.151 46.1 
GDP (rq) 0.312 1.258 0.745 3.107 0.137 0.919 26.1 
GDP (rl) 0.316 1.244 0.923 3.745 0.108 1.131 34.5 
GDP (cc) 0.291 1.100 0.721 2.919 0.112 0.900 19.4 
GDP (hdi) 0.291 1.100 0.750 3.300 0.100 0.941 21.2 
GDP (gini) 0.308 1.150 0.841 3.038 0.110 1.038 22.4 
GDP (fdm) 0.291 1.100 0.728 2.722 0.115 0.904 14.5 
GDP (int) 0.312 1.193 0.835 3.278 0.117 1.030 24.2 
*Unlike variables of interest 𝑄 , free variables appear in all of the regression equations 
estimated for each variable of interest. Therefore, to examine the robustness of such a 
variable, one needs to extract the estimates from the regressions estimated, not just for one, 
but for all variables of interest, and in the case of this study it is 12 𝑄 variables, or 1980 
regression estimations in total. 
 
According to the extreme bounds test, GDP is robust across all 12 𝑄 variables, although the 
variable is not statically significant in some of the equations estimated. However, the results 
obtained on GNI per capita are quite the opposite. Based on the estimates, GNI per capita 
passes the extreme bounds test only when included as a free variable in the estimation of the 
human development index. 
 
This leads us to conclude the following: despite the evidence presented in the existing literature, 
the connection between the size of operational loss and the living standard of a country may be 
somewhat loose as far as Leamer’s EBA is concerned. However, the GDP level of a country, 
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which we use to proxy for a country’s economy's size, is justified as a robust determinant of 
operational-loss severity. This is consistent with the existing literature. 
 
 Table 6.8: The robustness of GNI per capita using Leamer’s EBA 
Free 
variable 𝑋 
βmin 𝑡-stats βmax 𝑡-stats 
βmin-
2SD 
βmax+2SD 
Percentage 
of 
significant 
𝑄 at 95% 
level of 
confidence 
GNI (ue) -0.533 -0.979 2.233 2.442 -1.813 3.513 7.3 
GNI (inf) -0.717 -1.437 2.231 2.606 -2.056 3.570 6.7 
GNI (va) -0.233 -0.455 2.233 2.606 -1.600 3.599 14.5 
GNI (ps) -0.717 -1.437 1.950 2.128 -1.920 3.154 1.2 
GNI (ge) -0.717 -1.437 2.061 2.006 -1.905 3.249 0.6 
GNI (rq) -0.254 -0.511 2.233 2.495 -1.473 3.452 8.5 
GNI (rl) -0.717 -1.437 2.208 2.428 -1.998 3.489 4.8 
GNI (cc) -0.436 -0.877 2.107 2.249 -1.685 3.356 4.2 
GNI (hdi) 0.745 0.790 2.233 2.606 0.062 2.917 23.0 
GNI (gini) -0.525 -0.977 2.227 2.553 -1.761 3.462 6.1 
GNI (fdm) -0.396 -0.742 2.231 2.606 -1.594 3.429 6.7 
GNI (int) -0.292 -0.542 2.198 2.349 -1.437 3.342 4.2 
 
6.4 Robustness Test and Model Sensitivity Analysis 
Subsample Test 
To test the robustness of our estimations, we check whether the results reported in the preceding 
sections are stable when the models are estimated by using only certain subsets of the full 
sample. This is to ensure that the results are not biased towards a certain loss type or country 
group. It is accepted that operational losses are heavily skewed, in that some losses can be of 
quite low frequency yet significantly high severity. Therefore, it is necessary to examine 
closely how a USD1000 loss, for example, is differently related to the same macroeconomic 
factors as, say, a USD1 billion loss. 
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To proceed, we first compare various subsamples of losses and examine any differences that 
there may be. Table 6.9 presents a list of subsamples that are bound by different loss values. 
For instance, the subsample with a minimum of USD1 billion accounts for less than 2 percent 
of the total number of losses (or 43 of the 2496 events) but over 50 percent of the total losses 
in value (that is, USD126 billion). In addition, the subsample with a minimum of USD100 
million contains only 10 percent of the losses, but the value of these losses amounts to a 
staggering USD213 billion. This accounts for nearly 90 percent of the entire loss value of the 
full sample. By contrast, more than 86 percent of the losses fall under the subsample with a 
maximum of USD100 million, but they only account for a mere 11 percent of the total 
magnitude. This highlights not only the challenging aspects of assessing and modelling 
operational risk, but the importance of understanding the severity of operational losses as well. 
 
 Table 6.9: Comparison of various subsamples 
  Full 
sample 
10k-
100m 
(excl.) 
1m-
100m 
(excl.) 
10k-1b 
(excl.) 
100m+ 1b+ 
% of total losses 100 86.3 62.2 98.2 13.7 1.8 
% of USD sum 100 11.4 11.3 48.3 88.6 51.7 
No. of losses 2496 2153 1553 2450 343 46 
Mean 97.6 12.9 17.8 48 629.4 2739.3 
Median 5.5 3.5 8 5.1 275 2110 
SE 9.4 0.4 0.6 2.4 61.4 305.9 
Min. 0.01 0.01 1.0 0.01 100 1000 
Max. 10100 98.5 98.5 950 10100 10100 
Sum 243720 27824 27615 117710 215896 126010 
Note: Loss values are in USD millions unless specified otherwise. 
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Table 6.10: Results of the robustness test using losses up to USD1 billion 
Variable 
of 
interest 
𝑄 
βmin 𝑡-stats βmax 𝑡-stats 
βmin 
-2SD 
βmax 
+2SD 
βmin 
-1SD 
βmax 
+1SD 
Percentage 
of 
significant 
𝑄 at 95% 
level of 
confidence 
ue -0.041 -0.818 0.044 0.901 -0.083 0.086 -0.062 0.065 0.0 
inf 0.042 0.634 0.152 2.485 -0.016 0.211 0.013 0.181 6.1 
va -0.928 -2.353 -0.045 -0.079 -1.234 0.260 -1.081 0.108 6.7 
ps 0.247 0.477 1.325 2.361 -0.257 1.830 -0.005 1.577 4.2 
ge -0.684 -1.033 2.661 2.183 -2.424 4.400 -1.554 3.530 1.8 
rq -2.433 -2.232 -0.144 -0.195 -3.427 0.850 -2.930 0.353 2.4 
rl -2.473 -2.337 0.848 0.759 -4.014 2.388 -3.243 1.618 5.5 
cc -1.269 -1.619 1.213 1.063 -2.511 2.455 -1.890 1.834 0.0 
hdi -21.84 -3.20 -15.74 -1.91 -24.45 -13.13 -23.15 -14.44 99.4 
gini -0.052 -1.186 0.049 1.391 -0.084 0.081 -0.068 0.065 0.0 
fdm -0.029 -0.546 0.066 1.338 -0.073 0.110 -0.051 0.088 0.0 
int -0.030 -1.128 0.015 0.523 -0.048 0.033 -0.039 0.024 0.0 
 
Table 6.10 presents the results of the robustness test for the subsample with losses up to USD1 
billion; Table 6.11 shows the results for the subsample of up to USD100 million losses. In 
general, we find the results are broadly consistent, with a few exceptions. For example while 
the inflation rate is considered robust under EBA in the former subsample, it is fragile 
according to the results collected from the latter subsample. Despite the discrepancy, the human 
development index passes the extreme-bounds test in both subsamples. In addition, the 
percentage of all of the regressions containing a significant variable of interest—in this case, 
the human development index—increases substantially in the first subsample. However, this 
measure drops to 17 percent in the estimation using the second subsample, with a lower loss 
maximum, implying that smaller losses may respond differently to this factor from the 
catastrophic ones. 
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Contrary to the EBA estimates using the full sample, the governance factor voice and 
accountability is no longer robust in either of the robustness tests. This holds true even after 
we estimated the extreme bounds using only 1 standard deviation for the variable, as Leamer’s 
extreme bounds test can sometimes be overly rigorous. However, inflation rate seems to pass 
the test using 1 standard deviation in both robustness checks.30 All in all, the test results on the 
subsamples largely appear to confirm our findings when the full sample is used, despite the 
few exceptions. We believe that this is likely to be driven by the extreme asymmetry of 
operational losses, which often gives rise to increasing difficulties in modelling operational 
risk. 
 
Table 6.11: Results of the robustness test using losses up to USD100 million 
Variable 
of 
interest 
𝑄 
βmin 𝑡-stats βmax 𝑡-stats 
βmin 
-2SD 
βmax 
+2SD 
βmin 
-1SD 
βmax 
+1SD 
Percentage 
of 
significant 
𝑄 at 95% 
level of 
confidence 
ue 0.005 0.129 0.050 1.5988 -0.015 0.071 -0.005 0.060 0.0 
inf 0.058 1.2923 0.128 3.1216 0.020 0.165 0.039 0.147 35.2 
va -0.303 -0.9617 0.438 1.1158 -0.555 0.691 -0.429 0.564 0.0 
ps 0.107 0.2837 0.866 2.2547 -0.314 1.288 -0.104 1.077 11.5 
ge -0.634 -1.3964 1.379 1.6162 -1.556 2.301 -1.095 1.840 0.0 
rq -1.114 -1.8613 -0.092 -0.182 -1.607 0.400 -1.360 0.154 0.0 
rl -1.822 -2.0134 0.519 0.8323 -2.668 1.365 -2.245 0.942 1.2 
cc -0.491 -1.4996 0.814 1.2368 -1.176 1.499 -0.834 1.157 0.0 
hdi -11.48 -2.338 -7.900 -1.340 -12.95 -6.435 -12.22 -7.167 17.0 
gini -0.021 -0.6739 0.029 1.1926 -0.043 0.051 -0.032 0.040 0.0 
fdm -0.039 -1.3431 0.012 0.3451 -0.061 0.035 -0.050 0.023 0.0 
int -0.031 -1.9007 -0.005 -0.252 -0.042 0.005 -0.036 0.000 0.0 
 
 
 
                                                                
30 Note that the latter robustness test using a sample of a smaller maximum loss value also passes the variable with 
2 standard deviations. 
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Model Sensitivity: Number of 𝑍 Variables 
The other aspect of our empirical analysis for which we check the robustness is the number of 
𝑍 variables used in each regression equation. As discussed before, each variable of interest is 
paired with a combination of three 𝑍 variables in each regression equation in order to test its 
robustness. However, the rationale behind choosing that number was not made clear at the time, 
and therefore further justification may be needed.31 In this section, we analyse the model 
sensitivity to the change in this estimation parameter. For the purpose of this analysis, we stress 
test this number to the extreme in order to test the underlying stability of our results.32 Table 
6.12 summarises the results using both the Leamer EBA and the Sala-i-Martin CDF-based 
EBA. 
 
Overall, the results obtained are fairly consistent with our original estimates when each variable 
of interest is estimated in combination with only three 𝑍 variables in a regression model; some 
deviations do occur. For instance while the governance factor of voice and accountability was 
regarded as robust under the traditional EBA in the original estimation, the variable fails to 
pass the robustness check where two more variables are added to each regression model. 
However, both inflation rate and human development index pass the extreme bounds test. 
Further, the regulator factor of government effectiveness and the Internet-usage rate pass the 
robustness check under CDF at the 95 percent level of significance, despite the previous results 
which suggested otherwise. Nonetheless, inflation rate, human development index, as well as 
the three governance factors, voice accountability, political stability, and regulatory quality all 
stay robust during the process of our robustness testing. 
                                                                
31 To the best of our knowledge, no research has yet provided justifiable evidence as to what this number should 
be. We chose three 𝑥 variables in our regression model mainly based on casual observation of the past studies 
and, perhaps, for simplicity as well. 
32  Namely, five 𝑍  variables in each regression equation. This produces the highest number of variable 
combinations and, hence, the highest number of regressions. 
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 Table 6.12: Estimations of the model sensitivity analysis 
Variable 
of interest 
𝑄 
βmin 𝑡-stats βmax 𝑡-stats 
βmin 
-2SD 
βmax 
+2SD 
Percentage of 
significant 𝑄 
at 95% level 
of confidence 
CDF(0) 
(%) 
ue -0.054 -0.740 0.080 1.328 -0.109 0.134 0.0 51.3 
inf 0.080 1.052 0.233 3.084 0.007 0.306 52.6 100.0 
va -1.445 -2.511 -0.276 -0.380 -1.865 0.144 18.8 99.8 
ps 0.415 0.564 1.646 2.446 -0.347 2.408 24.2 100.0 
ge -0.555 -0.610 3.485 2.720 -2.205 5.135 14.9 98.7 
rq -2.914 -2.720 0.181 0.153 -4.016 1.283 5.0 98.7 
rl -2.775 -2.094 3.263 2.184 -5.128 5.616 2.6 61.7 
cc -2.084 -2.072 1.582 1.383 -3.570 3.068 0.4 54.8 
hdi -19.083 -2.257 -8.820 -0.892 -23.364 -4.539 5.4 99.8 
gini -0.046 -1.055 0.085 1.659 -0.095 0.135 0.0 59.3 
fdm -0.100 -1.805 0.038 0.718 -0.155 0.093 0.0 89.2 
int -0.052 -1.835 0.009 0.325 -0.073 0.031 0.0 96.5 
 
6.5 Results Summary 
Table 6.13 summarises all the results obtained from the estimations carried out in this section. 
As discussed before, we begin our empirical analysis using a conventional cross-sectional 
regression model which produces only two significant determinants. They are GDP and 
inflation rate. However, this outcome was quickly overturned when we employed Leamer’s 
EBA in the estimation. This change of approach identifies four robust determinants of 
operational-loss size, including the two that are found significant under the traditional cross-
sectional regression. We then employ the Sala-i-Martin CDF-based EBA as an alternative to 
Leamer’s EBA. As a result, we discover one additional robust variable—the governance factors 
of political stability. 
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 Table 6.13: Results summary (robustness tests included) 
Methods of          
estimation 
 
 
 
Explanatory 
variables 
Traditional 
cross-sectional 
regression 
Leamer EBA 
Sala-i-Martin 
EBA 
Granger and Uhlig's 
restricted EBA 
Robustness test 
– subsamples 
Robustness test: 
no. of 𝒁 variables 
Leamer 
EBA 
Sala-i-Martin 
EBA 
Leamer EBA 
Leamer 
EBA 
Sala-i-Martin 
EBA 
gdp X X          
gni              
ue              
inf X X X X X X X X 
va   X X X X    X 
ps     X  X    X 
ge        X    X 
rq     X  X    X 
rl              
cc                 
hdi   X X  X X X X 
gini              
fdm                 
int               X 
Note: If an explanatory variable is determined as statistically significant, or robust if the EBA-based approach is used in the estimation, then it 
is marked with an X in the table. 
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In addition, we use the restricted EBA of Granger and Uhlig (1990) who argue that only good-
quality estimates should be used in EBA. This is done by restricting the quantity of regression 
equations that can be included as part of the analysis. Once this model restriction is applied, 
we re-estimate based on the traditional EBA, as well as on the Sala-i-Martin EBA. While the 
latter method reveals no difference to the previous estimation, the former approach no longer 
recognises human development index as a robust explanatory variable of operational-loss 
severity. 
 
The empirical analysis in this study is concluded with two robustness checks targeting two 
specific aspects of the estimation: (i) the consistency of the results across various subsample 
sets comprising different losses; and (ii) the model sensitivity to the total number of 
explanatory variables allowed in a model. While both tests pass the determinants inflation rate 
and human development index as robust determinants under Leamer’s EBA, the robustness test 
pertaining to the model sensitivity analysis identifies seven robust explanatory variables under 
Sala-i-Martin’s EBA. Based on these findings, we therefore conclude: generally speaking, 
Sala-i-Martin’s EBA tends to identify more robust determinants than the traditional EBA 
proposed originally by Leamer. However, this does not equate to suggesting that one approach 
outperforms the other. The two methods are fundamentally different in terms of how they 
calculate the estimation results, even although they all operate on the basis of EBA. 
 
6.6 Conclusion 
In this chapter, we attempt to create a global profile for operational risk by aggregating losses 
that resulted from all kinds of causes.33 We then use this profile to explore the country aspect 
                                                                
33 Despite the fact that we use loss aggregation in this study in an attempt to capture the country aspect of 
operational risk, we do however exclude those less-than-relevant losses from our data sample. These losses are 
characterised by loss-event types according to the Basel Committee: (1) damage to physical assets; (2) business 
disruption and system failures; and (3) other non-BIS events. 
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of the risk in the light of the macroeconomic, regulatory, and social landscapes in which 
companies operate around the world. In order to carry out the empirical analysis in a rigorous 
manner, we develop our model extensively using EBA and its several variants. 
 
The objective of the study is to understand the possibility and degree to which the severity of 
operational losses is driven by a country’s own legal system and business environment. This 
may help regulators to validate existing areas and to identify new areas of regulation that are 
useful for classifying countries where companies encounter operational losses of a relatively 
higher magnitude. This may help risk managers to understand and expose the potential flaw, 
in practice, when underestimating or simply assuming away the existing linkage among 
seemingly unrelated loss incidents. 
 
We now summarise and present the results of this chapter in terms of our explanatory variables. 
However, before reviewing, we must declare that it is not our intention to warrant inference to 
any causal relationship between the country-level indicators that we estimate in this study and 
the magnitude of operational losses. In fact, the idea behind this study is to characterise broadly 
those systematic factors shared by countries in which companies tend to experience larger or 
smaller loss sizes. One needs to be cautious when interpreting the variable relationships. For 
instance is the aim of tougher regulation to deter risk, thereby reducing loss sizes, or to impose 
harsher penalties for misconduct, thereby increasing loss sizes? Similarly, is it because of the 
rising loss sizes that new (and stronger) regulations were brought into place, or because of the 
presence or absence of the regulations, and more severe operational losses occurred as a result? 
With these questions in mind, we begin the discussion of our results. 
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GDP is found to have a strong positive relationship with operational-loss severity in the early 
estimations using the conventional cross-sectional regression. It is also found to be a robust 
determinant of operational-loss size under EBA. This finding is consistent with the existing 
studies in which GDP is often used to build a connection between a country’s economy's size 
and operational risk. Unlike GDP, GNI per capita as well as unemployment rate show little 
sign of linkage to the severity of operational losses, and this is despite the evidence in previous 
research. In contrast, inflation rate is found to be significantly related to operational-loss 
severity across all the estimations that we conduct using various estimation approaches. This 
highlights the potential impact of a rising cost of living on a country’s overall exposure to 
operational risk, and the importance of inflation control. 
 
Out of the six governance indicators examined, only the first four show, to a certain degree, a 
significant linkage to operational risk. These variables are voice and accountability; political 
stability; governance effectiveness, and regulatory quality. However, in a similar study 
conducted by Cope et al. (2012) who hypothesise on a series of governance indicators 
regarding their linkage to operational risk, the governance indicator of rule of law is found to 
be strongly related to operational losses, especially in the event category of external fraud. This 
is contrary to the findings that we obtain in this chapter. 
 
We include four other factors (including social variables) in this study to capture those social 
aspects of operational risk that are less likely to be exposed by a country’s economic 
development or its legal and governance system. Overall, the human development index is the 
only robust determinant in explaining the movement in operational-loss severity. Both the 
poverty index GINI coefficient and the Internet-usage rate used to measure a country’s 
117 
 
technological progress show little relationship with operational loss. Likewise, we fail to detect 
any robustness in the economic-freedom index in explaining operational losses. 
 
Returning to the underlying questions of this study—does operational-loss size vary from one 
country to another? If it does, in what way? This study enables us to understand the country 
aspect of operational risk and identify those areas that may help regulators, as well as risk 
managers, in recognising and classifying losses at the country level. By and large, our findings 
are fairly consistent with the existing studies, although some variations do emerge. We attribute 
this to the widespread nature of operational risk, due to its heavily skewed loss distribution, 
and extremely wide causes of loss. Perhaps it is because of this reason that our intention to 
create a global profile for operational risk by aggregating losses of all types (which are 
commonly studied separately) becomes seemingly impossible, and maybe somewhat illogical. 
However, we believe that as firms become increasingly aware of the significance of operational 
risk, and hence the importance of its management, more loss data would be collected. This will 
improve dramatically the quality of country-level studies, such as this one, where having 
adequate operational-loss data is essential. Hence, we expect many similar studies to be done 
at the aggregate level in the years to come.
118 
 
APPENDIX TO CHAPTER 6: CROSS-SECTIONAL REGRESSION RESULTS 
 Appendix A Demonstration of changing estimation results by pairing different variables under cross-sectional regression 
                 Model 
Variable 
                                
D1 D2 D3 D4 D5 D6 D7 D8 D9 D10 D11 D12 D13 D14   D15 
α 3.97 4.05 3.92 -0.13 3.25 1.34 -0.93 -0.62 -4.99 -4.75 -4.75 -2.29 -4.49 -5.95  -2.34 
 (0.673) (0.672) (0.611) (-0.020) (0.411) (0.171) (-0.127) (-0.087) (-0.655) (-0.603) (-0.587) (-0.286) (-0.537) (-0.682)  (-0.421) 
gdp 0.51 0.52 0.52 0.56 0.47 0.43 0.69 0.79 0.84 0.85 0.84 0.74 0.74 0.74  0.72 
 (2.361) (2.284) (2.226) (2.464) (1.865) (1.740) (2.657) (3.028) (3.263) (3.164) (3.001) (2.663) (2.656) (2.592)  (3.587) 
gni - -0.03 -0.03 0.25 0.41 0.80 0.15 -0.16 -0.16 -0.21 -0.21 1.11 1.16 1.31  - 
  (-0.138) (-0.116) (0.931) (1.210) (1.883) (0.310) (-0.308) (-0.308) (-0.364) (-0.355) (1.039) (1.079) (1.182)   
ue - - 0.00 -0.01 -0.01 0.01 0.04 0.06 0.07 0.06 0.07 0.05 0.03 0.02  - 
   (0.065) (-0.141) (-0.252) (0.123) (0.697) (1.074) (1.279) (1.037) (1.026) (0.754) (0.495) (0.319)   
inf - - - 0.11 0.10 0.08 0.17 0.21 0.21 0.21 0.21 0.21 0.23 0.24  0.18 
    (1.772) (1.441) (1.142) (2.238) (2.686) (2.799) (2.659) (2.585) (2.692) (2.821) (2.857)  (2.689) 
fdm - - - - -0.04 -0.04 -0.03 -0.05 0.00 -0.01 0.00 0.00 -0.03 -0.01  - 
     (-0.786) (-0.837) (-0.724) (-1.252) (-0.074) (-0.097) (-0.046) (0.001) (-0.461) (-0.116)   
va - - - - - -0.77 -0.98 -1.17 -0.92 -0.82 -0.82 -1.01 -1.15 -1.14  -0.86 
      (-1.474) (-1.987) (-2.359) (-1.807) (-1.163) (-1.123) (-1.406) (-1.569) (-1.527)  (-2.091) 
ps - - - - - - 1.51 1.33 1.38 1.41 1.42 1.41 1.44 1.48  1.39 
       (2.183) (1.939) (2.059) (2.003) (1.958) (2.013) (2.047) (2.061)  (2.894) 
ge - - - - - - - 1.26 2.19 2.45 2.54 1.80 1.72 1.77  - 
        (1.497) (2.086) (1.495) (1.45) (1.018) (0.968) (0.981)   
rq - - - - - - - - -1.83 -1.74 -1.65 -1.49 -1.90 -2.19  - 
         (-1.425) (-1.259) (-1.114) (-1.032) (-1.257) (-1.380)   
rl - - - - - - - - - -0.35 -0.22 0.28 1.54 1.66  - 
          (-0.211) (-0.124) (0.156) (0.691) (0.730)   
cc - - - - - - - - - - -0.26 -0.39 -0.73 -0.61  - 
           (-0.191) (-0.295) (-0.528) (-0.432)   
hdi - - - - - - - - - - - -13.95 -12.20 -11.75  - 
            (-1.481) (-1.267) (-1.200)   
gini - - - - - - - - - - - - 0.06 0.04  - 
             (0.941) (0.608)   
int - - - - - - - - - - - - - -0.03  - 
              (-0.729)   
                 
R2 0.17 0.17 0.17 0.26 0.28 0.34 0.46 0.51 0.56 0.56 0.56 0.61 0.63 0.64  0.43 
Adj. R2 0.14 0.10 0.07 0.14 0.13 0.17 0.29 0.32 0.36 0.32 0.29 0.33 0.33 0.31  0.34 
F-stats (𝑝-value) 0.025 0.085 0.185 0.099 0.141 0.110 0.038 0.031 0.027 0.050 0.084 0.067 0.083 0.112   0.006 
Note: We begin by including only GDP in the model (D1) and then we start pairing it with one additional variable at a time to create a new 
model, until all 14 explanatory variables are included. This exercise produces 14 regression models (referred to as D1 to D15). 𝑅2, adjusted-
𝑅2 and F-stats are reported; 𝑡-statistics are in parentheses. 
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CHAPTER 7 
THE CONSEQUENCES OF OPERATIONAL RISK 
 
7.1 Introduction 
As a 'young research' topic, relative to credit and market risks, operational risk has been 
receiving increasing attention by academics and regulators, as well as in the press following 
the catastrophic loss events such as the collapse of Barings and the 'rogue' trading that took 
place at Société Générale. Other major operational-loss events include Allied Irish Banks 
losing USD750 million in unauthorised transactions, the fraudulent trading at UBS with a loss 
exceeding €1.5 billion, Prudential Insurance incurring a loss of USD2 billion resulting from a 
class-action settlement, the USD140 million asset damages at the Bank of New York in 
September 2011, and the computer-system update which left Salomon Brothers with an 
unreconciled balance sheet and a bill totalling over USD300 million. 
 
In addition to the severe consequences of these catastrophic losses, the significant changes in 
the financial markets such as the rapid growth of e-commerce and the rising reliance on 
information technology and automation, together with the increasing complexity of financial 
products, are all factors contributing to the recognition of the importance of operational risk in 
shaping the risk profiles of financial institutions. In the light of these changes, the Basel 
Committee on Banking Supervision (BCBS) has set out a capital requirement specifically for 
operational risk in its Accord, commonly known as Basel II. 
 
Although the causes of operational losses can be extremely diverse and the loss events can 
classify into as many as eight event types, most operational-loss events are characterised as the 
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consequence of certain types of failure, or disruption in business operations.34 As a result, when 
the news about the losses of a company is released to the press and public, attention is usually 
high, even though the direct monetary losses are can be relatively small. This reflects the 
magnitude of the potential impact of operational losses on the business continuity of the 
financial institution and the seriousness of investors’ attitudes towards this kind of loss. 
Moreover, it signals that the consequences of operational losses may go beyond the direct 
monetary loss on the company’s balance sheet, which suggests that the reputation of the 
institution that suffers from the incident may be affected.35 This gives rise to reputational risk. 
 
Reputational risk is widely acknowledged, and is studied in non-financial industries to assess 
the extent of reputational damages to a company following an operational incident.36 Such 
assessment is deemed crucial, particularly to companies whose affairs are based on trust. In 
contrast, however, studies on reputational risk in the financial sector are fairly scarce. This may 
be attributed to the fact that measuring such risk can be challenging, and that reputational risk 
has yet to be recognised officially by the Basel Committee for the calculation of regulatory 
capital in the Basel III Accord. In other words, banks are not required to allocate regulatory 
capital for the impact of reputational losses. 
 
It was not until the Basel Committee’s proposed enhancements to its second regulatory capital 
framework in 2009 (the Basel II Accord) that a full section of discussion of reputational risk 
was given. And for the first time, an official definition of reputational risk was provided: 
'Reputational risk is the risk arising from a negative perception on the part of customers, 
counterparties, shareholders, investors, debt-holders, market analysts, other relevant parties or 
                                                                
34 See Chapter 2 for a description of the event types. 
35 This can be better understood by comparing the loss of customers or executive directors in the aftermath of an 
operational-loss event with the pure monetary loss of the event. 
36 See Fiordelisi and et al. (2014) for a list of studies addressing the issue in a broad spectrum of industries. 
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regulators that can adversely affect a bank’s ability to maintain existing, or establish new, 
business relationships and continued access to sources of funding' (BCBS, 2009).37 In addition, 
the Committee stated that 'reputational risk is multidimensional and reflects the perception of 
other market participants'. A survey of the thin research topic and an alternative definition of 
the risk can be found in Walter (2007). 
 
The purpose of this chapter is to examine empirically the economic impact of operational-loss 
events on the institution that suffers from the losses, and the reputational damage that follows. 
Specifically, we follow previous research and attempt to separate the indirect impact of the 
reputational damage from the direct effect of the actual monetary losses, by accounting for the 
reported nominal loss. The aim is to provide insights into the magnitude of the reputational 
losses and to investigate further whether this magnitude varies according to loss characteristics. 
 
For the purpose of this study, we limit our investigation to large commercial banks in three 
countries, namely, the United States, the United Kingdom, and Canada. Although managing 
reputational risk correctly is important in all business categories, it is vital in the banking 
industry because of its unique role in a nation’s economy—it is one of the industries that is 
more likely cause systemic risk in the case of financial turmoil. This effect has intensified since 
the rapid decline in the traditional banking business and in the fast-growing financial 
innovation in response to increasing market competition in recent years (Bhattacharya and 
Thakor, 1993; Allen and Santomero, 1997, 2001). Following the works of Gillet et al. (2010), 
Fiordelisi et al. (2014), Goldstein et al. (2011), and Sturm (2013), this study is conducted using 
the standard event-study approach, which examines how the stock market responds to the 
                                                                
37 The 2006 version of the Basel II excluded reputational risk from the definition of operational risk, but it did not 
provide a definition of this risk. Its definition was first mentioned, although vaguely, in a publication of the Basel 
Committee as 'the risk of significant negative public opinion that results in a critical loss of funding or customers' 
(BCBS, 1998). 
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announcement of operational-loss events. By doing so, we can compare the change in a firm’s 
market value and the amount of the actual loss, and subsequently we may detect potential 
reputational damage to the firm. 
 
By one estimate, nearly 40 percent of companies are put out of business within three to five 
years following high-magnitude operational-loss events (Croy and Laux, 2008). It is evident 
that even the more common non-catastrophic losses are causing increasing concern. For 
instance, Rosenberg and Schuermann (2006) conduct a study on operational risk in banking 
and find that in general, large internationally active banks typically incur between 50 and 80 
losses per year, each of which exceeds USD1 million in magnitude. Cummins et al. (2006) 
argue that overall there is a clear indication that operational-loss events can incur severe 
damages for a firm’s earnings, share-price volatility and, potentially, business continuity and 
solvency. 
 
In the light of the increasing significance of operational risk and the disastrous operational-loss 
events that keep on surfacing, harsher regulatory capital and compliance requirements have 
been put in place for financial institutions. They are seen as a form of protection for firms from 
those high-profile operational losses. According to the new regulations, banks are required to 
alter (and, in most cases, strengthen) their capital allocation to the extent that the nominal 
operational damages are accounted for, at least so far as the regulatory definition of operational 
risk is concerned. However, this implies that banks are not required to allocate any regulatory 
capital to hedge those 'additional' losses incurred from an operational-loss event. This includes 
the side effects of operational risk—that is, the reputational damage to a company’s brand. 
Despite the exclusion of reputational risk from the capital requirement for operational risk, it 
is widely acknowledged that operational losses affect the reputation of financial institutions, 
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hence posing a risk exceeding the effect of the direct financial loss. In some cases, the indirect 
damage of their reputational loss can be more severe and far-reaching than the amount of the 
actual nominal loss and, potentially, it has a larger and longer impact on the health of the 
company’s business operation, especially in the long run. 
 
7.2 Existing Literature 
Overall, the empirical literature on reputational risk in the finance industry is sparse. A handful 
of studies using the event-study methodology analyse larger loss samples of financial 
companies to quantify reputational damages following operational losses (for example 
Cummins et al., 2006; Fiordelisi et al., 2014; de Fontnouvelle and Perry, 2005).38 
 
For instance, Cummins et al. (2006) examine the change in market value of public US banks 
and insurance companies following nearly 500 operational-loss announcements with a loss 
value exceeding USD10 million. The study results show an erratic response to the loss 
announcements in the company’s share price, with insurance companies experiencing a larger 
impact than banks. This is concluded as a positive outcome of the improved operational-risk 
management in the banking sector resulting from the new regulatory requirements of Basel II. 
Despite the smaller impact on the banking sector, both entity types suffer from a significant 
decline in share price, and the market-value loss is larger than the nominal operational-loss, 
suggesting that reputational damages have been incurred. In addition, the authors find that the 
                                                                
38 A number of studies have investigated the reputational damage of operational-loss events. However, these 
investigations are done for only one or two individual financial firms. See for example the investigations of 
Salomon Brothers (Smith, 1992) and JP Morgan (Walter, 2007). Another group of reputational-risk studies in 
banking focused on small samples. For instance, Cruz (2002) studies the loss events of the Daiwa and Nomura 
banks in Japan, and National Westminster Bank in the United Kingdom. Similarly, Soprano et al. (2009) analyse 
reputational damage to the Italian bank of Italease. Although these studies, to a certain extent, shed light on the 
nature of reputational risk, they do not represent banks and the financial industry as a whole. Moosa and Silvapulle 
(2012) study extensively the market impact of operational-loss announcements on Australian banks. However, 
their study does not consider the possibility of reputational risk. 
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high-growth firms represented by a large Tobin’s Q are more likely to suffer from negative 
cash-flow corrections than the value firms will. 
 
A similar study was carried out by de Fontnouvelle and Perry (2005) using 115 operational-
loss announcements reported by publicly listed banks across numerous developed financial 
markets worldwide. They find that the firms' market value decline due to the announcements 
being greater than the nominal-loss amounts, suggesting the existence of reputational damage. 
The study reveals that the adverse impacts of operational-loss announcement are greater when 
the loss results from internal fraud, and that the loss in market value can be as much as six 
times larger than the reported loss figure, when the fraud takes place in a country where 
shareholder rights are protected strongly. 
 
Several studies investigate specifically the reputational effect of fraudulent activities on 
companies when news breaks to the public and press. By expanding on the studies of Skantz 
et al. (1990), Karpoff and Lott (1993), and Reichert et al. (1996), and Murphy et al. (2009) 
analyse the economic impact of a variety of company allegations of serious misconduct (for 
example accounting fraud, anti-trust violations, bribery, and copyright infringements). Based 
on the estimation results of 452 allegations between 1982 and 1996 from firms from a large 
number of sectors, the study finds significant loss in reported earnings accompanied by 
increased stock-return volatility, and subsequent declines in analysts' estimates. The study 
reveals that smaller firms tend to be penalised more harshly than larger firms are, as losses are 
treated as fixed costs. This suggests that a firm with a strong brand name may mitigate the loss, 
and that this is seen as a form of protection against reputational damage. 
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Similarly, Palmrose et al. (2004) examine the effect of 403 earnings-restatement 
announcements between 1995 and 1999 from all types of listed companies. They find 
significant, adverse, stock-market reactions to the announcements, and the reaction tends to be 
greater when the restatement is due to fraud. 
 
Another strand of studies relating to reputational risk examines the influence of a gradual 
release of information on the stock-market reactions following operational-loss announcements 
(Gillet et al., 2010; Chernobai and Yildirim, 2008; Sturm, 2013). Building on the event-study 
approach, Gillet et al. (2010) perform in-depth analysis of the sequence of loss events 
triggering reputational effects by identifying three distinctive event windows, namely, first 
press release, explicit recognition by the company, and settlement date. This distinction 
between event dates assists in discriminating the impact of information of various qualities for 
the same kind of event—from an accurate and recognised loss figure to complete uncertainty. 
Based on a loss sample of 152 financial firms listed on major stock exchanges in the United 
States and Europe, the study results show significant, negative, abnormal returns on the 
announcement date of the loss, along with increases in trading volume. In addition, they find 
that while the cumulative abnormal returns are significantly negative for the press date and the 
recognition date, the returns are in fact positive around the settlement date. The authors 
attribute this counter-intuitive effect to taxation reasons. 
 
Sturm (2013) follows Gillet et al. (2010) and constructs two event windows (namely, first press 
release and settlement date) for 136 operational-loss announcements stemming from 36 
European financial institutions. The analysis presents a negative return for both event windows. 
It is worth noting that both studies account for the direct effect of the value of the nominal loss 
in order to identify the pure reputational damage to firms following an operational-loss event. 
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This is done by adding the rate of operational loss (calculated as operational loss divided by 
the market value of the announcing firm) to the abnormal return on the event date. 
 
Some empirical evidence suggests that the reputational damage following a company’s 
announcement of operational losses is in fact not contained in isolation (that is, within the 
company) and may extend, potentially, to non-announcing companies causing a possible 
spillover effect. For instance, Cummins et al. (2007) explore this spillover effect in the US 
commercial and investment banks, as well as insurance industries. They find strong negative 
intra-sector and inter-sector spillover effects. Specifically, they find that when a company 
announces operational losses in one sector, the adverse effect is spilled across companies in 
the other two sectors of different entity types. This is true for all three financial industries, 
although the spillover is smaller for investment banks in which it dissipates faster than it does 
with commercial banks. 
 
The last group of research studies pertaining to reputational risk deals with the determinants of 
this type of risk (Fiordelisi et al., 2013; Gillet et al., 2010; Sturm, 2013). The pioneer work of 
Fiordelisi et al. (2013) focuses on this issue at the firm level by identifying factors that are most 
likely to influence the reputational damage that a firm endures following an operational-loss 
event. These factors are, respectively, firm riskiness, profitability, level of intangible assets, 
capitalisation, size, the entity of the operational loss, and the business units that suffered the 
loss. A selection of 19 explanatory variables (including 10 dummy variables) representing these 
six aspects of the business are sourced for the estimation. Based on a sample of 215 loss events 
reflecting 163 European and US-listed banks between 2003 and 2008, the study shows that 
reputational damage rises as bank size and profit increase, and is reduced in banks with a higher 
level of capital investment and intangible assets. 
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Similar analyses are carried out in the studies of Gillet et al. (2010) and Sturm (2013). While 
both produce largely insignificant estimation results at the global level, some firm 
characteristics such as liability and firm size are captured, occasionally, as drivers of the 
magnitude of reputational risk in one or two subsamples. 
 
Building on the existing literature, we propose a refined measure of reputational risk to capture 
its effect. We check whether there are multiple event dates for each operational loss to account 
for the impact on the firm of any gradual information release. For this part of the analysis, we 
assign two event windows (if applicable) to each loss event: press date—the first date of the 
release of news mentioning the loss—and settlement date—the date when the loss event is 
settled and the loss amount is definite. As one of the first studies to consider cross-country 
analysis of three countries, we perform an in-death investigation of reputational risk from 
various perspectives: (i) the type of the operational-loss events that trigger reputational 
damage; (ii) the loss-event location; and (iii) the proportion of the loss in the firm’s market 
value. We examine whether the magnitude of the reputational damage is influenced by the 
firm’s loss-disclosure standard and investors’ knowledge of the real amount of the loss. The 
empirical work is concluded with an analysis of the determinants of reputational risk 
encompassing firm characteristics, the categories of loss events, as well as macroeconomic 
variables. 
 
7.3 Hypothesis Development 
The hypotheses tested in this study were formulated based on the discussion of previous 
literature. The first hypothesis pertains to whether a company’s announcement of an 
operational-loss event carries relevant information for the stock market. If the announcement 
of an operational loss by a publicly listed company contains useful information for investors, 
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the company’s share price will adjust, depending on the nature of the news and the value of the 
loss that will affect the firm. This forms the first hypothesis: 
 Hypothesis 1: Operational loss announcements of a listed company have a significant 
 negative effect on the company’s stock price and firm value. 
 
The second hypothesis deals with the issue of reputational risk associated with operational-loss 
events. This hypothesis focuses on the additional effect of operational-loss events; that is, the 
damage that endured beyond the actual operational loss. Based on the Sturm (2013) argument, 
there are a number of reasons why negative and indirect reputational effects can lead to 
monetary losses in a company: (1) existing or prospective clients may potentially switch to 
another supplier if the credibility of the company is no longer guaranteed; (2) workers and 
employees may leave for a more trustworthy company; (3) current business partners may 
demand renegotiation of the existing contract, and future partners may be difficult to find; and 
(4) damaged reputation may result in a series of potentially costly 'rehabilitating' actions in a 
company, such as governance reform, management reshuffle, regulatory penalty, and legal 
pursuit. As such, operational-loss events may affect the future cash flows of the company to an 
extent that the firm’s total market value decline may be larger than the nominal loss. Thus we 
have: 
 Hypothesis 2: Operational-loss announcements have a significant adverse impact on a 
 company’s share prices after accounting for the nominal-loss amount, signalling 
 reputational damage. 
 
The third hypothesis focuses on the possibility that the magnitude of reputational damage may 
vary according to the operational-loss event type. For instance, Palmrose et al. (2004) study 
the market effect of earnings-restatement announcements on listed firms and report that the 
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restatements resulting from fraud tend to have a larger impact on the share price of the firm, as 
well as its reputation. A similar finding is reached in the study of Gillet et al. (2010). This 
formulates the third hypothesis addressed in this chapter: 
 Hypothesis 3: The impact of reputational damage on a company differs according to 
 the type of operational-loss event. 
 
The fourth hypothesis relates to how reputational damage may be influenced by the relative 
size of operational losses. If operational losses have a negative effect on a firm’s reputation, 
one would naturally expect to see greater reputational damage when the operational loss is 
large, and vice versa. This intuition is empirically verified by Sturm (2013). However, some 
research seems to suggest otherwise. According to Gillet et al. (2010), the market assigns 
apparently very similar penalties to operational-loss events, irrespective of their relative size. 
This indicates that investors may be overreacting to the announcement of a relatively small 
loss. 
 
Upon further investigation, after factoring in the knowledge of the market on the nature of the 
losses, they find that the strong negative market returns observed in the sample analysis are 
mainly driven by those still-unknown losses of a relatively small size. This effect is explained 
in terms of the proposition that because the loss amounts are unknown (either unquantifiable 
or undisclosed), market participants cannot discriminate between the sizes of the losses, and 
therefore, they sanction all firms without distinction, despite some losses being significantly 
smaller than others. In the light of the mixed evidence, we propose the fourth hypothesis to test 
as follows: 
 Hypothesis 4: The impact of reputational damage on a company differs according to 
 the relative size of the operational loss. 
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The fifth hypothesis focuses on the potential influence of whether the market has the 
knowledge of the actual loss amount of an operational-loss event over the magnitude of 
reputational damage. A firm’s disclosure of the actual loss amount to the market is extremely 
valuable, as it integrates the level of informational efficiency on the stock market. Gillet et al. 
(2010) present empirical evidence indicating that the total size of the operational-loss event is 
much higher when the loss amount is unknown to the market than disclosed losses are. 
However, they reveal subsequently that once the direct monetary loss of operational-loss events 
is properly accounted for, there remains no material difference between the reputational 
damages for the two event types. Following this line of reasoning, the final hypothesis of our 
study is: 
 Hypothesis 5: The impact of reputational damage on a company varies depending on 
 the disclosure of the real amount of an operational-loss event. 
 
We test these five hypotheses using the standard event-study approach to examine closely the 
potential impact of operational-loss announcement by a bank, and subsequently the 
reputational damage (if any) on its stock performance, and any change in firm value. The results 
are presented in the following chapter. 
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CHAPTER 8 
OPERATIONAL LOSS DATA 
 
8.1 The Loss Dataset 
We source data on operational losses from the Algo FIRST database. This database reports 
more than 10,000 individual operational-loss events. Each of these events is summarised in a 
detailed case study providing a full spectrum of useful information on the loss event (including 
monetary-loss amount, event dates, country of origin, company information, loss type, market 
impact, corrective action by management, and so on). 
 
The database has been recognised by many institutional subscribers as an essential part of their 
day-to-day operational-risk management. It is the data source used in a number of prior 
research studies dealing with operational risk and (or) reputational risk (for example Chernobai 
et al., 2011; Fiordelisi et al., 2013; Gillet et al., 2010). The aim of the analysis is to create a 
manageable sample of operational losses endured by the banking sector in the United States, 
the United Kingdom, and Canada in order to study the banks' share-price reaction to the losses. 
 
We collect our data on the basis of the following criteria: (1) the company that reports the loss 
is incorporated in one of the three countries: the United States, the United Kingdom, or Canada, 
and is publicly listed and traded on the domestic stock exchange;39 (2) the company that 
suffered the loss belongs to the banking sector, specifically, and is a commercial bank: we 
exclude investment banks, retail banks, and credit unions; (3) the loss event has a direct impact 
on the firm that endures the loss, and is accompanied by a monetary loss, although the amount 
                                                                
39 (1) Toronto Stock Exchange for companies of Canadian origin; (2) London Stock Exchange for companies of 
UK origin; and (3). The New York Stock Exchange or the Nasdaq Stock Market for companies of US origin. 
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can be disclosed by the company, or it is unknown by the public, in the latter case the loss is 
estimated; (4) the monetary loss is no smaller than USD100,000; (5) the loss event reports a 
complete time line of the development of the case, including a beginning, ending, and 
settlement date for the event, and it is settled no earlier than January 1995, according to the 
FIRST database report; (6) the historical stock price of the company and its market value are 
available at the dates of the loss announcement and settlement, and for 290 days preceding the 
event dates, and 40 days afterwards for the stock-price information. 
 
Once this sample is created, we apply additional filters to exclude losses: that are affected by 
other separate announcements by the firm during the estimation period of the loss 
announcement; losses that are affected by confounding events; and losses that are a result of 
the New York 9/11 attack—the stock market was closed for five days following the attack. We 
note that we restrict the sample to domestic losses: any operational-loss event reported by the 
bank at its foreign office is excluded.40 This is done by checking the loss origin, and the origin 
of the parent company of the financial institution that incurs the loss. 
 
After removing all of the loss records that do not meet our restrictions in the selection process, 
we ensure that the stock-market information of the companies is accessible. The final sample 
consists of 331 operational-loss events stemming from the 38 largest banking groups, across 
our three countries, between January 1995 and January 2008. 41  The main reason for the 
                                                                
40 We do so to isolate the effect of operational-loss events at the same level for all companies analysed. Losses 
that emerged from the same company at various office locations (that is, domestic branches versus foreign desks) 
can be difficult to compare, and the effect can go through various channels in far more complex ways, resulting 
in the net impact of the loss to the company being difficult to quantify. This effect is said to intensify when the 
company is listed on various stock markets, for example domestic and foreign stock exchanges. For this reason, 
we neutralise the impact of this potential issue and leave it for future research. 
41 This is the settlement date as reported in the Algo FIRST database. It is well-known for the fact that one of the 
major reasons that operational risk is difficult to conquer from a risk-management perspective is that a large stake 
of operational losses can take months, even years, to develop, and then to surface. This adds another layer of 
difficulty to the study of operational risk in attempting to measure precisely (or as closely as possible) the stock-
market movement in response to operational loss using an event-study approach. 
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reduction in sample size is that many banks are either private (stock information on the firm is 
unavailable), or they have since been delisted from the stock exchange for reasons such as 
M&A and bankruptcy (for example in the case of Wachovia).42 We collect daily stock prices 
from Thomson Financial DataStream to calculate the share return for each of the companies 
releasing operational-loss announcements (including settlement news). Because some 
companies are simultaneously listed on more than one stock exchange, we only select the 
company’s stock data from its domestic stock exchange. This adjustment accords with the 
initial sample restriction and filters out losses incurred by the company at its foreign offices 
(for example foreign subsidiary and foreign business divisions). The market benchmarks are 
collected from DataStream. These are S&P and TSX60 for Canada, the FTSE100 for the United 
Kingdom, and S&P500 for the United States.43 
 
We then compute stock-market returns for the companies, at each event, in its local currency 
to comply with the reporting standard of the FIRST database. In cases where the loss event is 
reported in a foreign currency, which typically occurs with losses (usually fines and legal 
penalty) imposed by an international regulatory body overseeing the domestic market, the 
DataStream’s spot rate on the event day is used for the currency conversion. The returns for 
each company 𝑖 at time 𝑡 are compounded continuously. 
 
8.2 Raw Data and Descriptive Statistics 
Tables 8.1 and 8.2 report, respectively, the total number (frequency) and value (severity) of the 
operational-loss events included in the study sample. In terms of frequency, the majority of the 
                                                                
42 During the data-collection exercise, nearly 2,000 loss records were identified as losses of banks, more than 700 
of which are commercial banks. 
43  We consider other market benchmarks as a robustness check for the estimation. These benchmarks are, 
respectively, the S&P/TSX Composite for Canada, the FTSE All for the United Kingdom, and the NYSE 
Composite and the NASDAQ Composite for the United States, depending on the market where the bank is listed. 
However, the results yield no material difference. 
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loss events are classified into three of the eight event classes by the Committee, and account 
for nearly 75 percent of the loss sample: (i) clients, products, and business practices; (ii) internal 
fraud; and (iii) external fraud, with CPBP being the significant dominating event type, it being 
three times larger than the total of the other two. This observation is, to a certain extent, 
consistent with previous literature such as Cope et al. (2009) who assert that it is the losses in 
the event class of CPBP that contribute the most in determining the regulatory capital under 
the Basel guidelines. 
 
Table 8.1: Number of operational losses by event type and business line 
 Event type  
 CPBP IF EF EDPM EPWS BDSF DPA Other Total 
Commercial Banking 18 8 28 4 2 0 2 12 74 
Payment and Settlement 4 8 5 3 0 5 0 0 25 
Agency Services 9 1 3 1 0 0 0 0 14 
Retail Banking 21 13 10 5 1 0 1 1 52 
Corporate Finance  22 3 0 2 1 0 0 6 34 
Trading and Sales 23 8 0 4 4 0 0 5 44 
Retail Brokerage 18 4 1 3 5 0 0 0 31 
Asset Management 23 2 0 1 2 0 0 0 28 
Insurance* 3 0 0 1 0 0 1 0 5 
Other* 8 2 2 4 7 0 0 1 24 
Total 149 49 49 28 22 5 4 25 331 
*The business line is outside the Basel classification of business line; for details, see 
http://www.bis.org/bcbs/qis/oprdata.pdf/. 
 
Regarding the severity of the loss sample, this study reports an average loss of USD113 million, 
and a total loss of USD37 billion. The average loss here is generally compatible with the 
samples used in previous research. For example Gillet et al. (2010) analyse the reporting of 50 
European banks’ operational losses averaging USD277 million. Similarly, Cummins et al. 
(2006) examine 400 operational-loss records by US banks, with an average of nearly USD70 
million. 
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Table 8.2: Total of operational losses by event type and business line 
  Event type   
  CPBP IF EF EDPM EPWS BDSF DPA Other Average Total 
Commercial 
Banking 
440 261 642 25 7 0 1 1160 34 2537 
Payment and 
Settlement 
231 86 57 118 0 215 0 0 28 706 
Agency Services 604 6 32 11 0 0 0 0 47 653 
Retail Banking 1052 14 72 133 145 0 1 64 28 1482 
Corporate Finance  12637 65 0 7 1 0 0 11361 708 24070 
Trading and Sales 1126 1006 0 34 38 0 0 291 57 2494 
Retail Brokerage 156 6 2 2 106 0 0 0 9 272 
Asset 
Management 
1171 4 0 112 40 0 0 0 47 1326 
Insurance 282 0 0 10 0 0 2100 0 478 2392 
Other 86 135 7 56 43 0 0 1070 58 1396 
Average 119 32 17 18 17 43 526 558 - 113 
Total 17784 1582 812 508 379 215 2102 13945 113 37327 
Note: All the losses included in the estimation are larger than USD100,000. The losses are measured 
in million USD. The average is the total loss divided by the number of losses reported in Table 8.1. 
 
In terms of event types, the biggest average loss is documented in the category 'other', followed 
by DPA; the biggest total loss is classified in the event type of CPBP. With respect to business 
line, most of the losses occur in the business operation of commercial banking, including 
commercial lending and loan services, although no single business line dominates the entire 
loss sample as CPBP does across event types. The biggest average loss is found in corporate 
finance, which is the business line that produces the highest total loss in the sample. 
 
8.3 Descriptive Statistics 
Tables 8.3 and 8.4 present—for the full sample and subsamples by region—the characteristics 
of the banks that experience the operational-loss events in the study. Table 8.3 reports the 
summary statistics of the losses, with a minimum of USD100,000 being the threshold of the 
losses included in the sample; the maximum is USD11 billion. This corresponds to the 
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headline-grabbing monetary write-down at Citigroup that is traced down ultimately to the 
2007/08 credit crisis. 
 
Table 8.3: Descriptive statistics of the companies and losses across the sample prior to 
the press date of the loss events 
 Global Sample      
 Mean Std. 
Dev. 
Min Max Avail.d Sample No. of 
obs. 
Op. losses ($m) 112.8 684.6 0.1 11,000 331 Canada 30 
Market value ($m)a,c 78,939 79,278 27 273,691 331 UK 43 
Price to book valuea 2.4 1.0 0.9 6.9 331 US 258 
P/E ratioa 16.7 6.7 6.4 47.5 325 Total 331 
Dividend per share 
(US cents)a,c 
10.6 32.2 0.0 291.4 331   
Return on Equity 
(%)a 
17.3 7.0 -50.9 35.2 329 Year No. of 
obs. 
Debt to equitya 3.9 2.2 0.03 18.1 331 pre-1997 58 
EBIT ($m)a,c 11,076 10,806 -1,321 52,937 322 1998-2005 227 
Total assets ($m)a,c 533,808 470,707 280 2,351,782 331 post-2005 46 
Total liab./total 
assets (%)a 
92.8 2.1 79.9 97.4 318 Average 19.5 
Op. loss/market 
value (%)b,c 
0.3 2.0 0.0 32.6 331   
aThe variable is obtained from Thompson DataStream and computed on the December 31st of the year 
preceding the first press release of the loss incident. bThe variable is calculated as operational loss 
divided by the market value of the firm that suffers from the loss at day [-20], according to the event-
study setting; that is, 20 days before the first news release of the loss incident. cThe spot rate of the 
date is used for currency conversion, as values are first reported in local currency (that is, CAD for 
losses belonging to the Canadian region, and GBP for losses recorded in the United Kingdom). dThe 
number of values available in the database across all loss records for each individual variable. 
 
We compare the three subsamples, each corresponding to one country; on average, the United 
States tends to produce larger operational losses than the United Kingdom and Canada. The 
United States happens to be the country in which bigger firms base themselves, relative to the 
other two countries. This is reflected in the average market value, which is a measure for firm 
137 
 
size. From a growth perspective, the banks from all three countries exhibit a similar low-growth 
pattern, as shown in the price-to-earnings value, indicating the generally mature aspect of the 
businesses. Among the three countries, the United Kingdom appears to be the home to banks 
with the highest dividend payout, on average, accompanied by a larger ROE. However, it is 
the country to report the biggest debt-to-equity— on average nearly seven times that of the 
others. 
 
In terms of earnings, US banks clearly dominate among the three study areas, while Canadian 
firms are last. The same is true with respect to banks’ assets, although the difference between 
the United States and the United Kingdom is only marginal. By comparing the total loss to the 
actual value of a bank (reported as the loss/market value ratio) helps to estimate the potential 
aftermath of an anticipated operational-loss event. 
 
Table 8.4: Descriptive statistics of the companies by region prior to the press date of 
the loss events 
  Canada 
  
Mean Standard 
Deviation 
Minimum Maximum 
Operational losses (USD million) 12.2 18.9 0.2 87.3 
Market value (USD million)a 21,674 11,941 5,991 50,557 
Price to book valuea 2.1 0.4 1.1 3.0 
P/E ratioa 14.2 3.4 9.0 28.5 
Dividend per share (US cents)a 0.9 0.5 0.2 2.3 
Return on equity (%)a 15.9 5.4 -1.7 21.9 
Debt to equitya 3.0 1.2 1.12 6.1 
EBIT (USD million)a 2,631 1,383 -149 6,207 
Total assets (USD million)a 215,374 82,898 91,570 402,815 
Total liabilities/total assets (%)a 95.0 0.4 93.7 95.7 
Operational loss/market value (%)b 0.1 0.3 0.0 1.5 
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Table 8.4: (Continued) 
  United Kingdom 
  
Mean Standard 
Deviation 
Minimum Maximum 
Operational losses (USD million) 44.5 72.1 0.1 252.9 
Market value (USD million) 57,466 48,287 7,353 197,856 
Price to book value 2.6 1.0 1.4 6.3 
P/E ratio 14.3 3.9 8.3 25.7 
Dividend per share (US cents) 62.0 69.8 4.2 291.4 
Return on Equity (%) 20.8 6.8 5.9 34.3 
Debt to equity 6.9 3.3 2.32 18.1 
EBIT (USD million) 8,323 6,632 1,386 27,144 
Total assets (USD million) 562,937 522,984 79,273 2,351,782 
Total liabilities/total assets (%) 95.1 1.4 92.2 97.4 
Operational loss/market value (%) 0.1 0.3 0.0 1.8 
 
  United States 
  Mean Std. Dev. Min Max 
Operational losses ($m) 135.8 773.6 0.1 11,000 
Market value (USD million) 89,177 84,309 27 273,691 
Price to book value 2.4 1.0 0.9 6.9 
P/E ratio 17.4 7.2 6.4 47.5 
Dividend per share (US cents) 3.1 4.9 0.0 19.6 
Return on Equity (%) 16.9 7.0 -50.9 35.2 
Debt to equity 3.5 1.7 0.03 14.2 
EBIT (USD million) 12,569 11,458 -1,321 52,937 
Total assets (USD million) 565,980 475,404 280 1,884,318 
Total liabilities/total assets (%) 92.1 1.8 79.9 96.8 
Operational loss/market value (%) 0.4 2.2 0.0 32.6 
a,bFor variable source and method of calculation, see the note to Table 8.3. 
 
Overall, the losses included in the sample are not considered significant when compared to the 
market value of the firm. However, it is worth noting that a loss which accounts for 30 percent 
of the firm’s value has been recorded in the US subsample, flagging serious adverse 
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consequences for the bank. This includes enormous cash flow concern and a potentially heavy 
debt-burden on the company following the incident. 
 
The sample losses are outlined in summary statistics according to four other aspects of the loss 
events reported in Table 8.5. These are loss-disclosure status, impact type, claimant category, 
and the class of business service and product on which losses were incurred. Beginning with 
disclosure type, to a great extent companies tend to disclose their loss events to the media, with 
an accurate loss figure, in the majority of the cases, across the sample. In other words, in only 
52 loss events, (or approximately 15 percent of the total losses) the value of the loss is unknown 
(in which case an estimated loss value is provided by the database). This holds true for all 
subsamples. In addition, the average severity of the disclosed losses is generally greater than 
that of the unknown losses, except for Canada. 
 
Another notable observation on the statistics is drawn from the obvious discrepancy between 
the mean and the median values of the losses. The latter is considerably smaller, suggesting a 
heavily skewed (that is, a positive- or right-tailed) loss distribution. This is consistent with the 
characteristics of operational losses, and it matches the loss description in previous empirical 
research. 
 
Centring on loss-impact type, most of the loss events belong to the categories of monetary 
write-down off the company’s book, and legal liabilities where court settlements appear to 
dominate. A great deal of losses are classified as fines and punishment charged by prudential 
regulatory authorities who oversee the banking system of a nation. Comparing individual 
countries to the whole loss sample, all three subsamples tend to exhibit a very similar pattern 
with respect to the number of losses allocated to each impact category, despite the significant 
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sample size differences. Even though monetary write-downs and regulatory fines are the two 
prominent loss-impact types, the biggest average loss is in fact reported in the impact type 
'other', which carries a definition for losses ranging from physical-asset damage and 
management remediation, to rating downgrade and all other extra expense. This is true for the 
full sample, and for the United States too, albeit not so much for the United Kingdom and 
Canada, where write-downs are seen as the most likely outcome of an operational-loss event 
with a greater magnitude, on average, relative to the others. 
 
Moreover, the US subsample is more likely to report the biggest operational-loss events across 
all different impact types (as is the case in four out of five) than the United Kingdom and 
Canada, other than for the regulatory fines and penalties, for which the United Kingdom is 
atop. However, this may be attributed to differences in sample size, as the majority of the losses 
are located in the United States, thereby posing an inherent bias to cross-comparisons. 
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Table 8.5: Descriptive statistics of the operational losses according to various criteria# 
 
Note: The mean, median, standard deviation, minimum, and maximum values are expressed in million USD. 
#These include (1) loss disclosure, (2) loss impact, (3) claimant of the loss incident, and (4) service or product of the loss before the loss events. 
a,b,c,dThe data availability for the loss samples are: 100%, 99.1%, 59.2%, and 95.8%, respectively. 
1Legal liabilities (impact type) include: arbitration, class action, legal fees and judgements (civil charges), and settlements, for which the loss statistics are shown in parenthesis. 
2Other (impact type) includes: damage to physical assets, management remediation, rating downgrade, and extra expense. These impact types are of indirect losses and are non-BIS. 
3Other (claimant type) includes: counterparty, business, and other third party. 
4Financial products (service or product type) include: debt, equity, derivative, and other financial products such as foreign exchange and commodities. 
5Financial services (service or product type) include: trading, processing, clearing, and corporate finance and M&A services. 
6Other (service or product type) includes: corporate trust, back office, risk management, sales-related services, and insurance products and services. 
+This includes cases where the regulator is part of the investigation or legal pursuit of an operational-loss event, if not solely. 
*The loss events (displayed in parenthesis) where the National Association of Securities Dealers (NASD) and (or) the Securities and Exchange Commission were involved in the investigation of the incident. 
 Disclosure typea Impact typeb Claimant typec Service/product typed 
 
Disclosed Unknown 
Legal 
liabilities 
(Court 
settlement)1 
Regulatory 
fines& 
penalties 
Write-
down 
Restit
ution 
Other2 
Shareholde
r 
Regulator+ 
Client & 
customer 
Employee 
& 
employer 
Other3 
Asset 
manageme
nt 
Lending
/loan 
product 
Cash 
& 
card 
Financial 
products4 
Financial 
services5 
Other6 
 
 
No. of 
obs.                       
Global 279 52 119 (97) 48 122 25 14 14 98 (41)* 55 17 12 59 78 55 60 41 25 
Canada 24 6 11 (8) 1 13 2 3 1 7 7 3 0 7 10 3 3 4 2 
UK 39 4 14 (12) 8 17 2 1 0 18 8 3 2 10 4 12 5 8 3 
US 216 42 94 (77) 39 92 21 10 13 73 40 11 10 42 64 40 52 29 20 
                       
Mean                       
Global 120.4 72.1 97.8 (89.5) 15.1 159.3 24.3 342.4 452.0 87.9 29.9 21.4 23.9 31.4 28.9 27.8 66.8 283.5 639.0 
Canada 9.3 23.7 5.8 (7.2) 0.8 21.9 2.2 3.4 3.0 5.1 5.4 1.0 - 9.3 15.2 11.7 4.1 15.5 18.4 
UK 48.4 6.7 53.8 (58.5) 32.3 48.6 38.3 0.2 - 35.5 106.3 61.6 31.8 19.3 33.9 59.6 65.2 26.9 109.8 
US 145.7 85.3 115 (103) 11.9 199.1 25.1 478.3 486.5 108.8 18.9 16.0 22.3 38.0 30.7 19.4 70.6 391.3 780.5 
                       
Median                       
Global 6.2 9.5 10 (10.1) 1.3 12.7 4.6 8.0 99.4 2.5 8.7 3.4 17.9 3.3 8.9 3.5 8.3 8.0 44.0 
Canada 5.3 10.2 4.7 (6.0) 0.8 9.9 2.2 2.0 3.0 3.1 4.7 1.1 - 3.1 5.4 12.7 3.0 5.2 18.4 
UK 3.4 3.8 14.5 (14.5) 0.6 3.4 38.3 0.2 - 1.0 117.2 36.3 31.8 1.6 8.8 8.6 25.2 2.1 74.3 
US 8.1 11.5 10.4 (10.2) 1.5 14.4 5.0 24.9 120.0 3.3 8.9 4.1 17.9 4.6 11.0 3.1 7.5 10.6 44.5 
                       
Std. Dev.                       
Global 733.5 292.0 356 (301) 41.1 1011 46.3 965.7 772.5 434.9 54.5 38.9 19.6 72.3 48.4 47.9 134.1 803.3 2161 
Canada 12.5 30.7 5.0 (5.2) 0.0 24.6 0.5 2.6 0.0 5.4 4.0 0.3 - 11.0 25.9 8.5 3.3 20.7 12.3 
UK 73.7 7.7 71.8 (75.9) 83.4 69.2 35.9 0.0 - 69.4 89.6 60.5 18.7 43.2 47.8 80.5 62.2 62.5 105.4 
US 831.3 323.2 398 (335) 24.0 1161 48.6 1114 791.2 501.0 32.9 27.4 19.5 82.0 50.7 28.4 141.9 933.5 2395 
                       
Min.                       
Global 0.1 0.1 0.2 (0.2) 0.1 0.1 0.1 0.2 3.0 0.1 0.2 0.1 1.1 0.1 0.2 0.2 0.1 0.1 0.3 
Canada 0.2 0.2 0.6 (0.6) 0.8 0.2 1.7 1.1 3.0 0.6 0.2 0.6 - 0.8 0.2 0.9 0.6 0.6 6.0 
UK 0.2 0.1 0.4 (0.7) 0.2 0.1 2.4 0.2 - 0.1 0.4 3.4 13.1 0.2 1.6 0.2 0.3 0.2 2.1 
US 0.1 0.2 0.2 (0.2) 0.1 0.2 0.1 1.0 4.0 0.1 0.9 0.1 1.1 0.1 1.0 0.2 0.1 0.1 0.3 
                       
Max.                       
Global 11000 2100 2580 (2126) 252.9 11000 
220.
0 3782 2580 3782 236.0 145.0 63.8 455.0 260.0 236.0 691.2 3782 11000 
Canada 51.1 87.3 17.4 (17.4) 0.8 87.3 2.8 7.0 3.0 17.4 12.7 1.4 - 33.0 87.3 21.6 8.6 51.1 30.7 
UK 252.9 19.0 236 (236) 252.9 192.0 74.3 0.2 - 252.9 236.0 145.0 50.4 145.0 116.5 236.0 145.5 192.0 252.9 
US 11000 2100 2580 (2126) 100.0 11000 
220.
0 3782 2580 3782 187.5 98.0 63.8 455.0 260.0 120.0 691.2 3782 11000 
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Another characteristic of the losses that we examine is the loss-claimant type by which an 
investigation is launched on the loss (and they are mostly disputes, and legal pursuits if the 
claimant believes that there is a breach of the law). Regulatory authorities (individually or by 
joint parties) are the largest type of claimant by loss number, initiating investigation into a total 
of 98 operational-loss events (with prosecution if rules or regulations are compromised). This 
is followed by 55 cases derived from clients and customers, given the limited data coverage on 
this particular loss characteristic (nearly 60 percent of the full sample). 
 
This data scarcity may be viewed as a reflection of the lack of willingness in reporting the exact 
detail of the claimant or the suing party (in the case of a legal pursuit), due to privacy concerns 
or sensitivity to publicity. Among the 98 loss events where investigations were launched by 
the regulators, the National Association of Securities Dealers and the Securities and Exchange 
Commission (both US regulatory bodies) account for nearly half, highlighting the significance 
of the role played by the government’s regulatory agencies in protecting investors, and 
maintaining the integrity of securities markets in the banking industry, both domestically and 
across countries. 
 
Interestingly, although regulators are seen at the centre of the investigation of a large number 
of operational-loss events, the biggest average loss severity (by far) in fact emerges from the 
claimant type 'shareholder', and is clearly a minority in the number of losses. This trend is 
confirmed in the US subsample, although the UK and Canadian samples tend to reveal a bigger 
loss in size where client and customers are involved. The two biggest single losses in the sample 
(where data on the claimant type are available) are both recorded for the United States. They 
are of the claimant types of regulator and shareholder (in descending order of value) who report 
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a maximum loss that is larger than the remaining cases in the sample by more than tenfold 
(except for the maximum loss by regulator). 
 
The fourth and final aspect of operational losses that is explored in this study is the type of 
product or service on which the loss is incurred. This aspect is considered to be very diverse, 
as it can be potentially classified into 20 major categories, with up to 60 sub-categories. This 
reflects the extremely wide range of factors that can give rise to operational loss, which adds 
another layer of complexity to the definition of operational risk. Based on the full sample, a 
great deal of the losses appear to have emerged from the lending business of the banks dealing 
with loan products—such as commercial loans, mortgages, asset-backed loans, and so on. 
Asset management, as well as a series of financial products including debt and equity, are the 
prime categories in which loss events are reported. However, the average severity of the losses 
reported in the category of 'other' (product or service) is seen as being considerably larger than 
that of the business areas discussed, which extend to cash and card. This is true for all three 
subsamples. In addition, the category of 'other' in the sample reports the biggest individual loss 
ever recorded. 
 
8.4 First Press Release Date and Settlement Date 
As explained earlier, in order to factor in the impact of the gradual release of information on 
the company’s share-price movement, we establish two distinctive event windows for each 
operational-loss event. We verify the source of the loss announcement provided by the Algo 
FIRST database in independent news coverage, including the Dow Jones Factiva database and 
the LexisNexis database. We provide a definition below for these two distinctive event 
windows or dates following the pioneering work of Gillet et al. (2010) and Sturm (2013). 
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The first press release date corresponds to the date when the loss event is first covered in the 
news. The date is first available in FIRST database’s loss report and is corrected, if necessary, 
following a cross-check against independent news releases. The extent of loss information 
released on this date varies considerably, ranging from a detailed report on the loss event which 
covers the exact loss amount, to a brief mention of an investigation or legal pursuit of the event 
with an unknown nominal-loss figure. This date is referred to as the 'press date'. 
 
The settlement date is the date when the loss event is considered finalised and with, in a 
majority of the cases, a formal recognition of the event from the company, accompanied by a 
finite monetary loss. This date is sourced from the database and verified individually. Although 
all losses are regarded as known at this point, in cases where companies choose not to disclose 
the exact loss amount to the public, an estimate is used, which is provided by the FIRST 
database. In general, companies take this date as an opportunity to draw a conclusion to the 
emerged loss event and provide an exact dollar figure which can be a regulatory fine, monetary 
compensation for a class-action lawsuit, or financial losses caused by unauthorised trading. 
 
If these dates are identical for a loss event, only the press date is factored into the analysis. For 
instance, if a company confirms the event via the media with no information on the exact loss 
amount, and releases no further announcement on the development of the event, the press date 
is retained. No settlement date is recorded for this case, and an estimated loss is used for the 
quantitative analysis. In our study, the sample size reduces to 76 loss events for the analysis of 
company’s stock-price reaction surrounding the settlement date. If the news were released on 
a weekend, the next available trading day is selected as the event date. We check each event 
date if a range is reported for the key event window (in that case, the arithmetic mean is used). 
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In this chapter, we discuss the operational-loss announcement data and establish the two 
announcement dates for our empirical analysis. In the next chapter, we review the methodology 
that we use to examine these data before presenting the estimation results in Chapter 10. 
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CHAPTER 9 
EVENT STUDY METHODOLOGY 
 
9.1 Abnormal Return and Cumulative Abnormal Return 
In order to find out if the market value of a (publicly listed) company changes according to the 
announcement of operational losses, we follow previous empirical research and employ the 
event-study methodology, which postulates that the market will factor in all of the available 
information on a company in determining its share price (McWilliams and Siegel, 1997). 
Therefore, if the company releases information about an operational-loss event to the public, 
and the event is deemed price-sensitive, the share price of the company (and subsequently, its 
market value) is expected to adjust over a specific time window. This market adjustment may 
be strong or weak, depending on the magnitude of the operational loss, as well as on how 
efficiently the market perceives the information. 
 
The conventional event-study methodology begins with computing the actual or realised return 
of the company’s shares surrounding a loss announcement. This return is then compared with 
the expected returns on the company’s shares, calculated by assuming the absence of the 
announcement, and using some kind of a benchmark (usually the market or the industry). The 
difference, which is the abnormal return, is then statistically tested for significance. We follow 
this convention and adopt the set-up of MacKinlay (1997) to estimate the stock-market 
response to the public news release of an operational-risk event for both the loss announcement 
date (that is, the press date) and for the settlement date, in order to study the degree to which 
banks are influenced by the loss in the aftermath of the initial announcement. 
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Depending on each individual loss event, the announcement date—when the news is released 
to the public—and the settlement date of the loss are denoted as event day 0. In the light of the 
existing literature, the expected return of the company’s share is computed in a period of 250 
trading days, 40 days prior to the event day, with a single-index market model: 
 
𝐸(𝑅𝑖𝑡) = 𝑎𝑖 + 𝑏𝑖𝑅𝑚𝑡 + 𝑒𝑖𝑡  (9.1) 
where 𝑅𝑖𝑡 is the rate of return on bank 𝑖’s ordinary share on day 𝑡, and 𝑅𝑚𝑡 is the rate of return 
on a market index on day 𝑡; 𝑎𝑖 and 𝑏𝑖 are the regression coefficients estimated for bank 𝑖 using 
OLS, where bank 𝑖’s share return 𝑅𝑖𝑡  is regressed against the market return 𝑅𝑚𝑡  during the 
estimation period [-291, -41].44 The actual return 𝑅𝑖𝑡 is directly computed from the daily price 
obtained from the Thomson DataStream. The abnormal return 𝐴𝑅𝑖𝑡  for each bank is then 
calculated as follows: 
𝐴𝑅𝑖𝑡 = 𝑅𝑖𝑡 − (𝑎𝑖 + 𝑏𝑖𝑅𝑚𝑡)  (9.2) 
The abnormal return is calculated from the loss records in the study sample for the event day, 
and for 20 days before and after the event day, namely, the time period [-20, +20]. In addition 
to the daily abnormal return, we construct cumulative abnormal returns (CARs) across various 
event windows within the [-20, +20] period using the abnormal return to examine how investors 
and the market respond to the announcement of an operational-loss event at different points in 
time. The CARs for bank 𝑖 ’s common stock within a specific event period [ 𝑇1 , 𝑇2 ] is 
determined by compounding all of the 𝐴𝑅𝑖𝑡 on day 𝑡 during that time period: 
𝐶𝐴𝑅𝑖 (𝑇1,𝑇2) = ∑ 𝐴𝑅𝑖𝑡
𝑇2
𝑡=𝑇1
                                                      (9.3) 
                                                                
44 As a robustness check, several other estimation periods, such as [-150, -20], are used to calculate the expected 
rate of return for the bank. However, results remain qualitatively unchanged. 
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To understand the underlying impact of an operational loss on the reputation of a company, we 
must account for the direct effect of the operational loss. In this study, we adopt the correction 
method of Gillet et al. (2010) to separate the direct monetary impact of the operational loss in 
the event, leaving the reputational damage isolated. This is done by calculating the operational-
loss rate as a percentage of the announcing firm’s market value on the event date, and filtering 
out the abnormal returns. The loss rate is computed as the nominal loss amount divided by the 
market value of the company. This correction is carried out for both individual abnormal 
returns 𝐴𝑅𝑖0, as well as cumulative abnormal returns CARs: 
 
𝐴𝑅𝑖0(𝑅𝑒𝑝) = 𝑅𝑖0 − (𝑎𝑖 + 𝑏𝑖𝑅𝑚0) +
𝑁𝑂𝐿
𝑀𝑉(𝑡=−20)
                                   (9.4) 
𝐶𝐴𝑅𝑖 (𝑅𝑒𝑝) = ∑ 𝐴𝑅𝑖𝑡
𝑇2
𝑡=𝑇1
(𝑅𝑒𝑝)                                                                  (9.5) 
where 𝐴𝑅𝑖0(𝑅𝑒𝑝) is the reputational damage-corrected (or adjusted) abnormal return for bank 
𝑖’s shares on the event date (or time 0), and 𝑁𝑂𝐿 is the value of the actual operational loss. In 
cases where the loss is unknown to the public on the relevant event date, the absolute value of 
the loss at a later date is taken, assuming that the market rationally anticipates the effective loss 
amount, and 𝑀𝑉(𝑡=−20) is the market capitalisation of the bank at 20 days before the event date. 
The corresponding reputational loss-corrected cumulative abnormal return is 𝐶𝐴𝑅𝑖 (𝑅𝑒𝑝). This 
adjustment is intended to capture more precisely the operational-loss damage to the reputation 
of the bank which is inflicted by the loss event. It corrects for market exposure by taking into 
account the relevant market value of the firm.45 
 
The average AR on day 𝑡 (𝐴𝑅𝑡) of the event window is calculated as the arithmetic mean value 
of the ARs for all 𝑛 loss-event cases in the sample considered on that day: 
                                                                
45 Note that Cummins et al. (2006) use regression analysis as an alternative approach to estimate the effect of 
operational losses on reputation. 
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𝐴𝑅𝑡 =
1
𝑛
∑ 𝐴𝑅𝑖,𝑡
𝑛
𝑖=1
                                                               (9.6) 
and the average CAR (𝐶𝐴𝑅𝑇1,𝑇2) across an event window (𝑇1, 𝑇2) is computed as the arithmetic 
mean value of all the CARs, summed from the corresponding ARs, for each of the 𝑛 loss events 
in the sample during that event window, that is, 𝑇1, 𝑇2:46 
𝐶𝐴𝑅(𝑇1,𝑇2) =
1
𝑛
+ ∑ 𝐶𝐴𝑅𝑖(𝑇1,𝑇2)
𝑛
𝑖=1
                                               (9.7) 
 
 
 
9.2 Statistical Significance Testing 
To test the statistical significance of the returns, namely, 𝐴𝑅𝑡 , 𝐶𝐴𝑅𝑇1,𝑇2 ,  𝐴𝑅(𝑅𝑒𝑝)𝑡 , and 
𝐶𝐴𝑅(𝑅𝑒𝑝)
𝑇1,𝑇2
, we use a one-tail test of Patell’s (1976) standardised 𝑍-statistic by adjusting 
the variance of abnormal returns to account for the forecast error, as the event-window 
abnormal returns are out-of-sample predictions. Each abnormal return 𝐴𝑅𝑡 and  𝐴𝑅(𝑅𝑒𝑝)𝑡 of 
firm 𝑖 in the event window is standardised before obtaining the test statistic: 
𝑆𝐴𝑅𝑖,𝑡 =
𝐴𝑅𝑖,𝑡
𝑆𝐴𝑅𝑖,𝑡
                                                                          (9.8) 
𝑆𝐴𝑅(𝑅𝑒𝑝)𝑖,𝑡 =
𝐴𝑅(𝑅𝑒𝑝)𝑖,𝑡
𝑆𝐴𝑅(𝑅𝑒𝑝)𝑖,𝑡
                                                  (9.9) 
where 𝑆𝐴𝑅𝑖,𝑡  and 𝑆𝐴𝑅(𝑅𝑒𝑝)𝑖,𝑡  are, respectively, the unadjusted and (reputational risk) 
adjusted standardised abnormal returns for firm 𝑖  at time 𝑡 ; 𝑆𝐴𝑅𝑖,𝑡  and 𝑆𝐴𝑅(𝑅𝑒𝑝)𝑖,𝑡  are the 
standard deviations of the two standardised returns. They are computed as follows: 
𝑆𝐴𝑅𝑖,𝑡=
2 𝑆𝐴𝑅𝑖
2 𝐶𝑖,𝑡                                                                         (9.10) 
𝑆𝐴𝑅(𝑅𝑒𝑝)𝑖,𝑡=
2 𝑆𝐴𝑅(𝑅𝑒𝑝)𝑖
2 𝐶𝑖,𝑡                                                        (9.11) 
                                                                
46 This method is also used to calculate the average values of AR(Rep) and CAR(Rep) measuring the adjusted-
abnormal return for the reputational damage of the loss announcement and adjusted-cumulative abnormal return, 
respectively. 
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       𝐶𝑖,𝑡 = 1 +
1
𝑇
+
(𝑅𝑚,𝑡 − ?̅?𝑚)
2
∑ (𝑅𝑚,𝑟 − ?̅?𝑚)2
𝑇
𝑟=1
                            (9.12) 
        ?̅?𝑚 =
1
𝑇
∑ 𝑅𝑚,𝑟
𝑇
𝑟=1
                                                           (9.13) 
where 𝑆𝐴𝑅𝑖,𝑡
2  and 𝑆𝐴𝑅(𝑅𝑒𝑝)𝑖,𝑡
2  are the variances of 𝑆𝐴𝑅𝑖,𝑡 and 𝑆𝐴𝑅(𝑅𝑒𝑝)𝑖,𝑡 at time 𝑡 of the event 
window for firm 𝑖; 𝑆𝐴𝑅𝑖
2 and 𝑆𝐴𝑅(𝑅𝑒𝑝)𝑖
2 are the variances of 𝐴𝑅𝑖,𝑡 and 𝐴𝑅(𝑅𝑒𝑝)𝑖,𝑡; 𝐶𝑖𝑡 is a factor 
whose value depends on time and security and reflects the increase in the variance due to 
prediction outside the estimation period; 𝑇 equals the number of non-missing returns in the 
estimation (that is, non-forecast) period; 𝑅𝑚,𝑡  is the market return at time 𝑡  in the event 
window; 𝑅𝑚,𝑟 is the market return at time 𝑟 in the estimation period; and 𝑅𝑚𝑟 represents the 
mean value of the market returns, across the estimation period. The test statistic of average 
abnormal return 𝐴𝑅𝑡 and  𝐴𝑅(𝑅𝑒𝑝)𝑡, being equal to zero (or 𝐻0: 𝐴𝑅
̅̅ ̅̅ = 0) at each event date, 
is then written as: 
𝑧𝑡 =
𝐴𝑆𝐴𝑅𝑡
𝑆𝐴𝑆𝐴𝑅𝑡
                                                                           (9.14) 
𝐴𝑆𝐴𝑅𝑡 = ∑ 𝑆𝐴𝑅𝑖,𝑡
𝑁
𝑖=1
                                                             (9.15) 
𝑆𝑆𝐴𝑅̅̅ ̅̅ ̅̅ 𝑡
2 = ∑
𝑇𝑖 − 2
𝑇𝑖 − 4
𝑁
𝑖=1
                                                                (9.16) 
where 𝐴𝑆𝐴𝑅𝑡 is the sum of the standardised abnormal returns over the sample at time 𝑡, which 
has an expected value of zero and a variance equal to (𝑇𝑖 − 2)/(𝑇𝑖 − 4); and 𝑁 is the number 
of observations (that is, firms) in the sample. For hypothesis testing of the average cumulative 
(through time) abnormal returns, namely, 𝐶𝐴𝑅𝑇1,𝑇2, 𝐶𝐴𝑅(𝑅𝑒𝑝)𝑇1,𝑇2, the test statistic is given 
by: 
𝑧𝐿𝑖 =
1
√𝑁
∑
𝐶𝑆𝐴𝑅𝐿𝑖
𝑆𝐶𝑆𝐴𝑅𝐿𝑖
𝑁
𝑖=1
                                                           (9.17) 
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𝐶𝑆𝐴𝑅𝐿𝑖 = ∑ 𝑆𝐴𝑅𝑖,𝑡
𝑇2
𝑡=𝑇1+1
                                                       (9.18) 
𝑆𝐶𝑆𝐴𝑅𝐿𝑖
2 = 𝐿𝑖
𝑇𝑖 − 2
𝑇𝑖 − 4
                                                               (9.19) 
where 𝐶𝑆𝐴𝑅𝐿𝑖 is the cumulative standardised abnormal return over the event period 𝐿𝑖 across 
the sample; 𝑆𝐶𝑆𝐴𝑅𝐿𝑖
2  is the return variance; and 𝐿𝑖 equals to 𝑇2 − 𝑇1, where 𝑇1 is the last day of 
the estimation (non-forecast) period and 𝑇2 is the last day of the event window. 
 
It is argued that the statistical-significance testing procedure of Patell (1976) may be prone to 
cross-sectional correlation which introduces a downward bias in the variance and, in turn, 
overstates the test statistic. This would lead to rejecting the null hypothesis too frequently when 
the abnormal returns are not significant. In this consideration, we further conduct the 
hypothesis testing of a zero abnormal return under the standardised cross-sectional test of 
Boehmer, Musumeci and Poulsen (1991). They account for the event-induced volatility and 
serial correlation in an event-study setting (hereafter the BMP method). The BMP approach is 
essentially built on the method of Patell (1976), in that it first finds the standardised abnormal 
returns (or the residuals of the estimation) as Patell did, and then applies the ordinary cross-
sectional technique by using the event-day cross-sectional variance, as opposed to the variance 
from the estimation period for the test. The test statistic for the hypothesis testing of the average 
abnormal returns 𝐴𝑅𝑡 and  𝐴𝑅(𝑅𝑒𝑝)𝑡 is based on the following Z-statistic: 
𝑧(𝐵𝑀𝑃)𝑡 =
𝑆𝐴𝑅̅̅ ̅̅ ̅̅ 𝑡
𝑆𝑆𝐴𝑅̅̅ ̅̅ ̅̅ 𝑡
                                                                      (9.20) 
𝑆𝑆𝐴𝑅̅̅ ̅̅ ̅̅ 𝑡 = √
1
𝑁(𝑁 − 1)
∑(𝑆𝐴𝑅𝑖,𝑡 − 𝑆𝐴𝑅̅̅ ̅̅ ̅̅ 𝑡)2
𝑁
𝑖=1
                          (9.21) 
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where 𝑆𝐴𝑅̅̅ ̅̅ ̅̅ 𝑡 is the sum of the standardised abnormal returns over the sample at time 𝑡 defined 
in Equation (9.15); 𝑆𝑆𝐴𝑅̅̅ ̅̅ ̅̅ 𝑡  is the standard deviation for 𝑆𝐴𝑅
̅̅ ̅̅ ̅̅
𝑡 , and 𝑁  is the number of 
observations in the sample. For the hypothesis testing of zero 𝐶𝐴𝑅𝑇1,𝑇2 and 𝐶𝐴𝑅(𝑅𝑒𝑝)𝑇1,𝑇2, 
the test statistic is derived in Mikkelson and Partch (1988), where the standard deviation of the 
cumulative abnormal returns for each firm is forecast-error corrected for serial correlation: 
𝑧(𝐵𝑀𝑃)𝐿𝑖 = √𝑁
𝑆𝐶𝐴𝑅̅̅ ̅̅ ̅̅ ̅𝐿𝑖
𝑆𝑆𝐶𝐴𝑅̅̅ ̅̅ ̅̅ ̅̅ 𝐿𝑖
                                                          (9.22) 
𝑆𝑆𝐶𝐴𝑅̅̅ ̅̅ ̅̅ ̅̅ 𝐿𝑖
= √
1
𝑁 − 1
∑(𝑆𝐶𝐴𝑅𝑖 − 𝑆𝐶𝐴𝑅̅̅ ̅̅ ̅̅ ̅)2
𝑁
𝑖=1
                            (9.23) 
𝑆𝐶𝐴𝑅̅̅ ̅̅ ̅̅ ̅ =
1
𝑁
∑ 𝑆𝐶𝐴𝑅𝑖
𝑁
𝑖=1
                                                                (9.24) 
𝑆𝐶𝐴𝑅𝑖 =
𝐶𝐴𝑅𝑖
𝑆𝐶𝐴𝑅𝑖
                                                                            (9.25) 
𝑆𝐶𝐴𝑅𝑖 = √𝑆𝐴𝑅𝑖 (𝐿𝑖 +
𝐿𝑖
2
𝑇
+
∑ (𝑅𝑚,𝑡 − ?̅?𝑚)2
𝑇2
𝑡=𝑇1+1
∑ (𝑅𝑚,𝑟 − ?̅?𝑚)2
𝑇
𝑟=1
)            (9.26) 
where 𝑆𝐶𝐴𝑅̅̅ ̅̅ ̅̅ ̅𝐿𝑖 is the averaged, standardised, cumulative abnormal returns across 𝑁 firms over 
the event window 𝐿𝑖 ; 𝑆𝑆𝐶𝐴𝑅̅̅ ̅̅ ̅̅ ̅̅ 𝐿𝑖
 is the standard deviation for 𝑆𝐶𝐴𝑅̅̅ ̅̅ ̅̅ ̅𝐿𝑖 , which comprises the 
differences of individual standardised cumulative abnormal return 𝑆𝐶𝐴𝑅𝑖 from its mean value 
𝑆𝐶𝐴𝑅̅̅ ̅̅ ̅̅ ̅ ; the 𝑆𝐶𝐴𝑅𝑖  for each firm 𝑖  is determined from the 𝐶𝐴𝑅𝑖  which is the cumulative 
abnormal return for the firm in its raw form divided by the contemporaneous cross-sectional 
standard error term 𝑆𝐶𝐴𝑅𝑖 ; 𝑆𝐴𝑅𝑖  is the residual standard deviation of firm 𝑖’s market-model 
regression; 𝑇 represents the estimation period, and 𝑅𝑚,𝑡, 𝑅𝑚,𝑟, and ?̅?𝑚 are the market returns 
(see the discussion on Equation 9.12). 
 
In the following chapter, we present the empirical results estimated using the event-study 
methodology discussed in this chapter. We begin with our discussion on the full sample, then 
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we show evidence on the subsamples of individual countries and compare the differences with 
respect to how the stock market reacts to operational-loss announcements. 
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CHAPTER 10 
ESTIMATION RESULTS 
 
10.1 Estimation of Stock Returns: Global Sample 
This chapter discusses the event-study estimations and findings, beginning with the results for 
the global sample, on the two event dates defined in previous chapter: first press-release date 
(or press date) and settlement date. This analysis aims at forming a general view on our 
understanding of the reputational impact on the bank following an operational-loss event. 
Cumulative abnormal returns (CAR) are calculated over a series of time windows centring on 
these event dates. 
 
As previously discussed, the calculated CARs are adjusted to account for the pure monetary 
loss of the operational-loss events to reflect the reputational damage of the event (for our 
calculation method see Equation 9.4). Figure 10.1 plots the mean value of the CAR over a 40-
day period—20 days before and 20 days after the event dates for the full sample. That is, a total 
of 331 loss events, recorded in 38 publicly listed commercial banks, across three countries (30 
in Canada, 43 in the United Kingdom, and 258 in the United States). The sample size reduces 
to 76 loss events for the settlement date, as some banks finalise their losses when the news is 
first released to the public. The dashed line measures the reputational-damage-adjusted CAR 
for the press date where all 𝐴𝑅𝑖 are replaced by 𝐴𝑅(𝑅𝑒𝑝)𝑖 at time 0. This correction applies to 
all of the remaining graphical illustrations for the subsamples. 
 
As shown in Figure 10.1, the movement in the companies' market value surrounding the 
settlement date clearly differs from that around the press date, although both lines exhibit a 
similar pattern of a significant share-price fall from immediately after when the announcements 
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are made to the public on day 𝑡 = 0. While the CAR for the press date is positioned below the 
zero line preceding time 0(although small, 0.4 percent on average), the CAR for the settlement 
date sits well inside the positive territory over the same course of the event window, and it 
appears to approach the pinnacle at approximately 0.75 percent just before the news breaks. 
 
Figure 10.1: Average cumulative abnormal returns (CAR) around the two event 
dates for the full sample 
 
Note: The dashed line illustrates the reputational effect of an operational-risk event by adding in the 
loss rate, which is calculated as the nominal value of the event loss divided by the market value of the 
firms at date 0. 
 
Both CARs plunge on the event dates (press date: -1.7 percent and settlement date: -0.7 percent) 
when investors react to the announcement of the loss events, but before the recovery process 
gradually takes effect. This is more evident for the press date CAR than for the CAR around 
the settlement date, as the solid line representing the CAR for the press date climbs steadily 
over the second half of the 40-day event window, after the initial shock, and starts converging 
towards zero. This is in contrast to the dotted line, where an accelerating deviation is witnessed 
towards the finish in the same period, before it slightly stabilises around -1.3 percent at 𝑡 = 20. 
Factoring in the pure monetary impact of the operational-loss events, it appears that the nominal 
loss, on average, only accounts for 0.32 percent of the decline in the (cumulative) abnormal 
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returns at time zero. This suggests that all of the remaining negative returns, that is, a 
percentage totalling -1.38 is considered the reputational damage to the bank following an 
operational-loss incident. This evidence is in line with the findings of previous research, such 
as Gillet et al. (2010).47 
 
A statistical summary is provided in Table 10.1 on the mean ARs and CARs (reputational loss-
adjusted returns inclusive) for the full sample across a series of event times and windows. All 
of the returns are expressed in their raw figure, as opposed to the standardised value, in order 
to maintain the economic information on the returns (Patell, 1976). 
 
Table 10.1: Mean ARs and CARs (in percentage) and test statistics for the global 
sample 
 
                                                                
47 Despite similar findings, our study reveals different evidence to Gillet et al. (2010) in several respects. For 
instance, while the CARs here mostly fit a return-band of +1 percent to minus 2 percent over the entire event 
window, this band is considerably smaller when compared to Gillet et al., where there is a deviation in CARs of 
over 8 percent between the highest and lowest returns across various event dates. We attribute this to the sample-
selection criteria of the operational losses. Whereas Gillet et al. exclude any loss under the threshold of USD1 
million, we set it to USD100,000 to account for the potentially high-frequency losses with a generally low severity. 
We can justify inclusion of the smaller losses, as they often grow and can affect an institution just as the bigger 
losses do. Unlike Gillet et al., where the CAR for the settlement date in the global sample remains consistently 
positive throughout the event window (and even grows through time), the same CAR analysed in our study sharply 
falls below zero on the event day 𝑡 = 0, and deviates further from the zero line compared to the press-date CAR 
after about day 𝑡 = 10, before stabilising. 
  First press date Settlement date 
Event 
day obs. 
Mean AR 
(z-stats) 
% 
(<0) 
Mean 
AR(Rep) 
(z- stats) 
% 
(<0) obs. 
Mean AR 
(z- stats) 
% 
(<0) 
Mean 
AR(Rep) 
(z- stats) 
% 
(<0) 
T = -2 331 0.06 46 0.06 46 76 0.10 43 0.10 43 
  (0.711)  (0.711)   (0.819)  (0.819)  
T = -1 331 -0.09 54 -0.09 54 76 -0.17 53 -0.17 53 
  (-1.208)  (-1.208)   (-1.094)  (-1.094)  
T = 0 331 -1.33*** 84 -1.01*** 81 76 -1.17*** 84 -0.84*** 71 
  (-14.287)  (-7.537)   (-6.044)  (-3.856)  
T = 1 331 -0.10 57 -0.10 57 76 0.02 53 0.02 53 
  (-1.116)  (-1.116)   (0.134)  (0.134)  
T = 2 331 0.07 47 0.07 47 76 -0.24* 58 -0.24* 58 
  (0.901)  (0.901)   (-1.611)  (-1.611)  
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 Table 10.1: (Continued) 
Note: AR(Rep) and CAR(Rep) measure the reputational damage-adjusted abnormal returns and 
cumulative abnormal returns, respectively. The Boehmer, Musumeci and Poulsen (1991) z-statistics 
are shown in parenthesis. Column '% (<0)' outlines the extent to which the number of events (in 
percentages) whose associated returns (that is, ARs or CARs) are less than zero in the sample. ***, 
**, and * denote the significance level of the estimation at the 1%, 5%, and 10% levels, respectively. 
 
As discussed earlier, the statistical significance of the estimated return in this study is tested 
using the Patell (1976) and the Boehmer, Musumeci and Poulsen (1991) z-statistics. However, 
we only report the results of the latter method in this and all subsequent tables regarding the 
return significance, as both methods yield qualitatively similar conclusions. 
 
Based on the test statistics, the mean ARs at event day 𝑡 = 0 are significant at the 1% level for 
both the press and settlement dates. This is true for the Rep-adjusted ARs, highlighting the 
Event 
window obs. 
Mean 
CAR 
(z-stats) 
% 
(<0) 
Mean 
CAR(Rep) 
(z-stats) 
% 
(<0) obs. 
Mean 
CAR 
(z-stats) 
% 
(<0) 
Mean 
CAR(Rep) 
(z-stats) 
% 
(<0) 
(-1, 1) 331 -1.52*** 76 -1.20*** 74 76 -1.32*** 62 -0.99*** 58 
  (-10.487)  (-7.099)   (-3.999)  (-3.021)  
(-1, 2) 331 -1.45*** 72 -1.13*** 68 76 -1.57*** 66 -1.24*** 62 
  (-8.60)  (-6.08)   (-4.032)  (-3.252)  
(-1, 3) 331 -1.45*** 69 -1.14*** 65 76 -1.46*** 66 -1.13*** 62 
  (-7.917)  (-5.831)   (-3.705)  (-2.951)  
(0, 1) 331 -1.42*** 79 -1.11*** 76 76 -1.15*** 75 -0.82*** 67 
  (-11.243)  (-7.077)   (-4.248)  (-2.959)  
(0, 2) 331 -1.35*** 73 -1.04*** 71 76 -1.39*** 74 -1.06*** 66 
  (-9.051)  (-6.05)   (-4.225)  (-3.247)  
(0, 3) 331 -1.36*** 68 -1.04*** 65 76 -1.28*** 67 -0.96*** 63 
  (-8.345)  (-5.865)   (-3.794)  (-2.868)  
(-15, 1) 331 -1.45*** 60 -1.13*** 59 76 -0.99* 51 -0.66 47 
  (-4.294)  (-3.26)   (-1.445)  (-1.001)  
(-10, 5) 331 -1.12*** 59 -0.80** 57 76 -0.82 51 -0.50 50 
  (-3.061)  (-2.203)   (-1.259)  (-0.772)  
(-5, 10) 331 -0.65** 59 -0.33 56 76 -1.31** 58 -0.98** 54 
  (-1.936)  (-0.984)   (-2.235)  (-1.669)  
(0, 15) 331 -0.64** 57 -0.32 56 76 -1.28*** 66 -0.95** 63 
   (-1.796)  (-0.869)   (-2.575)  (-1.885)  
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initial reaction (and possibly overreaction) from the investors of the bank following an 
operational-loss event. However, this initial strong response tends to be short-lived and is less 
anticipated, as none of the ARs in the two-day window before and after the event date (both 
press and settlement) are statistically significant, except for the -0.24 percent AR at 𝑡 = 2 
(although at the 10% confidence level) after the announcement of the loss settlement. 
 
Regarding the cumulative abnormal returns, the abrupt initial stock-market reaction is 
confirmed by the significantly negative CARs across the relatively narrower event windows 
(ranging from one day before the announcement to three days after), with the biggest CAR and 
CAR(Rep) losses occurring over the event window (-1 ,1) for the press date, and over the event 
window (-1 ,2) for the settlement date, respectively. By contrast, the longer event windows 
typically covering the 15 days preceding the event date, and 15 days after the news breaks, tend 
to report cumulative returns at a lower significance level. 
 
Interestingly, while the significance level declines for the CARs (including Rep-adjusted) 
around the press date, and during the development of the loss through time, the significance 
level for the returns around the settlement date increases, and the actual returns become larger 
as time passes. This trend is reflected graphically in Figure 10.1, where the settlement date 
CAR deviates further away from the zero line after around 𝑡 = 10, and reaches the trough 
before stabilising. On the other hand, the CAR for the press date converges gradually towards 
zero during the second half of the 40-day event window. 
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10.2 Estimation of Stock Returns: Subsamples by Country 
Figures 10.2, 10.3, and 10.4 exhibit the CAR for both press date and settlement date for the 
same period's setting for the full sample (that is, a 40-day window centred on the event day) 
for the three subsamples: the United States, the United Kingdom, and Canada. 
 
Figure 10.2: United States—Average CAR around the two event dates 
 
 
First, the US sample reveals a similar graphical pattern to the full sample for the two CARs. 
Both CAR (press) and CAR (settlement) take a hefty plunge when the loss news breaks to the 
public on the event date, after hovering above the zero line (slightly below for the press date), 
and they remain in the negative territory for the rest of the event window. During this time, 
CAR (press) recovers gradually towards zero, while CAR (settlement) deviates away from the 
zero line after around day 10 before rising. 
 
However, this subsample indicates some different behaviour. For instance, CAR (settlement) 
falls to as much as twice the depth on the news-release date when compared to the full sample, 
signalling stronger investor reaction to the loss settlement in the United States. In addition, 
although CAR (press) dives to as low as -1.8 percent on the news date in both the US sample 
-2.00%
-1.50%
-1.00%
-0.50%
0.00%
0.50%
1.00%
-20 -18 -16 -14 -12 -10 -8 -6 -4 -2 0 2 4 6 8 10 12 14 16 18 20
Press Date Settlement Date CAR(Rep) Press Date
160 
 
and the full samples, it appears to recover faster after the news release in the former sample, 
such that the CAR (Rep) nearly makes up all of the losses, just before the event window closes, 
compared to -0.5 percent CAR (Rep) in the full sample. 
 
Figure 10.3: United Kingdom—Average CAR around the two event dates 
 
 
Second, for the UK subsample, both CAR curves (for the press and settlement dates) exhibit 
fundamentally different behaviour to the full sample. The most obvious difference stems from 
the CAR for the press date during the recovery period, witnessed in the full sample, where the 
return recovers gradually from the losses. In contrast, the return in the subsample continues to 
fall, reaching -3 percent at the end of the event window, after taking the initial hit on the event 
date. Second, unlike the full sample, the reputational-damage-adjusted CAR for the press date 
shows only minor deviations from the unadjusted CAR, implying that most of the loss in 
companies' market value is attributed to reputational loss. 
 
Finally, focusing on the CAR around the settlement date, although the graph moves generally 
in the same fashion as that in the full sample over time, it climbs to nearly 2 percent before 
declining on the event date—as opposed to the dramatic plunge exhibited in the full sample—
and then it continues to slide to the press-date CAR level, which is -3 percent. It is worth noting 
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that the settlement-date CAR remains in the positive territory until around day 6 in the event 
window. This indicates that the initial shock from the news release is absorbed slowly by 
investors, before they take action, and may potentially signal semi-strong market efficiency. 
 
Figure 10.4: Canada—Average CAR around the two event dates 
 
 
Finally, the Canadian subsample presents a unique set of investor behaviour in response to 
announcements of operational-loss events. Unlike the CAR in the global sample, in the 
Canadian sample it stays above the zero line prior to the first press release for most of the time, 
and the loss in return ceases at around the 1 percent mark, compared to more than 1.5 percent 
in the full sample (or over 2 percent in the United Kingdom, for that matter). During the second 
half of the event window, where the CAR recovers towards zero in the full sample (but never 
climbs above zero), the return in the subsample reverses all the losses quickly, and even moves 
into the positive zone for approximately 10 business days before fading out slowly. 
 
Similar to the UK sample, it appears that most of the loss in companies' market value following 
an operational-risk event is reputational, as the difference between CAR and CAR (Rep) 
around the press date is rather small, suggesting that the direct monetary impact of the loss is 
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insignificant. This may be due to the smaller loss size in the United Kingdom, relative to the 
full sample. Further, the CAR corresponding to the settlement date exhibits a significant spike 
(reaching above 2.5 percent at the peak) in the days preceding the event date, after which the 
return falls sharply, although it remains above zero before hovering around the zero line until 
the event window closes. This contradicts the global sample, where investors take action to a 
much greater extent in order to protect their wealth in the wake of loss settlement, after the 
news was first released to the public on the press date. 
 
Tables 10.2 and 10.3 compare the differences in ARs and CARs among the samples for the 
three countries. Similar to the full sample, all three subsamples report a significant average AR 
on the press date at the 1% significance level. The same can be said about the reputational-
damage-adjusted AR, or AR(Rep). However, this level of statistical significance does not spill 
over to any other day in the event window. In contrast, the AR and the AR(Rep) around the 
settlement date exhibit slightly different behaviour to the global sample. Although the majority 
of the significance is still captured in the losses resulting directly from the harsh market 
response on the event date, it appears that some of the other dates, either before or after 𝑇 = 0, 
start to show some significance This is most evident in the Canadian stock market. 
 
As for the event windows, the mean CAR and CAR(Rep) are significant at the 1% level 
(mostly) across various narrow event windows surrounding the press date for all three samples 
(from T=-1 at the earliest to T=3 at the latest). This is consistent with the evidence reported in 
the full sample. For the settlement date, however, only the United States and Canada contain a 
highly significant (mostly at 1%) CAR and CAR(Rep) across the relatively short windows. 
Those returns in the United Kingdom are reported as rather small, and statistically insignificant, 
particularly for the windows starting at 𝑇 = −1. This may be interpreted graphically in Figure 
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10.3 as that the CAR (settlement) does not suggest an imminent drop in share price at the time 
when banks settle the losses. 
 
Table 10.2: Mean ARs and CARs for the US subsample 
 First press date Settlement date 
Event day Mean AR 
Mean AR 
(Rep) Mean AR 
Mean AR 
(Rep) 
T = -2 0.06 0.06 0.01 0.01 
T = -1 -0.11 -0.11 -0.39** -0.39** 
T = 0 -1.37*** -1.00*** -1.12*** -0.75** 
T = 1 -0.08 -0.08 0.004 0.004 
T = 2 0.09 0.09 -0.19 -0.19 
Event 
window Mean CAR 
Mean CAR 
(Rep) Mean CAR 
Mean CAR 
(Rep) 
(-1, 1) -1.57*** -1.19*** -1.50*** -1.13*** 
(-1, 2) -1.48*** -1.10*** -1.69*** -1.32*** 
(-1, 3) -1.51*** -1.14*** -1.46*** -1.10*** 
(0, 1) -1.45*** -1.08*** -1.11*** -0.75** 
(0, 2) -1.36*** -0.99*** -1.30*** -0.94*** 
(0, 3) -1.40*** -1.02*** -1.08*** -0.71** 
(-15, 1) -1.44*** -1.07*** -1.56** -1.19* 
(-10, 5) -1.06*** -0.68** -1.39** -1.02* 
(-5, 10) -0.61* -0.24 -1.06* -0.69 
(0, 15) -0.54 -0.16 -0.76 -0.39 
 
With respect to the longer event windows—the typical spreading across 15 days before and 15 
days after the event date—the evidence on the returns is rather mixed. For the press date, the 
US and Canadian samples tend to produce CAR and CAR(Rep) with higher significance in the 
event windows, with a shorter closing (𝑇 = 5 at the latest) than the UK sample. On the opposite 
side however, the United Kingdom is the only country to report a significant CAR and 
CAR(Rep) in the event window of a longer closing date (that is, the event period stretching to 
15 days after the announcement is made). 
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 Table 10.3: Mean ARs and CARs for the UK subsample 
  First press date Settlement date 
Event day Mean AR 
Mean AR 
(Rep) Mean AR 
Mean AR 
(Rep) 
T = -2 0.02 0.02 0.24 0.24 
T = -1 -0.07 -0.07 0.73* 0.73* 
T = 0 -1.28*** -1.17*** -1.04*** -0.81** 
T = 1 -0.14 -0.14 0.39 0.39 
T = 2 -0.14 -0.14 -0.36 -0.36 
Event 
window Mean CAR 
Mean CAR 
(Rep) Mean CAR 
Mean CAR 
(Rep) 
(-1, 1) -1.49*** -1.37*** 0.08 0.31 
(-1, 2) -1.63*** -1.52*** -0.28 -0.05 
(-1, 3) -1.64*** -1.52*** -0.73 -0.50 
(0, 1) -1.42*** -1.30*** -0.65* -0.42 
(0, 2) -1.56*** -1.45*** -1.02** -0.78* 
(0, 3) -1.57*** -1.45*** -1.46** -1.23* 
(-15, 1) -1.59* -1.47* 1.77* 2.00* 
(-10, 5) -1.38 -1.27 1.93 2.17 
(-5, 10) -1.31 -1.19 -2.89** -2.66** 
(0, 15) -1.60** -1.48** -2.99*** -2.75*** 
 
In terms of the settlement date, the abnormal returns track closely those on the first press date, 
apart from a few exceptions: (1) the significant returns observed in the longer closing window 
from the UK sample further extend its level of significance to 1% at the highest; (2) the 
significant CARs presented in the Canadian sample around the press date in the shorter closing 
window are no longer significant around the settlement date, but tend to be significant (at the 
5% level) in the longer closing window ending at 𝑇 = 15. This signals a potentially delayed 
market selloff in the aftermath following the news on loss settlement. 
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 Table 10.4: Mean ARs and CARs for the Canadian subsample 
  First press date Settlement date 
Event day Mean AR 
Mean AR 
(Rep) Mean AR 
Mean AR 
(Rep) 
T = -2 0.16 0.16 0.66** 0.66** 
T = -1 0.03 0.03 0.06 0.06 
T = 0 -1.00*** -0.93*** -1.92** -1.79** 
T = 1 -0.15 -0.15 -0.53** -0.53** 
T = 2 0.21 0.21 -0.54* -0.54* 
Event 
window Mean CAR 
Mean CAR 
(Rep) Mean CAR 
Mean CAR 
(Rep) 
(-1, 1) -1.13*** -1.06*** -2.39*** -2.26*** 
(-1, 2) -0.93*** -0.85*** -2.93*** -2.80*** 
(-1, 3) -0.69* -0.62* -2.85*** -2.71*** 
(0, 1) -1.16*** -1.08*** -2.46*** -2.32*** 
(0, 2) -0.95*** -0.88*** -3.0*** -2.86*** 
(0, 3) -0.72* -0.64* -2.91*** -2.78*** 
(-15, 1) -1.27** -1.19** -1.03 -0.90 
(-10, 5) -1.27** -1.19** -0.92 -0.78 
(-5, 10) -0.01 0.06 -0.56 -0.43 
(0, 15) -0.13 -0.06 -2.86** -2.72** 
 
10.3 Estimation of Stock Returns: Subsamples by Event Type 
Figure 10.5 presents the CAR around the press date for the samples of losses categorised by 
the events of CPBP and fraud, which contain both internal fraud and external fraud. Based on 
the graph, it is clear to see the immediate adverse impact on the companies' business resulting 
from the first news release of the loss event, where the severity of the negative impact is 
magnified in the loss cases involving fraud (both internal and external). This is illustrated by 
the increasing negative returns over the 10-day period after the announcement date reaching 
the bottom at -2 percent. Despite this extended loss in the case of fraud, the CAR for both loss 
event types finish very closely at the end of the 40-day event window. 
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Figure 10.5: CAR and CAR(Rep) for the subsamples of the two event types CPBP 
and fraud (both internal and external) around the press date 
 
 
Figure 10.6: CAR and CAR(Rep) around the press date for the subsamples of fraud 
(combined), internal fraud and external fraud 
 
 
As far as the reputational effect is concerned, the fraud sample shows a lower CAR(CAR), 
although the CAR is slightly higher than that of CPBP at the end of the 40-day timeline. A 
closer look at the behaviour of the fraud sample reveals further differences between losses due 
to internal fraud and those caused by external parties. As shown in Figure 10.6, investors are 
much more sensitive to news relating to a company’s internal-fraud losses than external ones, 
an almost -3 percent CAR at the lowest for internal fraud versus just over -1.5 percent for 
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external fraud. However, this strong visual impression of the deviation from the negative 
returns of the two samples, occurring in the post-announcement period, is vaguely recorded in 
the pre-announcement window. In fact, the CARs of the two loss types evolve very similarly 
in the lead-up to the news day, indicating that the market anticipates no major differences from 
the losses of the different fraud types. 
 
Figure 10.7: CAR and CAR(Rep) for the subsamples of four event types: CPBP, 
fraud (combined), internal fraud, and external fraud 
 
 
Note: The dashed and dotted lines represent the reputational-effect-corrected cumulative abnormal 
returns for CPBP and fraud (combined) in Figure 10.5; and uncorrected CARs for fraud (combined) 
and CPBP in Figure 10.7, respectively. 
 
 
Regarding the settlement news for the two loss types, the development of the negative returns 
is to a certain extent consistent with that around the press date. As shown in Figure 10.7, while 
the stock market reacts most adversely to news coverage of internal-fraud cases, it least 
anticipates further impact from losses due to external fraud after the initial shock, and poses 
the quickest recovery in the negative return among the four loss types. Generally speaking, 
investors treat news pertaining to CPBP’s loss settlement as neutral, given a flat CAR 
throughout the event window. 
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Tables 10.5 and 10.6 outline the abnormal returns and cumulative abnormal returns of all four 
event types of operational losses surrounding the first press-release date and the settlement 
date. Despite being the most influential (negatively) event type on banks’ performance 
following the first public loss announcement, internal fraud does not seem to produce the 
biggest one-day loss on the event date. In fact, the corrected abnormal return for the internal 
fraud sample is the smallest among the four event types at above -1 percent (although it is 
significant at the 1% level). This rather strange pattern is evident across various relatively short 
event windows immediately before and after the event date for the sample, where the least-
significant adjusted CARs are found in comparison to samples of other loss types. 
 
Table 10.5: ARs and CARs (in percentage) for the subsamples by event type around 
the press date 
First press date 
  CPBP Fraud IF EF 
Event 
day AR 
AR 
(Rep) AR 
AR 
(Rep) AR 
AR 
(Rep) AR 
AR 
(Rep) 
T = -2 0.16* 0.16* 0.05 0.05 -0.12 -0.12 0.23 0.23 
T = -1 -0.16** -0.16** -0.18 -0.18 -0.27 -0.27 -0.09 -0.09 
T = 0 -1.15*** -1.0*** -1.13*** -0.86*** -1.03*** -0.69*** -1.23*** -1.02*** 
T = 1 -0.28** -0.28** 0.05 0.05 0.09 0.09 0.01 0.01 
T = 2 0.14 0.14 0.004 0.004 0.27 0.27 -0.26* -0.26* 
         
Event 
window CAR 
CAR 
(Rep) CAR 
CAR 
(Rep) CAR 
CAR 
(Rep) CAR 
CAR 
(Rep) 
(-1, 1) -1.58*** -1.44*** -1.27*** -0.99*** -1.22*** -0.87** -1.31*** -1.10*** 
(-1, 2) -1.45*** -1.30*** -1.26*** -0.98*** -0.95** -0.61 -1.58*** -1.36*** 
(-1, 3) -1.58*** -1.44*** -1.22*** -0.94*** -1.31*** -0.97* -1.12*** -0.91** 
(0, 1) -1.42*** -1.28*** -1.09*** -0.81*** -0.95*** -0.60** -1.23*** -1.01*** 
(0, 2) -1.29*** -1.14*** -1.08*** -0.80*** -0.68** -0.34 -1.49*** -1.27*** 
(0, 3) -1.43*** -1.28*** -1.04*** -0.76*** -1.04*** -0.70* -1.03*** -0.82*** 
(-15, 1) -1.15*** -1.00** -1.32** -1.04* -1.90** -1.55* -0.73 -0.52 
(-10, 5) -0.68* -0.53 -1.12* -0.84 -1.99** -1.65* -0.25 -0.04 
(-5, 10) -0.30 -0.15 -1.13* -0.85 -2.09** -1.75* -0.17 0.05 
(0, 15) -0.56 -0.42 -0.77 -0.50 -0.95* -0.61 -0.60 -0.38 
          
Obs. 149 98 49 49 
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Table 10.6: ARs and CARs (percentage) for the subsamples by event type around 
the settlement date 
Settlement date 
 CPBP Fraud IF EF 
Event 
day AR 
AR 
(Rep) AR 
AR 
(Rep) AR 
AR 
(Rep) AR 
AR 
(Rep) 
T = -2 0.22** 0.22** 0.08 0.08 -0.45** -0.45** 0.51* 0.51* 
T = -1 -0.08 -0.08 -0.30 -0.30 0.48* 0.48* -0.94*** -0.94*** 
T = 0 -0.90*** -0.64*** -1.44*** -1.02** -1.80 -0.96 -1.15*** -1.07*** 
T = 1 0.22* 0.22* 0.18 0.18 -0.31 -0.31 0.58 0.58 
T = 2 -0.08 -0.08 -0.03 -0.03 0.33 0.33 -0.32 -0.32 
         
Event 
window CAR 
CAR 
(Rep) CAR 
CAR 
(Rep) CAR 
CAR 
(Rep) CAR 
CAR 
(Rep) 
(-1, 1) -0.77** -0.50* -1.56** -1.14* -1.62 -0.78 -1.51*** -1.42*** 
(-1, 2) -0.85** -0.58* -1.59*** -1.16* -1.29 -0.45 -1.83*** -1.74*** 
(-1, 3) -0.75** -0.48 -1.38** -0.96 -0.96 -0.12 -1.73*** -1.64*** 
(0, 1) -0.68*** -0.42* -1.26** -0.84 -2.11* -1.27 -0.57 -0.48 
(0, 2) -0.76** -0.50* -1.29** -0.86 -1.78* -0.94 -0.89 -0.80 
(0, 3) -0.67** -0.40 -1.08* -0.66 -1.45 -0.61 -0.79 -0.70 
(-15, 1) 0.19 0.46 -2.14 -1.72 -2.07 -1.23 -2.20 -2.12 
(-10, 5) 0.35 0.62 -1.17 -0.75 1.51 2.35 -3.36** -3.28* 
(-5, 10) -0.64 -0.37 -2.64** -2.21* -2.21 -1.37 -2.99* -2.90* 
(0, 15) -1.03* -0.76 -1.03 -0.60 -1.93 -1.09 -0.28 -0.20 
          
Obs. 41 20 9 11 
Note: Statistical analysis is carried out for four samples differentiating on the basis of the loss event 
type: clients, products, and business practices (CPBP), fraud (combination of IF and EF), internal 
fraud (IF), and external fraud (EF). AR(Rep), and CAR(Rep) measure of the reputational-damage-
adjusted abnormal returns and cumulative abnormal returns. ***, **, and * denote, respectively, the 
significance level of the estimation at the 1%, 5%, and 10% levels according to the Boehmer, 
Musumeci and Poulsen (1991) z-statistics. 
 
Having said that, the unadjusted CARs obtained from the longer windows under the internal-
fraud category exhibit a significant rise in both loss magnitude and statistical significance (the 
majority of the returns in the windows are significant at the 5% level). This may be interpreted 
as the following: investors do not react to the news of internal fraud as quickly as they do to 
the other types, because the loss originated from within the company. This means that it may 
indicate a certain breakdown of the business fundamentals and thus it makes the loss more 
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challenging to interpret, as the 'true' damage to the firm is potentially underestimated in the 
early stage of the news release. As a result, a slow start to the investor response may be 
experienced in the first few days after the announcement, but a steady (and potentially long-
lasting) market selloff is likely to be witnessed in the medium to long term, once the market 
understands the underlying nature of the announcement. This highlights the unique 
characteristics of losses resulting from internal-loss events (in particular, internal fraud such as 
unauthorised trading, and accounting fraud) and their negative market impact on firms. This 
may be small in the beginning of the exposure, but can be far-reaching and can have much 
greater potential to impair the survival of a business than do other types of operational events. 
 
Various explanations have been provided in the existing literature addressing the stronger 
effect of internal-loss events from the perspectives of a rise in concerns about incompetent 
management and business continuity (Palmrose et al., 2004), loss in investor confidence, and 
consequently, market share (Karpoff and Lott, 1987), and the serious doubts cast over internal 
quality controls (de Fontnouvelle and Perry, 2005). 
 
As for the settlement news, for all samples the negative returns (both corrected and 
uncorrected) tend to be generally smaller in size and lower in significance relative to those 
around the press date. However, external-fraud losses report an exceptional -3.4 percent return 
(significant at the 5% level) accumulating over the event window (-10, 5), and -3 percent 
between (-5, 10). These returns, in fact, represent the two largest negative returns from all of 
the CARs calculated across all loss categories considered in the study, and over the event 
windows of all lengths. In addition, these negative returns are mostly reputational, as the 
(reputational-effect) adjusted versions of these losses are not materially different from the 
unadjusted returns. Although this appears to be some kind of unusual observation which goes 
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against our expectation, it may be attributed to the rather limited sample size compared to the 
ones involved in the estimation for the press date. 
 
10.4 Estimation of Stock Returns: Subsamples by Loss Size 
In order to understand the dynamic aspects of the stock-market reaction to the announcement 
of an operational-loss event, we distinguish the operational-loss sample, based on the relative 
size of the losses, to the market value of the firm that endures them. Figure 10.8 exhibits the 
cumulative abnormal returns (corrected as well as uncorrected) around both press and 
settlement dates for the top 50 percent of losses in relative size (to the market value of the firm). 
Figure 10.9 presents this for the bottom 50 percent in the same event-study setting.48 
 
Figure 10.8: CAR and CAR(Rep) for the relatively bigger losses around both press 
and settlement dates 
 
Note: The dashed line represents the correction for the reputational damage to the company following 
an operational-loss event around press date in Figures 10.8, 10.9, and 10.10. 
 
 
                                                                
48 We understand that this study reports 331 operational-loss records in the global sample, which will inevitably 
cause an uneven split in creating two same-sized loss subsamples. However, the effect of the uneven sample size 
is believed to be minimal. For the record, a total of 165 losses are included in the sample of smaller-size losses 
based on the discussed selection criteria, and for the larger-size sample, this number is 166. 
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Figure 10.9: CAR and CAR(Rep) for the relatively smaller losses around both press 
and settlement dates 
 
 
At first glance, the market appears to react more abruptly to the news release of bigger 
operational losses, as the dive in negative return on the event dates (shown in Figure 10.8) is 
much more obvious than that of the smaller losses. However, the overall negative return of the 
smaller losses is much higher, reaching -2 percent at the lowest, and is accompanied by a much 
lower starting position preceding the announcement of the first press news. The smaller losses 
report a slower recovery in the negative returns after the loss announcement. 
 
With respect to the settlement date, although the return for the smaller losses stays above the 
zero line until the announcement, it falls quickly below zero afterwards and converges with the 
press-date returns to around -1.5 percent closing the event window. Overall, the estimation 
results seem to suggest that investors are likely to over-sanction the banks experiencing a 
relatively smaller loss event if they are not assigning the same penalties to the loss events, 
irrespective of the actual loss amount attached to the event. However, further investigation 
incorporating investors' knowledge of a loss reveals evidence that indicates otherwise. As 
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shown in Figure 10.10, the market reacts more aggressively to the announced bigger losses 
than to the smaller ones when the loss amounts are unknown to the market.49 
 
A plausible explanation is the following: as the market anticipates the actual magnitude of the 
smaller unknown losses to be somewhat less influential, it mainly focuses on the bigger losses 
and assigns the smaller loss cases a lower penalty rate. This evidence is consistent with the 
study of Sturm (2013). However, it is in opposition to the view of Gillet et al. (2010), who 
instead report a much bigger market reaction when the unknown loss is rather small, reflecting 
the greater potential for the actual monetary damage to be released following the announcement 
of a smaller loss. 
 
Figure 10.10: CAR and CAR(Rep) for the relatively bigger (left) and smaller (right) 
unknown losses around both press and settlement dates 
  
 
Table 10.7 summarises the ARs and CARs for the two subsamples of different loss sizes around 
the press and settlement dates. For this part of the analysis, the reporting status of the loss 
amount is not distinguished between loss records within each sample, in order to understand 
the investor behaviour from an overall market perspective concerning an operational-loss 
event. 
 
                                                                
49 Disclosure status, or the knowledge of the losses, is another aspect of the operational losses that we explore in 
the process of understanding the different behaviours of investors in reaction to operational-loss events. An in-
depth analysis is carried out in Chapter 10.5. 
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Table 10.7: ARs and CARs (in percentage) for the subsamples on the basis of the 
relative size of the losses 
  Larger-size loss Smaller-size loss 
 First press date Settlement date First press date Settlement date 
Event 
day AR 
AR 
(Rep) AR 
AR 
(Rep) AR 
AR 
(Rep) AR 
AR 
(Rep) 
T = -2 0.04 0.04 0.18 0.18 0.08 0.08 0.01 0.01 
T = -1 -0.15* -0.15* -0.28* -0.28* -0.04 -0.04 -0.06 -0.06 
T = 0 -1.63*** -1.01*** -1.18*** -0.55** -1.02*** -1.02*** -1.16*** -1.14*** 
T = 1 -0.07 -0.07 -0.11 -0.11 -0.12 -0.12 0.15 0.15 
T = 2 0.10 0.10 -0.26 -0.26 0.05 0.05 -0.23* -0.23* 
         
Event 
window CAR 
CAR 
(Rep) CAR 
CAR 
(Rep) CAR 
CAR 
(Rep) CAR 
CAR 
(Rep) 
(-1, 1) -1.85*** -1.23*** -1.57*** -0.94** -1.18*** -1.18*** -1.07*** -1.05*** 
(-1, 2) -1.76*** -1.13*** -1.83*** -1.19** -1.13*** -1.13*** -1.30*** -1.28*** 
(-1, 3) -1.81*** -1.19*** -1.62*** -0.98* -1.10*** -1.09*** -1.30*** -1.28*** 
(0, 1) -1.70*** -1.08*** -1.29*** -0.65** -1.15*** -1.14*** -1.01*** -0.99*** 
(0, 2) -1.60*** -0.98*** -1.54*** -0.91** -1.10*** -1.09*** -1.24*** -1.22*** 
(0, 3) -1.66*** -1.03*** -1.33*** -0.70* -1.06*** -1.06*** -1.23*** -1.21*** 
(-15, 1) -1.45*** -0.82** -1.05 -0.41 -1.45*** -1.44*** -0.93 -0.91 
(-10, 5) -1.45*** -0.83* -0.60 0.04 -0.79** -0.78** -1.05 -1.03 
(-5, 10) -1.11** -0.49 -0.58 0.05 -0.19 -0.18 -2.03*** -2.01*** 
(0, 15) -0.62 0.01 -0.72 -0.08 -0.66 -0.66 -1.84*** -1.82*** 
         
Relative 
size+ >0.02% of MV >0.05% of MV <0.02% of MV <0.05% of MV 
+The median value of the relative loss size, which is computed as the nominal-loss amount divided by 
the market value of the firm that endures the loss, at 20 days prior to the loss announcement. 
 
Unsurprisingly, the negative return from the bigger losses significantly exceeds that from the 
smaller ones on the press date (both returns are at the 1% significance level). However, these 
returns are very similar, once the direct monetary impact of the operational losses is removed. 
This change is confirmed in the cumulative abnormal returns for the two samples across various 
short event windows. As the event window lengthens, the negative returns tend to lose 
magnitude—as well as statistical significance—for these samples, especially in the post-event 
period. It is worth noting that the corrected CAR for the smaller loss sample captured during 
time (-15, 1) is much higher (at the 1% level) compared to the one reported in the bigger losses 
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over the same period. This may suggest a potentially more pessimistic market expectation 
(hence greater reputational damage to the bank, as the loss is corrected) about a smaller loss in 
the lead up to its first press release. 
 
Comparing these samples in terms of the settlement news of the losses, it seems that investors 
tend to cast more doubt over the firm that only acknowledges losses with small loss amounts, 
and this effect intensifies as time goes by, signalling that the market may be losing patience 
while waiting for a further (potentially corrective) announcement from the company. 
Nonetheless, bigger losses still show a larger adverse market impact in the periods immediately 
before and after the news, although this impact is more or less neutralised, and is subsequently 
dominated by the smaller loss sample when the returns are adjusted for reputational damage. 
 
10.5 Estimation of Stock Returns: Subsamples by Loss Knowledge 
Figures 10.11 and 10.12 illustrate the potential differences in the cumulative abnormal returns 
around the event dates (that is, the press and settlement dates) based on the knowledge of the 
loss amount. Overall, it appears that the negative return for the press date is larger when the 
operational-loss event is released to the public without an accurate loss amount, or when the 
exact loss is not readily available upon the announcement—this type of loss is identified as an 
'unknown loss'. This is highlighted graphically in Figure 10.11 by the extended decline in the 
negative abnormal return of the unknown losses stretching to around day 5 (nearly -2.5 percent 
at the lowest), after the initial plunge on the event date. This is in contrast to the negative return 
of the known losses, which cease falling immediately after the event date and then start 
recovering. 
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Figure 10.11: First press date CAR and CAR(Rep) for subsamples according to the 
knowledge of the losses 
 
 
Figure 10.12: Settlement date CAR and CAR(Rep) for subsamples according to the 
knowledge of the losses 
 
Note: The dashed and dotted lines represent the reputational damage following an operational-loss 
event for press date (known loss) and press date (unknown loss) in Figure 10.11, and settlement date 
(known loss) and settlement date (unknown loss) in Figure 10.12, respectively. 
 
Focusing on the pre-announcement time window, the average return of the unknown losses 
appears to be lower across the majority of the event window, despite the sudden rise in return 
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to above the zero line approaching the event date, before plunging. This may be a reflection of 
the greater uncertainty faced by investors in decision making when dealing with an operational-
risk event without current information on the loss size, compared to the known loss type. So 
long as the initial shock from the loss news is accounted for properly, the CAR as well as 
CAR(Rep) of both known and unknown losses start recovering; this is shown as the upward 
trend in the post-announcement area in the graph. The rise in returns of the unknown losses at 
one stage surpasses those from the known ones and remains in that position until the event 
window elapses. 
 
Regarding the settlement news, both returns (of known and unknown losses) increase gradually 
over the 20-day window prior to the release of the announcement on the event date, after which 
the returns decline significantly in response to the news. Unlike the press date, however, the 
returns of the unknown losses around the settlement date do not drop to a level that is 
considered lower than the returns where the losses are disclosed. In fact, the CAR and 
CAR(Rep) of the unknown losses remain in the positive territory during almost the entire 40-
day event window, until the last few days, when the returns start to fall below the zero line. 
This appears to be inconsistent with the evidence presented in Figure 10.11 where unknown 
losses tend to shock the market with a much greater force relative to the known ones. Moreover, 
the direct monetary impact of unknown losses is less than that of cases with a known loss 
amount, suggesting that a larger proportion of the negative return is reputational. 
 
Table 10.8 presents the ARs and CARs for both loss types. Similar to the findings obtained in 
the previous samples (that is, full sample and country subsamples), almost all of the initial 
shock in the market resulting from the announcement is attributed to the selloff in companies’ 
stocks on the event date (interpreted as the decrease in share return). This is true regardless of 
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the disclosure status on the loss amount across both event dates (press and settlement) (at the 
1% significance level), although some of the selloffs recorded on days 2 and 3 after the 
settlement date are significant when the loss is unknown. 
 
Table 10.8: ARs and CARs (in percentage) for the subsamples based on the 
knowledge of the loss amount 
  Known losses (actual) Unknown losses (estimated) 
 First press date Settlement date First press date Settlement date 
Event 
day AR 
AR 
(Rep) AR 
AR 
(Rep) AR 
AR 
(Rep) AR 
AR 
(Rep) 
T = -2 0.06 0.06 0.08 0.08 0.04 0.04 0.18 0.18 
T = -1 -0.09 -0.09 -0.21 -0.21 -0.14 -0.14 0.01 0.01 
T = 0 -1.25*** -0.93*** -1.24*** -0.87** -1.73*** -1.45*** -0.79*** -0.69*** 
T = 1 -0.09 -0.09 0.07 0.07 -0.15 -0.15 -0.24** -0.24** 
T = 2 0.09 0.09 -0.23* -0.23 -0.03 -0.03 -0.30* -0.30* 
         
Event 
window 
CAR CAR 
(Rep) 
CAR CAR 
(Rep) 
CAR CAR 
(Rep) 
CAR CAR 
(Rep) 
(-1, 1) -1.43*** -1.10*** -1.38*** -1.01*** -2.02*** -1.74*** -1.02*** -0.92*** 
(-1, 2) -1.34*** -1.01*** -1.61*** -1.24*** -2.04*** -1.76*** -1.32*** -1.22*** 
(-1, 3) -1.31*** -0.99*** -1.56*** -1.19*** -2.22*** -1.94*** -0.93** -0.83** 
(0, 1) -1.34*** -1.02*** -1.17*** -0.80*** -1.88*** -1.60*** -1.03*** -0.93*** 
(0, 2) -1.25*** -0.93*** -1.40*** -1.03*** -1.90*** -1.62*** -1.32*** -1.22*** 
(0, 3) -1.23*** -0.90*** -1.35*** -0.98*** -2.08*** -1.80*** -0.94** -0.84** 
(-15, 1) -1.49*** -1.17*** -1.27* -0.90 -1.20* -0.93 0.51 0.61 
(-10, 5) -1.01*** -0.69** -0.94 -0.57 -1.71* -1.43* -0.19 -0.08 
(-5, 10) -0.60* -0.28 -1.42** -1.05* -0.92 -0.64 -0.69 -0.59 
(0, 15) -0.58* -0.26 -1.33*** -0.96** -0.96* -0.68 -0.99 -0.89 
         
Obs. 279 64 52 12 
 
In terms of loss severity, the AR of the unknown losses exceeds that of the known ones on the 
first press-release date, reaching -1.73 percent at the lowest for a single-day average loss—
almost 40 percent more compared to the -1.25 percent of the loss cases where a dollar amount 
is included in the announcement. The behaviour of this extended decline in return, where the 
loss amount is unknown, is witnessed in the cumulative abnormal returns around the press date, 
especially over relatively short event windows (starting from day -1 to day 3 at the most). 
179 
 
As shown in the table, the CAR as well as CAR(Rep) calculated around the press date are all 
significant at a 1% significance level for both known and unknown loss types, and across all 
six (relatively short) event windows. However, the majority of these negative returns for the 
unknown losses are significantly larger than their counterparts are with a known loss amount. 
Therefore, it seems logical to say that investors tend to punish more severely those firms who 
do not disclose the true damage of an operational-loss event to the public and let the media 
investigate the case instead.50 They do so by overselling the company’s shares which they 
would not otherwise have done when the loss figure was disclosed. This results in a further 
decline in the return. 
 
Unlike the abnormal returns reported for the short event windows, the behaviour of the returns 
changes dramatically as soon as a longer window is considered. While the known loss cases 
tend to report a significant (at the 1% level) CAR and CAR(Rep) prior to, as well as briefly 
after the press date, the significant returns for the settlement date are more likely to be found 
many days after the announcement is released. In contrast, the returns on the unknown losses 
are not considered significant, either around the press date or the settlement date indicating that 
the heavy selloff in the cases of companies being 'silent' about the actual damage of their loss 
events only lasts for a few days after the announcement is released. 
 
10.6 Estimation of Stock Returns: Subsamples by Loss Impact and Claimant Type 
Provided that the Algo FIRST database reports the impact type and the type of claimant on the 
operational-loss records, we can further investigate the potential change in market behaviour 
in terms of these two specific aspects following an operational-loss announcement. The 
different market reactions to the first news release of losses, across various impact types, are 
                                                                
50 This may be for the purpose of concealing sensitive information, or subject to external reasons, for example, an 
exact dollar figure on such loss cannot be accurately determined. 
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presented graphically in Figure 10.13 (the corresponding graphs regarding the settlement news 
for these samples are reported in Figure 10.14). Figure 10.15 illustrates the changes in market 
behaviour in response to the first press release of the operational losses, where the types of 
claimant differ across samples. 
 
Figure 10.13: Press date CAR and CAR(Rep) for subsamples according to the impact 
of losses 
 
Note: The reputational damage following an operational-risk event on the press date is measured by 
the dotted line for the loss class of legal; the short-dashed line for the loss class of regulatory; the dash-
dotted line for the loss class of restitution; and the long-dashed line for the loss class of write-down. 
 
Given the different loss-impact types gathered from the database, we further refine the impact 
categories into four broad classes: (i) legal charges (including legal liabilities relating to 
arbitration, class action, civil legal judgements, settlements, and general legal fees); (ii) 
regulatory charges (including compliance fines and tax penalties); (iii) restitution; and (iv) 
monetary write-down.51  Overall, the losses classified under restitution seem to report the 
biggest market impact (by more than 1.5 percent in the negative return compared to the second-
largest negative return of 2.5 percent) following the first news release of an operational-loss 
                                                                
51 Note that some loss cases may involve monetary damages in multiple ways—such as concurrent payment for 
legal settlement and financial write-down—therefore, it is possible that more than one impact type is reported for 
one operational-loss event. In those cases, for the purpose of the analysis, we only consider the first impact type 
in the reporting. 
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event among the four different impact types. This is followed by write-down losses, regulatory 
fines, and legal losses, in that descending order of negative return magnitude. 
 
Investors may react more aggressively to such a loss category (namely, restitution damage) on 
the following grounds: unlike monetary write-down or punitive damages, such as regulatory 
fines which only serve to punish, restitution is awarded to the victim—if one can be identified, 
the general public otherwise—by the judge (in cases where a jury trial was waived) to restore 
the plaintiff to the state they held prior to the commission of the tort.52 Therefore, restitution is 
regarded, in a way, as an additional charge on top of the punishment that the bank must bear 
for its wrongdoing. More importantly, the monetary value of the restitution is determined based 
on the amount and effort required to restore. Therefore, it can be sensitive to changes in market 
conditions, and thus it carries a much greater unknown factor when compared to other types of 
loss damages. 
 
Figure 10.14: Settlement date CAR and CAR(Rep) for subsamples according to the 
impact type of losses (legal charges and monetary write-down only) 
 
 
In addition, as shown in Figure 10.13, the negative return due to the announcement of such a 
loss case is mostly damage to a bank’s reputation, as the relative size (to the market value of 
                                                                
52 For this study, all loss records included in the sample are civil consequences; that is, there are no criminal cases. 
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the bank) of such a loss is rather small. With respect to loss settlement, the market responds 
more pessimistically (although only slightly) to settlement news of legal charges ordered to a 
company than it does to news of a monetary write-down. The latter produces the second biggest 
negative cumulative abnormal return around the press date (shown in Figure 10.14).53 
 
Regarding the losses of different claimant types, we follow the Algo FIRST database reporting 
line and classify the sample losses into three major groups: (1) client which includes a bank’s 
clients (both institutional and retail), shareholders, and customers; (2) employer and employee, 
which applies to losses resulting from the complaints of a bank’s counterparties and business 
partners; and (3) regulator who initiates loss investigations either individually (in a majority of 
the cases) or jointly with other third parties. 
 
Figure 10.15: Press date CAR and CAR(Rep) for subsamples by claimant type 
 
 
Note: The reputational damage following an operational-risk event on the press date is measured by 
the dotted line for the loss-claimant category of a client; the dashed line for the loss-claimant category 
of an employer and employee; and the dash-dotted line for the loss-claimant category of the regulator. 
 
                                                                
53 Due to the limited number of loss records in the samples of regulatory and restitution, the returns around the 
settlement date are not reported. 
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As illustrated in Figure 10.15, losses as a consequence of regulatory probes produce the largest 
negative return, while the negative CAR of client tends to be the one that recovers the quickest 
amongst the samples—the only one to be above zero by the end of the event window. As for 
the sample of employer and employee, the market reaction to the announcement of the first 
loss news is not very clear, as the CAR (as well as CAR-adjusted) fluctuate mostly (almost in 
a zigzag fashion) around the zero line within a narrow band throughout the 40-day event period, 
and the initial news shock on the event date is the least obvious amongst the three claimant 
types. 
 
It is worth noting that although the negative return from the losses of regulators is the biggest, 
a significant part of it (around one-third) belongs to the pure monetary impact of an operational 
loss, as the corrected CAR sits well above its uncorrected counterpart, suggesting that 
regulators tend to punish the banks more harshly than any other third party when found to be 
inconsistent with compliance and regulations. 
 
The ARs and CARs (including adjusted forms and their corresponding test statistics) around 
the press and settlement dates for the losses of various impact types are reported in Table 10.9. 
For the losses of different claimant types, these returns are summarised in Table 10.10 (press 
date only). For the comparison of different loss-impact types, first the abnormal returns on the 
press date are all significant at the 1% level across the four impact categories, and the biggest 
negative return is captured in the class of write-down, followed by legal cost. Interestingly, 
restitution, which reported the strongest adverse market reaction (cumulative over time) in the 
previous discussion is relatively weak in terms of a single-day return, implying that the stronger 
market response is more of a gradual concern. 
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Table 10.9: ARs and CARs (in percentage) for the subsamples based on the impact of the losses on the press date and settlement date 
First press date 
 
Settlement date 
 
 Legal Regulatory Restitution Write-down Legal Write-down 
Event 
day AR AR(Rep) AR AR(Rep) AR AR(Rep) AR AR(Rep) AR AR(Rep) AR AR(Rep) 
T = -2 0.15 0.15 0.10 0.10 -0.20 -0.20 -0.02 -0.02 0.10 0.10 0.23 0.23 
T = -1 -0.05 -0.05 -0.17* -0.17* -0.13 -0.13 -0.12 -0.12 -0.15 -0.15 -0.42* -0.42* 
T = 0 -1.23*** -1.12*** -0.99*** -0.32*** -1.07*** -1.04*** -1.58*** -1.17*** -1.27*** -1.10*** -1.14*** -0.56 
T = 1 -0.20* -0.20* -0.10 -0.10 -0.05 -0.05 0.02 0.02 0.19 0.19 -0.30 -0.30 
T = 2 0.22** 0.22** -0.15* -0.15* -0.38* -0.38* 0.12 0.12 -0.14 -0.14 -0.52** -0.52** 
             
Event 
window 
CAR CAR(Rep) CAR CAR(Rep) CAR CAR(Rep) CAR CAR(Rep) CAR CAR(Rep) CAR CAR(Rep) 
(-1, 1) -1.48*** -1.37*** -1.25*** -0.58 -1.25*** -1.22*** -1.69*** -1.27*** -1.24*** -1.07*** -1.86*** -1.28** 
(-1, 2) -1.27*** -1.16*** -1.40*** -0.74 -1.64*** -1.61*** -1.56*** -1.15*** -1.38*** -1.21** -2.38*** -1.80*** 
(-1, 3) -1.29*** -1.18*** -1.24*** -0.58 -1.83*** -1.80*** -1.59*** -1.18*** -1.06** -0.89** -2.44*** -1.86*** 
(0, 1) -1.43*** -1.32*** -1.08*** -0.41 -1.12*** -1.09*** -1.57*** -1.16*** -1.08*** -0.91*** -1.44*** -0.86* 
(0, 2) -1.21*** -1.10*** -1.23*** -0.57 -1.50*** -1.47*** -1.45*** -1.03*** -1.22*** -1.05** -1.96*** -1.38** 
(0, 3) -1.24*** -1.13*** -1.07*** -0.41 -1.70*** -1.67*** -1.48*** -1.06*** -0.91** -0.74* -2.02*** -1.44*** 
(-15, 1) -1.20** -1.09** -1.44*** -0.77 -3.06*** -3.03*** -1.73*** -1.32** -1.22* -1.05 -0.21 0.37 
(-10, 5) -0.89* -0.77* -0.96* -0.29 -2.20*** -2.17*** -1.51** -1.10* -0.89 -0.72 -0.81 -0.23 
(-5, 10) -0.26 -0.15 -0.40 0.27 -0.89 -0.85 -1.34*** -0.93* -1.56** -1.39* -1.49* -0.91 
(0, 15) -0.81* -0.70 -0.48 0.19 0.59 0.62 -0.80 -0.39 -1.28** -1.11* -1.56* -0.99 
             
Obs. 119 48 25 122 39 24 
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Second, all of the CARs as well as CAR(Rep) are significant (at 1%) across the four samples, 
except for the CAR(Rep) of regulatory over the relatively short event windows. Overall, the 
write-down group tends to produce a larger CAR (although only marginally) compared to the 
others. However, as far as the pure reputational effect is concerned, there appears to be no 
major difference among these samples. 
 
Third, regarding the market response over a longer term, restitution comes clearly atop with a 
-3.1 percent CAR for 15 days prior to the event date, and a -2.2 percent CAR for 10 days prior 
to the event date, highlighting investors’ pessimistic view of firms' performance in the lead up 
to the announcement. Both are statistically significant at 1%, and both are mostly of damage to 
a firm’s reputation. 
 
With respect to the settlement date, the market behaviour does not seem to alter materially from 
the press date other than for the following: (1) while the decline in the single-day return is now 
reported as the biggest in the cases of legal fees, the corrected AR for write-down is no longer 
significant on the event date; (2) although most of the CARs and CAR(Rep) still maintain the 
level of significance of the press date, the market now reacts more actively to the write-down 
settlement than to legal fees, the cumulative returns over the longer event windows are 
generally weak across these samples. However, an exception is in the class of legal, for its 
negative CARs reported in the post-event windows (10 and 15 days after the announcement, 
respectively) are both significant at the 5% level. 
 
As for the different market reactions to losses resulting from investigations initiated by 
different types of entities, the category of regulator produces the largest market response (in 
severity and length) compared to the other two categories. By contrast, investors do not react 
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actively to losses 'reported' by a bank’s own staff—except for some initial movement on the 
event date, although this is moderately weak. Nevertheless, the single-day abnormal returns 
including the reputation-adjusted returns on the event date are significant for all three claimant 
types at the 1% level in majority of the time. 
 
Table 10.10: Press date ARs and CARs (in percentage) for the subsamples given 
the claimant type of the loss cases 
First press date 
 Client Employ Regulator 
Event day AR AR(Rep) AR AR(Rep) AR AR(Rep) 
T = -2 -0.11 -0.11 0.65* 0.65* 0.08 0.08 
T = -1 0.07 0.07 -0.48** -0.48** -0.14 -0.14 
T = 0 -1.05*** -0.92*** -0.79*** -0.74*** -1.19*** -0.75** 
T = 1 -0.36*** -0.36*** 0.39** 0.39** -0.05 -0.05 
T = 2 0.35** 0.35** 0.15 0.15 -0.05 -0.05 
       
Event 
window CAR CAR(Rep) CAR CAR(Rep) CAR CAR(Rep) 
(-1, 1) -1.34*** -1.21*** -0.88** -0.83** -1.38*** -0.94*** 
(-1, 2) -1.0*** -0.86*** -0.73** -0.67* -1.43*** -0.98*** 
(-1, 3) -0.91*** -0.78*** -0.92** -0.87* -1.37*** -0.92*** 
(0, 1) -1.42*** -1.28*** -0.40* -0.35 -1.24*** -0.79** 
(0, 2) -1.07*** -0.94*** -0.25 -0.19 -1.29*** -0.84*** 
(0, 3) -0.99*** -0.85*** -0.44 -0.39 -1.23*** -0.78** 
(-15, 1) -0.55 -0.41 -0.61 -0.56 -1.51*** -1.06** 
(-10, 5) 0.03 0.17 -0.68 -0.63 -1.23*** -0.79* 
(-5, 10) 0.16 0.29 0.38 0.44 -1.14*** -0.69* 
(0, 15) -0.44 -0.30 -0.71 -0.66 -1.06** -0.62 
       
Obs. 69 26 98 
Note: Sample size is reported at the bottom of each individual loss sample. Due to data constraints, 
estimations of abnormal returns (both one-day and cumulative) around the settlement date are carried 
out only for the subsample studies pertaining to the loss impact. 
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10.7 Estimation of Trading Volume: A General Trend 
In addition to the analysis carried out using stock return, to understand the market effect 
following an operational-loss announcement we consider the possibility that this effect may be 
reflected in the trading volume of the affected company. Previous research extensively studies 
the price-volume relationship in response to corporate announcements (for example Morse, 
1981; Karepoff, 1987; Kim and Verrecchia, 1991a; Kim and Verrecchia, 1991b; Anderson, 
1996; and Lee and Swaminathan, 2000). Morse (1981) examines empirically the changes in 
price and trading volume during the days surrounding the announcement of corporate earnings 
in the Wall Street Journal. By engaging another set of parameters (that is, volume) in the data 
analysis, we believe it not only helps to refine the estimation results on the share returns 
obtained earlier, it also acts as a robustness check for the accuracy of the previous assessment 
of the loss announcements, and the subsequent market impact. 
 
In order to conduct this analysis, we follow the method of Gillet et al. (2010) to construct a 
comparable approach by calculating the average trading volume for each loss case during an 
estimation period prior to the triggering event, then taking the difference of the share volume 
of the affected firm on each day within the event window (-20, +20) from this average to form 
the daily variation of each loss record. This calculation process is carried out for the global 
sample involved in the study, as well as for all of the subsequent samples, according to various 
aspects around both press date and settlement date (where applicable). 
 
Figures 10.16 and 10.17 present the daily trading-volume variation across a 40-day event 
window around these event dates for the global as well as the sub-regional samples. Overall, 
the initial impact on the market following an operational-loss announcement is very evident on 
both press and settlement dates, across the full sample, and the extent of the impacts around 
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these event dates are of a similar degree. This is contrary to the evidence reported in Gillet et 
al. (2010), where investors react much more actively (in terms of the number of shares traded) 
to the first loss announcement than to the subsequent news release. Furthermore, the rise in the 
trading volume witnessed in the global sample tends to diminish quickly as soon as the market 
absorbs the initial impact of the loss announcement.54 
 
Figure 10.16: Trading volume variation around the press and settlement dates—
global sample 
 
 
Figure 10.17: Trading volume variation for the three country subsamples around the 
press date (left) and the settlement date (right) 
 
 
                                                                
54 Note that the sudden rise in trading volume around day +6 for both event dates are caused by two single loss 
cases, of which the daily variations increased by 245 percent (for the press date) and 126 percent (for the settlement 
date) in one day. The latter anomaly is seen (on the same day, +6) in Figure 10.17 (right panel). 
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Regarding the regional samples, while the US and UK markets exhibit a similar response 
compared to the global sample concerning the first news release on a loss event, the Canadian 
sample seems to react very weakly to the announcement throughout the event period. However, 
the same cannot be said about its market reactions to the settlement news across these samples, 
as this market tends to be the one that responds the most actively to such announcements on 
the event date, followed by the United Kingdom, and the United States. For the analysis on 
trading volume, we explore how its behaviour changes differently to the loss announcement 
when the loss cases are of different categories (an in-depth discussion is provided based on the 
share return for these categories found in previous sections, for example, event type, and the 
knowledge of loss). In general, based on the evidence on the trading volume across various 
subsamples (reported in Appendices A to E), the changes in market behaviour to loss 
announcements (both initial and subsequent) across these samples are largely similar to those 
examined in share returns; this is consistent with our expectations and, to a certain degree, with 
existing literature in terms of the return–volume relationship. 
 
10.8 Estimation of the Determinants of Reputational Risk 
As the evidence obtained in the previous event study indicates the existence of reputational risk 
following an operational-loss event, here we explore the factors that may explain this type of 
risk. This is done by building a cross-sectional regression framework where a number of 
potential determinants are tested for their relative strength in explaining the market reaction 
concerning losses that resulted from such risk. The dependent variable is the reputational-loss-
corrected abnormal returns AR(Rep) captured on the press and settlement dates. For 
comparison purposes, and to account for the market’s response over time to the loss news, we 
consider the adjusted cumulative abnormal returns CAR(Rep) over the event window (-1, 2), 
around both event dates, as the dependent variable—the negative returns reported during this 
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time period tend to be the largest across the sample. A detailed discussion on the explanatory 
variables is provided below. 
 
Despite the limited coverage of operational risk and, subsequently, reputational risk in 
academic research, few attempts to shed light on what causes these risks to occur have been 
found in the existing literature (Chernobai et al., 2011; Cope et al., 2012; Gillet et al., 2010; 
Fiordelisi et al., 2013). For this part of the investigation, we focus on those that deal specifically 
with the latter risk class, as the factors that are used to explain these risks are often alike. 
Fiordelisi et al. (2013) study extensively the underlying causes of reputational risk in the 
banking sector of Europe and the United States. Overall, they find that while reputational 
damage tends to increase along with rising profit and firm size, investing more capital and 
maintaining a high level of intangible assets in the bank actually help to reduce the probability 
of incurring such damage. In addition, similar studies such as Cummins et al. (2006) and 
Chernobai et al. (2011) find that variables including the debt level, growth prospect, as well as 
the number of workers employed in the bank may possess explanatory power for reputational 
damage due to operational-risk event. 
 
It is reported that the characteristics of the loss itself may help to explain the market reaction 
regarding reputational damage. Previous research considers the following factors as potential 
explanatory variables: business areas where losses are incurred; loss type; the size of losses; 
and often, an element that represents the amount of time elapsed from the first news report to 
the loss-settlement date. For this part of the study, we create specific dummy variables for each 
of the loss aspects involved in the event study under which various samples are built and cross-
examined in terms of market reactions following an operational-loss event. To reiterate, these 
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loss aspects are: loss type; relative loss size; the knowledge of loss; loss-impact type; and the 
claimant type of the loss. 
 
We introduce several macroeconomic variables to control for the broader market effect on a 
banks' business operations, given that the losses involved in the study are sourced from multiple 
countries. By isolating such effects which financial institutions are often exposed to, but are 
often powerless to control, it is clearer to extract the net impact of the firm-specific 
determinants and the classification dummies on the stock-market reactions detected. These 
economic variables include real GDP per capita, which captures the discrepancy in a country’s 
income level, and the real interest rate reflecting the development of a country’s financial 
market and its monetary-policy stance.55 
 
We estimate regression analyses in a OLS model for the proposed explanatory variables on the 
global sample on both press and settlement dates. Results are shown in Table 10.11. As AR on 
the event date and CAR (-1, 2) are measures of abnormal reputational returns, a positive 
regression coefficient for a given variable indicates an inverse relationship between the variable 
and reputational loss. The reverse is true for variables with a negative coefficient. 
 
Regarding the press date, although AR does not seem to correlate with any of the explanatory 
variables included in the analysis, both the number of employees working in a bank and the 
real market interest rate suggest a significant (positive) relationship with reputational damage 
when CAR is used as the dependent variable in the model. 
 
 
 
                                                                
55 These variables are used commonly in the banking literature to represent the broad financial markets' outlook: 
for example Yildirim and Philippatos (2007); Fiordelisi and Molyneux (2010); and Fiordelisi et al. (2013). 
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Table 10.11: Determinants of reputational damage measured by abnormal return 
  Press date Settlement date 
Explanatory variable AR(Rep) CAR(Rep) AR(Rep) CAR(Rep) 
Sizea 0.01 0.01 0.004 0.02 
 (0.413) (0.512) (0.709) (0.228) 
PTBVa -0.13 -0.30 0.44 -0.11 
 (0.533) (0.306) (0.398) (0.902) 
Debta 0.002 0.003 -0.0005 -0.0049 
 (0.352) (0.317) (0.872) (0.326) 
ROEa -0.02 0.001 -0.10 -0.16 
 (0.606) (0.981) (0.153) (0.204) 
Staffa -0.01 -0.01* 0.0002 -0.01 
 (0.126) (0.076) (0.982) (0.548) 
Know. 0.43 0.75 0.28 -0.43 
 (0.313) (0.198) (0.698) (0.740) 
CPBP -0.07 -0.63 1.01* 2.07** 
 (0.864) (0.253) (0.082) (0.044) 
EF 0.63 -0.16   
 (0.222) (0.818)   
IF 0.61 0.55   
 (0.231) (0.431)   
Client 0.70 1.20*   
 (0.129) (0.055)   
Empl. 0.77 0.75   
 (0.217) (0.380)   
Regulator 0.39 0.78   
 (0.392) (0.210)   
Legal -0.01 0.37 -0.79 -1.32 
 (0.983) (0.693) (0.246) (0.272) 
Regulatory 0.97 0.74   
 (0.236) (0.507)   
Res -0.03 -0.19   
 (0.974) (0.865)   
Write -0.06 0.54 0.42 -0.89 
 (0.935) (0.568) (0.605) (0.535) 
Rel. Size 0.16 -0.17 0.57 -0.07 
 (0.611) (0.705) (0.252) (0.932) 
Inta -0.10 -0.28** 0.38** 0.56* 
 (0.250) (0.020) (0.035) (0.077) 
GDPa -0.004 -0.01 0.01 -0.04 
 (0.800) (0.748) (0.591) (0.406) 
     
     
No. of obs. 331 331 76 76 
adj-𝑅2 6% 7% 5% 3% 
aThe variable is obtained from DataStream. Due to data constraints, not all classification dummies are available for 
regression estimation on the settlement date. p-values are in parenthesis. * and ** denote the 10% and 5% statistical 
significance levels, respectively. 
1. The base model estimated is 𝐴𝑅(𝑅𝑒𝑝)0,𝑖=𝐶 + 𝛽1𝑆𝑖𝑧𝑒0,1 + 𝛽2𝑃𝑇𝐵𝑉0,1 + 𝛽3𝐷𝑒𝑏𝑡0,1 + 𝛽4𝑅𝑂𝐸0,1 + 𝛽5𝑆𝑡𝑎𝑓𝑓0,1 +
𝛽6𝐾𝑛𝑜𝑤.0,1+ 𝛽7𝐶𝑃𝐵𝑃0,1 + 𝛽8𝐸𝐹0,1 + 𝛽9𝐼𝐹0,1 + 𝛽10𝐶𝑙𝑖𝑒𝑛𝑡0,1 + 𝛽11𝐸𝑚𝑝𝑙.0,1+ 𝛽12𝑅𝑒𝑔𝑢𝑙𝑎𝑡𝑜𝑟0,1 + 𝛽13𝐿𝑒𝑔𝑎𝑙0,1 +
𝛽14𝑅𝑒𝑔𝑢𝑙𝑎𝑡𝑜𝑟𝑦0,1 + 𝛽15𝑅𝑒𝑠0,1 + 𝛽16𝑊𝑟𝑖𝑡𝑒0,1 + 𝛽17𝑅𝑒𝑙. 𝑆𝑖𝑧𝑒0,1 + 𝛽18𝐼𝑛𝑡.0,1+ 𝛽19𝐺𝐷𝑃0,1 
2. 𝑆𝑖𝑧𝑒0,1is the market value; 𝑃𝑇𝐵𝑉0,1 is the price-to-book ratio; 𝐷𝑒𝑏𝑡0,1 is the level of debt; 𝑅𝑂𝐸0,1 is the return on 
equity; 𝑆𝑡𝑎𝑓𝑓0,1 is the number of employee; 𝐼𝑛𝑡.0,1 is the real interest rate; and 𝐺𝐷𝑃0,1 is the real GDP per capita, 
of firm 𝑖 on the event date 0. 𝐾𝑛𝑜𝑤.0,1 is a classification dummy measuring the knowledge of the loss amount; 
𝐶𝑃𝐵𝑃0,1, 𝐸𝐹0,1 and 𝐼𝐹0,1 are dummy variables measuring the loss types; 𝐶𝑙𝑖𝑒𝑛𝑡0,1, 𝐸𝑚𝑝𝑙.0,1, and 𝑅𝑒𝑔𝑢𝑙𝑎𝑡𝑜𝑟0,1 are 
dummy variables for the claimant classes; 𝐿𝑒𝑔𝑎𝑙0,1, 𝑅𝑒𝑔𝑢𝑙𝑎𝑡𝑜𝑟𝑦0,1, 𝑅𝑒𝑠0,1 and 𝑊𝑟𝑖𝑡𝑒0,1 are dummy variables for 
the loss impact types; and 𝑅𝑒𝑙. 𝑆𝑖𝑧𝑒0,1 is a dummy variable measuring the relative loss size, of firm 𝑖 on the event 
date 0. 
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In addition, the dummy variable representing the losses from investigations originating with a 
bank’s clients exhibits some explanatory power for reputational loss. However, the results 
obtained in the analysis do not seem to support the findings in previous literature where the 
size of a firm, its profitability, and often the growth outlook of a firm are found relevant to 
reputational damage. 
 
As for the settlement date, there is a significant negative relationship between the event type 
of CPBP and reputational damage. While the explanatory power of the number of employees 
drops significantly in the settlement-date sample, the market interest rate remains as a 
significant determinant of both single-day reputational loss (that is, AR) and cumulative 
abnormal return. 
 
This may be interpreted as follows: when a bank settles a loss, it usually means that the firm 
has taken corrective management action for the operational issues which arose during the loss 
reporting, and therefore the firm is likely to restore the 'before-the-incident' condition in its 
daily business operations. As such, it is reasonable to expect that the prevailing market forces 
exert a larger impact on the firm’s share price movement than firm-specific characteristics do. 
This is reinforced by the estimations of the settlement-date sample where firm-level variables 
do not report a significant degree of correlation with the reputational damage. 
 
10.9 Conclusion 
This study examines empirically the economic impact of an operational-loss event, in 
particular, the potential reputational damage that follows for the publicly listed commercial 
banks in the United States, the United Kingdom, and Canada. By using an event-study 
approach, we compare the difference between the nominal loss amount and the change in 
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market value of the bank following its announcement of an operational loss, and subsequently 
we account for the reputational effect of the loss event. 
 
We investigate the effect of a gradual information release on a bank’s stock performance by 
establishing two distinctive announcement dates for each loss case (if applicable), namely, first 
press release date (or press date) and settlement date. This analysis is carried out for the full 
sample, as well as for the individual country samples. We take into account various loss 
characteristics, including the loss event type, the investors’ knowledge of the actual loss 
amount, the relative size of the loss, and we further discriminate the loss events on the basis of 
the type of loss impact and the claimant type. 
 
We observe strong negative abnormal returns around both the press and settlement dates in the 
full sample. These negative returns are statistically significant and tend to be the strongest on 
the event date, thus indicating the significant market reaction to the initial loss announcement. 
This is reflected in the sudden rise in the volume of share-trading in response to the news. The 
cumulative abnormal returns are significantly negative around both announcement dates, and 
are more evident in the event windows closer to the news date. 
 
Regarding the reputational damage, both press and settlement dates report significantly 
negative adjusted AR and CAR in the sample, suggesting that the market generally overreacts 
to operational-loss news. In comparisons of the three subsamples, while the UK sample 
produces by far the biggest overall market loss following the first press release on an 
operational-loss event, the US market recovers the most from the loss in market value post-
announcement. By contrast, the Canadian market is the least responsive to the initial loss news. 
However, its market reaction to the loss-settlement news happens to be the strongest on the 
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event date among the three countries. This is true for the overall market return, as well as for 
the return on reputational damage that is corrected for the pure monetary effect of an 
operational-loss event. 
 
In terms of the loss characteristics examined in this study, the market is shown as being much 
more sensitive to announcement (both first press release and settlement news) in the fraudulent 
loss cases, especially in the category of internal fraud, than it is to the losses recorded in the 
event type of CPBP. In addition, investors seem to react more abruptly to losses of a relatively 
larger size, and even more so when the exact loss amount of the incident is undisclosed on the 
first press date, compared to losses of a smaller magnitude. This observed change in investors’ 
reactions to losses of different disclosure status holds when the size factor is removed. 
 
Where the impact and the claimant type of a loss is concerned, the market responds more 
adversely to losses resulting in restitutions than for any other loss impact (for example 
monetary write-down and regulatory fines) and, more importantly, most of these losses are 
reported as reputational damages to the announcing bank. As for the claimant type, the 
investors’ reaction to the announcement of the loss events that are investigated by regulatory 
authorities are considerably worse when compared to complaints by a bank’s clients and its 
own employees. 
 
This study sets out a useful step towards understanding the market's effect on a bank when 
announcing an operational-loss event. It is conducted in great depth, in that more than 300 
public loss cases sourced from three countries are investigated, across multiple loss aspects, in 
order to explore the fundamental differences in market reactions concerning the loss news. The 
study results present strong evidence on the existence of reputational risk following an 
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operational-loss event. This may be interpreted as an indication of the fact that the potential 
damage of an operational-loss event may have been underestimated significantly. In addition, 
the underlying assumption, which underpins the current regulatory capital requirements for the 
commercial banks in calculating the capital buffer on the basis of the nominal loss amount (that 
is, assuming the absence of reputational damage), may be less than realistic. 
 
These results suggest that although, by regulation, it is not mandatory for banks to incorporate 
reputational risk into the determination of their regulatory capital charge, it may be in the 
banks’ interest to do so, because, as evidence suggests in our study, reputational losses can be 
potentially costly. Moreover, the findings that investors react to loss announcement differently 
when the losses have different characteristics—for example greater reactions to losses resulting 
from investigations by regulatory authorities and greater reactions to losses due to fraudulent 
behaviours—may yield implications for future research as to what causes these underlying 
differences. 
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APPENDICES TO CHAPTER 10: EVENT STUDY RESULTS 
Appendix A Trading volume variation around the press date (left) and the 
settlement date (right) for the subsamples of different event types 
 
 
Appendix B Trading volume variation around the press and settlement dates for the 
subsamples of different loss sizes 
 
 
Appendix C Trading volume variation around the press and settlement dates for 
the subsamples according to the knowledge of the losses 
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Appendix D (1) Trading volume variation around the press date for the subsamples 
based the loss impact types 
 
 
Appendix D (2) Trading volume variation around the settlement date for the 
subsamples in terms of the loss impact types 
 
 
Appendix E Trading volume variation around the press date for the subsamples 
on the basis of the loss claimant types 
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CHAPTER 11 
CONCLUSION 
11.1 Recapitulation 
The introduction to the thesis emphasised the importance of proper measurement and 
management of operational risk, given its rising significance as highlighted by the discovery 
of many high-profile operational-loss events, and the bankruptcy that frequently follows. As a 
distinctive risk class not as well-studied as market and credit risks, operational risk has received 
increasing attention from practitioners and academics. However, empirical literature on 
operational risk—particularly its causes and effects—is still scarce. We believe that this 
scarcity may be due to the lack of high-quality operational-loss data. In subsequent chapters, 
we attempt to make a contribution to our understanding of the determinants and effects of 
operational risk and its market effect by empirical work based on a large database on losses. 
 
We introduce the concept of operational risk in Chapter 2, beginning with a detailed discussion 
of the definition of operational risk. We address the rising significance of operational risk by 
using examples of some catastrophic operational-loss events that occurred in the last 20 years—
many of them costing firms billions. We find that operational risk has many unique 
characteristics, such as that it can be extremely diverse with respect to its causes—ranging from 
fraud, human mistakes, lawsuits, system breakdown, theft, robbery, to natural disasters and 
terrorism. As such, a reliable system is needed for classifying the risk and identifying its 
components. The Basel Committee on Banking Supervision classifies operational risk in terms 
of event type, business line, as well as loss-impact type. Because of its heterogeneity, modelling 
operational risk proves to be challenging. 
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In Chapter 3, we provide a brief review of the current banking regulations for operational risk, 
the Basel III Accord, as well as its predecessors Basel I and Basel II. We begin with a discussion 
on the importance of the role that the banking system plays in a country’s economy and the 
necessity for it to be regulated and supervised closely. The Basel II Accord is the first Accord 
of the Committee to contain regulatory capital requirements for operational risk. It has three 
pillars, which are considered self-complementary in protecting banks from operational losses. 
In response to the 2007/08 financial crisis, Basel III was developed to improve the banking 
sector’s ability to absorb shocks arising from financial and economic stress. While it refines 
the existing regulatory capital ratio, it adds three new ratios to improve Tier One capital held 
by banks. However, the responses to the change have yet to be welcoming. 
 
We begin our empirical study on the causes and consequences of operational risk in Chapter 4. 
In this chapter, we introduce the country-level aspect of operational risk and the possibility that 
it can be explained by certain factors. We provide a literature review on studies that use 
country-level variables to explain operational risk. We find that the majority of the studies 
explain operational risk with macroeconomic factors. In addition, some consider the potential 
linkage between operational risk and legal and regulatory factors. In the light of these findings, 
we create our loss sample and gather the potential country-level determinants of operational 
risk across three broad aspects of a country: macroeconomic, regulatory, and social. We 
measure operational loss in the degree of its severity, and estimate its relationship with the 
potential determinants using regression analysis. 
 
Chapter 5 documents the methodology that we use in studying the country aspect of operational 
risk. Extreme bounds analysis (EBA) is developed as an alternative approach to the traditional 
cross-sectional regression in estimations. It overcomes the potential problem of obtaining 
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inaccurate results when using traditional cross-sectional regression, due to the 'true' model 
being unknown. We review several studies that use EBA in estimating regression equations 
and we present their findings in this chapter. We show several variations of the technique since 
its original development. 
 
We present estimation results on the relationship between country-level determinants and 
operational-loss severity in Chapter 6. These results too are obtained using EBA. Overall, 
operational risk does exhibit a certain level of cross-country differences. Some of these 
differences are captured by our explanatory variables across all three aspects examined (that 
is, macroeconomics, regulatory, and social). We find that the severity of operational losses 
increases as a country’s GDP level and its cost of living rise. A country is more likely to report 
larger operational losses when found with a poorer regulatory and governance standard, 
particularly against the background of the rigorous process by which a country’s government 
is elected, monitored, and replaced, and the capacity of that government to formulate and 
implement sound policies effectively. In addition, the overall development of human beings in 
a country—in terms of life expectancy, education, and income levels—plays a role when 
comparing the severity of operational losses from one country to another. 
 
Chapters 7 to 10 are devoted to examining the effects of operational risk, as we conduct the 
second half of the empirical analysis in this thesis. In Chapter 7, we document the potentially 
severe consequences of large operational losses. We distinguish the direct monetary impact of 
an operational-loss announcement from an indirect effect, such as reputational damage, that 
may apply to the announcing firm. A literature review is provided in the chapter on existing 
studies dealing with reputational risk. This forms the basis for our hypothesis development. 
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In Chapter 8, we discuss the data used in the study of the effects of operational risk. We 
handpick a sample of 331 publicly disclosed operational-loss events recorded in the United 
States, the United Kingdom, and Canada between 1995 and 2008. Chapter 9 presents the event-
study methodology which we use to examine the potential impact of the announcement of these 
loss events on the announcing firms, and the potential reputational damage that follows. 
 
Chapter 10 reports our findings. Overall, the market reacts negatively to the first news release 
of an operational-loss event—as well as to its settlement—across all three countries analysed. 
The negative reaction is bigger immediately before and after the event dates, highlighting 
investors’ strong initial reactions to loss news. However, the strong reaction fades quickly after 
the announcement is released, making the market selloff somewhat short-lived. Reputational 
risk is evident consistently in both full samples and the three countries' samples suggesting that 
the market generally overreacts to operational-loss announcement. Further investigation shows 
that the market punishes the announcing firms more harshly with press releases of the following 
loss categories: (i) losses resulting from the event type of internal fraud; (ii) losses of a larger 
magnitude with an undisclosed loss amount; (iii) losses which result in restitutions; and (iv) 
losses which are a result of a regulator’s investigation. 
 
11.2 Limitations and Extensions 
Throughout this thesis we emphasise the importance of understanding the severity of 
operational risk, as large operational losses can be catastrophic to the companies that endure 
them. We have conducted analyses which show that this level of severity can be explained by 
country-level macroeconomic factors, as well as by regulatory and social variables. This is 
done by running regressions to find the relationships between these variables and operational-
loss size. However, we have not yet examined how the frequency of operational risk varies 
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across countries. Some losses may be regarded as small because of their individual loss 
severity; however, when small losses occur at a high frequency, they stack up and can shake 
an institution just as badly as the larger ones do. Although several studies attempt to find the 
determinants of operational-loss frequency, they are all firm-level studies. We attribute this to 
the lack of data of adequate quality, as an extensive number of losses are often needed to 
undertake a country-level operational-risk study. In addition, this process is often hindered 
when one takes into account the cost factor and the restricted access that typically come with a 
large operational-loss database. Nevertheless, we acknowledge this as a limitation of the 
thesis—the country aspect of operational-risk frequency. 
 
An additional caveat is that in the second part of the empirical analysis we identified how the 
market reacts differently to losses that have different characteristics (for example event type; 
loss impact; loss size; loss disclosure). However, we did not undertake a further investigation 
as to what causes such differences to occur. Further, it would be interesting to find out whether 
such different market reactions vary across industry and country. We plan to consider these 
additional questions in future research. 
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