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ABSTRACT. Let k be a perfect field of characteristic p > 0. We prove the existence
of ascending and descending slope filtrations for Shimura p-divisible objects over k. We
use them to classify rationally these objects over k¯. Among geometric applications, we
mention two. First we formulate Manin problems for Shimura varieties of Hodge type.
We solve them if either p≥ 3 or p = 2 and two mild conditions hold. Second we formulate
integral Manin problems. We solve them for certain Shimura varieties of PEL type.
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1. Introduction
Let p ∈ N be a prime. Let k be a perfect field of characteristic p. Let W (k) be the
ring of Witt vectors with coefficients in k. Let B(k) be the field of fractions of W (k). Let
σ := σk be the Frobenius automorphism of k, W (k), or B(k). An F -isocrystal over k is
a pair (M [ 1p ], φ), where M is a free W (k)-module of finite rank and φ : M [
1
p ]
∼→M [ 1p ] is
a σ-linear automorphism of M [ 1p ]. If we have φ(M) ⊆ M , then the pair (M,φ) is called
an F -crystal over k. We denote also by φ the σ-linear automorphism of End(M [ 1
p
]) that
takes x ∈ End(M [ 1
p
]) to φ ◦ x ◦ φ−1 ∈ End(M [ 1
p
]).
The F -isocrystals were introduced by Dieudonne´ in his work on finite, flat, commu-
tative group schemes of p-power order over k. In [11, Thms. 1 and 2] and [29, Ch. 2, Sect.
4] the F -isocrystals over k¯ are classified: an F -isocrystal over k¯ is uniquely determined up
to isomorphisms by its Newton polygon. Manin also brought the topic into the context of
abelian varieties as follows (see [29, Ch. 4]). Let r ∈ N and let (D, λ) be a principally
quasi-polarized p-divisible group over k of height 2r. Let (M0, φ0, ψ0) be its principally
quasi-polarized Dieudonne´ module (see [1, Ch. 4]). The pair (M0, φ0) is an F -crystal
over k, ψ0 is a perfect alternating form on M0, and we have pM0 ⊆ φ0(M0) ⊆ M0 and
ψ0(φ0(x), φ0(y)) = pσ(ψ0(x, y)), where x, y ∈ M0. The Newton polygon of (M0, φ0) has
the following three properties:
(♯) its slopes belong to the interval [0, 1], its starting and ending points are (0, 0) and
(2r, r), and the multiplicity of a slope γ is the same as the multiplicity of the slope 1− γ.
The first two properties of (♯) are particular cases of a theorem of Mazur (see [19,
Thm. 1.4.1]). The third property of (♯) is a consequence of the existence of λ and thus
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of ψ0; in the geometric context of abelian varieties, it appears for the first time in [29].
The original Manin problem conjectured that each Newton polygon that satisfies (♯), is
the Newton polygon of an abelian variety over k¯ of dimension r. It was first solved in
[41] (see also [34] and [35] for two more recent proofs). In all that follows, expressions of
the form GLM and GSp(M0, ψ0) are viewed as reductive group schemes over W (k). Thus
GLM (W (k)) is the group of W (k)-linear automorphisms of M , etc. The principally quasi-
polarized Dieudonne´ module of any other principally quasi-polarized p-divisible group over
k of height 2r is isomorphic to (M0, gφ0, ψ0), where g ∈ Sp(M0, ψ0)(W (k)) can be arbitrary.
Let T0 be a split, maximal torus of GSp(M0, ψ0) whose fibre over k normalizes
the kernel of the reduction mod p of φ0. Let N0 be the normalizer of T0 ∩ Sp(M0, ψ0)
in Sp(M0, ψ0). It is easy to see that there exists g0 ∈ Sp(M0, ψ0)(W (k)) such that
(g0φ0)(Lie(T0))) = Lie(T0). The three properties of (♯) are equivalent to:
1.1. Fact. For each g ∈ Sp(M0, ψ0)(W (k)), there exists w0 ∈ N0(W (k)) such that the
Newton polygon of (M0, gφ0) is the same as the Newton polygon of (M0, w0g0φ0).
This equivalence can be checked easily by considering the actions of w0g0φ0’s on the
rank 1 direct summands of M0 normalized by T0. Since many years (see the paragraph
before Subsection 1.3 below) it was expected that Fact 1.1 also holds if GSp(M0, ψ0) is
replaced by an arbitrary reductive, closed subgroup scheme of GLM0 related in a natural
way to φ0. The interest in the resulting problems stems from the study of Shimura vari-
eties. A general study of such problems was started by Kottwitz in [23]. See [8], [32], [31],
and [45, Subsect. 2.5] for different types of Shimura varieties. For instance, the Shimura
varieties of PEL type are moduli spaces of polarized abelian varieties endowed with en-
domorphisms (see [40] and [7]). Also the Shimura varieties of abelian (resp. of Hodge)
type are moduli spaces of polarized abelian motives (resp. of polarized abelian varieties)
endowed with Hodge cycles (see [7] and [31]). The Shimura varieties of abelian type are
the main testing ground for many parts of the Langlands program (like zeta functions,
local correspondences, etc.). The deep understanding of their zeta functions depends on
the Langlands–Rapoport conjecture (see [27], [28], and [30]) on Fp-valued points of special
fibres of their good integral models in mixed characteristic (0, p). To solve this conjecture
and to aim in extending [38] and [18] to all Shimura varieties, one needs a good the-
ory of isomorphism classes of F -isocrystals with additional structures that are crystalline
realizations of abelian motives associated naturally to these Fp-valued points.
This paper and [46] to [49] are part of a sequence meant to contribute to such a theory.
The below notion Shimura p-divisible object axiomatizes all crystalline realizations one can
(or hopes to) associate to points with values in perfect fields of “good” integral models in
mixed characteristic (0, p) of arbitrary (quotients of) Shimura varieties. The main goals
of the paper are to prove the existence of slope filtrations of Shimura p-divisible objects
over k, to classify rationally such p-divisible objects over k¯, and to generalize the original
Manin problem to contexts related to Shimura varieties of Hodge type.
1.2. The language. In what follows we will use an integral language that:
• is closer in spirit to the works [26], [14], and [54] which precede [23] and [37];
• matches naturally with the crystalline languages used in the references [2], [12],
[13], [19], [20], [36], and [45] to [50] whose results are often playing key roles in this paper;
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• is a version of the rational language used in [38, Subsects. 1.7, 1.8, and 1.18];
• works over W (k) with k an arbitrary perfect field without assuming the existence
of suitable Zp-structures;
• is the only language that can be naturally adapted over smooth algebras overW (k)
whose p-adic completions are equipped with Frobenius lifts.
For reader’s convenience, very often we will make as well connections to the works
[23], [37], and [38]. For a, b ∈ Z, b≥ a, we define S(a, b) := {a, a+ 1, . . . , b}.
1.2.1. Definition. A p-divisible object with a reductive group over k is a triple (M,φ,G),
where M is a free W (k)-module of finite rank, the pair (M [ 1p ], φ) is an F -isocrystal over
k, and G is a reductive, closed subgroup scheme of GLM , such that there exists a direct
sum decomposition
(1) M = ⊕i∈S(a,b)F˜
i(M)
for which the following two axioms hold:
(a) we have φ−1(M) = ⊕bi=ap
−iF˜ i(M) and φ(Lie(GB(k))) = Lie(GB(k));
(b) the cocharacter µ of GLM such that β ∈ Gm(W (k)) acts through µ on F˜
i(M)
as the multiplication by β−i, factors through G.
Following [36, Sect. 2] we refer to µ : Gm → G as a Hodge cocharacter of (M,φ,G)
and to (1) as its Hodge decomposition. If G = GLM , then often we do not mention G
and so implicitly “with a reductive group”. For i ∈ S(a, b) let F i(M) := ⊕bj=iF˜
j(M)
and let φi : F
i(M) → M be the restriction of p−iφ to F i(M). Triples of the form
(M, (F i(M))i∈S(a,b), φ) show up in [26], [14], [54], [46], etc., and are objects of a Zp-
linear category p −MF[a,b](W (k)) (the morphisms being W (k)-linear maps that respect
after inverting p the Frobenius endomorphisms and the filtrations). If n ∈ N, then the
reduction mod pn of (M, (F i(M))i∈S(a,b), (φi)i∈S(a,b)) is an object of the abelian category
MF[a,b](W (k)) used in [26], [14], and [12]. This and the fact that such a reduction is a
natural generalization of a truncated Barsotti–Tate group of level n over W (k) (e.g., see
[12, Thm. 7.1] for p ≥ 3) justifies our terminology “p-divisible object”. Let bL ∈ S(0, b−a)
be the smallest number with the property that we have a direct sum decomposition
(2) Lie(G) = ⊕bLi=−bL F˜
i(Lie(G))
such that β ∈ Gm(W (k)) acts through µ on F˜
i(Lie(G)) as the multiplication by β−i.
We have bL = 0 if and only if µ factors through the center of G. If bL = 1, then
µ is called a minuscule cocharacter of G. If bL ≤ 1, then we say (M,φ,G) is a Shimura
p-divisible object over k. If (a, b) = (0, 1), then we say (M,φ,G) is a Shimura F -crystal
over k; they were extensively used in [45, Sect. 5], in [48], and in many previous works on
Shimura varieties of PEL type (see [51], [28], [24], etc.).
For g ∈ G(W (k)) let
Cg := (M, gφ,G).
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We have φ−1(M) = (gφ)−1(M) and thus Cg is also a p-divisible object with a reductive
group over k that has µ as a Hodge cocharacter. By the extension of Cg to a perfect field
k1 that contains k, we mean the triple Cg ⊗k k1 := (M ⊗W (k) W (k1), gφ⊗ σk1 , GW (k1)).
1.2.2. Definition. Let g, g1 ∈ G(W (k)). By an inner (resp. by a rational inner)
isomorphism between Cg and Cg1 we mean an element h ∈ G(W (k)) that normalizes
φ−1(M) and (resp. an element h ∈ G(B(k))) such that we have hgφ = g1φh.
1.2.3. Remark. Let σ0 := φµ(p); it is a σ-linear automorphism of M (cf. axiom
1.2.1 (a)). Thus we get gφ = gσ0µ(
1
p ) and this differs slightly from the works [23], [37],
and [38] (for instance, in [38, Subsects. 1.7 and 1.8] one considers expressions of the
form bµ(p)σ0 with b ∈ G(B(k))). In other words, µ plays here the same role played by
σ0(µ) := σ0µσ
−1
0 in [23], [37], and [38]. Therefore Cg and Cg1 are rational isomorphic if
and only if gσ0(µ)([
1
p
]) and g1σ0(µ)([
1
p
]) belong to the same σ0-conjugacy class of elements
of G(B(k)) (i.e., if and only if there exists h ∈ G(B(k)) such that we have an identity
hgσ0(µ)([
1
p ])σ0(h)
−1 = g1σ0(µ)([
1
p ]), where σ0(h) := σ0hσ
−1
0 ). Extra direct connections to
the “B(GB(k))-language” of [23] and [37] are made in Subsections 2.6 and 4.5.
1.2.4. Notations. For g ∈ G(W (k)) let S(g) be the set of Newton polygon slopes of
(M [ 1p ], gφ). Let M [
1
p ] = ⊕γ∈S(g)Mγ(g) be the direct sum decomposition stable under
φ and such that all Newton polygon slopes of (Mγ(g), φ) are γ. If m ∈ N is such that
mγ ∈ Z and if k = k¯, then there exists a B(k)-basis for Mγ(g) formed by elements fixed
by p−mγφm. Let γ1,g < γ2,g < · · · < γng,g be the numbers in S(g) listed increasingly. For
γ ∈ S(g) let
W γ(M, gφ) :=M∩(⊕α∈S(g)∩[γ,∞)Mα(g)) and Wγ(M, gφ) :=M∩(⊕α∈S(g)∩(−∞,γ]Mα(g)).
Due to the axioms 1.2.1 (a) and (b), the Newton quasi-cocharacter of GLM [ 1p ] defined by gφ
(its definition is reviewed in Subsubsection 2.2.1) factors through GB(k) (see Claim 2.2.2).
Let νg be this factorization.
1.3. The basic results. In Sections 3 and 4 we mainly study the case when bL ≤ 1 and
we deal with two aspects of the classification of Cg’s up to inner isomorphisms. The two
aspects are: slope filtrations and νg’s. We list the basic results.
1.3.1. Theorem. Let g ∈ G(W (k)). Then there exists a unique parabolic subgroup scheme
P+G (gφ) of G such that all Newton polygon slopes of the F -isocrystal (Lie(P
+
G (gφ)B(k)), gφ)
(resp. (Lie(GB(k))/Lie(P
+
G (gφ)B(k)), gφ)) are non-negative (resp. are negative). If bL ≤ 1,
then there exists a Hodge cocharacter of (M, gφ,G) that factors through P+G (gφ).
1.3.2. Corollary. Let g ∈ G(W (k)). We assume bL ≤ 1. We have:
(a) There exists a Hodge cocharacter of (M, gφ,G) that normalizes W γ(M, gφ) for
all γ ∈ S(g).
(b) Up to a rational inner isomorphism, we can assume that we have a direct sum
decompositionM := ⊕γ∈S(g)M∩Mγ(g) and that µ normalizes M∩Mγ(g) for all γ ∈ S(g).
4
If bL ≤ 1, then from Corollary 1.3.2 (a) and axiom 1.2.1 (a) we get that the filtration
(3) (W γng,g(M, gφ), gφ) ⊆ (W γng−1,g(M, gφ), gφ) ⊆ · · · ⊆ (W γ1,g(M, gφ), gφ) = (M, gφ)
is a filtration in the category p−M(W (k)) of p-divisible objects over k (the morphisms being
W (k)-linear maps that respect after inverting p the Frobenius endomorphisms) which can
be extended to a filtration in the category p−MF(W (k)). We refer to it as the descending
slope filtration of (M, gφ). Replacing “negative” by “positive”, we get another parabolic
subgroup scheme P−G (gφ) of G and the ascending slope filtration
(4) (Wγ1,g(M, gφ), gφ) ⊆ (Wγ2,g(M, gφ), gφ) ⊆ · · · ⊆ (Wγng,g(M, gφ), gφ) = (M, gφ)
of (M, gφ) in the category p−M(W (k)). We can define Shimura p-divisible objects over any
field l of characteristic p and we can always speak about their ascending slope filtrations
over a Cohen ring K(l) of l. Thus we view (4) and its analogue over K(l) as a natural
extension of Grothendieck’s slope filtrations of p-divisible groups over l (see [52]).
We shift our attention to the rational classification of Cg’s. For the remaining part
of Section 1, we will assume that G is split. Let T be a split, maximal torus of G such
that µ factors through it. Until Section 2 we also assume that φ(Lie(T )) = Lie(T ) (in
Subsection 2.5 we check that we can always achieve this by replacing φ with g0φ for some
g0 ∈ G(W (k))).
1.3.3. Theorem. Let g ∈ G(W (k)). We assume that bL ≤ 1, that G is split, and that
φ(Lie(T )) = Lie(T ). Let N be the normalizer of T in G. We have:
(a) There exists w ∈ N(W (k)) such that νw and νg are G(B(k))-conjugate.
(b) If k = k¯, then there exist elements w ∈ N(W (k)) and h ∈ G(B(k)) such that
hwφ = gφh (thus Cw and Cg are rational inner isomorphic).
Section 2 gathers standard properties needed in Sections 3 and 4. See Subsections 2.3
and 4.1 for the proofs of Theorem 1.3.1 and Corollary 1.3.2. The proof of Theorem 1.3.3 is
in two steps (see Subsection 4.2). The first step works for all bL ∈ N ∪ {0} and shows two
things. First, using the classification of adjoint group schemes over Zp, it shows that there
exists w ∈ N(W (k)) such that all Newton polygon slopes of (Lie(GB(k)), wφ) are 0 (see
Subsubsection 4.2.2). Second, if k = k¯ and if all Newton polygon slopes of (Lie(GB(k)), gφ)
and of (Lie(GB(k)), g1φ) are 0, then standard arguments developed in [23] and [37] show
that there exist rational inner isomorphisms between Cg and Cg1 (see Subsections 2.6 and
2.7). The second step is an inductive one. It works only if bL ≤ 1 (see Subsubsection
4.2.3). The idea is: if (Lie(GB(k)), gφ) has non-zero Newton polygon slopes, then Cg has
standard forms that reduce the situation to a context in which there exists a Levi subgroup
scheme L of P+G (gφ) such that the triple (M, gφ, L) is a Shimura p-divisible object. The
standard forms (see Section 3) are also the essence of Theorem 1.3.1 and Corollary 1.3.2.
They are rooted on the simple property 2.4 (c) and on the fact that each intersection of
two parabolic subgroups of Gk contains a maximal split torus of Gk. See Subsections 4.3
to 4.7 for examples and complements to Corollary 1.3.2 and Theorem 1.3.3.
The notion inner isomorphism is a natural extension of the classification ideas of
[29]. Parabolic subgroup schemes as P+G (gφ) were first used in [44] for (a, b) = (0, 1).
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To our knowledge, Theorem 1.3.1 is a new result. The Newton polygon translation of
Theorem 1.3.3 (a) was indirectly hinted at by the Langlands–Rapoport conjecture. Chai
extrapolated this conjecture and stated rather explicitly that Theorem 1.3.3 (a) ought
to hold (see [6]). Theorem 1.3.1 and versions of Corollary 1.3.2 and Theorem 1.3.3 were
first part of our manuscripts math.NT/0104152 and math.NT/0209410 (only few particular
cases of Theorem 1.3.3 (b) were known before math.NT/0104152 and most of them could be
deduced from [29]). The paper [25] was written after the mentioned two manuscripts; one
can use [25, Thm. 4.3] to recover Theorem 1.3.3 (b). See Corollary 4.4 for an interpretation
of Theorem 1.3.3 (b) in terms of equivalence classes.
The last part of Theorem 1.3.1 and Theorem 1.3.3 (and thus also (3) and (4)) do not
hold in general if bL ≥ 2 (see Example 2.3.4).
1.4. Geometric applications. Subsection 5.1 introduces standard Hodge situations.
They give rise to good moduli spaces in mixed characteristic (0, p) of principally polarized
abelian varieties endowed with (specializations of) Hodge cycles, that generalize the moduli
spaces of principally polarized abelian varieties endowed with endomorphisms considered
in [51], [24], and [28]. Subsection 5.2 formulates Manin problems for standard Hodge situa-
tions. The Main Theorem 5.2.3 solves them if either p≥ 3 or p = 2 and two mild conditions
hold. The fact that the two mild conditions always hold if p≥ 3 is implied by either a par-
ticular case of [49, Thm. 1.2 and Lemma 2.5.2 (a)] or [20, Cor. (1.4.3)]. The proof of
the Main Theorem 5.2.3 relies on Theorem 1.3.3 (b), on Fontaine comparison theory, and
on properties of Shimura varieties and reductive group schemes. In particular, we get a
new solution to the original Manin problem mentioned before Fact 1.1 (cf. Subsubsection
5.2.4 (a)). Subsection 5.3 redefines in a more direct way the rational stratifications of the
special fibres of the mentioned good moduli spaces one gets based on [37, Thm. 3.6].
In Subsection 5.4 we formulate integral Manin problems for standard Hodge situa-
tions. Theorem 5.4.2 solves them in many cases that pertain to Shimura varieties of PEL
type; the simplest example implies that each principally quasi-polarized p-divisible group
over k¯ of height 2r is the one of a principally polarized abelian variety over k¯ of dimension
r (cf. Example 5.4.3 (a)). These integral problems are natural extrapolations of the “com-
bination” between the Manin problems and a motivic conjecture of Milne (see [45, Conj.
5.6.6] and see [49, Thm. 1.2] and [20, Cor. (1.4.3)] for refinements and proofs of it).
2. Preliminaries
See Subsection 2.1 for our conventions and notations. In Subsections 2.2 and 2.3 we
include complements on Newton polygons. We deal with two aspects: Newton (quasi-)
cocharacters and parabolic subgroup schemes that correspond to either non-negative or
to non-positive Newton polygon slopes. Our approach to Newton quasi-cocharacters is
slightly different from the standard one that uses the pro-torus of character group Q (see
[23], [37], and [36]). In Subsections 2.4 to 2.7 we list different properties of Cg’s.
2.1. Notations and conventions. Reductive group schemes have connected fibres. If
Spec(R) is an affine scheme and if H is a reductive group scheme over R, let Hder, Z(H),
Hab, and Had be the derived group scheme, the center, the maximal abelian quotient, and
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the adjoint group scheme of H (respectively). We have H/Z(H) = Had and H/Hder =
Hab. Let Z0(H) be the maximal torus of Z(H). Let Lie(F ) be the Lie algebra over R of
a smooth, closed subgroup scheme F of H. If R = W (k) (like R = Zp), then H(W (k)) is
called a hyperspecial subgroup of H(B(k)) (see [43]). Let R0 → R be a homomorphism. If
it is finite and flat, let ResR/R0H be the affine group scheme over Spec(R0) that is the Weil
restriction of scalars of H (see [4, Subsect. 7.6]). In general, the pullback of an R0-scheme
X or XR0 (resp. X8 with 8 an index) to R is denoted by XR (resp. X8R). Let E¯ be an
algebraic closure of a field E.
For an R-module N let N∗ := HomR(N,R). Let N
⊗s ⊗R N
∗⊗t, with s, t ∈ N ∪ {0},
be the tensor product of s-copies of N with t-copies of N∗ taken in this order. Let
T(N) := ⊕s,t∈N∪{0}N
⊗s ⊗R N
∗⊗t.
A family of tensors of T(N) is denoted in the form (vα)α∈J, with J as the set of indices.
We emphasize that we use the same notation for two tensors or bilinear forms obtained one
from another by an extension of scalars. Let N1 be another R-module. Each isomorphism
f : N ∼→N1 extends naturally to an isomorphism T(N)
∼→T(N1) and therefore we speak
about f taking vα to some specific element of T(N1). A bilinear form on N is called
perfect if it induces an isomorphism N ∼→N∗. If N is a projective, finitely generated R-
module, then we view GLN as a reductive group scheme over R. If f1 and f2 are two
Z-endomorphisms of N , then f1f2 := f1 ◦ f2.
Until Section 5, whenever we consider a p-divisible object with a reductive group
(M,φ,G) over k, the following notations a, b, S(a, b), µ, bL, Cg’s, F˜
i(M) and F i(M)
with i ∈ S(a, b), and F˜ i(Lie(G)) with i ∈ S(−bL, bL) will be as in Subsubsection 1.2.1.
Often we do not mention “over k”. Let P be the parabolic subgroup scheme of G that
normalizes F i(M) for all i ∈ S(a, b). From Subsection 2.3 onward, γ ∈ S(g), Mγ(g),
W γ(M, gφ), Wγ(M, gφ), and νg, will be as in Subsections 1.2.4 and 2.2.3. If all Newton
polygon slopes of (Lie(GB(k)), φ) are 0, then we say (M,φ,G) is basic. Corollary 2.3.2 shows
that (M,φ,G) is basic if and only if the Newton quasi-cocharacter of GLM [ 1p ] defined by φ
factors through Z0(GB(k)) (i.e., the notion basic is compatible with the one introduced first
in [23]). We denote also by φ the σ-linear automorphism of M∗[ 1
p
] that takes x ∈ M∗[ 1
p
]
to σxφ−1 ∈M∗[ 1p ]. Thus φ acts on T(M [
1
p ]) in the natural tensor way. The identification
End(M) =M⊗W (k)M
∗ is compatible with the two φ actions (defined here and before Fact
1.1). If (a, b) = (0, 1), then we refer to (M,F 1(M), φ, G) as a Shimura filtered F -crystal.
2.2. Quasi-cocharacters. Let H be a reductive group scheme over a connected scheme
S. Let χ(H) be the set of cocharacters of H. Let Λ(H) := χ(H) × Q \ {0}. Let R(H)
be the smallest equivalence relation on Λ(H) that has the following property: two pairs
(µ1, r1), (µ2, r2) ∈ Λ(H) are in relation R(H) if there exists n ∈ N such that nr1, nr2 ∈ Z,
g.c.d.(nr1, nr2) = 1, and µ
nr1
1 = µ
nr2
2 . Let Ξ(H) be the set of equivalence classes of R(H).
An element of Ξ(H) is called a quasi-cocharacter of H. Identifying χ(H) with the subset
χ(H)×{1} of Λ(H), we view naturally χ(H) as a subset of Ξ(H). If H is a split torus, then
χ(H) = X∗(H) has a natural structure of a free Z-module and we can identify naturally
Ξ(H) = X∗(H) ⊗Z Q. The group H(S) acts on Ξ(H) via its inner conjugation action
on χ(H). If f : H → H1 is a homomorphism of reductive group schemes over S, then
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f∗(µ1, r1) := (f ◦ µ1, r1) ∈ Λ(H1). The resulting map f∗ : Λ(H) → Λ(H1) is compatible
with the R(H) and R(H1) relations; the quotient map f∗ : Ξ(H) → Ξ(H1) is compatible
with the H(S)- and H1(S)-actions. We say ⊤ ∈ Ξ(H1) factors through H if ⊤ ∈ f∗(Ξ(H)).
2.2.1. The slope context. Let C1M = (M,φ,G) be a p-divisible object with a reductive
group over k. Let S(1M) be as in Subsubsection 1.2.4. For γ ∈ S(1M) we write γ =
aγ
bγ
,
where aγ ∈ Z, bγ ∈ N, and g.c.d.(aγ, bγ) = 1. Let d := l.c.m.(bγ|γ ∈ S(1M )). Each
F -isocrystal over k¯ is a direct sum of simple F -isocrystals which have only one Newton
polygon slope, cf. Dieudonne´–Manin’s classification of F -isocrystals over k¯. Let
(5) (M ⊗W (k) B(k¯), φ⊗ σk¯) = ⊕γ∈S(1M )(M¯γ(1M ), φ⊗ σk¯)
be the direct sum decomposition of F -isocrystals over k¯ such that (M¯γ(1M ), φ ⊗ σk¯) has
only one Newton polygon slope γ. Let e¯ ∈ End(M)⊗W (k)B(k¯) be the semisimple element
that acts on M¯γ(1M ) as the multiplication by
daγ
bγ
. The Galois group Gal(k¯/k) acts on
B(k¯) having B(k) as its fixed field and acts on T(M ⊗W (k) B(k¯)) having T(M [
1
p ]) as its
set of fixed elements. For each automorphism τ ∈ Aut(B(k¯)/B(k)) defined by an element
of Gal(k¯/k), φ ⊗ σk¯ and 1M⊗W (k)B(k¯) ⊗ τ commute. Thus e¯ is fixed by Gal(k¯/k) i.e.,
e¯ ∈ End(M [ 1
p
]) = End(M) ⊗W (k) B(k). Therefore (5) is the tensorization with B(k¯) of a
direct sum decomposition (M [ 1
p
], φ) = ⊕γ∈S(1M )(Mγ(1M ), φ).
Let ν˜1M ∈ χ(GLM [ 1p ]) be such that ν˜1M (p) acts on Mγ(1M ) as the multiplication by
p
daγ
bγ . Let ν1M := [(ν˜1M ,
1
d
)] ∈ Ξ(GLM [ 1p ]). By abuse of language, we say that ν1M (p) acts
on Mγ(1M ) as the multiplication by p
γ . As the decompositions (5) are compatible with
morphisms and tensor products of F -isocrystals, ν˜1M and ν1M factor through the subgroup
of GLM [ 1p ] that fixes all tensors of T(M [
1
p
]) fixed by φ.
2.2.2. Claim. Both ν˜1M and ν1M factor through GB(k).
Proof: Let σ0 := φ ◦ µ(p). We have σ0(M) = φ(⊕
b
i=1p
−1F˜ i(M)) = φ(φ−1(M)) = M , cf.
axiom 1.2.1 (a). Thus σ0 is a σ-linear automorphism of M . As σ0 normalizes Lie(GB(k))
(cf. axioms 1.2.1 (a) and (b)), it also normalizes Lie(G) = Lie(GB(k)) ∩ End(M). Let
MZp := {x ∈M |σ0(x) = x}
and gZp := {x ∈ Lie(G)|σ0(x) = x}. To prove the Claim we can assume k = k¯. As k = k¯,
we haveM = MZp⊗ZpW (k) and Lie(G) = gZp⊗ZpW (k) ⊆ End(MZp)⊗ZpW (k) = End(M).
In this paragraph we follow [49, proof of Lemma 2.5.3] to check that there exists a
unique reductive subgroup GQp of GLMZp [ 1p ] whose Lie algebra is gZp [
1
p
]. The uniqueness
part is implied by [3, Ch. II, Subsect. 7.1]. To check the existence part, we consider
commutative Qp-algebras A such that there exists a reductive, closed subgroup scheme
GA of GLMZp⊗ZpA whose Lie algebra is gZp ⊗Zp A. For instance, A can be B(k) itself and
thus we can assume A is a finitely generated Qp-subalgebra of B(k) (cf. [10, Vol. III,
Exp. XIX, Rm. 2.9]). By replacing A with A/J , where J is a maximal ideal of A, we can
assume A is a finite field extension of Qp. Even more, we can assume that A is a finite
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Galois extension of Qp. As Lie(GA) = gZp ⊗Zp A, from [3, Ch. II, Subsection 7.1] we get
that the natural action of the Galois group Gal(A/Qp) on gZp ⊗Zp A is defined naturally
by an action of Gal(A/Qp) on the subgroup GA of GLMZp⊗ZpA. This last action is free.
As GA is an affine scheme, the quotient GQp of GA by Gal(A/Qp) exists (cf. [4, Ch. 6,
6.1, Thm. 5]) and it is a reductive subgroup of GLMZp [ 1p ] whose Lie algebra is gZp [
1
p ].
Our notations match i.e., GB(k) is the pullback of GQp to B(k) (cf. [3, Ch. II,
Subsect. 7.1]). Let GZp be the Zariski closure of GQp in GLMZp ; its pullback to W (k) is
G. Thus GZp is a reductive, closed subgroup scheme of GLMZp ; its Lie algebra is gZp . We
note that the existence of GZp is also a particular case of [48, Prop. 3.2].
Let (tα)α∈J be a family of tensors of T(MZp) such that GQp is the subgroup of
GLMZp [ 1p ] that fixes tα for all α ∈ J, cf. [9, Prop. 3.1 (c)]. Each tα is fixed by both σ0
and µ(p). Thus we have φ(tα) = tα for all α ∈ J. Therefore ν˜1M fixes each tα, cf. end of
Subsubsection 2.2.1. Thus both ν˜1M and ν1M factor through GB(k). 
2.2.3. Definition. By the Newton cocharacter (resp. quasi-cocharacter) of C1M we mean
the factorization of ν˜1M (resp. of ν1M ) through GB(k). Similarly, for g ∈ G(W (k)) let
νg ∈ Ξ(GB(k)) be the Newton quasi-cocharacter of Cg.
2.3. Sign parabolic subgroup schemes. Let LS(1M) be the set of Newton poly-
gon slopes of (Lie(GB(k)), φ). The composite of ν1M with the homomorphisms GB(k) →
GLM [ 1p ] → GLEnd(M)[
1
p ]
, is the Newton quasi-cocharacter of (End(M)[ 1
p
], φ). Thus the
Newton polygon slope decomposition
(Lie(GB(k)), φ) = ⊕γ∈LS(1M )(Lγ, φγ)
is such that ν1M (p) acts via inner conjugation on Lγ as the multiplication by p
γ . As
Im(ν˜1M ) is a split torus of GB(k), the centralizer CG(φ) of ν˜1M in GB(k) is a reductive
group of the same rank as GB(k) (see [10, Vol. III, Exp. XIX, Subsect. 2.8]). We have
Lie(CG(φ)) = L0. Reductive groups as CG(φ) were first considered in [23, Sect. 6].
2.3.1. Lemma. There exists a unique parabolic subgroup scheme P+G (φ) of G such that
we have Lie(P+G (φ)B(k)) = ⊕γ∈LS(1M )∩[0,∞)Lγ . The group CG(φ) is a Levi subgroup of
P+G (φ)B(k) and L>0 := ⊕γ∈LS(1M )∩(0,∞)Lγ is the nilpotent radical of Lie(P
+
G (φ)B(k)).
Proof: By replacing k with a finite Galois extension of k, we can assume G is split. Thus the
group CG(φ) is also split. Let Lie(GB(k)) = Lie(TG(φ))
⊕
α∈Φ gα be the root decomposition
with respect to a split, maximal torus TG(φ) of CG(φ). Here Φ is a root system of characters
of TG(φ) whose irreducible factors are indexed by the simple factors of G
ad
B(k). Let γ1,
γ2 ∈ LS(1M ). If γ1 + γ2 /∈ LS(1M ), let Lγ1+γ2 := 0. As φ is a σ-linear Lie automorphism
of Lie(GB(k)), we have [Lγ1 , Lγ2 ] ⊆ Lγ1+γ2 . Thus the set Φ+ := {α ∈ Φ|gα ⊆ L0 ⊕ L>0}
is a closed subset of Φ. Let Φ0 be a simple factor of Φ. The intersection Φ0 ∩ Φ+ is
a closed subset of Φ0. As ν˜1M factors through TG(φ), each Lγ is a direct sum of some
gα’s and we have gα ⊆ Lγ if and only if g−α ⊆ L−γ . Thus the intersection Φ0 ∩ Φ+ is a
parabolic subset of Φ0 in the sense of [5, Ch. VI, 7, Def. 4] i.e., it is closed and we have
Φ0 = −(Φ0∩Φ+)∪Φ0∩Φ+. There exists a unique parabolic subgroup P
+
G (φ)B(k) of GB(k)
whose Lie algebra is L0 ⊕ L>0, cf. [10, Vol. III, Exp. XXVI, Prop. 1.4]. Obviously L>0
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is a nilpotent ideal of L0 ⊕ L>0 and thus also of the nilpotent radical n of L0 ⊕ L>0. As
CG(φ) is reductive and Lie(CG(φ)) = L0, we have n ∩ L0 = 0. Thus n = L>0.
Therefore Lie(P+G (φ)B(k)) = L0 ⊕ n = Lie(CG(φ))⊕ n and thus CG(φ) is a Levi sub-
group of P+G (φ)B(k). As the W (k)-scheme that parametrizes parabolic subgroup schemes
of G is projective (cf. [10, Vol. III, Exp. XXVI, Cor. 3.5]), the Zariski closure P+G (φ) of
P+G (φ)B(k) in G is a parabolic subgroup scheme of G. 
A similar argument shows that there exists a unique parabolic subgroup scheme
P−G (φ) of G such that we have Lie(P
−
G (φ)B(k)) = ⊕γ∈LS(1M )∩(−∞,0]Lγ . The group CG(φ)
is also a Levi subgroup of P−G (φ)B(k).
Replacing the role of ν˜1M with the one of µ, we similarly get that the parabolic
subgroup scheme P of Subsection 2.1 exists and is uniquely determined by the equality
Lie(P ) = ⊕bLi=0F˜
i(Lie(G)). The Lie algebra of the unipotent radical of P is⊕bLi=1F˜
i(Lie(G)).
The next Corollary is only a variant of [23, Subsect. 5.2].
2.3.2. Corollary. The following three statements are equivalent:
(a) P+G (φ) = G (or P
−
G (φ) = G);
(b) C1M is basic;
(c) ν˜1M (or ν1M ) factors through Z
0(GB(k)).
Proof: Each statement is equivalent to the statement that L0 = Lie(CG(φ)) is Lie(GB(k)).
2.3.3. Definition. We call P+G (φ) (resp. P
−
G (φ)) the non-negative (resp. non-positive)
parabolic subgroup scheme of C1M . We call CG(φ) the Levi subgroup of C1M .
2.3.4. Example. Suppose that k = k¯, (a, b) = (0, 2), rkW (k)(M) = 4, G = GLM ,
rkW (k)(F˜
2(M)) = rkW (k)(F˜
0(M)) = 2, and there exists a W (k)-basis {e1, . . . , e4} for M
formed by elements of F˜ 0(M) ∪ F˜ 2(M) and such that φ(ei) = p
niei, where n1 = n2 = 0
and n3 = n4 = 2. Let T be the maximal torus of G that normalizes W (k)ei for all
i ∈ S(1, 4). Let g ∈ G(W (k)) be such that S(g) = { 12 ,
3
2}, cf. [16, Thm. 2]. For each
element w ∈ G(W (k)) that normalizes T , the F -crystal (M,wφ) over k has at least one
Newton polygon slope which is an integer (to check this one can assume that w permutes
the set {e1, . . . , e4}). Thus νg and νw are not G(B(k))-conjugate i.e., Theorem 1.3.3 does
not hold in this case. The parabolic subgroup scheme of G that normalizes the direct
summand M ∩M 3
2
(g) of M of rank 2, is P+G (gφ). If there exists a Hodge cocharacter of
(M, gφ,G) that factors through P+G (gφ), then (M∩M 32 (g), gφ) is a p-divisible object whose
Hodge slopes belong to the set {0, 2} and this, based on Mazur’s theorem (see [19, Thm.
1.4.1]), contradicts the fact that the end point of the Newton polygon of (M ∩M 3
2
(g), gφ)
is (2, 3). Thus also the last part of Theorem 1.3.1 does not hold in this case.
2.4. Lemma. (a) An element h ∈ G(W (k)) normalizes φ−1(M) if and only if we have
(6) h(F˜ i(M)) ⊆ ⊕bj=ap
max{0,i−j}F˜ j(M) ∀i ∈ S(a, b).
In particular, each element h ∈ P (W (k)) normalizes φ−1(M).
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(b) For h ∈ G(B(k)) let h1 := φhφ
−1 ∈GLM (B(k)). We have h1 ∈ G(B(k)). Also,
h normalizes φ−1(M) if and only if h1 ∈ G(W (k)).
(c)We have bL ≤ 1 if and only if each element h ∈ Ker(G(W (k))→ G(k)) normalizes
φ−1(M).
Proof: We prove (a). As h(M) = M , the inclusions of (6) are equivalent to the inclusion
h(φ−1(M)) ⊆ φ−1(M). As h(M) = M and as pbφ−1(M) ⊆ M , by reasons of lengths of
artinian W (k)-modules we get that h(φ−1(M)) ⊆ φ−1(M) if and only if h(φ−1(M)) =
φ−1(M). Thus (6) holds if and only if h normalizes φ−1(M). If h ∈ P (W (k)), then
h(F˜ i(M)) ⊆ h(F i(M)) = F i(M) = ⊕bj=iF˜
j(M); thus (6) holds and therefore h normalizes
φ−1(M). Thus (a) holds. To prove (b) we can assume k = k¯. Let σ0 = φ ◦ µ(p) : M
∼→M
be as in the proof of Claim 2.2.2. We have h1 = σ0µ(
1
p )hµ(p)σ
−1
0 ∈ σ0G(B(k))σ
−1
0 =
G(B(k)). Thus h1 ∈ G(W (k)) if and only if h1(M) = M . As φ
−1(h1(M)) = h(φ
−1(M)),
we have h1(M) =M if and only if h(φ
−1(M)) = φ−1(M). Thus (b) holds.
To prove (c), we first check that there exists a unique connected, smooth, commu-
tative, closed subgroup scheme U of G that has F˜−bL(Lie(G)) as its Lie algebra. The
uniqueness part follows from [3, Ch. II, Subsect. 7.1]. Due to this, a standard Galois
descent shows that to check the existence of U we can consider pullbacks to W (k1) with
k1 a finite Galois extension of k and thus we can assume that G is split. By consid-
ering a split maximal torus T of G through which µ factors and a root decomposition
Lie(G) = Lie(T )
⊕
α∈Φ gα, as in the proof of Lemma 2.3.1 we argue that there exists a
subset Φ0 of Φ such that F˜
−bL(Lie(G)) =
⊕
α∈Φ0
gα and (Φ0+Φ0)∩Φ = ∅ = Φ0∩ (−Φ0);
thus the existence of U is a particular case of [10, Vol. III, Exp. XXII, Prop. 5.6.1 and
Cor. 5.6.5] and in fact U is isomorphic to a product of copies of Ga.
We first assume that bL ≤ 1 and we check that each h ∈ Ker(G(W (k)) → G(k))
normalizes φ−1(M). Based on (b), we only have to show that h1 ∈ G(W (k)). As bL ≤ 1, U
is in fact the unipotent radical of the parabolic subgroup scheme of G whose Lie algebra
is ⊕0i=−bL F˜
i(Lie(G))). As Lie(P ) = ⊕bLi=0F˜
i(Lie(G)) and as bL ≤ 1, we have a direct sum
decomposition Lie(G) = Lie(U) ⊕ Lie(P ) of W (k)-modules (cf. (2)). Thus the product
morphism U ×W (k) P → G is e´tale around the point (1M , 1M ) ∈ U(W (k)) × P (W (k)).
Therefore we can write h = uhgh, where uh ∈ U(W (k)) and gh ∈ P (W (k)) are both
congruent to 1M mod p. Thus h1 = h2h3, where h2 := φuhφ
−1 and h3 := φghφ
−1.
From (a) and (b) we get that h3 ∈ G(W (k)). To check that h2 ∈ G(W (k)) we can
assume k = k¯. We have h2 = σ0µ(
1
p
)uhµ(p)σ
−1
0 . As uh ∈ Ker(U(W (k)) → U(k)) and
bL ≤ 1, we have µ(
1
p
)uhµ(p) ∈ U(W (k)). [Argument: using an identification U = G
s
a with
s := rkW (k)F˜
−bL(Lie(G)) ∈ N ∪ {0}, uh gets identified with an element vh of (pW (k))
s 6
W (k)s = Gsa(W (k)) and µ(
1
p )uhµ(p) gets identified with p
−bLvh ∈ W (k)
s = Gsa(W (k))].
Thus h2 ∈ σ0U(W (k))σ
−1
0 6 G(W (k)). Therefore h1 = h2h3 ∈ G(W (k)).
We now assume that all elements h ∈ Ker(G(W (k))→ G(k)) normalize φ−1(M) and
we check that bL ≤ 1. We show that the assumption bL ≥ 2 leads to a contradiction. Both
Lie algebras F˜−bL(Lie(G)) and F˜ bL(Lie(G)) are non-trivial; thus U is non-trivial.
If ubL ∈ Ker(U(W (k)) → U(k)) is not congruent mod p
bL to 1M , then we have
µ( 1p )ubLµ(p) ∈ U(B(k)) \ U(W (k)). [Argument: this is similar to the above argument
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involving uh and vh]. If h is ubL , then h1 = φhφ
−1 /∈ G(W (k)) and thus h does not
normalize φ−1(M) (cf. (b)). Contradiction. Therefore bL ≤ 1. Thus (c) holds. 
2.4.1. Fact. If h ∈ G(W (k)) normalizes φ−1(M), then µh := hµh
−1 : Gm → G is a
Hodge cocharacter of C1M .
Proof: The Hodge decomposition of M produced by µh is M = ⊕
b
i=ah(F˜
i(M)). We have
⊕bi=ap
−ih(F˜ i(M)) = h(⊕bi=ap
−iF˜ i(M)) = h(φ−1(M)) = φ−1(M), cf. axiom 1.2.1 (a) and
our hypothesis. Thus by very definitions, µh is a Hodge cocharacter of C1M . 
2.5. The quasi-split case. Let G be quasi-split. We recall from the proof of Claim
2.2.2 that σ0 = φµ(p) normalizes Lie(G). Let B be a Borel subgroup scheme of G that
is contained in P and that has a maximal torus T through which µ factors. We have
φ(Lie(T )) = σ0(Lie(T )) and φ(Lie(B)) ⊆ σ0(Lie(B)). Thus φ(Lie(T )) is the Lie algebra
of the maximal torus T0 := σ0(T ) of the Borel subgroup scheme B0 := σ0(B0) of G.
Let g¯0 ∈ G(k) be such that g¯0(T0k)g¯
−1
0 = Tk and g¯0(B0k)g¯
−1
0 = Bk, cf. [3, Ch. IV,
Thm. 15.14]. As W (k) is p-adically complete, there exists g0 ∈ G(W (k)) that lifts g¯0 and
such that g0(T0)g
−1
0 = T (cf. [10, Vol. II, Exp. IX, Thm. 3.6]). The Borel subgroup
schemes g0B0g
−1
0 and B of G contain T and have the same special fibre. This implies
that g0B0g
−1
0 = B. We have g0φ(Lie(T )) = g0(Lie(T0)) = Lie(g0Tg
−1
0 ) = Lie(T ). Thus as
µ factors through T , the triple (M, g0φ, T ) is a p-divisible object with a reductive group.
Moreover, (g0φ)(Lie(B)) ⊆ g0(Lie(B0)) = Lie(B).
2.6. Some Zp structures. Until Section 3 we assume k = k¯. Let MZp , GZp , and (tα)α∈J
be as in the proof of Claim 2.2.2. The pair (MZp , (tα)α∈J) is a Zp structure of (M, (tα)α∈J).
The difference between two such Zp structures is measured by a torsor T of GZp . As GFp
is connected, Lang theorem (see [39, p. 132]) implies that TFp is trivial. Thus T is trivial
(as GZp is smooth). Thus the isomorphism class of the triple (MZp , GZp , (tα)α∈J) is an
invariant of (Cg)g∈G(W (k)). To be short, we refer to (MZp , GZp , (tα)α∈J) as the Zp structure
of (M,G, (tα)α∈J) defined by φµ(p). As σ0 acts as 1T(MZp )⊗σ on T(M) := T(MZp)⊗ZpW (k)
and as σ on W (k)-valued points of subgroup schemes of GLMZp , from now on we denote
σ0 by σ. Also, if WZp is an arbitrary free Zp-module, we denote 1WZp ⊗ σ by σ.
If b ∈ GLM (B(k)), then σ(b) := σbσ
−1 and σ(µ) is the cocharacter of G such that
we have σ(µ)(pn) = σ(µ(pn)) for all n ∈ Z. For g and g1 ∈ G(W (k)), the two triples
Cg = (M, gσµ(
1
p ), G) and Cg1 = (M, g1σµ(
1
p ), G) are rational inner isomorphic if and only
if the σ-conjugacy classes of the elements gσ(µ)( 1p ) and g1σ(µ)(
1
p ) of G(B(k)) are equal
(i.e., if and only if there exists h ∈ G(B(k)) such that hgσ(µ)( 1p )σ(h
−1) = g1σ(µ)(
1
p )).
2.6.1. Quotients. We consider an affine, integral group scheme GZp/HZp that is the
geometric quotient of GZp through a flat, normal, closed subgroup scheme HZp of GZp .
The fibres of GZp/HZp are reductive group schemes (cf. [10, Vol. III, Exp. XIX, Subsect.
1.7]). Thus GZp/HZp is smooth as well as a reductive group scheme. Let H := HW (k). As
GZp/HZp is of finite type over Zp, there exists a free Zp-module WZp of finite rank such
that we have a closed embedding homomorphism GZp/HZp →֒GLWZp (cf. [10, Vol. I, Exp.
VIB, Rm. 11.11.1]). Let µG/H be the composite of µ with the epimorphism G ։ G/H.
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Let W := WZp ⊗Zp W (k). The triple (W,σµG/H(
1
p ), G/H) is a p-divisible object with a
reductive group and we refer to it as a quotient of C1M .
Let g ∈ G(W (k)). Let t ∈ Z0(G)(W (k)). Let t1 ∈ Z
0(G)(W (k)) = Z0(GZp)(W (k))
be such that t = t1σ(t1)
−1, cf. [33, Prop. 2.1]. Thus t1gφt
−1
1 = tgφ. We get:
2.6.2. Fact. The element t1 is an inner isomorphism between Ctg and Cg. If G is a
torus, then Cg and C1M are inner isomorphic and thus the quasi-cocharacters νg and ν1M
of G(B(k)) are G(B(k))-conjugate and therefore coincide.
2.6.3. Fact. The composite of νg with the epimorphism GB(k) ։ G
ab
B(k) does not depend
on g ∈ G(W (k)). Moreover, for each g ∈ G(W (k)), there exists g˜ ∈ Gder(W (k)) such that
Cg and Cg˜ are inner isomorphic.
Proof: Let gab be the image of g in Gab(W (k)). By taking HZp = G
der
Zp
and thus G/H =
Gab, the first part follows from Fact 2.6.2 applied to (W,σµGab(
1
p ), G
ab) and t = gab. Let
t1 ∈ G
ab(W (k)) be such that gabσµGab(
1
p
) = t1σµGab(
1
p
)t−11 . Let g1 ∈ P (W (k)) be an
element that maps to t1. The element g˜ := g1gφg
−1
1 φ
−1 ∈ G(W (k)) (cf. Lemma 2.4 (a)
and (b)) maps to the identity element of Gab(W (k)). Thus we have g˜ ∈ Gder(W (k)). As
g1 is an inner isomorphism between Cg and Cg˜, the last part of the Fact holds as well. 
Two quasi-cocharacters in Ξ(Z0(GB(k))) are equal if and only if their images in
Ξ(GabB(k)) are equal. Thus from Corollary 2.3.2 and Fact 2.6.3 we get that:
2.6.4. Corollary. If g1, g2 ∈ G(W (k)) are such that Cg1 and Cg2 are basic, then νg1 = νg2 .
2.6.5. Covers. Let q ∈ N be such that GZp has a maximal torus that splits over W (Fpq ).
A result of Langlands (see [32, pp. 297–299]) implies that there exists an epimorphism
eQp : G
♭
Qp
։ GQp such that G
♭der
Qp
is an a priori given isogeny cover of GderQp and Ker(eQp)
is a product of tori of the form ResB(Fq)/QpGm. Thus G
♭
Qp
is quasi-split and splits over
an unramified extension of Qp. Let G
♭
Zp
be a reductive group scheme over Zp that has
G♭Qp as its generic fibre, cf. [43, Subsubsects. 1.10.2 and 3.8.1]. The Zariski closure Ker(e)
of Ker(eQp) in G
♭
Zp
is a subtorus of Z0(G♭Zp). As two hyperspecial subgroups of GZp(Qp)
are GadZp(Qp)-conjugate (see [43, p. 47]), we can assume (G
♭
Zp
/Ker(e))(Zp) = GZp(Zp).
Thus we can identify G♭Zp/Ker(e) = GZp , cf. [43, Subsubsect. 3.8.1]. The epimorphism
e : G♭Zp ։ GZp extends eQp . Let G
♭ := G♭W (k). As Ker(e) is a torus, µ lifts to a cocharacter
µG♭ : Gm → G
♭. Let W ♭Zp be a free Zp-module of finite rank such that we have a closed
embedding homomorphism G♭Zp →֒ GLW ♭Zp
. Let W ♭ := W ♭Zp ⊗Zp W (k). We call the
p-divisible object with a reductive group (W ♭, σµG♭(
1
p ), G
♭) a cover of C1M .
There exists a G♭Qp -epimorphism T(W
♭
Zp
[ 1
p
]) ։ MZp [
1
p
], cf. [53, Thm. 3.5] and
Weyl complete reductibility theorem. Thus ν1M is the composite of the Newton quasi-
cocharacter of (W ♭, σµG♭(
1
p ), G
♭) with eB(k). From Corollary 2.3.2 we get that the cover
(W ♭, σµG♭(
1
p ), G
♭) is basic if and only if C1M is so.
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2.7. Proposition. We recall that k = k¯. Let g1, g2 ∈ G(W (k)) be such that Cg1 and Cg2
are basic. Then there exists h ∈ G(B(k)) such that hg1φ = g2φh.
Proof: We appeal to Subsubsection 2.6.5. As Ker(e) is a torus, there exists g♭i ∈ G
♭(W (k))
that maps to gi. Thus (W
♭, g♭iσµG♭(
1
p
), G♭) is basic, cf. end of Subsubsection 2.6.5 (applied
to g♭iσ instead of σ). So to simplify the presentation we can assume that G
♭ = G and that
Gder is simply connected; thus g♭i = gi. Let G1Qp be the reductive group over Qp which
represents (as in [38, Subsects. 1.12 to 1.15]) the functor that associates to a commutative
Qp-algebra R the group
(7) G1Qp(R) = {g11 ∈ G(B(k)⊗Qp R)|g11g1(σ ⊗ 1R)µ(
1
p
) = g1(σ ⊗ 1R)µ(
1
p
)g11};
the second equality of (7) is between σ ⊗ 1R-linear automorphisms of M [
1
p
] ⊗Qp R. We
have νg1 = νg2 , cf. Corollary 2.6.4. Thus based on [37, Prop. 1.17] we can speak about
the class δ ∈ H1(Qp, G1Qp) that defines the left torsor G12Qp of G1Qp defined by the
rule: G12Qp(R) = {g12 ∈ G(B(k) ⊗Qp R)|g12g1(σ ⊗ 1R)µ(
1
p ) = g2(σ ⊗ 1R)µ(
1
p )g12}. The
image of δ in H1(Qp, G
ab
1Qp
) is the identity element (cf. Fact 2.6.2) and the only class in
H1(Qp, G
der
1Qp
) is the trivial one (as Gder1Qp is simply connected, cf. [21]). Thus δ is the trivial
class i.e., there exists h ∈ G12Qp(Qp) ⊆ G(B(k)). For such an h we have hg1φ = g2φh. 
3. Standard forms
Let C1M = (M,φ,G) be a Shimura p-divisible object over k; we have bL ≤ 1. Let
g ∈ G(W (k)) be such that Cg is not basic. Let P
+
G (gφ) and P
−
G (gφ) be as in Definition
2.3.3; none of these two parabolic subgroup schemes of G is G itself (cf. Corollary 2.3.2).
In this Section we study Cg up to inner isomorphisms. The goal is to present standard
forms of Cg. Properties of them are listed. In Subsection 3.1 we work with P
+
G (gφ) and in
Subsection 3.2 we translate Subsection 3.1 in the context of P−G (gφ).
3.1. Non-negative standard forms. The intersection Pk∩P
+
G (gφ)k contains a maximal
split torus T˜k of Gk, cf. [3, Ch. V, Prop. 20.7 (i)]. Let T˜ (resp. T˜
+) be a split
torus of P (resp. of P+G (gφ)) that lifts T˜k, cf. [10, Vol. II, Exp. IX, Thms. 3.6 and
7.1]. Let g3 ∈ Ker(G(W (k)) → G(k)) be such that g3T˜
+g−13 = T˜ , cf. loc. cit. Let
g2 := φg
−1
3 φ
−1. It is an element of G(W (k)), cf. Lemma 2.4 (b) and (c). By replacing gφ
with g3gφg
−1
3 = g3gg2φ we can assume that T˜ = T˜
+. But T˜ is P (W (k))-conjugate to a
maximal split torus of P that contains Im(µ) (cf. loc. cit. and [3, Ch. IV, Thm. 15.14]).
Thus by replacing µ with a P (W (k))-conjugate of it (cf. Fact 2.4.1 and Lemma 2.4 (a)),
we can also assume that µ factors through T˜ = T˜+ and therefore also through P+G (gφ).
3.1.1. Unipotent considerations. Let U+G (gφ) be the unipotent radical of P
+
G (gφ).
Let L+ be a Levi subgroup scheme of P+G (gφ) that contains T˜ . We identify L
+ with
P+G (gφ)/U
+
G (gφ). As µ(p) and gφ normalize Lie(P
+
G (gφ)B(k)), the σ-linear automorphism
gφµ(p) of M normalizes Lie(P+G (gφ)) = Lie(P
+
G (gφ)B(k)) ∩ End(M). Let L
+
0 be the Levi
subgroup scheme of P+G (gφ) that has gφµ(p)(Lie(L
+)) as its Lie algebra. There exists
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g1 ∈ P
+
G (gφ)(W (k)) such that g1(L
+
0 )g
−1
1 and L
+ coincide mod p, cf. [3, Ch. V, Prop.
20.5]. By replacing g1 with a Ker(P
+
G (gφ)(W (k)) → P
+
G (gφ)(k))-multiple of it, we can
assume that g1(L
+
0 )g
−1
1 and L
+ have a common maximal torus T+ (cf. the infinitesimal
liftings of [10, Vol. II, Exp. IX, Thm 3.6]). Thus g1(L
+
0 )g
−1
1 = L
+. [Argument: we can
assume T+ is split and it suffices to show that the root systems of the inner conjugation
actions of T+ on Lie(g1(L
+
0 )g
−1
1 ) and Lie(L
+) coincide; but this holds as it holds mod p.]
Both Lie(L+B(k)) and Lie(P
+
G (gφ)B(k)) are normalized by g1gφ. We write g
−1
1 = u
+l+,
where u+ ∈ U+G (gφ)(W (k)) and l
+ ∈ L+(W (k)). Let φ1 := (u
+)−1gφ = l+g1gφ. We have
(8) gφ = u+φ1.
We refer to (8) as a non-negative standard form of Cg. Here are its main properties.
3.1.2. Theorem. We recall that Cg = (M, gφ,G) is not basic, that L
+ is a Levi subgroup
scheme of P+G (gφ), and that (up to inner isomorphism we can assume) µ factors through
a maximal split torus T˜ of L+ ∩ P . Referring to (8), the following four properties hold:
(a) Both Lie algebras Lie(P+G (gφ)B(k)) and Lie(L
+
B(k)) are normalized by φ1.
(b) The triple (M,φ1, L
+) is a basic Shimura p-divisible object.
(c) There exists a rational inner isomorphism between Cg and C(u+)−1g = (M,φ1, G)
defined by an element h ∈ U+G (gφ)(B(k)). Thus the Newton quasi-cocharacters νg and
ν(u+)−1g (see Subsubsections 1.2.4 and 2.2.3 for notations) are U
+
G (gφ)(B(k))-conjugate.
(d) The Levi subgroup CG((u
+)−1gφ) of C(u+)−1g is L
+
B(k).
Proof: As u+ and gφ normalize Lie(P+G (gφ)B(k)), so does φ1. As l
+ and g1gφ normalize
Lie(L+B(k)), so does φ1 = l
+g1gφ. Thus (a) holds.
As φ1 normalizes Lie(L
+
B(k)) and as µ factors through the torus T˜ of L
+, the triple
(M,φ1, L
+) is a Shimura p-divisible object. The actions of gφ = u+φ1 and φ1 on the
quotient B(k)-vector space Lie(P+G (gφ)B(k)))/Lie(U
+
G (gφ)B(k)) are the same. Thus the
Newton polygon slopes of (Lie(L+B(k)), φ1) are equal to the Newton polygon slopes of the
action of gφ = u+φ1 on Lie(P
+
G (gφ)B(k)))/Lie(U
+
G (gφ)B(k)) and therefore are all 0. Thus
(M,φ1, L
+) is basic i.e., (b) holds.
We prove (c). We have to show the existence of an element h ∈ U+G (gφ)(B(k))
such that φ1 = hu
+φ1h
−1. As Cg is not basic, the set LS
+ of Newton polygon slopes of
(Lie(U+G (gφ)B(k)), φ1) is non-empty. As the group scheme U
+
G (gφ) is unipotent, Lie(U
+
G (gφ))
has a characteristic series whose factors are fixed by U+G (gφ). This implies that the
Newton polygons of (Lie(U+G (gφ)B(k)), φ1) and (Lie(U
+
G (gφ)B(k)), u
+φ1) coincide. Thus
LS+ ∈ (0,∞), cf. Lemma 2.3.1 applied to Cg = (M,u
+φ1, G).
Let (Lie(U+G (gφ)B(k)), φ1) = ⊕η∈LS+(Nη, φ1) be the Newton polygon slope decom-
position. Let η1 < η2 < · · · < ηq be the elements in LS
+ ordered increasingly. As
LS+ ∈ (0,∞), we have 0 < η1. For i ∈ S(1, q) we check that there exists a connected,
unipotent subgroup Ui of U
+
G (gφ)B(k) such that Lie(Ui) = ⊕η∈LS+∩[ηi,∞)Nη.
The uniqueness of Ui is implied by [3, Ch. II, Subsect. 7.1]. As ⊕η∈LS+∩[ηi,∞)Nη
is an ideal of Lie(P+G (gφ)B(k)), the direct sum Si := ⊕η∈LS+∩[ηi,∞)Nη ⊕ Lie(T
+
B(k)) is
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a Lie subalgebra of Lie(P+G (gφ)B(k)). As [Lie(T
+
B(k)), Nη] = Nη, we have [Si, Si] =
⊕η∈LS+∩[ηi,∞)Nη. Thus the existence of Ui is implied by [3, Ch. II, Cor. 7.9]. Let Uq+1
be the trivial subgroup of U+G (gφ)B(k). For i ∈ S(1, q) we have Ui+1 ⊳ Ui ⊳ P
+
G (gφ)B(k).
By induction on i ∈ S(1, q) we show that there exists an element hi ∈ Ui(B(k))
such that we have hihi1 · · ·h1u
+φ1h
−1
1 · · ·h
−1
i φ
−1
1 ∈ Ui+1(B(k)). To ease notations we will
only show the existence of h1 (the existence of h2, . . . , hq is argued entirely in the same
way). The quotient group U1/U2 is unipotent and commutative and thus we can identify
it with the affine vector group defined by Lie(U1/U2). We also identify Lie(U1/U2) = Nη1 .
Thus u+ ∈ U1(B(k)) modulo U2(B(k)) is identified with an element u˜1 ∈ Nη1 . We fix
a finite sequence (Ga(s))s∈I1 of Ga subgroups of U1 normalized by T˜B(k) and such that
⊕s∈I1Lie(Ga(s)) = Nη1 . For j ∈ N ∪ {0} let h1j ∈ U1(B(k)) be such that we have:
(i) its image in (U1/U2)(B(k)) is identified with (−1)
j+1φj1(u˜1), and
(ii) it is a product of B(k)-valued points of these Ga(s) subgroups of U1 (taken with
respect to a fixed total ordering of I1).
As η1 > 0 the sequence (φ
j
1(u˜1))j∈N∪{0} converges to 0 in the p-adic topology of
Nη1 . Due to this and (ii) it makes sense to define h1 := (
∏∞
j=0 h
−1
1j )
−1 ∈ U1(B(k)). But
h1j · · ·h11h10u
+φ1h
−1
10 · · ·h
−1
1j φ
−1
1 ∈ U1(B(k)) modulo U2(B(k)) is (−1)
jφj+11 (u˜1) for all
j ∈ N∪ {0}. Therefore h1u
+φ1h
−1
1 φ
−1
1 ∈ U1(B(k)) modulo U2(B(k)) is the p-adic limit of
the sequence ((−1)jφj+11 (u˜1))j∈N∪{0} and thus it is 0. Thus h1u
+φ1h
−1
1 φ
−1
1 ∈ U2(B(k)).
This ends the induction. If h := hqhq−1 · · ·h1 ∈ U
+
G (gφ)(B(k)), then we have
hu+φ1h
−1φ−11 = 1M and therefore h defines a rational inner isomorphism between Cg
and C(u+)−1g. Thus (c) holds.
We prove (d). We have L+B(k) 6 CG((u
+)−1gφ), cf. (b). As CG((u
+)−1gφ) and
CG(gφ) are isomorphic (cf. (c)) and as L
+
B(k) and CG(gφ) are isomorphic, CG((u
+)−1gφ)
and L+B(k) are isomorphic. By reasons of dimensions we get CG((u
+)−1gφ) = L+B(k). 
3.2. Non-positive standard forms. Let U−G (gφ) be the unipotent radical of P
−
G (gφ).
There exists a maximal split torus T˜− of P−G (gφ) and a Levi subgroup scheme L
− of P−G (gφ)
that contains T˜−, such that up to inner isomorphisms we can assume that µ factors through
T˜− and that we can write gφ = u−φ2, where u
− ∈ U−G (gφ)(W (k)) and (M,φ2, L
−) is a
basic Shimura p-divisible object. The proof of this is entirely the same as the proof of
Theorem 3.1.2 (c). The only significant difference is: in connection to property 3.1.2 (i) we
have to work in “reverse order” i.e., we have to replace (−1)j+1φj1(u˜1) by (−1)
jφ−j−12 (u˜1).
4. Proofs of the basic results and complements
In Subsection 4.1 we prove Theorem 1.3.1 and Corollary 1.3.2. In Subsection 4.2 we
prove Theorem 1.3.3. Subsections 4.3 to 4.7 present some conclusions and complements to
Theorem 1.3.3. See Subsection 4.6 for examples. See Subsection 4.7 for the quasi-polarized
context. Let C1M = (M,φ,G) be a Shimura p-divisible object over k; thus bL ≤ 1. We use
the notations of the last paragraph of Subsection 2.1. Let g ∈ G(W (k)). Let P+G (gφ) be
as in Definition 2.3.3.
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4.1. Proofs of 1.3.1 and 1.3.2. We know that the first part of Theorem 1.3.1 holds,
cf. Lemma 2.3.1. We prove the second part of Theorem 1.3.1 (for bL ≤ 1). If Cg is basic,
then P+G (gφ) = G (cf. Corollary 2.3.2) and thus there exist Hodge cocharacters of Cg that
factor through P+G (gφ). If Cg is not basic, then there exists a Hodge cocharacter of Cg that
factors through P+G (gφ), cf. first paragraph of Subsection 3.1. This proves Theorem 1.3.1.
We prove Corollary 1.3.2 (a). Let P+GLM (gφ) be the non-negative parabolic subgroup
scheme of (M, gφ,GLM ). It is the parabolic subgroup scheme of GLM that normalizes
W γ(M, gφ) for all γ ∈ S(g). Obviously Lie(P+G (gφ)B(k)) ⊆ Lie(P
+
GLM
(gφ)B(k)). Thus
P+G (gφ)B(k) is a subgroup of P
+
GLM
(gφ)B(k), cf. [3, Ch. II, Subsect. 7.1]. This implies that
P+G (gφ) is a subgroup scheme of P
+
GLM
(gφ). Therefore each Hodge cocharacter of Cg that
factors through P+G (gφ), normalizes W
γ(M, gφ) for all γ ∈ S(g). Thus Corollary 1.3.2 (a)
follows from Theorem 1.3.1.
We prove Corollary 1.3.2 (b). If Cg is basic, then the Newton cocharacter of Cg
factors through Z0(GB(k)) (cf. Corollary 2.3.2) and therefore it extends to a cocharacter
of Z0(G). Thus we have a direct sum decomposition M = ⊕γ∈S(g)M ∩Mγ(g) normalized
by all cocharacters of GLM that commute with Z
0(G) and therefore also by all Hodge
cocharacters of Cg.
If Cg is not basic, then up to a rational inner isomorphism we can assume there
exists a Levi subgroup scheme L+ of P+G (gφ) such that (M, gφ, L
+) is a basic Shimura
p-divisible object (cf. Theorem 3.1.2 (b) and (c)). As a Hodge cocharacter of (M, gφ, L+)
is also a Hodge cocharacter of Cg, we can apply the basic part of the previous paragraph
to (M, gφ, L+). This proves Corollary 1.3.2 (b) and ends the proofs of Theorem 1.3.1 and
Corollary 1.3.2. 
4.1.1. Remark. Replacing non-negative by non-positive and the references to Subsection
3.1 by ones to Subsection 3.2, as in the first paragraph of Subsection 4.1 we argue that
there exist Hodge cocharacters of Cg that factor through P
−
G (gφ).
4.2. Proof of 1.3.3. Until Corollary 4.3 we assume that G is split and that bL ≤ 1.
Let T and B be as in Subsection 2.5. Thus µ factors through the maximal torus T . We
can assume that φ(Lie(T )) = Lie(T ) and that φ(Lie(B)) ⊆ Lie(B), cf. Subsection 2.5.
Let N be the normalizer of T in G. If w˜ ∈ N(W (k)), then w˜φ normalizes Lie(T ). Thus
(M, w˜φ, T ) is a Shimura p-divisible object. From Fact 2.6.2 we get:
4.2.1. Fact. If k = k¯, then for each t ∈ T (W (k)) and w˜ ∈ N(W (k)), there exists an
inner isomorphism between Ctw˜ and Cw˜ defined by a suitable element t1 ∈ T (W (k)).
We prove Theorem 1.3.3 in two steps. The first step deals with the basic context
and introduces notations we will also use in Subsections 4.5 and 4.6 and in Section 5 (see
Subsubsection 4.2.2). The second step achieves the reduction to the basic context (see
Subsubsection 4.2.3).
4.2.2. Step 1. To show that there exists w ∈ N(W (k)) such that Cw is basic, we can
assume that k = k¯ (cf. Fact 4.2.1); let MZp and GZp be obtained as in the proof of
Claim 2.2.2. We can also assume that GZp is adjoint (cf. Subsubsection 2.6.1 applied with
HZp = Z(GZp)) and Zp-simple and that bL = 1. Let L be the Lie type of an arbitrary
simple factor of G. It is well known that L is not E8, F4, or G2 (the maximal roots of
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these Lie types have all coefficients different from 1; see [5, plates VII to IX] and [8, Table
1.3.9]). Let r be the rank of L. We write Gk =
∏
i∈I Gik as a product of absolutely simple,
adjoint groups over k (cf. [42, Subsubsect. 3.2.1]). This decomposition lifts to a product
decomposition
G =
∏
i∈I
Gi
into absolutely simple, adjoint group schemes over W (k) (cf. [10, Vol. III, Exp. XXIV,
Prop. 1.21]). Let Ti := T ∩ Gi. Let Bi := B ∩ Gi. Let Lie(Gi) = Lie(Ti)
⊕
α∈Φi
gi α be
the root decomposition with respect to the split, maximal torus Ti of Lie(Gi). As GZp
is Zp-simple, there exists n ∈ N and an absolutely simple adjoint group scheme J over
W (Fpn) such that GZp = ResW (Fpn)/ZpJ , cf. [42, Subsubsect. 3.1.2] and [10, Vol. III,
Exp. XXIV, Prop. 1.21]. As σ permutes transitively the simple factors of G, φ permutes
transitively the Lie(Gi)[
1
p ]’s. Thus we can assume that I = S(1, n) and that for all i ∈ I
we have φ(Lie(Gi)) ⊆ Gi+1[
1
p ], where Gn+1 := G1.
Let Φ+i := {α ∈ Φi|gi α ∈ Lie(Bi)}. Let ∆i ⊆ Φ
+
i be the basis of Φi contained in Φ
+
i .
Let α1(i), . . . , αr(i) ∈ ∆i be denoted as in [5, plates I to VII] except that we put a lateral
right index (i). As φ(Lie(B)) ⊆ Lie(B) we have φn(Lie(Bi)) ⊆ Lie(Bi). Thus there exists
a permutation πi of Φ
+
i that normalizes ∆i and such that we have φ
n(gi α) ⊆ gi πi(α)[
1
p ]
for all α ∈ Φi. The order of πi does not depend on i ∈ I and therefore we denote it by
o. We have o ∈ {1, 2, 3}, cf. the structure of the group of automorphisms of the Dynkin
diagram of Gi (it is either trivial or Z/2Z or S3; see loc. cit.). Let w0 ∈ (N ∩G1)(W (k))
be such it takes B1 to its opposite with respect to T1; see item XI of [5, plates I to VII].
The following six Cases recall the “most practical” elliptic element of (N ∩G1)(W (k)).
Case 1. Suppose that L is Br, Cr, or E7 (r ∈ N). Thus o = 1 and w0 takes α ∈ Φ1 to
−α, cf. loc. cit. Let n1 := n. For α ∈ Φ1 we have (w0φ)
n1(g1α) = p
sαg1−α, with sα ∈ Z.
As w0φ normalizes Lie(T ), all Newton polygon slopes of (Lie(T ), w0φ) are 0. As we have
s−α = −sα for all α ∈ Φ1, all Newton polygon slopes of (Lie(GB(k))/Lie(TB(k)), w0φ) are
also 0. Thus all Newton polygon slopes of (Lie(GB(k)), w0φ) are 0.
Case 2. Suppose that either o = 2 and L ∈ {Ar|r ∈ N \ {1}} ∪ {Dr|r − 3 ∈ 2N} ∪ {E6}
or o = 1 and L ∈ {Dr|r − 2 ∈ 2N}. This Case is the same as Case 1.
Case 3. Suppose that o = 3. Thus L = D4 and w0 takes g1α1(i) to g1−α1(i). For α ∈ Φ1
we have (w0φ)
3n(g1α) ⊆ g1−α[
1
p ]. Thus this Case is the same as Case 1 but with n1 := 3n.
Case 4. Suppose that o = 1 and L = Ar, with r ≥ 2. The simply connected semisim-
ple group scheme cover Gsc1 of G1 can be naturally identified with SLM0 , where M0 :=
W (k)r+1. We choose a W (k)-basis {e1, . . . , er+1} for M0 such that the inverse image of
T1 in G
sc
1 normalizes W (k)es for all s ∈ S(1, r + 1). Let w be the image in N(W (k)) of
an element wsc ∈ Gsc1 (W (k)) = SLM0(W (k)) that maps W (k)es onto W (k)es+1 for all
s ∈ S(1, r+1), where er+2 := e1. As o = 1 and due to the circular form of w
sc, all Newton
polygon slopes of (Lie(G)[ 1p ], wφ) are 0.
Case 5. Suppose that o = 1 and L = E6. Let G0 be the reductive subgroup scheme
of G whose Lie algebra is generated by Lie(T ) and gi,α’s, where i ∈ I and α ∈ Φi ∩∑
j∈{1,3,4,5,6}Zαi(j), cf. [10, Vol. III, Exp. XXII, Thm. 5.4.7 and Prop. 5.10.1]. Thus
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Gad0 is a product of n absolutely simple adjoint group schemes of A5 Lie type whose Lie
algebras are permuted transitively by φ. The group scheme G0 is the centralizer of Z
0(G0)
in G and we have T 6 G0. Thus µ factors through G0. As Lie(G0B(k)) is normalized
by φ, we get that the triple (M,φ,G0) is a Shimura p-divisible object. As w0 normalizes
G0 ∩G1, the triple (M,w0φ,G0) is also a Shimura p-divisible object. As o = 1, from Case
4 we deduce the existence of w1 ∈ (G0 ∩ G1 ∩ N)(W (k)) such that (M,wφ,G0) is basic,
where w := w1w0. Thus the Newton quasi-cocharacter ν0w of (M,wφ,G0) factors through
Z0(G0B(k)). Its composite with the epimorphism e0 : G0B(k) ։ G
ab
0B(k) is the composite ν0
of the Newton quasi-cocharacter of (M,w0φ,G0) with e0. We have w0(g1α1(i)) = g1−α1(j),
where (i, j) ∈ {(1, 6), (6, 1), (3, 5), (5, 3), (2, 2), (4, 4)} (cf. [5, plate V, item (IX)]). Thus the
maximal subtorus of T1 fixed by w0 has rank 2. A similar argument shows that w0 fixes a
subtorus of T1 ∩G
der
0 of rank 2. Thus the automorphism of the rank 1 torus G1 ∩ Z
0(G0)
induced by w0 is non-trivial. Therefore ν0 is trivial. Thus ν0w is trivial i.e., Cw is basic.
Case 6. Suppose that either o = 2 and L ∈ {Dr|r−2 ∈ 2N} or o = 1 and L ∈ {Dr|r−3 ∈
2N}. If p > 2 let u = 0, let y = 1, and let z ∈ W (Fpn) be such that −z mod p is not
a square. If p = 2 let u = 1 and let y, z ∈ W (Fpn) be such that the quadratic form
yx22r−1 + x2r−1x2r + zx
2
2r does not represent 0. If r is odd (resp. even), then the group
scheme J is split (resp. non-split and splits over W (Fp2n)). Thus J is the adjoint group
scheme of the SO group scheme of the quadratic form x1x2 + x3x4 + · · ·+ x2r−1x2r (resp.
x1x2 + x3x4 + · · ·+ x2r−3x2r−2 + yx
2
2r−1+ ux2r−1x2r + zx
2
2r) on W (Fpn)
2r, cf. [3, Ch. V,
Subsects. 23.4 to 23.6] for the case of special fibres. Let T 0J be a torus of J of rank r−3 that
is a product of non-split rank 1 tori and whose centralizer CJ in J is such that C
ad
J is split,
absolutely simple of A3 Lie type. The existence of T
0
J is a consequence of the fact that the
SO group scheme of the quadratic form x2i−3x2i−2 + x2i−1x2i, i ∈ 2N ∩ S(1, r− 3), has a
maximal torus that is a product of two non-split rank 1 tori. Let TJ be a maximal torus of
CJ that contains T
0
J . Let h ∈ G(W (k)) be such that hTh
−1 is T˜ := (ResW (Fpn )/ZpTJ )W (k).
Let C˜ := (ResW (Fpn)/ZpCJ )W (k); it is a subgroup scheme of G. Let µ˜ := hµh
−1; it is a
cocharacter of T˜ . The triple (M,σµ˜( 1
p
), C˜) is a Shimura p-divisible object (we recall
that σ : M ∼→M fixes MZp , see Subsection 2.6). Let w˜ ∈ C˜(W (k)) be an element that
normalizes T˜ and such that (M, w˜σµ˜( 1
p
), C˜) is basic, cf. Case 4. The Newton cocharacter
ν˜w˜ of (M, w˜σµ˜(
1
p ), C˜) factors through T˜
0 := Z0(C˜) = (ResW (Fpn)/ZpT
0
J )W (k), cf. Corollary
2.3.2. As T 0J is a product of non-split rank 1 tori, the product of the cocharacters of the
orbit under σ of each cocharacter of T˜ 0/Z(C˜der)∩ T˜ 0, is the trivial cocharacter. Thus the
Newton cocharacter ν˜w˜ is trivial. Thus (M, w˜σµ˜(
1
p ), G) is also basic. But we can write
h−1w˜σµ˜( 1p )h = wσµ(
1
p ) = wφ, where w ∈ G(W (k)) is an element that normalizes Lie(T ).
We have w ∈ N(W (k)) and moreover Cw is basic.
We come back to the case when k is arbitrary and G is split. We prove Theorem
1.3.3 for Cg basic. Let w ∈ N(W (k)) be such that Cw is basic (cf. the six Cases). We have
νg = νw, cf. Corollary 2.6.4. Thus Cw ⊗k k¯ and Cg ⊗k k¯ are rational inner isomorphic, cf.
Proposition 2.7. Thus Theorem 1.3.3 holds if Cg is basis. To prove this we did not use
that bL = 1 and moreover Case 1 works also for the E8, F4, and G2 Lie types. Thus for
each p-divisible object C˜ = (M˜, φ˜, G˜) with a group over a perfect field k˜ such that G˜ is a
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split, reductive group scheme, there exists g˜ ∈ G˜(W (k˜)) such that (M˜, g˜φ˜, G˜) is basic.
4.2.3. Step 2. We assume Cg is not basic. Let U
+
G (gφ) be the unipotent radical of P
+
G (gφ).
Let T˜ be a split, maximal torus of P+G (gφ). Up to an inner isomorphism we can assume T˜ is
also a maximal torus of P , cf. Subsection 3.1. Two split, maximal tori of P are P (W (k))-
conjugate. Thus up to an inner isomorphism defined by an element of P (W (k)) we can
assume T˜ = T 6 P+(gφ). Let L+ be the Levi subgroup scheme of P+G (gφ) that contains T .
We write gφ = u+φ1, where u
+ ∈ U+G (gφ)(W (k)) and C := (M,φ1, L
+) is a basic Shimura
p-divisible object (cf. Subsubsection 3.1.1 and Theorem 3.1.2 (b)). Let g˜0 ∈ L
+(W (k)) be
such that g˜0φ1 normalizes Lie(T ) and takes the Lie algebra of a Borel subgroup scheme of
L+ contained in L+ ∩ P to itself (see Subsection 2.5). Let w˜0 := g˜0(u
+)−1g ∈ G(W (k)).
We have w˜0φ = g˜0φ1 and therefore w˜0 normalizes Lie(T ). Thus w˜0 ∈ N(W (k)). From
the end of Subsubsection 4.2.2 we get the existence of w+ ∈ (N ∩ L+)(W (k)) such that
if w := w+w˜0 ∈ N(W (k)), then E := (M,w
+g˜0φ1, L
+) = (M,wφ, L+) is basic. As C is
also basic and w+g˜0 ∈ L
+(W (k)), the Newton quasi-cocharacters of E and C coincide (cf.
Corollary 2.6.4). From this and Theorem 3.1.2 (c) we get that νw and νg are G(B(k))-
conjugate. Suppose that k = k¯. We know that C(u+)−1g and Cw (resp. and Cg) are rational
inner isomorphic, cf. Proposition 2.7 applied to C and E (resp. cf. Theorem 3.1.2 (c)).
Thus Cw and Cg are rational inner isomorphic. This ends the proof of Theorem 1.3.3. 
4.3. Corollary. We assume bL ≤ 1 and we use the notations of Subsubsection 1.2.4
for g ∈ G(W (k)). Up to a rational inner isomorphism and up to an extension to a
finite field extension of k, we can assume that we have a direct sum decomposition M :=
⊕γ∈S(g)M ∩Mγ(g) and that Cg ⊗k k¯ is the extension to k¯ of a Shimura p-divisible object
over a finite field.
Proof: We can assume that G is split and (cf. Subsection 2.5) that φ normalizes the Lie
algebra of a split, maximal torus T of G through which µ factors. Let w ∈ N(W (k))
and h ∈ G(B(k¯)) be as in Theorem 1.3.3 (b). The W (k¯)-lattice h(M ⊗W (k) W (k¯)) of
M ⊗W (k) B(k¯) is defined over the strict henselization of W (k) and therefore also over
W (k1) with k1 a finite field extension of k. Let M1 be the W (k1)-lattice of M ⊗W (k)B(k1)
such that we have h(M ⊗W (k)W (k¯)) =M1⊗W (k1)W (k¯). Let G1 be the Zariski closure of
GB(k1) in GLM1 . For h1 ∈ hG(W (k¯))∩G(B(k1)) we have h1(M ⊗W (k)W (k1)) =M1. We
choose h1 such that h
−1h1 is congruent to 1M⊗W (k)W (k¯) modulo a high power of p; this
implies that h1µW (k1)h
−1
1 is a Hodge cocharacter of (M1, gφ⊗σk1 , G1). Thus we can write
h−11 (gφ⊗ σk1)h1 = h2(φ⊗ σk1), with h2 ∈ G(W (k1)). The element h1 is a rational inner
isomorphism between Ch2 := (M⊗W (k)W (k1), h2(φ⊗σk1), GW (k1)) and Cg⊗kk1. Moreover
h−11 h ∈ G(W (k¯)) is an inner isomorphism between Cw ⊗k k¯ and Ch2 ⊗k1 k¯. Thus to prove
the Corollary, we can assume g = w. As wφ normalizes Lie(T ), the Newton cocharacter
of Cw factors through TB(k) and thus it extends to a cocharacter of T . Therefore we have
a direct sum decomposition M := ⊕γ∈S(w)M ∩Mγ(w) normalized by T and thus also by
µ. To check the last part of the Corollary we can assume k = k¯.
Let MwZp := {x ∈M |wφµ(p)(x) = x}. As in the proof of Claim 2.2.2 we argue that T
and G are the extensions to W (k) of a torus TwZp of GLMwZp
and respectively of a reductive
subgroup scheme of GLMw
Zp
isomorphic toGZp (see Subsection 2.6) and accordingly denoted
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also by GZp ; we have T
w
Zp
6 GZp as this holds after pullback to Spec(W (k)). Let k0 be
a finite field such that the cocharacter µ of Tw is the pullback of a cocharacter µ0 of
TwW (k0). We conclude that Cw is the extension to k = k¯ of the Shimura p-divisible object
(MwZp ⊗Zp W (k0), (1⊗ σk0)µ0(
1
p
), GW (k0)) over k0. 
4.4. Corollary. Suppose that k = k¯ and bL ≤ 1. Let o(WG) be the order of the Weyl group
WG of G. Let k1 be an algebraically closed field that contains k. Let R be the equivalence
relation on the set {(M ⊗W (k) W (k1), g(φ⊗ σk1), GW (k1))|g ∈ G(W (k1))} of Shimura p-
divisible objects, defined by rational inner isomorphisms. Let R be the cardinal of the set
of equivalence classes of R. Then R ∈ {1, . . . , o(WG)} and it does not depend on k1.
Proof: We can assume we are in the context of Theorem 1.3.3. The estimate R ≤ o(WG)
follows from Theorem 1.3.3 (b) and Fact 4.2.1. All Cw’s with w ∈ N(W (k)) are definable
over finite fields (cf. end of Corollary 4.3) and each rational inner isomorphism between
extensions to k1 of two such Cw’s is defined by an element of G(B(k)) = G(B(k1)) ∩
GLM (B(k)) (cf. [37, Lemma 3.9]). Thus the number R is independent of k1. 
4.5. On R. Until Section 5 we assume k = k¯. The estimate R ≤ o(WG) is gross.
Often one can compute R explicitly in two steps as follows. Let T , µ, B, and g0 be as in
Subsection 2.5. To ease notations we will assume that g0 = 1M . Thus φ normalizes Lie(T )
and takes Lie(B) to itself. Let σ0,MZp , and GZp be obtained as in the proof of Claim 2.2.2.
We have σ0 = 1MZp ⊗ σ and φ = σ0µ((
1
p ) = (1MZp ⊗ σ)µ(
1
p ). Let T
0 (resp. B0) be the
maximal torus of GZp whose extension toW (k) is T (resp. is B). As Lie(T ) (resp. Lie(B))
is normalized by σ0 = φµ(p), the existence of T (resp. B) is argued in the same way we
argued the existence of GZp in the proof of Claim 2.2.2 (and it is also implied by [48, Prop.
3.2]). Let N0 be the normalizer of T 0 in GZp . Let m ∈ N be the smallest number such
that the torus T 0W (Fpm ) is split. Let k0 := Fpm . We identify WG = (N
0/T 0)(W (k0)). For
w ∈WG, let nw ∈ N
0(W (k0)) be an element that represents w. Let µ0 : Gm → T
0
W (k0)
be
the unique cocharacter such that we have µ0W (k) = µ. Let
C
0
nw := (MZp ⊗Zp W (k0), nw(1MZp ⊗ σk0)µ0(
1
p
), GW (k0)).
Let ow : Gm → T
0
W (k0)
be the inverse of the product of the cocharacters of T 0W (k0) that
form the orbit of µ0 under powers of nwσk0 . Let dw ∈ N be the number of elements of this
orbit. The Newton quasi-cocharacter
ν0w ∈ Ξ(GB(k0))
of C0nw is the equivalence class of the pair (ow,
1
dw
) ∈ Λ(GB(k0)). Due to Fact 4.2.1, ν
0
w
does not depend on the choice of nw and this justifies our notation. Let ν(w) be the
quasi-cocharacter of T 0B(k0) that is N
0(W (k0))-conjugate to ν
0
w and such that its action on
Lie(B0B(k0)) is via non-negative rational powers of p. Let L(w) be the Qp-form of the Levi
subgroup of C0nw ⊗k0 k whose Lie algebra is {x ∈ Lie(GB(k))|nw(1MZp ⊗ σ)µ0(
1
p )(x) = x}.
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The first step is to list all distinct ν(w)’s. Let P be their number. Let w1, w2 ∈WG.
If Cnw1 = C
0
nw1
⊗k0 k and Cnw2 = C
0
nw2
⊗k0 k are rational inner isomorphic, then νnw1 and
νnw2 are G(B(k))-conjugate. Thus ν
0
w1 and ν
0
w2 are GB(k0)(B(k0))-conjugate and therefore
we have ν(w1) = ν(w2). This implies
(9) P ≤ R.
Suppose that ν(w1) = ν(w2). This implies that the two parabolic subgroups
P+GW (k0)
(nw1σk0µ0(
1
p ))B(k0) and P
+
GW (k0)
(nw2σk0µ0(
1
p ))B(k0) of GB(k0) are GW (k0)(B(k0))-
conjugate. As both parabolic subgroup schemes P+GW (k0)
(nw1σk0µ0(
1
p )) and P
+
GW (k0)
(nw2σk0µ0(
1
p ))
of GW (k0) contain TW (k0), there exists w12 ∈ N
0(W (k0)) such that we have an identity
w12P
+
GW (k0)
(nw1σk0µ0(
1
p ))w
−1
12 = P
+
GW (k0)
(nw2σk0µ0(
1
p )). In general, w12 does not central-
ize µ0 and therefore in general the inequality (9) is strict (cf. also Example 4.6.4 below).
Thus the second step is to decide for which pairs (w1, w2) ∈ WG × WG with the
property that ν(w1) = ν(w2), there exists a rational inner isomorphism h12 between Cnw1
and Cnw2 . The existence of h12 is a problem of deciding if the torsor of L(w1) that defines
L(w2) is trivial or not (see [23, Prop. 6.3] and [37, Prop. 1.17]); as the group WG is finite,
one can compute all classes that define such torsors of L(w1).
4.5.1. Remark. We use the language of [23] and [37]. Let B(GB(k)) be the set of σ-
conjugacy classes of G(B(k)). Let U+ := C¯
Gal(B(k0)/Qp) ∩ (X∗(T
0
B(k0)
)⊗Z Q), where C¯ is
the closed Weyl chamber of X∗(T
0
B(k0)
) ⊗Z Q that corresponds to B
0. The set U+ has a
natural partial ordering. Let WG : WG → B(GB(k)) be the map that takes w ∈ WG to
the σ-conjugacy class of nwσk0(µ0)(
1
p ) ∈ G(B(k)) (to be compared with Remark 1.2.3).
Let NG : B(GB(k)) → U+ be the Newton map. Let κG : B(GB(k)) → π1(GB(k))σ be the
Kottwitz map. We identify naturally ν(w) with NG(WG(w)) ∈ U+. Let −µ¯ ∈ U+ be the
average of the orbit of −µ (or −σ(µ)) under Gal(B(k0)/Qp). From [37, Thm. 4.2] we get
(10) Im(WG) ⊆ {x ∈ B(GB(k))|κG(x) = κG(σk0(µ0)(
1
p
))} ∩N−1G ({x ∈ U+|x≤ − µ¯}).
One can combine Theorem 1.3.3 with [55] to show that the two sets of (10) are in fact
equal. In general it is hard to compute the two sets of the intersection of (10). If w ∈WG,
then in general the set N−1G (ν(w)) is not included in WG(WG) (see Example 4.6.3 below).
The number of elements of Im(WG) (resp. of Im(NG ◦WG)) is R (resp. is P).
4.6. Examples. Suppose that bL = 1 and GZp = ResW (k0)/ZpJ , where J is an absolutely
simple adjoint group scheme over W (k0) of Br Lie type. Thus J is split and it is the
SO group scheme of the following quadratic form Q = x1x2 + · · · + x2r−1x2r + x
2
2r+1
on V0 := W (k0)
2r+1. Therefore the number m (of Subsection 4.5) is the number n (of
Subsubsection 4.2.2). As Zp-modules, we can identify MZp = V0. We write
MZp ⊗Zp W (k0) = V0 ⊗Zp W (k0) = ⊕
n
s=1Vs,
where each Vs is a free W (k0)-module of rank 2r + 1 normalized by GW (k0). Let l ∈ N be
such that the cocharacter µ0 acts non-trivially on precisely l of the Vs’s. Let BQ be the
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symmetric bilinear form on V0 defined by the rule BQ(x, y) := Q(x + y) − Q(x) − Q(y),
where Q is identified naturally with a quadratic function V0 →W (k0) and where x, y ∈ V0.
We recall (cf. Subsection 2.1) that the scalar extensions of BQ are also denoted by BQ.
4.6.1. Proposition. Under the assumptions of the previous paragraph we have:
(a) If l = 1, then P = r + 1.
(b) If l = 2, then P = r + (r − [ r2 ])([
r
2 ] + 1).
Proof: For s ∈ S(1, n) we choose a W (k0)-basis Bs = {e
s
1, e
s
2, . . . , e
s
2r+1} for Vs such that
T 0W (k0) normalizes W (k0)e for all e ∈ Bs. Let S := ∪
n
s=1Bs. We can assume that S is such
that each BQ(e
s
i , e
s
j) is 0 or 1 depending on the fact that {(i, j), (j, i)} has or has not a
trivial intersection with the set {(1, 2), (3, 4), . . . , (2r − 1, 2r)} and that µ0(p) acts:
– trivially on esi , if either i ≥ 3 or s > l, and
– as the multiplication by pi on es3−i
2
, if s ∈ S(1, l) and i ∈ {−1, 1}.
We can also assume that S is such that there exists an n-th cycle π which is a
permutation of S(1, n) with the property that the σk0 -linear automorphism of MZp ⊗Zp
W (k0) = V0 ⊗Zp W (k0) (which fixes MZp = V0) takes each e
s
i to e
π(s)
i . From [5, plate II]
we get that WG as a set is in one-to-one correspondence with the set of those elements
h ∈GL⊕ns=1Vs(W (k0)) = GLMZp (W (k0))
which for each s ∈ S(1, n), take es2r+1 to e
π(s)
2r+1 and take each pair (e
s
2q−1, e
s
2q) with q ∈
S(1, r) to either (e
π(s)
2q1−1
, e
π(s)
2q1
) or (e
π(s)
2q1
, e
π(s)
2q1−1
) for some q1 ∈ S(1, r). For each such
h we have h(S) = S and there exists a unique w ∈ WG and a unique representative
nw ∈ N0(W (k0)) of w such that the actions of h and nw(1V0 ⊗ σk0) on S are the same.
Two cocharacters µ1 and µ2 of GB(k0) are G(B(k0))-conjugate if and only if for each
s ∈ S(1, n) the formal characters of the action of Gm on Vs via µj does not depend on
j ∈ {1, 2}. Thus, as σk0 permutes transitively the simple factors of GW (k0), the number P
is the number of distinct Newton polygons of F -crystals of the form
Dw := (V0 ⊗Zp B(k0), nw(1V0 ⊗ σk0)µ0(
1
p
)),
where h and w vary as described. Due to the existence of BQ, the Newton polygon N(w)
of Dw is 0-symmetric i.e., its multiplicity of a slope α is the same as its multiplicity of the
slope −α. Thus to describe N(w)’s it is enough to list (with multiplicities) their positive
Newton polygon slopes. Below by orbits we mean the orbits of the action of h on S.
Suppose that l = 1. If the orbit of e11 contains e
1
2, then the Newton polygon N(w)
has only one slope 0. If the orbit of e11 does not contain e
1
2 and has c ∈ S(1, r) elements,
then the Newton polygon N(w) has only one positive slope 1nc with multiplicity nc. Thus
P = r + 1 i.e., (a) holds.
If l = 2, we split the computation of P as follows. We count:
(i) 1 for the Newton polygon that has all slopes 0;
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(ii) r for Newton polygons that have only one positive slope 2nc with multiplicity nc,
c ∈ S(1, r); they correspond to the case when e11 and e
2
1 are in the same orbit but this orbit
does not contain e12 (and thus does not contain e
2
2);
(iii) r−1 for Newton polygons that have only one positive slope 1nc with multiplicity
nc, c ∈ S(1, r − 1); they correspond to the case when there exists i ∈ {1, 2} such that the
orbit of ei1 does not contain e
i
2, e
3−i
1 , or e
3i−1
2 but e
3−i
1 and e
3−i
2 belong to the same orbit;
(iv) 1 for each pair (c, d) ∈ S(1, r)× S(1, r), with c+ d ≤ r and c < d.
For each pair as in (iv) we get a Newton polygon that has two positive slopes 1nc
and 1nd with multiplicities nc and respectively nd; it corresponds to the cases when the
orbit of ej1 under h does not contain e
j
2, e
3−j
1 , or e
3−j
2 but has vj elements, j = 1, 2, with
(v1, v2) ∈ {(c, d), (d, c)}. We note that the case c = d gives rise to Newton polygons that
were already counted by (ii). Thus the number of distinct Newton polygons is 1+ r+(r−
1) +
∑[ r2 ]
c=1(r − 2c) = r([
r
2 ] + 2)− [
r
2 ]([
r
2 ] + 1) = r + (r − [
r
2 ])([
r
2 ] + 1). Thus (b) holds. 
4.6.2. Example. We assume that l ∈ {1, 2} and we check that P = R. The set S(w)
of Newton polygon slopes of Dw has 1, 3, or 5 elements, cf. proof of Proposition 4.6.1.
The Newton polygon slope decomposition V0 ⊗Zp B(k0) = ⊕j∈S(w)Mj(w) of Dw is such
that BQ(Mj(w),Mu(w))) = 0 if j+ u 6= 0 and we have Mj(w) = ⊕
n
s=1Vs[
1
p ]∩Mj(w); here
j, u ∈ S(w). We have dimB(k0)(Vs[
1
p ] ∩Mj(w)) = dimB(k0)(Vs[
1
p ] ∩M−j(w)). Thus the
number r0(w) := dimB(k0)(Vs[
1
p ] ∩M0(w)) is odd. Let BQs(w) be the symmetric bilinear
form on Vs[
1
p ] ∩M0(w) induced by BQ. Let Is(w) be the isomorphism class of the triple
(Vs[
1
p ]∩M0(w), (nw(1V0⊗σk0)µ0(
1
p ))
n, BQs(w))⊗k0 k. Maps defined by the rule e
s
i → e
π(s)
i
allow us to identify Is(w) with Iπ(s)(w). Thus Is(w) does not depend on s ∈ S(1, n) and
therefore we denote it by I(w). If l = 2, then I(w) is not determined in general by r0(w).
To check that P = R, it suffices to show that the isomorphism class of the σn-F -
isocrystal with a bilinear form (Mj(w) +M−j(w), (nw(1V0 ⊗ σk0)µ0(
1
p
))n, BQ±j ) ⊗k0 k is
uniquely determined by j ∈ S(w) and by dimB(k0)(Mj(w)), where BQ±j is the restriction of
BQ to Mj(w) +M−j(w). If j ∈ S(w)∩ (0,∞), then this holds due to Dieudonne´–Manin’s
classification of σn-F -isocrystals over k and the fact that BQ±j (Mi(w),Mi(w)) = 0 if
i ∈ {j,−j}. Thus the equality P = R holds if and only if always the Newton polygon
N(w) determines I(w). To check thatN(w) determines I(w), we can assume r0(w) ≤ 2r−1
(cf. Proposition 2.7). The case l = 1 is a consequence of the fact that each absolutely
simple adjoint group scheme of B r0(w)−1
2
Dynkin type over W (k0) is split.
Next we consider the case when l = 2. The fact that I(w) is determined by N(w)
follows easily from the descriptions of items 4.6.1 (ii) to (iv). The only “ambiguity” of the
type of h producing Newton polygons as in items 4.6.1 (ii) to (iv) is between item 4.6.1
(ii) and the variant of item 4.6.1 (iv) with c = d (as Is(w) does not depend on s, it is
irrelevant if in item 4.6.1 (iii) we have i = 1 or i = 2). But if h is as in item 4.6.1 (ii) or as
in the mentioned variant, then for i, s ∈ {1, 2} we have esi /∈M0(w) and thus the fact that
N(w) determines I(w) is argued as for l = 1.
4.6.3. Example. We refer to Proposition 4.6.1 and Example 4.6.2 with n = l = 1. The
reductive group L(w) of Subsection 4.5 is a product L0(w)×Qp L
+(w), where L0(w) is an
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absolutely simple group of Bu Dynkin type with u ∈ S(0, r) and where L
+(w) is trivial if
u = r and is the group of invertible elements of a semisimple Qp-algebra if u < r. If u < r,
then the group L+(w) corresponds to the unique Newton polygon slope in S(w)∩ (0,∞).
If u > 0, then we have Lie(L0(w)) = Lie(L(w))∩End(M0(w)⊗B(k0)B(k)). We have u = 0
if and only if N(w) has slope 1r . The set H
1(Qp, L(w)) = H
1(Qp, L
+(w))×H1(Qp, L
0(w))
has 1 or 2 classes depending on the fact that u is or is not 0. Thus from [37, Props. 1.15
and 1.17] we get that if N(w) has (resp. does not have) slope 1r , then N
−1
G (ν(w)) has 1
element (resp. 2 elements). Thus the set ∪w∈WGN
−1
G (ν(w)) has 2r + 1 elements, while
WG(WG) has P = r + 1 elements.
4.6.4. Example. Suppose that r ∈ N, that m = 2n, and that GZp = ResW (Fpn)/ZpJ ,
where J is the SO group scheme of the quadratic form x1x2+x3x4+x5x6+· · ·+x2r−3x2r−2+
yx22r−1 + ux2r−1x2r + zx
2
2r on V0 := W (Fpn)
2r for u, y, z ∈ W (Fpn) as in Case 6 of
Subsubsection 4.2.2. By repeating the constructions of Proposition 4.6.1 and Example
4.6.2 with the appropriate restrictions on h (cf. the structure of the Weyl group in [5, plate
IV]), the identity component of the group of automorphisms of (Vs[
1
p ]∩M0(w), (nw(1V0 ⊗
σk0)µ0(
1
p ))
n, BQs(w))⊗k0 k is not determined by the Newton polygon N(w).
For instance, if n = 1, r ≥ 3, and the orbit of e11 under h does (resp. does not) contain
e12r−1 and also does not contain e
1
2r, then this group is split (resp. is non-split); thus we
have R > P. As n = 1, we havem = 2, e12r−1, e
1
2r ∈ V0⊗ZpW (Fp2) correspond naturally to
the quadratic form yx22r−1+ux2r−1x2r+zx
2
2r, and h ∈ GLV0(W (Fp2)) = GLMZp (W (Fp2)).
4.7. Quasi-polarizations. Suppose that there exists a perfect bilinear form λM on M
normalized by G and such that we have λM (φ(x), φ(y)) = p
a+bσ(λM (x, y)) for all x, y ∈M
(see Subsection 2.1 for a and b). We refer to λM as a principal bilinear quasi-polarization
of C1M . Let G
0 be the Zariski closure in G of the identity component of the subgroup of
GB(k) that fixes λM . Thus the quotient group scheme G/G
0 is either Gm or trivial. The
group scheme G0 is the extension of Gder by a subtorus of Gab and thus it is a reductive
group scheme over W (k). We situate ourselves in the context of Theorem 1.3.3 (b). Thus
bL ≤ 1, k = k¯, and φ normalizes Lie(T ). Let g ∈ G
0(W (k)). We check that in Theorem
1.3.3 we can choose w and h to fix λM . For this, we can assume G
0 6= G.
In Subsubsection 3.1.1 we can always choose g3, g2, and g1 ∈ G
0(W (k)) and in the
proof of Theorem 3.1.2 we have hi ∈ G
0(B(k)) for all i ∈ S(1, q). Thus to check that we can
choose w and h to fix λM , it suffices to consider the case when Cg is basic. In Subsubsection
4.2.2, we can always choose w ∈ (Gder ∩N)(W (k)). Thus we only have to show that if in
Proposition 2.7 we have g1, g2 ∈ G
0(W (k)), then there exists h ∈ G0(B(k)) such that we
have hg1φ = g2φh. If G
♭ is as in Subsubsection 2.6.5, then G♭0 := G♭×GG
0 is a reductive
group scheme and we have g ∈ Im(G♭0(W (k)) → G0(W (k))). Thus as in the proof of
Proposition 2.7 we can assume thatGder is simply connected. The subtorus G0/Gder of Gab
is the pullback of a subtorus of GabZp and G
0(W (k)) surjects onto (G0/Gder)(W (k)). Based
on these facts, an argument similar to the one that proved Fact 2.6.2 shows that up to inner
isomorphisms defined by elements of G0(W (k)) we can assume that g1, g2 ∈ G
der(W (k)).
Therefore the image of h in Gab(B(k)) belongs to Gab1Qp(Qp), where G1Qp is as in the proof
of Proposition 2.7. But as H1(Qp, G
der
Qp
) has only the trivial class (see [21]), G1Qp(Qp)
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surjects onto Gab1Qp(Qp). Thus by replacing h with a right G1Qp(Qp)-multiple of it we can
assume that h ∈ Gder(B(k)) 6 G0(B(k)).
5. Three geometric applications
In this Section we apply Theorem 1.3.3 (b) to geometric contexts which pertain to
Shimura varieties of Hodge type. Subsection 5.1 introduces standard Hodge situations.
They are concrete ways of getting good moduli spaces of principally polarized abelian
varieties endowed with (specializations of) Hodge cycles in mixed characteristic (0, p). In
Subsubsections 5.1.4 to 5.1.9 we list properties of standard Hodge situations we will require
in Subsections 5.2 to 5.4. In Subsection 5.2 we formulate Manin problems for standard
Hodge situations. The Main Theorem 5.2.3 solves these problems if p≥ 3 or if p = 2 and
two mild conditions hold. In Subsection 5.3 we study rational stratifications of special
fibres of the mentioned moduli spaces. In Subsection 5.4 we formulate integral Manin
problems. Theorem 5.4.2 solves them for certain standard PEL situations.
We use the terminology of [9] for Hodge cycles on an abelian scheme AZ over a
reduced Q–scheme Z. Thus each Hodge cycle v of AZ has a de Rham component vdR and
an e´tale component ve´t. The e´tale component ve´t as its turn has an l-component v
l
e´t, for
each rational prime l. For instance, if Z is the spectrum of a field E, then vpe´t is a suitable
Gal(E)-invariant tensor of the tensor algebra of H1e´t(AZ¯ ,Qp) ⊕ (H
1
e´t(AZ¯ ,Qp))
∗ ⊕ Qp(1),
where Z¯ := Spec(E¯) and where Qp(1) is the usual Tate twist. If E is a subfield of C
we also use the Betti realization of v: it corresponds to vdR (resp. v
l
e´t) via the standard
isomorphism that relates the Betti cohomology with Q–coefficients of AZ ×Z Spec(C) with
the de Rham (resp. Ql-e´tale) cohomology of AZ¯ (see [9]).
Let S := ResC/RGm. A Shimura pair (GQ, X) consists of a reductive group GQ over
Q and a GQ(R)-conjugacy class X of homomorphisms S → GR which satisfy Deligne’s
axioms of [8, Subsect. 2.1]: the Hodge Q–structure on Lie(GQ) defined by x ∈ X is of
type {(−1, 1), (0, 0), (1,−1)}, the composite of x(i) with the adjoint representation θ :
GR →GLLie(Gad
R
) is a Cartan involution of Lie(G
ad
R ), and no simple factor of G
ad
Q becomes
compact over R. Thus X has a canonical structure of a hermitian symmetric domain,
cf. [8, Cor. 1.1.17]. For basic facts on Shimura pairs, on their reflex fields, types, and
canonical models, and on injective maps between them see [7], [8], [30, Sect. 1], [31], and
[45, Subsects. 2.1 to 2.10]. Let k(∗) be the residue field of a finite prime ∗ of a number
field.
5.1. Standard Hodge situations. Let (GSp(W,ψ), S) be a Shimura pair that defines
a Siegel modular variety. Thus (W,ψ) is a symplectic space over Q and S is the set
of all homomorphisms S → GSp(W,ψ)R that define Hodge Q–structures on W of type
{(−1, 0), (0,−1)} and that have either 2πiψ or −2πiψ as polarizations. Let r := dimQ(W )
2
.
Let Af (resp. A
(p)
f ) be the Q–algebra of finite ade`les (resp. of finite ade`les with the
p-component omitted). We have Af = A
(p)
f ×Qp. We start with an injective map
f : (GQ, X) →֒ (GSp(W,ψ), S)
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of Shimura pairs. Thus f : GQ →֒GSp(W,ψ) is a monomorphism of reductive groups over
Q such that we have fR ◦ x ∈ S for all x ∈ X .
We have S(R) = C \ {0}. We identify S(C) = (C \ {0}) × (C \ {0}) in such a way
that the monomorphism S(R) →֒ S(C) induces the map z → (z, z¯). Let x ∈ X . Let
µx : Gm → GC be the cocharacter given on complex points by the rule z → xC(z, 1). The
reflex field E(GQ, X) of (GQ, X) is the subfield of C that is the field of definition of the
GQ(C)-conjugacy class [µx] of (any) µx (see [8] and [30]). It is a number field. Let v be a
prime of E(GQ, X) that divides p. Let O(v) be the localization of the ring of integers of
E(GQ, X) at the prime v. Let L be a Z-lattice of W such that ψ induces a perfect form
ψ : L⊗Z L→ Z. Let Z(p) be the localization of Z at the prime p. Let L(p) := L⊗Z Z(p).
Until the end we assume that:
(♮) the Zariski closure GZ(p) of GQ in GSp(L(p), ψ) is a reductive group scheme over Z(p).
Thus v is unramified over p, cf. [31, Cor. 4.7 (a)]. Let Kp := GSp(L(p), ψ)(Zp). It is a
hyperspecial subgroup of GSp(W ⊗Q Qp, ψ)(Qp) and the intersection H := GQp(Qp) ∩Kp
is a hyperspecial subgroup of GQp(Qp). We call the triple
(f, L, v)
a potential standard Hodge situation.
Let C(GQ) be the set of compact, open subgroups of GQ(Af ) with the inclusion
relation. Let Sh(GQ, X) be the canonical model over E(GQ, X) of the complex Shimura
variety (see [7, Thm. 4.21 and Cor. 5.7]; see [8, Cor. 2.1.11] for the below identity):
(11) Sh(GQ, X)C := proj.lim.H˜∈C(GQ)GQ(Q)\X ×GQ(Af )/H˜ = GQ(Q)\X ×GQ(Af ).
From (11) and [31, Prop. 4.11] we get that Sh(GQ, X)C/H = GZ(p)(Z(p))\X × GQ(A
(p)
f ).
From this identity and its analogue for Sh(GSp(W,ψ), S)C/Kp, we get that Sh(GQ, X)/H
is a closed subscheme of Sh(GSp(W,ψ), S)E(GQ,X)/Kp. Let M be the Z(p)-scheme which
parametrizes isomorphism classes of principally polarized abelian schemes over Z(p)-schemes
that are of relative dimension r and that have in a compatible way level s symplec-
tic similitude structures for all numbers s ∈ (N \ pN); the group GSp(W,ψ)(A
(p)
f ) acts
naturally on M. These symplectic structures and this action are defined naturally via
(L, ψ) (for instance, see [45, Subsect. 4.1]). We have a natural identification MQ =
Sh(GSp(W,ψ), S)/Kp compatible with the GSp(W,ψ)(A
(p)
f )-actions, cf. [7, Ex. 4.16]. Let
N
be the normalization of the Zariski closure of Sh(GQ, X)/H in MO(v) . The natural actions
of GQ(A
(p)
f ) on MQ = Sh(GSp(W,ψ), S)/Kp and on Sh(GQ, X)/H give rise to a natural
action of GQ(A
(p)
f ) on N. Let (A,PA) be the pullback to N of the universal principally
polarized abelian scheme over M.
Let (vα)α∈J be a family of tensors of T(L
∗
(p)) such that GQ is the subgroup of GLW
that fixes vα for all α ∈ J, cf. [9, Prop. 3.1 c)]. The choices of L and (vα)α∈J al-
low a moduli interpretation of Sh(GQ, X)(C) (see [7], [8], [31,] and [45]). For instance,
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Sh(GQ, X)(C) = GQ(Q)\X × GQ(Af ) is the set of isomorphism classes of principally po-
larized abelian varieties over C that are of dimension r, that carry a family of Hodge cycles
indexed by J, that have level s symplectic similitude structures for all s ∈ N, and that
satisfy some additional conditions (for instance, see [45, Subsect. 4.1]). Thus the abelian
scheme AE(GQ,X) is naturally endowed with a family (w
A
α )α∈J of Hodge cycles (the Betti
realizations of pullbacks of wAα via C-valued points of NE(GQ,X) correspond to vα).
Let G0Z(p) be the maximal reductive, closed subgroup scheme of GZ(p) that fixes ψ.
The maximal compact subtorus of S is connected and, when viewed as a subgroup of GR
via the image of an arbitrary element x ∈ X , it has −1W⊗QR as an R-valued point. Thus
Z(Sp(L(p), ψ)) 6 G
0
Z(p)
and therefore we have an identity
(12) G0Z(p) = Sp(L(p), ψ) ∩GZ(p) .
5.1.1. Standard Shimura F -crystals. The isomorphism L(p)
∼→L∗(p) induced by ψ
allows us to naturally identify GZ(p) with a closed subgroup scheme of GLL∗(p) . Let Lp :=
L(p) ⊗Z(p) Zp. Let T
0 be a maximal torus of a Borel subgroup scheme B0 of GZp . Let
µ0 : Gm → T
0
W (k(v)) be a cocharacter such that the following two axioms hold:
(a) over an embedding ek(v) : W (k(v)) →֒ C which extends the composite inclusion
O(v) ⊆ E(GQ, X) ⊆ C, it is GC(C)-conjugate to the cocharacters µx : Gm → GC, x ∈ X ;
(b) if L∗p⊗Zp W (k(v)) = F
1
0 ⊕F
0
0 is the direct sum decomposition normalized by µ0
and such that µ0 acts trivially on F
0
0 , then BW (k(v)) normalizes F
1
0 .
The existence of µ0 is implied by [31, Prop. 4.6 and Cor. 4.7]. Let M0 := L
∗
p ⊗Zp
W (k(v)), let φ0 := (1L∗p ⊗ σk(v)) ◦ µ0(
1
p
), and let
C0 := (M0, φ0, GW (k(v))).
We first introduced C0 in [44]. Up to isomorphisms of M0 defined by elements of GZp(Zp),
C0 does not depend on the choice of either T
0 or B0.
Let k be an algebraically closed field of characteristic p. Let G := GW (k). For
g ∈ G(W (k)) let Cg := (M0 ⊗W (k(v)) W (k), g(φ0 ⊗ σ), G, (vα)α∈J). We refer to the family
(Cg)g∈G(W (k)) as the standard Shimura F -crystals with tensors over k of (f, L, v).
5.1.2. Definition. The potential standard Hodge situation (f, L, v) is called a standard
Hodge situation if the following two axioms hold:
(a) the scheme N is regular and formally smooth over O(v);
(b) for each field k as above and for every point z ∈ N(W (k)), the quadruple
(M,F 1, φ, G˜) is a Shimura filtered F -crystal; here (M,φ) is the Dieudonne´ module of
the special fibre of the p-divisible group of A := z∗(A), F 1 is the Hodge filtration of
M = H1dR(A/W (k)) defined by A, and G˜ is the Zariski closure in GLM of the subgroup
of GLM [ 1p ] that fixes the de Rham component tα ∈ T(M [
1
p ]) = T(H
1
dR(AB(k)/B(k))) of
z∗(wAα ) for all α ∈ J.
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Let ψM be the perfect bilinear form onM that is the de Rham (crystalline) realization
of z∗(PA). We have ψM (φ(x), φ(y)) = pσ(ψM (x, y)) for all x, y ∈M .
5.1.3. Remark. If the axiom 5.1.2 (a) holds, then N is an integral canonical model of
(GQ, X,H, v) in the sense of [45, Subsubsects. 3.2.3 to 3.2.6] (cf. [45, Cor. 3.4.4]). If
p ≥ 5, then the axiom 5.1.2 (a) holds (cf. [45, Subsubsects. 3.2.12, 3.4.1, and 6.4.2]).
More recently, in [50] (resp. in [20]) it is claimed that each potential standard situation is
a standard Hodge situation for all primes p≥ 2 (resp. provided p≥ 3).
5.1.4. Example. We check that if GQ is a torus, then (f, L, v) is a standard Hodge
situation. Standard class field theory implies that N is a pro-e´tale cover of Spec(O(v)) (see
[45, Ex. 3.2.8]); thus axiom 5.1.2 (a) holds. Let T bigZ(p) be a maximal torus of GLL(p) that
contains the torus GZ(p) . We can assume that J is such that each element of Lie(T
big
Z(p)
) is
a vα for some α ∈ J. The W (k)-span of endomorphisms of M generated by those elements
tα which correspond to elements of Lie(T
big
Z(p)
), is aW (k)-subalgebra of End(M) isomorphic
to W (k)2d and therefore it is the Lie algebra of a maximal torus of GLM that contains T˜ .
This implies that T˜ is a torus and thus the axiom 5.1.2 (b) holds as well.
5.1.5. Fontaine comparison theory. If p ≥ 3 (resp. if p = 2) let B+(W (k)) be the
Fontaine ring used in [13, Sect. 4] (resp. in [13, Sect. 8] and obtained using the 2-adic
completion). We recall that B+(W (k)) is an integral, local W (k)-algebra endowed with
a separated and decreasing filtration
(
F i(B+(W (k))
)
i∈N∪{0}
, with a Frobenius lift, and
with a Gal(B(k))-action (see also [15, Sect. 2]).
Until the end we will assume (f, L, v) is a standard Hodge situation and we will use
the notations of the axiom 5.1.2 (b). Let H1 := H1e´t(AB(k),Zp). There exists a standard
but non-canonical identification H1 = L∗p under which: (i) the p-component of the e´tale
component of z∗(wAα ) is vα for all α ∈ J, and (ii) the Qp-e´tale realization λH1 of z
∗(PA)
is a Gm(Z(p))-multiple γp of the perfect form ψ
∗ on L∗p defined by ψ via duality (see
[45, top of p. 473]). As the complex 1 → G0Z(p)(Zp) → GZ(p)(Zp) → Gm(Zp) → 1 is
exact, we can assume γp = 1. From Fontaine comparison theory we get the existence of a
B+(W (k))-linear monomorphism
(13) iA :M ⊗W (k) B
+(W (k)) →֒ H1 ⊗Zp B
+(W (k))
that respects the tensor product Frobenius endomorphisms (the Frobenius endomorphism
of H1 being 1H1). The existence of iA is a particular case of [13, Thm. 7] (for p = 2 cf.
also end of [13, Sect. 8]); see also [49, Subsubsect. 2.2.2] which works with Fontaine rings
B+(W (k)) that are defined for all primes p ≥ 2 in the same way.
For de Rham rings of periods and for the de Rham conjecture we refer to [12], [13],
[15], and [2]. For de Rham cycles we refer to [2, Subsect. (1.3)].
5.1.6. Theorem. Let V be a complete discrete valuation ring of mixed characteristic
(0, p) and perfect residue field. Let F := V[ 1
p
]. Let Z ∈ N(F). Let E := Z∗(A). Then
each Hodge cycle w0 that involves no e´tale Tate twist on E, is a de Rham cycle. In other
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words, under the isomorphism of the de Rham conjecture, the de Rham component of w0
is mapped to the p-component of the e´tale component of w0.
If E is definable over a number subfield of F, this was known since long time (for
instance, see [2, Thm. (0.3)]). The general case follows from loc. cit. and [45, Principle B
of Subsubsect. 5.2.16] (in the part of [45, Subsect. 5.2] preceding the Principle B an odd
prime is used; however the proof of loc. cit. applies to all primes).
5.1.7. Corollary. We have φ(tα) = tα for all α ∈ J.
Proof: The cycle wAα involves no Tate twist. Thus the tensorization of (13) with the de
Rham ring BdR(W (k)) that contains B
+(W (k)), is an isomorphism that takes tα to vα (cf.
Theorem 5.1.6). If K+(W (k)) is the field of fractions of B+(W (k)), then the isomorphism
T(M [ 1p ]) ⊗B(k) K
+(W (k)) ∼→T(H1[ 1p ]) ⊗Qp K
+(W (k)) induced naturally by iA, takes tα
to vα and is compatible with Frobenius endomorphisms. Thus each tα is fixed by φ. 
By multiplying each vα with a power of p we can assume that we have tα ∈ T(M)
for all k and z as in the axiom 5.1.2 (b). Let H0 be a compact, open subgroup of GQ(A
(p)
f )
that acts freely on M (cf. Serre’s Lemma). The group H0 also acts freely on N. Thus N is
a pro-e´tale cover of N/H0, cf. proof of [45, Prop. 3.4.1]. Let Spec(Y0) be an affine, open
subscheme of N/H0 such that the k(v)-algebra has a finite p-basis and the point y ∈ N(k)
defined by the special fibre of z factors through the affine, open subscheme Spec(Y ) :=
Spec(Y0) ×N/H0 N of N. Let ΦY be a Frobenius lift of the p-adic completion Y
∧ of Y .
Let AY and w
Y
α be the pullbacks of A and w
A
α (respectively) to Spec(Y ). The de Rham
component tYα of w
Y
α is annihilated by the Gauss–Manin connection on H
1
dR(AY /Y ) (see
[9, Prop. 2.5]) and it is fixed by ΦY (cf. Corollary 5.1.7 applied to dominant Teichmu¨ller
lifts of Spec(Y ∧)). Thus, as each F -crystal over Y/pY is defined by its evaluation at the
natural thickening attached to the closed embedding Spec(Y/pY ) →֒ Spec(Y ), each tYα is
a crystalline tensor of T(H1crys(AY/pY /Y
∧)) = T(H1dR(AY /Y ) ⊗Y Y
∧). Thus tα ∈ T(M)
depends only on y and not on z. This justifies the following terminology and notations.
5.1.8. Notations. Let y ∈ N(k) be defined by the special fibre of z ∈ N(W (k)). We
refer to Cy := (M,φ, G˜, (tα)α∈J) (resp. to (M,φ, G˜)) as the Shimura F -crystal with tensors
(resp. as the Shimura F -crystal) attached to y. Let (MZp , G˜Zp , (tα)α∈J) be the Zp structure
of (M, G˜, (tα)α∈J) defined by φµ(p) (cf. Subsection 2.6), where µ : Gm → G˜ is an arbitrary
Hodge cocharacter of (M,φ, G˜).
5.1.9. Lemma. We fix a Hodge cocharacter µ of (M,φ, G˜). There exists a B(k)-linear
isomorphism
ρ :M [
1
p
] ∼→M0 ⊗W (k(v)) B(k) = L
∗
p ⊗Zp B(k) = H
1 ⊗Zp B(k)
that takes tα to vα for all α ∈ J and such that ρµB(k)ρ
−1 = µ0B(k). In particular, we have
ρ(F 1[ 1
p
]) = F 10 ⊗W (k(v)B(k) and there exists gy ∈ G(B(k)) such that ρφρ
−1 = gy(φ0⊗σk).
Proof: As k = k¯, the set H1(B(k), GB(k)) has only one class. As iA ⊗B+(W (k)) 1BdR(W (k))
is an isomorphism that takes tα to vα for all α ∈ J, we get that there exists a B(k)-
linear isomorphism ρ : M [ 1p ]
∼→M0 ⊗W (k(v)) B(k) that takes tα to vα for all α ∈ J. We
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check that we can choose ρ such that the cocharacters ρµB(k)ρ
−1 and µ0B(k) of GB(k)
coincide. To check this we can assume that there exists an embedding ek : W (k) →֒ C
that extends the embedding ek(v) : W (k(v)) →֒ C of the axiom 5.1.1 (a). Thus ρµB(k)ρ
−1
and µ0B(k) are G(C)-conjugate, cf. axiom 5.1.1 (a). As GB(k) is split, we get that the
cocharacters ρµB(k)ρ
−1 and µ0B(k) are G(B(k))-conjugate. Thus by composing ρ with an
automorphism of M0 ⊗W (k(v)) B(k) which is an element of G(B(k)), we can assume that
we have ρµB(k)ρ
−1 = µ0B(k). The last part of the Lemma is obvious. 
5.1.10. Definition. Let y, y1 ∈ N(k). By an isomorphism (resp. a rational isomor-
phism) between Cy = (M,φ, G˜, (tα)α∈J) and Cy1 = (M1, φ1, G˜1, (t1α)α∈J) we mean an
isomorphism h : M ∼→M1 (resp. h :M [
1
p
] ∼→M1[
1
p
]) that satisfies hφ = φ1h and that takes
tα to t1α for all α ∈ J. Similarly we define (rational) isomorphisms between Cy and Cg or
between two Shimura F -crystals with tensors indexed by the same set J.
5.1.11. Remark. The notion of rational isomorphisms between Cy’s and Cg’s does not
depend on the choice of the family of tensors (vα)α∈J in Subsection 5.1. Also, as the
right translations of y ∈ N(k) by elements of GQ(A
(p)
f ) correspond at the level of abelian
varieties to passages to isogenies of Ak prime to p (see [45, Subsect. 4.1] for the case of
complex points of N), the isomorphism class of Cy depends only on the GQ(A
(p)
f )-orbit of
y. Under such isogenies the cycle ψM gets replaced by suitable Gm(Zp)-multiples of it.
5.2. Manin problem for (f, L, v) and k. Show that the following two things hold:
(a) For each point y ∈ N(k), there exists an element g ∈ G(W (k)) such that Cg is
rational isomorphic to Cy.
(b) For each element g ∈ G(W (k)), there exists a point y ∈ N(k) such that Cy is
rational isomorphic to Cg.
5.2.1. Assumptions. Below we often assume that of the following two conditions hold:
(i) the GAL property holds for (f, L, v) and k i.e., for each z ∈ N(W (k)) there exists
a Qp-linear isomorphism ρ1 : MZp [
1
p
] ∼→L∗p[
1
p
] = H1[ 1
p
] that takes tα to vα for all α ∈ J;
(ii) the GAL property of (i) holds for each standard Hodge situation (f ′, L, v1) and
k, where f ′ is the composite of an injective map (T ′Q, {h
′}) →֒ (GQ, X) with f , for T
′
Q a
maximal torus of GQ, and where v1 is an arbitrary prime of E(T
′
Q, {h
′}) that divides v.
5.2.2. Remarks. (a) Let z ∈ N(W (k)). The existence of a Qp-linear isomorphism
ρ1 : MZp [
1
p ]
∼→L∗p[
1
p ] = H
1[ 1p ] that takes tα to vα for all α ∈ J is encoded in the fact that
a suitable class γz ∈ H
1(Qp, GQp) is trivial, cf. Lemma 5.1.9. If G
der is simply connected,
then such classes were computed in [38, Subsect. 1.19 and Prop. 1.20].
We get that the condition 5.2.1 (i) holds if the set H1(Qp, GQp) has only one class.
For instance, this is so if GderQp is simply connected and G
ab
Qp
is split.
(b) As GZp is smooth and has a connected special fibre, each torsor of GZp in the flat
topology is trivial (see Subsection 2.6). Thus there exists an isomorphism MZp
∼→L∗p = H
1
that takes tα to vα for all α ∈ J if and only if there exists an isomorphism M
∼→L∗p ⊗Zp
W (k) = H1 ⊗Zp W (k) that takes tα to vα for all α ∈ J (cf. also [49, Lemma 2.5.2 (a)]).
31
(c) Either a particular case of [49, Thm. 1.2] or [20, Cor. (1.4.3)] implies that if either
GQ is a torus or p ≥ 3, then there exists an isomorphismM
∼→L∗p⊗ZpW (k) = H
1⊗ZpW (k)
that takes tα to vα for all α ∈ J. From this and (b) we get that the condition 5.2.1 (i)
holds provided p≥ 3 and that the condition 5.2.1 (ii) always holds for all p≥ 2.
5.2.3. Main Theorem. Let (f, L, v) be a standard Hodge situation. We have:
(a) If the condition 5.2.1 (i) holds, then the property 5.2 (a) holds.
(b) We assume either (i) that the condition 5.2.1 (ii) holds or (ii) that the condi-
tion 5.2.1 (i) holds, that Z(GQ) is connected, and that the group GQp(Qp) surjects onto
GadQp(Qp). Then the property 5.2 (b) holds.
(c) If p≥ 3, then properties 5.2 (a) and (b) hold.
Proof: Part (c) follows from (a) and (b) and from Remark 5.2.2 (c).
We prove (a). Let y ∈ N(k). Let z ∈ N(W (k)) be a point that lifts y. We use
the notations of the axiom 5.1.2 (b) and of Notations 5.1.8. Two maximal tori of Borel
subgroups of G˜Qp are G˜Qp(Qp)-conjugate (see [3, Ch. V, Thms. 19.2 and 20.9 (i)]).
Thus we can choose the Qp-linear isomorphism ρ1 of the condition 5.2.1 (i) such that
the maximal subtorus ρ−11 T
0
Qp
ρ1 of G˜Qp extends to a maximal torus T˜
0 := ρ−11 T
0ρ1 of
G˜Zp . Let N
0 be the normalizer of T 0 in GZp . Thus N˜
0 := ρ−11 N
0ρ1 is the normalizer
of T˜ 0 in G˜Zp . From Theorem 1.3.3 (b) and Subsection 4.5 we get the existence of an
element w˜ ∈ N˜0(W (k)) and of a G˜(W (k))-conjugate µ˜ : Gm → T˜
0
W (k) of µ : Gm → G˜,
such that Cy is rational isomorphic to (M, w˜(1MZp ⊗ σ)µ˜(
1
p
), G˜, (tα)α∈J). Under ρ1B(k),
this last Shimura F -crystal with tensors is rational isomorphic to C1y := (M0 ⊗W (k(v))
W (k), w(1L∗p ⊗ σ)µ˜0(
1
p ), G, (vα)α∈J), where w := ρ1B(k)w˜ρ
−1
1B(k) ∈ N
0(W (k)) and µ˜0 :=
ρ1B(k)µ˜ρ
−1
1B(k) : Gm → T
0
W (k). As ρρ
−1
1B(k) ∈ G(B(k)), from Lemma 5.1.9 we get that the
generic fibres of µ˜0 and µ0W (k) are G(B(k))-conjugate. Thus, as G is split, the cocharacters
µ˜0 and µ0W (k) are also conjugate under an element h ∈ G(W (k)). But hwσ(h
−1) ∈
G(W (k)) and thus C1y is rational isomorphic to Chwσ(h−1) under an isomorphism defined
by h. Therefore Cy is rational isomorphic to Chwσ(h−1) i.e., the property 5.2 (a) holds.
This proves (a).
We prove (b). Let F := Fp. To show that the property 5.2 (b) holds we can
assume that g ∈ N0(W (F)), cf. Theorem 1.3.3 (b). Let w := g ∈ G(W (k)). Let
Tw be a maximal torus of GZp such that the Zp structure of the following quadruple
(M0⊗W (k(v))W (F), T
0
W (F), GW (F), (vα)α∈J) defined by the σ-linear automorphism w(1L∗p⊗
σ) of M0⊗W (k(v))W (F) = L
∗
p⊗Zp W (F) (see Subsection 2.6), is isomorphic to the quadru-
ple (L∗p, T
w, GZp , (vα)α∈J) under an isomorphism defined by an element hw ∈ GZp(W (k)).
Thus µw0W (F) := hwµ0W (F)h
−1
w is a cocharacter of T
w
W (F). As the proof of (b) is quite
lengthy, we divide it into six boldfaced parts as follows.
A Shimura pair of dimension 0. Let Tw be a maximal Z(p)-torus of GZ(p) such
that the following two things hold (cf. [17, Lemma 5.5.3]):
(i) over R it is the extension of a compact torus by Z(GLW⊗QR);
(ii) there exists gw ∈ GZp(Zp) such that gwT
wg−1w = TwZp .
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Let µw : Gm → TwC be the cocharacter obtained from the cocharacter gwµ
w
0W (F)g
−1
w
of gwT
w
W (F)g
−1
w = TwW (F) by extension of scalars under a fixed embedding eF : W (F) →֒ C
that extends the embedding ek(v) : W (k(v)) →֒ C of the axiom 5.1.1 (a). From the axiom
5.1.1 (a) we get:
(iii) µw as a cocharacter of GC is GQ(C)-conjugate to µx, where x ∈ X .
Let SwC be the subtorus of TwC generated by Z(GLW⊗QC) and by the image of µw.
As TwR/Z(GLW⊗QR) is compact, each subtorus of the extension of TwR/Z(GLW⊗QR) to
C is defined over R. Thus SwC is the extension to C of a subtorus SwR of TwR. From
(iii) we get that Z(GLW⊗QC) and the image of µw have the finite, e´tale group µ2 as their
intersection. Thus we can identify naturally SwR = S. Let
xw : S →֒ TwR
be the resulting monomorphism. The Shimura pair (Tw, {xw}) has dimension 0.
A possible Shimura pair. Let Xw be the GQ(R)-conjugacy class of xw. The
Hodge Q–structure on Lie(GQ) defined by xw is of type {(−1, 1), (0, 0), (1,−1)}, cf. (iii).
Thus (GQ, Xw) is a Shimura pair if and only if θ ◦ xw(i) defines a Cartan involution of
Lie(GadR ). In general θ ◦ xw(i) is not a Cartan involution of Lie(G
ad
R ). Here is an example.
If GadR is an SO(2, 2n + 1)R group with n≥ 2, then it has two SO(2)R subgroups F1 and
F2 which over C are G
ad
R (C)-conjugate and whose centralizers in G
ad
R are isomorphic to
SO(2)R ×R SO(2n + 1)R and SO(2)R ×R SO(2, 2n− 1)R (respectively); if the image of xw
in GadR is F2, then θ ◦ xw(i) does not define a Cartan involution of Lie(G
ad
R ).
Twisting process. We use a twisting process to show that we can choose Tw such
that (GQ, Xw) is a Shimura pair. Let T
⋆
w be the image of Tw in G
ad
Z(p)
. The functorial map
H1(R, T ⋆wR)→ H
1(R, GadR ) is surjective (cf. [22, Lemma 10.1]) and the complex
H1(Q, T ⋆wQ)→ H
1(R, T ⋆wR)×
∏
l a prime
H1(Ql, T
⋆
wQl
)→ X∗(T
⋆
wQ
)Gal(Q),tors
of abelian groups is exact (cf. [30, Thm. B.24]). If the prime l is different from p and such
that the torus T ⋆wQl is split, then the group H
1(Ql, T
⋆
wQl
) surjects onto X∗(T
⋆
wQ
)Gal(Q),tors
(cf. [30, Prop. B.22]). Therefore we have a natural epimorphism
(14) H1(Q, T ⋆wQ)։ H
1(R, T ⋆wR)×H
1(Qp, T
⋆
wQp
).
We recall that GadR is an inner form of its compact form, cf. [8, Subsubsect. 2.3.4]. From
this, the surjectivity of H1(R, T ⋆wR)→ H
1(R, GadR ), and (14) we get that there exists a class
γc ∈ H
1(Q, T ⋆wQ) whose image in H
1(Qp, T
⋆
wQp
) is trivial and such that the inner twist GcQ
of GQ via γc is compact over R. The group TwQ is naturally a maximal torus of G
c
Q and
we have an identification GQp = G
c
Qp
that extends the identity automorphism of TwQp .
Let N be the set of non-compact, simple factors of GadR . For j ∈ N let I
⋆j
wR be the
image of SwR in the non-compact, simple factor j of G
ad
R . Let I
⋆
wR :=
∏
j∈N I
⋆j
wR; it is a
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compact subtorus of T ⋆wR and thus also of G
c
R. Let γ
⋆
sR ∈ H
1(R, I⋆wR) =
∏
j∈NH
1(R, I⋆jwR)
be the unique class such that all its components are non-trivial classes. The inner twist
of GcadR via γ
⋆
sR is isomorphic to G
ad
R , cf. [8, Subsubsect. 1.2.3]. Thus the inner twist of
GcR via γ
⋆
sR is isomorphic to GR. Let γs ∈ H
1(Q, T ⋆wQ) be a class such that its image in
H1(Qp, T
⋆
wQp
) is trivial and its image in H1(R, T ⋆wR) is the image of γ
⋆
sR in H
1(R, T ⋆wR), cf.
(14). Let G′Q be the inner twist of G
c
Q via γs. We have natural isomorphisms jR : G
′
R
∼→GR
and G′Qp
∼→GQp and moreover T
⋆
wQ and TwQ are maximal tori of G
′ad
Q and G
′
Q (respectively).
Let X ′w be the G
′
Q(R)-conjugacy class of the composite of xw with the inclusion TwR →֒ G
′
R.
Let X ′adw be the G
′ad
Q (R)-conjugacy class of the composite of xw with the homomorphism
TwR → G
′ad
R . The pair (G
′ad
Q , X
′ad
w ) is a Shimura pair, cf. [8, Subsubsect. 1.2.3]. Thus
(G′Q, X
′
w) is also a Shimura pair.
The class γ0 := γ
−1
c γ
−1
s ∈ H
1(Q, T ⋆wQ) is trivial over Qp. The inner twist of G
′ad
R via
the image γ0R of γ0 in H
1(R, G′adR ) is G
ad
R and therefore (via jR) it is naturally isomorphic
to G′adR . Thus γ0R is the trivial class. Let N
⋆′
wQ be the normalizer of T
⋆
wQ in G
′ad
Q . Let
γn ∈ H
1(Q, N⋆′wQ) be the class that parametrizes inner isomorphisms between the two pairs
(G′adQ , T
⋆
wQ) and (G
ad
Q , T
⋆
wQ). The use of word inner makes sense here as the class γ0R is
trivial; in other words we consider only isomorphisms between extensions of (G′adQ , T
⋆
wQ)
and (GadQ , T
⋆
wQ) to some field K of characteristic 0 that have the property that over a larger
field K1 which contains both K and R, are defined by isomorphisms G
′ad
K1
∼→GadK1 that are
composites of the extension to K1 of the adjoint of jR with inner automorphisms of G
ad
K1
.
The class γn is trivial over Qp. The class γn is also trivial over R (as γ0R is trivial and
as two maximal compact tori of GadR are G
ad
R (R)-conjugate). Let T
′
wQ be the torus of GQ
that is the twist of TwQ via γn. The tori T
′
wQp
and TwQp are G
ad
Q (Qp)-conjugate. Let
x′w : S →֒ T
′
wR be the natural twist of xw via γn. We need an extra property:
(iv) Let T1 and T2 be two maximal tori of GZp whose images in G
ad
Zp
are GadZp(Zp)-
conjugate. Then T1 and T2 are GZp(Zp)-conjugate.
To check (iv), let T ⋆1Fp be the image of T1Fp in G
ad
Fp
. It is easy to check that we have
an identity GadZp(Fp) = Im(GZp(Fp)→ G
ad
Zp
(Fp))T
⋆
1Fp
(Fp). Thus the G
ad
Zp
(Fp)-conjugates of
T1Fp are the same as the GZp(Fp)-conjugates of T1Fp . Thus T1Fp and T2Fp are GZp(Fp)-
conjugate. From this and the infinitesimal liftings of [10, Vol. II, Exp. IX, Thm. 3.6], we
get that for all u ∈ N there exists ℓu ∈ GZp(Zp) such that ℓuT1ℓ
−1
u and T2 coincide mod
pu. Loc. cit. assures us that we can assume that ℓu+1 and ℓu are congruent mod p
u. Thus
the p-adic limit ℓ∞ of the sequence (ℓu)u∈N exists and is an element of GZp(Zp) with the
property that ℓ∞T1ℓ
−1
∞ = T2. Thus (iv) holds.
We have an identity GadQ (Qp) = G
ad
Zp
(Zp)G
ad
Q (Q), cf. [31, Lemma 4.9]. Thus, as the
tori T ′wQp and TwQp are G
ad
Q (Qp)-conjugate, up to a G
ad
Q (Q)-conjugation of T
′
wQ we can
assume that the Zariski closure T ′w of T
′
wQ in GLL(p) is a torus with the property that T
′
wZp
and TwZp are G
ad
Zp
(Zp)-conjugate. Thus T
′
wZp
and TwZp are GZp(Zp)-conjugate, cf. (iv).
Thus T ′wZp and T
w are GZp(Zp)-conjugate, cf. (ii). As (G
′
Q, X
′
w) is a Shimura pair, by
replacing (Tw, xw) with (T
′
w, x
′
w) we can assume that (GQ, Xw) is a Shimura pair and that
the properties (i) to (iii) continue to hold.
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Adjoint Shimura pairs. The adjoint Shimura pair (GadQ , X
ad) of (GQ, X) is defined
by the property that Xad is the GadR (R)-conjugacy class of the composite of any x ∈ X
with the epimorphism GR ։ G
ad
R . We check that the adjoint Shimura pairs (G
ad
Q , X
ad)
and (GadQ , X
ad
w ) coincide i.e., we have X
ad = Xadw . Let G0R ∈ N be a simple, non-compact
factor of GadR . Let X
ad
0 (resp. X
ad
0w) be the direct factor of X
ad (resp. of Xadw ) that is the
G0R(R)-conjugacy class of the composite x⋆ (resp. x0w) of any x ∈ X (resp. of xw ∈ Xw)
with the epimorphism GR ։ G0R. We know that x⋆C and x0wC are G0R(C)-conjugate, cf.
(iii). Thus x⋆ and x0w are G0R(R)-conjugate, cf. [8, Prop. 1.2.2] and the fact that each
element of G0R(C) that normalizes G0R does belong to G0R(R). Thus we have X
ad
0 = X
ad
0w.
This implies that Xad = Xadw .
Both X and Xw are disjoint unions of connected components of X
ad. The connected
components of Xad are permuted transitively by GadZ(p)(Z(p)), cf. [45, Cor. 3.3.3]. Thus
by replacing the injective map iw : (TwQ, {xw}) →֒ (GQ, Xw) with its composite with an
isomorphism (GQ, Xw)
∼→ (GQ, X) defined by an element of G
ad
Z(p)
(Z(p)), we can assume
that Xw = X . The fact that under such a replacement (ii) still holds, is implied by (iv).
A special Shimura pair. As a conclusion, (TwQ, {xw}) is a special Shimura pair of
(GQ, X) = (GQ, Xw). The reflex field E(TwQ, {xw}) is a finite field extension of E(GQ, X).
As TwW (F) is a split torus, E(TwQ, {xw}) is naturally a subfield of eF(W (F))[
1
p ]. Let vw
be the prime of E(TwQ, {xw}) such that the localization O(vw) of the ring of integers of
E(TwQ, {xw}) with respect to it is E(TwQ, {xw})∩ eF(W (F)). The prime vw divides v and
the cocharacter µ0w of TwW (k(vw)) we get as in Subsubsection 5.1.1 but for the potential
standard Hodge situation (f ◦ iw, L, vw), is such that its extension to C via eF is µw
itself. Thus the extension of µ0w to W (F) is the cocharacter gwµ
w
0W (F)g
−1
w of TwW (F).
The normalization Tw of Spec(O(vw)) in Sh(TwQ, {xw})/Tw(Zp) is a pro-e´tale cover of
Spec(O(vw)) (see [45, Ex. 3.2.8]) and thus its local rings are discrete valuation rings.
From Ne´ron–Ogg–Shafarevich criterion we get that the pullbacks of (A,PA)E(GQ,X) and of
its symplectic similitude structures via the natural morphism Sh(TwQ, {xw})/Tw(Zp) →֒
Sh(GQ, X)E(TwQ,{xw})/H, extend to Tw. Thus we have a natural morphism Tw →MO(vw)
which (by the very definitions of N and Tw) factors through NO(vw) . Next we use the
notations of the axiom 5.1.2 (b) and Notations 5.1.8 for a point z ∈ Im(Tw(W (k)) →
N(W (k))). The triple (f ◦ iw, L, vw) is a standard Hodge situation, cf. Example 5.1.4.
Let (vα)α∈Jw be a family of tensors of T(L
∗
(p)) such that J ⊆ Jw and TwQ is the subgroup
of GLW that fixes vα for all α ∈ Jw. For α ∈ Jw \ J let tα ∈ T(M [
1
p ]) be the de Rham
component of the Hodge cycle on AB(k) whose p component of its e´tale component is vα
(thus tα ∈ T(M [
1
p ]) is well defined for all α ∈ Jw).
End of the proof of (b). To end the proof of (b) we only have to show the existence
of a rational isomorphism between Cy and Cw. Let φ0w := (1L∗p ⊗ σk(vw)) ◦ µ0w(
1
p ); it is a
σk(vw)-linear endomorphism of M0w := L
∗
p⊗Zp W (k(vw)). But gwhw ∈ GZp(W (k)) defines
an isomorphism between Cw and Cw := (M0w, φ0w, GW (k(vw)), (vα)α∈J)⊗k(vw) k. Thus we
are left to check that there exists a rational isomorphism I between Cy and Cw.
By applying Lemma 5.1.9 to the context of z and Jw, we get the existence of an
isomorphism ρ : M [ 1p ]
∼→M0w ⊗W (k(vw)) B(k) that takes tα to vα for all α ∈ Jw. Thus
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we also have ρµB(k)ρ
−1 = µ0wB(k) and moreover the element gy of Lemma 5.1.9 belongs
to Tw(B(k)). This implies that Lie(T˜w) is normalized by φ and µ thus (as in the proof
of Claim 2.2.2 we argue that) we can speak about the maximal torus T˜wZp of G˜Zp whose
extension to W (k) is T˜w. Let γ ∈ H
1(Qp, TwQp) be the class that defines the torsor of
TwQp which parametrizes isomorphisms MZp [
1
p ]
∼→L∗p[
1
p ] that take tα to vα for all α ∈ Jw.
If the condition 5.2.1 (ii) holds, then γ is the trivial class. If γ is the trivial class, then we
can assume ρ is the tensorization with B(k) of an isomorphism MZp [
1
p
] ∼→L∗p[
1
p
] and thus
gy is the identity element; therefore I exists. Thus to end the proof of (b), we only have
to show that γ is the trivial class if the condition 5.2.1 (i) holds, Z(GQ) is connected, and
the group GQp(Qp) surjects onto G
ad
Qp
(Qp).
Let gady be the image of gy in T
⋆
wQp
(B(k)). The two hyperspecial subgroups of
Gad(B(k)) that normalize Lie(GadW (k)) and ρ(Lie(G˜
ad
W (k))ρ
−1 are inner conjugate by an
element g0 ∈ G
ad
B(k)(B(k)), cf. [43, p. 47]. As T
⋆
wW (k)(W (k)) is a subgroup of both
hyperspecial subgroups and as two maximal tori of GadW (k) are G
ad
W (k)(W (k))-conjugate, we
can assume that g0 ∈ T
⋆
wW (k)(B(k)). As ρµB(k)ρ
−1 = µ0wB(k), g0g
ad
y σ(g0)
−1 normalizes
Lie(GadW (k)) and therefore it belongs to G
ad
W (k)(W (k)) and thus also to T
⋆
wW (k)(W (k)). Let
t⋆ ∈ T ⋆wW (k)(W (k)) be such that g0g
ad
y σ(g0)
−1 = t⋆σ(t⋆)−1, cf. Fact 2.6.2. As Z(GQ) =
Ker(TwQ → T
⋆
wQ) is connected, there exists an element t ∈ Tw(B(k)) that maps to g
−1
0 t
⋆ ∈
T ⋆w(B(k)). Thus up to a replacement of ρ by t
−1◦ρ, we can assume that gy ∈ Z(GQ)(B(k)).
This implies that the image γ⋆ of γ in H1(Qp, T
⋆
wQp
) is the trivial class. As the condition
5.2.1 (i) holds, the image of γ in H1(Qp, GQp) is also the trivial class. Thus there exists
h ∈ G(B(k)) such that hρ(MZp [
1
p ]) = L
∗
p[
1
p ]. As γ
⋆ is the trivial class, there exists had1 ∈
GadQp(Qp) such that h
ad
1 and h act (via inner conjugation) in the same way on Lie(T
⋆
wQp
).
Let h1 ∈ GQp(Qp) be such that it maps to h
ad
1 . By replacing h with h
−1
1 h, we can assume
that h fixes Lie(T ⋆wQp). Thus h ∈ Tw(B(k)) and therefore γ is the trivial class. 
5.2.4. Simple properties. (a) If GQ = GSp(W,ψ), then the condition 5.2.1 (i) holds
(cf. Remark 5.2.2 (a)), Z(GQ) = Gm is connected, and GQp(Qp) surjects onto G
ad
Qp
(Qp).
Thus properties 5.2 (a) and (b) hold even if p = 2, cf. Main Theorem 5.2.3. By combining
this with Fact 1.1 we get a new, self-contained proof of the original Manin problem.
(b) We refer to the proof of Theorem 5.2.3 (b). As there exists an isomorphism
MZp
∼→L∗p = H
1 that takes tα to vα for all α ∈ Jw (cf. Remark 5.2.2 (c)), gy ∈ Tw(B(k))
is the identity and thus Cw and Cy are in fact isomorphic.
5.3. Rational stratifications. Let SNP be the stratification of Nk(v) in locally closed,
reduced subschemes defined by Newton polygons of pullbacks of the p-divisible group D of
A via geometric points of Nk(v). It is the Newton polygon stratification of Nk(v) associated
to the F -crystal over Nk(v) defined by D, cf. [19, Thm. 2.3.1].
5.3.1. Theorem. Let (f, L, v) be a standard Hodge situation.
(a) There exists a stratification Srat of Nk(v) in locally closed, reduced subschemes
such that two points of Nk(v) with values in the same algebraically closed field factor through
36
the same stratum of Srat if and only if there exists a rational isomorphism between their
attached Shimura F -crystals with tensors.
(b) Each stratum of Srat is an open closed subscheme of a stratum of SNP (thus Srat
refines SNP ).
Proof: We use left lower indices to denote pullbacks of F -crystals. Let x be an independent
variable. Let S0 be a stratum of SNP . Let S1 be an irreducible component of S0. To prove
the Theorem it is enough to show that for each two geometric points y1 and y2 of S1
with values in the same algebraically closed field k1, there exists a rational isomorphism
between Cy1 and Cy2 . We can assume that k1 = k((x)) and that y1 and y2 factor through
the generic point and respectively the special point of a k-morphismm : Spec(k[[x]])→ Nk.
We denote also by y1 and y2, the k1-valued points of either Spec(k[[x]]) or its perfection
Spec(k[[x]]perf) defined naturally by the factorizations of y1 and y2 through m.
Let Φ be the Frobenius lift of W (k)[[x]] that is compatible with σ and that takes
x to xp. Let C = (V, φV ,∇V ) be the F -crystal over k[[x]] of m
∗(D). Thus V is a free
W (k)[[x]]-module, φV : V → V is a Φ-linear endomorphism, and ∇V : V → V dx is
a connection. Let tVα ∈ T(V ) be the de Rham realization of m
∗(wAα ) (see paragraph
before Notations 5.1.8). Let Cy1 = (M1, φ1, G˜1W (k1), (t1α)α∈J) (see Definition 5.1.10). Let
g1 ∈ G˜1W (k1)(W (k1)) be such that (M1, g1φ1, G˜1W (k1), (t1α)α∈J) is the extension to k1
of a Shimura F -crystal with tensors C1 over a finite field k01 and there exists a rational
isomorphism l1 between Cy1 and C1 ⊗k01 k1 = (M1, g1φ1, G˜1W (k1), (t1α)α∈J) defined by an
element h1 ∈ G˜1W (k1)(B(k1)), cf. Corollary 4.3. Let C
−
1 be C1 but viewed only as an
F -crystal. We can identify C−1k1 = (h
−1
1 (M1), φ1).
From [19, Thm. 2.7.4] we get the existence of an isogeny i0 : C0 → C, where C0 is
an F -crystal over k[[x]] whose extension to the k[[x]]-subalgebra k[[x]]perf of k1 is constant
(i.e., is the pullback of an F -crystal over k). Let i1 : M2 → M1 be the W (k1)-linear
map that defines y∗1(i0). We can assume that i1(M2) is contained in h
−1
1 (M1). We get a
morphism C0k1 → C
−
1k1
. It is the extension to k1 of a morphism i2 : C0k[[x]]perf → C
−
1k[[x]]perf
,
cf. [37, Lemma 3.9] and the fact that C0k[[x]]perf and C
−
1k[[x]]perf
are constant F -crystals over
k[[x]]perf. Let i3 : C
−
1k[[x]]perf
→ C0k[[x]]perf be a morphism such that i2 ◦ i3 = p
q1
C
−
1k[[x]]perf
,
where q ∈ N. By composing i3 with i0k[[x]]perf we get an isogeny i4 : C
−
1k[[x]]perf
→ Ck[[x]]perf
whose extension to k1 is defined by the inclusion h
−1
1 (p
qM1) ⊆ M1. The isomorphism of
F -isocrystals over Spec(k[[x]]perf) defined by p−q times i4 takes t1α to t
V
α for all α ∈ J, as
this is so generically. Thus y∗2(i4) is an isogeny which when viewed as an isomorphism of
F -isocrystals is pq times a rational isomorphism l2 between C1 ⊗k01 k1 and Cy2 . Therefore
l2l1 is a rational isomorphism between Cy1 and Cy2 . 
5.3.2. Remarks. (a) The stratification Srat was introduced in [37]: it is only a concrete
example of the stratifications in characteristic p one gets based on [37, Thm. 3.6 (ii)].
(b) Theorem 5.3.1 (b) is a slight refinement of a concrete example of [37, Thm. 3.8]
as it weakens the hypotheses of loc. cit. More precisely, it considers the “Newton point”
of only one faithful representation (which in the case when condition 5.2.1 (i) holds, is the
representation of GQp on W ⊗Q Qp) while in loc. cit. one has to consider the “Newton
points” of all finite dimensional representations of GQp .
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(c) The stratifications Srat and SNP are GQ(A
(p)
f )-invariant (cf. Remark 5.1.11) and
therefore are pullbacks of stratifications Srat,H0 and SNP,H0 of the k(v)-scheme Nk(v)/H0
of finite type, where H0 is as before Notations 5.1.8. Thus SNP,H0 has a finite number
of strata and each stratum of it has a finite number of connected components. Therefore
Srat,H0 and thus also Srat has a finite number of strata, cf. Theorem 5.3.1 (b). If R is as
in Corollary 4.4 and if properties 5.2 (a) and (b) hold, then Srat has precisely R strata.
5.3.3. Example. We assume that GadQ is absolutely simple of Bn Dynkin type, that
Z(GQ) = Gm, and that (f, L, v) is a standard Hodge situation. The faithful representation
of GderC on W ⊗Q C is a direct sum of trivial and spin representations (see [8]) and thus
GderQ is simply connected. Thus the condition 5.2.1 (i) holds, cf. Remark 5.2.2 (a). As
Z(GQ) = Gm is connected and as GQp(Qp) surjects onto G
ab
Qp
(Qp), the hypotheses of the
Main Theorem 5.2.3 hold. Thus properties 5.2 (a) and (b) hold even if p = 2, cf. Main
Theorem 5.2.3. From this and Proposition 4.6.1 (a) we get that Srat has n + 1 strata (cf.
also end of Remark 5.3.2 (c)).
5.4. Integral Manin problem for (f, L, v) and k. Show that the following two things
hold:
(a) For each point y ∈ N(k), there exists an element g ∈ G0(W (k)) such that Cg is
isomorphic to Cy.
(b) For each element g ∈ G0(W (k)), there exists a point y˜ ∈ N(k) such that Cy˜ is
isomorphic to Cg.
5.4.1. Some standard PEL situations. Let ι be the involution of End(L(p)) defined
by the identity ψ(b(x), y) = ψ(x, ι(b)(y)), where b ∈ End(L(p)) and x, y ∈ L(p). Let
B := {b ∈ End(L(p))|b is fixed byGZ(p)}. We list four conditions:
(i) we have ι(B) = B and B[ 1p ] is a simple Q–algebra;
(ii) the W (F)-algebra B⊗Z(p) W (F) is a product of matrix W (F)-algebras;
(iii) the group GQ is the subgroup of GSp(W,ψ) that fixes all b ∈ B;
(iv) the Hasse principle holds for the reductive group GQ.
If (i) to (iii) hold, then the triple (f, L, v) is a standard Hodge situation (see [28] and [24]);
we refer to (f, L, v) as a standard PEL situation. Condition (iv) holds if (i) to (iii) hold
and all simple factors of GadC are of Cn or A2n−1 Lie type (n ∈ N), cf. [24, pp. 393–394].
5.4.2. Theorem. If conditions 5.4.1 (i) to (iv) hold, then 5.4 (a) and (b) also hold.
Proof: We use the notations (such as y and z) of the axiom 5.1.2 (b), Notations 5.1.8, and
Lemma 5.1.9. The isomorphism iA ⊗B+(W (k)) 1BdR(W (k)) takes ψM to a non-zero scalar
multiple of ψ∗. As G˜ does not fix ψM , we get the existence of a field extension LdR(W (k))
of the field of fractions of BdR(W (k)) such that there exists a symplectic isomorphism
(M ⊗W (k) LdR(W (k)), ψM)
∼→ (L∗p ⊗Zp LdR(W (k)), ψ
∗) that takes tα to vα for all α ∈ J.
As k = k¯ and as G0Q = Sp(W,ψ) ∩ GQ is connected (cf. (12)), the set H
1(B(k), G0B(k))
has only one class. Thus referring to Lemma 5.1.9, we can choose ρ such that it defines a
symplectic isomorphism (M [ 1p ], ψM)
∼→ (L∗p ⊗Zp B(k), ψ
∗).
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Let JB := {α ∈ J|vα ∈ B}. We identify B ⊗Z(p) Zp with the Zp-span of vα’s (resp.
tα’s) with α ∈ JB. Let ρ1 : M
∼→M0 ⊗W (k(v)) W (k) be an isomorphism that takes ψM to
ψ∗ and tα to vα, for all α ∈ JB. The existence of ρ1 after inverting p follows from the
previous paragraph and thus [24, Lemma 7.2] implies that ρ1 exists. Strictly speaking, loc.
cit. is stated over Zp but its arguments apply entirely over W (k). As ρ ◦ ρ
−1
1 fixes ψ
∗ and
each vα with α ∈ JB, we have ρ ◦ ρ
−1
1 ∈ G
0
Q(B(k)) (cf. condition 5.4.1 (iii)). Thus ρ1 also
takes tα to vα for all α ∈ J \ JB. This implies that we can choose ρ such that moreover
we have ρ(M) = M0 ⊗W (k(v)) W (k) and ρµρ
−1 = µ0W (k). Thus the representations of
B/pB on Lie(Ak) = F
1/pF 1 and F 10 /pF
1
0 ⊗k(v) k are isomorphic and moreover we have
gy ∈ G
0
W (k)(W (k)). Thus the property 5.4 (a) holds.
We show that the property 5.4 (b) holds. Let g ∈ G0W (k)(W (k)). Let N
0 be the
normalizer of T 0 in GZp . Let w ∈ N
0(W (k)) ∩ G0W (k)(W (k)) be such that there exists
an element h ∈ G0W (k)(B(k)) that defines a rational isomorphism between Cw and Cg, cf.
Subsection 4.7. We take z ∈ N(W (k)) to factor through Tw of the proof of Theorem 5.2.3
(b) and we use the notations of the mentioned proof. Let T 0w be the subgroup scheme of
Tw that fixes ψ. We have T
0
w = G
0
Z(p)
∩ Tw (cf. (12)) and therefore T
0
w is a maximal torus
of G0Z(p) . If Bw is the centralizer of Tw in End(L(p)), then Tw is the subgroup scheme of
GSp(L(p), ψ) that fixes Bw and Bw⊗Z(p)W (F) is a product of matrixW (F)-algebras. Thus
as in the previous paragraph we argue that can assume that gy ∈ T
0
w(W (k)). By composing
ρ with an element of T 0w(W (k)), we can assume that gy is the identity element. Therefore
Cy is isomorphic to Cw (of the proof of Theorem 5.2.3 (b)). Thus Cy is isomorphic to Cw
under an isomorphism ρ : M ∼→M0 ⊗W (k(v)) W (k) that takes ψM to ψ
∗ and tα to vα for
all α ∈ Jw and therefore also for all α ∈ J.
Let M1 := (hρ)
−1(L∗p ⊗Zp W (k)). It is a W (k)-lattice of M [
1
p
]. Let G˜1 be the
Zariski closure of GB(k) in GLM1 . The quadruple (M1, φ, G˜1, (tα)α∈J) is a Shimura F -
crystal with tensors isomorphic to Cg (via hρ). Moreover, M1 is self dual with respect
to ψM and we have tα(M1) ⊆ M1 for all α ∈ JB. Let A1k be the abelian variety over
k that is Z[ 1
p
]-isogenous to Ak and whose Dieudonne´ module is (under this Z[
1
p
]-isogeny)
(M1, φ). Let λA1k be the principal polarization of A1k defined naturally by ψM and the
principal polarization z∗(PA) of A. We endow A1k with the level s symplectic similitude
structures induced naturally by those of Ak, for all s ∈ (N \ pN). To these structures and
to (A1k, λA1k) corresponds naturally a morphism y˜ : Spec(k)→ M. Moreover, for α ∈ JB
the tensor tα is the crystalline realization of a Z(p)-endomorphism of A1k. To end the proof
of property 5.4 (b) we only have to check that there exists a point z˜ ∈ M(W (k)) which
lifts y˜ and which factors through N in such a way that tα is the de Rham realization of
the Hodge cycle z˜∗(wAα ), for all α ∈ J. Due to condition 5.4.1 (iii) it is enough to work in
the last sentence only with indices α ∈ JB. But due to condition 5.4.1 (iv), the existence
of z˜ follows from the above part referring to representations of B/pB and from the well
known moduli considerations of [24, pp. 390 and 399]. 
5.4.3. Examples. (a) The principally quasi-polarized Dieudonne´ module of a principally
quasi-polarized p-divisible group over k of height 2r is isomorphic to (M, gφ, ψM), where
g ∈ Sp(M,ψM)(W (k)). Thus Theorem 5.4.2 for Siegel modular varieties (i.e., for when
N = M) says that each principally quasi-polarized p-divisible group over k of height 2r is
39
the one of a principally polarized abelian variety over k of dimension r. This result was
first obtained in [46, Prop. 5.3.3].
(b) Suppose that the conditions 5.4 (i) to (iv) hold, that the Q–algebra B[ 1p ] is
simple, that the group scheme GZp is split, and that G
der
Zp
is an SLn group scheme. As GZp
is split we have k(v) = Fp. As G
ad
C is simple, the condition 5.4.1 (iv) holds even if n is odd
(see [24, top of p. 394]). We also assume that we have a direct sum decomposition
(15) M0 = L
∗
p = L0 ⊕ L1
of GZp -modules such that the representation of G
der
Zp
on L0 is the standard faithful repre-
sentation of rank n. Let a ∈ S(1, n− 1) be such that µ0 acts trivially (resp. non-trivially)
on a direct summand of L0 of rank a (resp. rank n− a). It is well known that the derived
group GderR is isomorphic to SU (a, n − a)R. Let D be as in the beginning of Subsection
5.3. For y ∈ N(W (k)), let (M,φ) be as in the axiom 5.1.2 (b). Let DW (k) = D0 ⊕ D1
and M = N0 ⊕N1 be the direct sum decompositions that corresponds naturally to (15).
The pair (N0, φ) is a Dieudonne´ module of height n and dimension n− a. The Dieudonne´
module of another p-divisible group over k of height n and dimension n− a is isomorphic
to (N0, gφ) for some g ∈ SLN0(W (k)), cf. Fact 2.6.3 applied to (N0, φ,GLN0). From this
and Theorem 5.4.2 we get that each p-divisible group over k of height n and dimension
n− a is isomorphic to y∗(D0) for some point y ∈ NW (k)(k).
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