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や糖鎖データのような根付きラベル付き木 (以後, 木という) として表現される木構造デー
タを比較することは, 構造データからのデータマイニングや機械学習における重要な研究
の一つである. そのような木同士の距離として有名なものの一つに木編集距離がある. 木
編集距離は, ノードの削除, 挿入, 置換からなる編集操作を用いて, 一方の根付き木から他
方の木への変換に必要な編集操作列の最小コストとして定式化される.
2つの木の間の編集操作列は無数に存在するため, 操作列をすべて計算して木編集距離




木編集距離の計算時間は, 順序木の場合はノード数 nに対してO(n3)時間であるが, 無
順序木の場合はMAX SNP困難である. 一方, 糖鎖データではノードのつながりに意味が
あるためそのつながりを崩さないような制約が求められ, XMLデータでは根ノードから
一定のノードはどの木にも共通する場合があり, より葉ノードに重点を置いた距離が求め

































リズムを導入する. また, 実験により, 下限関数の効率を確認する.
また, 根付き木 Taiマッピングは木編集距離に対応する重要な概念であるが, この Tai
マッピングを根無し木に拡張するためには, 単射であることに加えて, 先祖子孫関係に代
わる条件を導入する必要がある. そこで, Zhangらが LCA保存マッピングを根無し木に
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要なタスクの 1つである. ここで, 木構造としては根を持ちすべてのノードにラベルが付
与された根付きラベル付き木 (rooted labeled tree)(以後, 単に木という)を対象とする. 特
に, 子供の順番を考慮する木を順序木 (ordered tree), 考慮しない木を無順序木 (unordered
tree)という.
そのような木同士の距離として最も有名なものの 1つとして, 木編集距離 (tree edit dis-
tance) [1, 4, 29, 45]が挙げられる. 木編集距離は文字列編集距離の拡張であり, ノードの




距離を求める方法は現実的ではない. そこで, Tai [45]は編集距離計算の指針として, 編集
距離の宣言的意味を与えるTaiマッピング (Tai mapping)を導入した. このTaiマッピン
グは, 先祖子孫関係 (順序木の場合は加えて兄弟関係)を保存する木のノード間の一対一対
応であり, 編集距離と密接に関連している [4, 29, 45]. Taiマッピングに対して, 一方の木
に含まれる未対応のノードは編集操作の削除に, 他方の木に含まれる未対応のノードは編
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集操作の挿入に, 異なるラベルを持つノードの対応は編集操作の置換に対応する. また, す
べての可能なTaiマッピングの最小コストは, 編集距離と一致する [45].
順序木についての木編集距離の計算は, 1979年に Tai [45]が O(n6)時間アルゴリズム
を設計してから, 1989年に Zhangと Shasha [62]の O(n4)時間, 1998年に Klein [28]の
O(n3 log n)時間, 2007年にDemaineら [8]の (n3)時間と改良されてきた. ここで, nは木
の最大ノード数である. 加えて, Demaineら [8]は,彼らのアルゴリズムを使う限り,木編集
距離の計算には
(n3)時間が必要となる木が存在することも示した. さらに, Bringmann
ら [5]は, 任意の " > 0に対して, APSP(All Pairs Shortest Paths)がO(n3 ")時間で解け
なければ, 木編集距離もO(n3 ")時間で解けないことを示した. すなわち, APSPの仮定の
下で, 木編集距離の計算におけるO(n3)時間は最適であると言える.
一方, 無順序木についての木編集距離の計算は, NP困難であり [63, 64], MAX SNP困
難である [2, 18, 61]ことが知られている. このMAX SNP困難性は次数が 2のとき, およ
び高さが 2のときも成り立つ [18, 61].
また編集距離と同様に, 特に RNA二次構造比較において, 文字列アライメント距離の




られているが, 一般に, 木アライメント距離は木編集距離以上の値を取る. また, 木アライ
メント距離は, 編集操作の観点からは, すべての挿入が削除の前に行われる編集距離とな
る [21].
アライメント距離の計算は, 順序木では, 木の最大ノード数 nと木の最大次数Dに対し
てO(n2D2)時間であり, 無順序木では, MAX SNP困難である [21]. ただし, 木の次数を
定数以下に制限すれば, 多項式時間で計算が可能となる.
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表 1.1に, 木編集距離と木アライメント距離計算の時間計算量をまとめる.




木編集距離 O(n6)時間 [45] MAX SNP困難 [61] MAX SNP困難 [18]
O(n4)時間 [62]
O(n3 log n)時間 [28]
O(n3)時間 [8]
木アライメント距離 O(n2D2)時間 [21] MAX SNP困難 [21] O(n2D2D!)時間 [21]
1.2 Taiマッピングと木編集距離の変種
編集距離は木を比較するための標準的な尺度であるが, 下に述べるようにいくつかの適
用範囲によっては一般的過ぎる場合がある. そのため, それらの適用範囲には, より構造
的特徴を踏まえた編集距離が必要となる. このような距離は, Taiマッピングに制約を加
えた変種を考え, その変種の最小コストとして定式化することができる.
1. Selkow [38]は, 削除や挿入を部分木単位で行う編集距離であるトップダウン距離





2. Lu [33]は, 誤差変換を用いた木間の距離として木編集距離と同様の距離を計算する
アルゴリズムを導入し, 文字画像の分類に用いた. しかし, そのアルゴリズムは実際
には木編集距離を求めるものではなかった. Kuboyama [29]は, この距離を特徴づけ
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るTaiマッピングの変種を導入し, この距離を調和的距離 (accordant distance)(ある
いはLu 距離 (Lu's distance))(Acc)として定式化した.
3. Zhang [59]は, RNA2次構造の位相的形状を木とみなし, 制限距離 (constrained dis-
tance) (あるいは孤立部分木距離 (isolated-subtree mapping) [49])(Ilst) を用いた距
離を用いたクラスタリングによって, 編集距離とおおよそ同等のクラスタが得られ
ることを実験的に示した. また, FerraroとGodin [10]は, 植物の位相が木になるこ
とを用いて, 植物間の距離に孤立部分木距離を用いている.
4. Zhangら [64]は, 生化学情報システムの一般的な用途である, 化合物データベースに
おける類似化合物の検索において, それまでによく用いられてきた部分構造の包含
数による類似度と比較してもより視覚的な類似度を求めることができる LCA保存
距離 (LCA-preserving distance)(あるいは次数 2距離 (degree-2 距離))(Lca) を導入
した. ここで LCAとは, 最近共通先祖 (least common ancestor)のことである.
5. Jiangら [21]は, RNA2次構造を木構造で表すことができることに着目し, RNA1次
構造で用いられていた文字列アライメント距離を木に拡張した, アライメント距離
(alignment distance)(Aln)を導入した. その中で, アライメント距離は最小の超木
(supertree)を与えることに触れている.
6. Luら [32]は, Zhang [59]の導入した制限距離の条件をより緩和した編集距離の変種
として, 劣制限距離 (less-constrained distance)(Less)を導入した.
7. Valiente [47]は, 木パターンマッチングにおける同型な完全部分木のマッチング問題
に対して,木の最大共通部分森に基づく距離として,ボトムアップマッピング (bottom-
up mapping)(Bot)を導入した. このボトムアップマッピングは, Hamou-Lhadjと
Lethbridge [15]によって, システムの実行時解析を行う際の手続き呼び出しパター
ン検出のために用いられた.
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8. Kanら [22]は, 糖鎖構造の木表現ではノードの接続関係が糖鎖の機能を決定するこ
とから, 接続関係に基づいた距離である断片距離 (segmental distance)(Sg)を導入
した.
編集操作としては, LCA保存距離は, 葉か次数 1のノードだけに削除, 挿入を許す距離
であり, トップダウン距離は, 葉だけに削除, 挿入を許す距離となる. また, ボトムアップ
距離は, 共通部分森以外を削除, 挿入する距離であり, アライメント距離は, すべての挿入
を終えた後に削除を行うような距離である. 表 1.2は, 上述した距離の適用範囲である.
表 1.2: 編集距離の変種の木への適用範囲
編集距離の変種 適用範囲
アライメント距離 RNA2次構造, 最小超木 [21]
孤立部分木距離 RNA2次構造 [59], 植物の構造 [10]
調和的距離 文字画像の分類 [33]
LCA保存距離 化合物の類似検索 [64]
トップダウン距離 プログラムの解析木 [7, 52], XML文書 [50]
断片距離 糖鎖 [22]
ボトムアップ距離 手続き呼び出しのパターン追跡 [15]
これらの距離を特徴づけるマッピングは, 図 1.3に示された Taiマッピング階層 (Tai
mapping hierarchy)を与える. これまでに, 新たなマッピングを追加することによって, 階
層は左から右へと拡張されてきている. ここで, Isoは同型写像を指し, \Less=Aln" [29],
\Top=TopSg" [22]となる. この図では, 上位のマッピングクラス Aと下位のマッピング
クラス Bに対して, マッピングM が Bに属するならば, M は Aにも属する.
1.3 本論文の構成
本論文では次の内容について研究を進めている.




















図 1.3: それぞれWangと Zhang [49] (左), Kuboyama [29] (中央), Kanら [22] (右)によっ
て導入されたTaiマッピング階層.
1. 共通部分森に基づく Taiマッピング階層. 階層内のマッピングから定義される木編
集距離の変種とその時間計算量の解析.
2. 木アライメント距離の計算. 特に, アンカーアライメント問題とアンカーアライメ
ント距離, および, 巡回的順序木の木アライメント距離.
3. さまざまな拡張. 無順序木編集距離計算のAアルゴリズム, 編集距離の根無し木へ
の拡張, 巡回的順序木と字数制限無順序木のマッピングカーネル.
1.3.1 共通部分森に基づくTaiマッピング階層
3章では, 新たなTaiマッピングの階層を導入する. また, それに対応した木編集距離の
変種を導入し, それらの計算時間を解析する.
図 1.3のTaiマッピング階層はマッピングの包含関係を示しているが, マッピングの他
の特徴は示していない. 特に, 図 1.3 (右)の右の列は左の列よりも疎である. そこで, マッ
ピングの変種間に統一的な性質が存在するかどうかといった疑問が生じる.
本論文では, この疑問を解決するために, Taiマッピングの階層を, 2つの木のノードの
組からなる共通部分森 (common subforest)で特徴づける. このとき, 共通部分森中のノー
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ドの接続と部分木の並びに着目する. ここで, 最大共通部分森 (あるいは木)は, 別の木の
類似度を与えることができる [2, 18, 29, 48, 61]1.
まず,共通部分森中のノードの接続に着目する. 共通埋め込み部分森 (common embedded
subforest)は, 先祖子孫関係に従ってマッピングのノードを接続している共通部分森であ
る. 共通誘導部分森 (common induced subforest)は, あるノードの集合に誘導される共通
部分森である. 共通完全部分森 (common complete subforest)は, あるノードの集合と, そ
の子孫すべてを含む共通部分森である. これらを用いて, Tai, Aln, Ilst, Acc, Lca に





次に, 共通部分森中の部分木の並びに着目する. 一方の木で 1つ目と 2つ目のノードの
最近共通先祖 (LCA)が 2つ目と 3つ目のノードの LCAの先祖のとき, およびそのときに
限り, 他方の木で 2つ目と 3つ目のノードの LCAが 1つ目と 2つ目のノードの LCAの先
祖であるような共通部分森中の 3つのノードが存在しないとき, その共通部分森をねじれ
が無い (non-twisting)という. 共通部分森中の任意の 3つのノードに対して, 一方の木で
1つ目と 2つ目のノードの LCAが 1つ目と 3つ目のノードの LCAであるとき, およびそ
のときに限り, 他方の木で 1つ目と 2つ目のノードの LCAが 1つ目と 3つ目のノードの
LCAであるとき, その共通部分森を並列である (parallel)という. 共通部分森が木であれ
ば, その共通部分森を部分木 (subtree)という. 共通部分木の根が 2つの木の根であるとき,
その共通部分木を根保存である (root-preserving)という. これらを用いて, Tai, Sg, Bot
に含まれるマッピングは特に制約のない共通部分森, Aln に含まれるマッピングはねじれ
1標準的な定義 [2, 18, 29, 48, 61]における最大共通部分木 (largest common subtree)は, 同じラベルを持
つノードの組からなる LCA保存断片マッピング (後に LcaSgと定義する)の最小コストと対応する.
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のない共通部分森, Ilst, Acc に含まれるマッピングは並列な共通部分森, Lca に含まれ
るマッピングは共通部分木, Top, Iso に含まれるマッピングは根保存共通部分木として,
それぞれ特徴付けることができる.
その結果, 図 1.3の Taiマッピング階層は, 共通部分森中のノードの接続と部分木の並
びに対して不完全であることが分かる. この隟間を埋めるため, 本論文では, 図 1.3の右列
にある Sg, Botと, 図 1.3の左側にあるAln, Ilst, Acc, Lcaの共通部分をとることで,
新たなマッピングを導入する.
Sgとの共通部分として,断片アライメント可能マッピング (segmental alignable mapping)
(SgAln), 孤立部分木断片マッピング (isolated-subtree segmental mapping) (IlstSg), 調
和的断片マッピング (accordant segmental mapping) (AccSg), LCA保存断片マッピン
グ (LCA-preserving segmental mapping) (LcaSg)を, Botとの共通部分として, ボトム
アップアライメント可能マッピング (bottom-up alignable mapping) (BotAln), 孤立部
分木ボトムアップマッピング (isolated-subtree bottom-up mapping) (IlstBot), 調和的ボ
トムアップマッピング (accordant bottom-up mapping) (AccBot), LCA保存ボトムアッ
プマッピング (LCA-preserving bottom-up mapping) (LcaBot)をそれぞれ導入する. さ
らに, LCA保存根保存マッピング (LCA- and root-preserving mapping) (LcaRt)を導入
する.
これらのマッピングの導入により,図 1.4に示す新たなTaiマッピング階層を得ることが
できる. ここで, 図 1.3ですでに導入されていたマッピングは灰色の線で, 本論文で導入し
たマッピングは黒色の線で囲んである. 特に, \AccSg=IlstSg", \AccBot=IlstBot"
である.
図 1.4の縦方向について, 左の列 (Tai, Aln, Ilst, Acc, Lca, LcaRt), 中央列 (Sg,
SgAln, AccSg, LcaSg, Top), 右の列 (Bot, BotAln, AccBot, LcaBot, Iso) の
マッピングは, それぞれ, 共通埋め込み部分森, 共通誘導部分森, 共通完全部分森として特







埋め込み部分森 Top=TopSg LcaBot 並列部分森
誘導部分森 Iso 部分木
完全部分森 根保存部分木
図 1.4: 図 1.3のマッピング (灰色の線) と新たに導入したマッピング (黒色の線)による新
たなTaiマッピング階層.
徴付けることができる. 一方, 図 1.4の横方向について, 上の行 (Tai, Sg, Bot), 2番目
の行 (Aln, SgAln, BotAln), 3番目の行 (Ilst, Acc, AccSg, AccBot), 4番目の行
(Lca, LcaSg, LcaBot), 最後の行 (LcaRt, Top and Iso) のマッピングは, それぞれ,
制約無し部分森, ねじれ無し部分森, 並列部分森, 部分木, 根保存部分として特徴付けるこ
とができる.
次に, SgAln, AccSg, LcaSg, BotAln, AccBot, LcaBot, LcaRtに対して, すべ
ての可能なマッピングの最小値として編集距離の変種を導入する. これらをそれぞれ,断片
アライメント距離 (segmental alignment distance), 調和的断片距離 (accordant segmental
distance), LCA保存断片距離 (LCA-preserving segmental distance), ボトムアップアライ
メント距離 (bottom-up alignment distance),調和的ボトムアップ距離 (accordant bottom-up
distance), LCA保存ボトムアップ距離 (LCA-preserving bottom-up distance), LCA保存
根保存距離 (LCA- and root-preserving distance)という. このとき, ねじれ無し部分森に
よって特徴付けられる距離はメトリックではなく, そのほかの距離はメトリックであるこ
とを示す.
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さらに, 編集距離の変種の計算に関する時間計算量を解析する. ここで, m;nはそれぞ




計算問題はMAX SNP困難であり [61], これは二分木であったとしても成り立つ [18, 51].
一方, アライメント距離 [21]の場合と同様にして, ねじれ無し部分森に特徴付けられる距
離の計算問題はMAX SNP困難であるが, 次数がある定数以下の場合, 多項式時間での計
算が可能になる. さらに, 並列部分森, 部分木, 根保存部分木に特徴付けられる距離の計算
はO(nmd)時間で可能である. ただし, LCA保存ボトムアップ距離はO(nm)時間で計算
が可能である. これらをまとめると, 表 1.5のようになる.
表 1.5: マッピングMA(T1; T2)に対する距離 A(T1; T2)のメトリック性と, その計算の時
間計算量. ここで, n = maxfjT1j; jT2jg, m = minfjT1j; jT2jg, D = maxfd(T1); d(T2)g,
d = minfd(T1); d(T2)gである.
マッピング 順序木 無順序木
MA(T1; T2) メトリック oA uA (次数を制限)
Tai yes O(nm2(1 + log nm )) [8] MAX SNP [61] MAX SNP [18]
Aln no O(nmD2) [21] MAX SNP [21] 多項式時間 [21]
Ilst yes O(nm) [59] O(nmd) [51] O(nm)  
Acc yes O(nm) [29] O(nmd) [51] O(nm)  
Lca yes O(nm) [64] O(nmd) [64] O(nm)  
LcaRt yes O(nm) 定理 3.15 O(nmd) 定理 3.15 O(nm)  
Sg yes O(nm) [22] MAX SNP [51] MAX SNP [51]
SgAln no O(nmD2) 定理 3.17 MAX SNP 定理 3.26 多項式時間 定理 3.27
AccSg yes O(mn) 定理 3.17 O(nmd) 定理 3.18 O(nm)  
LcaSg yes O(nm) 定理 3.16 O(nmd) 定理 3.16 O(nm)  
Top yes O(nm) [7, 38] O(nmd) [51] O(nm)  
Bot yes O(nm) [51] MAX SNP [51] MAX SNP [51]
BotAln no O(nmD2) 定理 3.21 MAX SNP 定理 3.26 多項式時間 定理 3.27
AccBot yes O(nm) 定理 3.21 O(nmd) 定理 3.22 O(nm)  
LcaBot yes O(nm) 定理 3.20 O(nm) 定理 3.20  
Iso yes O(n+m) [48]参照 O(n+m) [48]参照  
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1.3.2 木アライメント距離の計算
4章では, アンカーアライメント問題を定式化し, アンカーアライメント距離を導入す




る [21]. ここで, nは 2つの木の最大ノード数である.
一方, SchiermerとGiegerich [37]は, Taiマッピングをアンカー (anchoring)として用い
るアンカーアライメント (anchored alignment)を導入した. ただし, このアンカーは劣制
限となる保証はなく, したがって, アライメント距離が計算できない場合もある. そこで
本論文では, Kuboyama [29]が示した \Less=Aln"の構成的証明を与えることで, その構
成方法に基づいてアンカーM が劣制限でないならば \no"を返し, 劣制限ならばアンカー




間で計算可能な孤立部分木マッピング [51]からアンカーを構築する. ここで, dは 2つの
木の次数の最小値である.
最小コストの孤立部分木マッピングM に対して, M で対応付けられていない葉の対の
集合M 0を選ぶ. そして, アンカーアライメント距離 (anchored alignment distance) Ach
を, アンカーM [M 0が劣制限ならば最小コストのM [M 0によるアンカーアライメント
のコストとして, そうでなければ孤立部分木距離 Ilstとして定式化する. そして, Achを
O(n2(d +H2v))時間で計算するアルゴリズムを設計する. ここで, vは 2つの木の葉の数
の最小値である.
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このアルゴリズムの実行には, 理論上 vに依存した指数時間かかるが, KEGG [26]の提
供するN型糖鎖データに対しては, アンカーアライメント距離 Achを効果的に計算できる






で特定の並びのみを許容する木として, 次の 3つの巡回的順序木 (cyclically ordered tree)
を導入し, そのアライメント距離について考察する.
v1; : : : ; vnを,兄弟を左から右に並べたノードの列とする. このとき, v1; : : : ; vnとvn; : : : ; v1
の 2つの並びを許容する木を両順序木 (biordered tree)という. また,すべての i (1  i  n)
に対して, 巡回順序 vi; : : : ; vn; v1; : : : ; vi 1 を許容する木を巡回順序木 (cyclic-ordered tree)
という. さらに, すべての i (1  i  n)に対して, 巡回順序 vi; : : : ; vn; v1; : : : ; vi 1 と
vi; : : : ; v1; vn; : : : ; vi 1を許容する木を巡回両順序木 (cyclic-biordered tree)という.
そして, 順序木間のアライメント距離を計算するアルゴリズム [21]を拡張することに
よって, 両順序木間のアライメント距離を順序木 [21]と同じO(n2D2)時間で計算するア
ルゴリズムを設計する. ここで, nは与えられた 2つの木の最大ノード数, Dは最大次数で
ある. また, 巡回順序木と巡回両順序木のアライメント距離をO(n2D4)時間で計算するア




第 1章 はじめに 13
設計についての研究である.
Horeshら [19]は, 2つの進化系統樹を比較するために (計算が困難である)根付きラベル
なし無順序木間の編集距離を計算するA アルゴリズム (A algorithm)を開発した. この
Aアルゴリズムは, 無順序木編集距離の定数倍以下となる 3つの下限関数 (lower bounding
functions)を用いている. Higuchiら [16]は, このAアルゴリズムを根付きラベル付き無
順序木間の編集距離を計算するアルゴリズムに拡張している. 彼らは, 上記の 3つの下限
関数に加えて, さらに 2つの下限関数を採用した. また, 標準的なAアルゴリズムの連結
グラフにおける最短経路を求める問題を無順序木編集距離を計算するものに変換する編
集距離探索木 (edit distance search tree) を導入した. そして, 上記 5つの下限関数の最大
値をヒューリスティック関数に設定し, 最良サーチにより編集距離探索木に対して必要に
応じて辺を構築するAアルゴリズムを設計した. しかし, このAアルゴリズムは, 何度も
部分的なTaiマッピングを複数回計算しているという欠点が残っている.
このような冗長性を避けるため, 本論文では, 動的計画法と再帰呼び出しを用いた新し
いAアルゴリズムである動的Aアルゴリズム (dynamic programming A algorithm)を設
計する. そして, 糖鎖データを用いて, 動的Aアルゴリズムによる無順序木編集距離の計
算時間をAアルゴリズム [16], Shashaらの網羅的アルゴリズム [40], Fukagawaらのクリー
クアルゴリズム [12]による計算時間と比較する. また, 5つの下限関数のどれが有効であ
るかを評価する.
また, 根付き木においてTaiマッピングは木編集距離に対応する重要な概念であるが, こ
のTaiマッピングを根無し木 (unrooted tree)に拡張するためには, 一対一対応であること
に加えて, 先祖子孫関係に代わる条件を導入する必要がある. Zhangら [64]は, 挿入と削
除を次数 2以下のノードに制限した次数 2距離 (degree-2 distance)を根無し木に拡張する
際, 根付き木の LCA保存マッピングの拡張として, 3つのノードの中心 (center)を保存す
る中心保存マッピング (center-preserving mapping)を導入した. ここで, 3つのノードの
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中心とは, 2つのノード間の 3つのパスの共通ノードである. 本研究では, この中心に着目
する.
葉に生物種のラベルが付いた根無し木もしくは根付き木として生物種の進化を表す進化
系統樹 が, すべての生物種 (葉)間の距離である距離行列から, その距離がパス上の辺の重
みの総和となるように再構成できるとき, 距離行列は加法的である (additive)という. ま
た, 距離行列から葉の高さがすべて等しい根付き進化系統樹を構成できるとき, 距離行列
は超計量的である (ultrametric)という [44]. このとき, 距離行列における任意の異なる 4
つの生物種が 4点条件 (4-point condition) [6] を満たすとき, そのときに限り, 距離行列は
加法的となる [44]. また, 加法的距離行列における任意の異なる 3つの生物種が 3点条件
(3-point condition)を満たすとき, そのときに限り, 距離行列は超計量的になる [44].
4点条件と 3点条件は, 辺の重みの総和としての距離についての条件である. 本論文
では, この 2つの条件を, 中心を用いることで木のトポロジーを特徴づける条件に変更
する. そして, 根無し木 T1 と T2 に対する単射M  V (T1)  V (T2)に対して, 任意の
(u1; u2); (v1; v2); (w1; w2); (x1; x2) 2 M に対して, (u1; v1)と (w1; x1)が 4点条件を満たす
ことと (u2; v2)と (w2; x2)が 4点条件を満たすことが同値となるとき, M を 4点保存マッ
ピング (4-point-preserving mapping)という. 特に, 根 r1 と r2 を持つ根付き木 T1 と T2
の場合, 任意の (u1; u2); (v1; v2); (w1; w2) 2 M に対して, (u1; v1)と (w1; r1)が 4点条件
を満たすことと (u2; v2)と (w2; r2)が 4点条件を満たすことが同値となるとき, M を根
付き 4点保存マッピング (rooted 4-point-preserving mapping)という. さらに, 任意の
(u1; u2); (v1; v2); (w1; w2) 2Mに対して, (u1; v1; w1)が 3点条件を満たすことと (u2; v2; w2)
が 3点条件を満たすことが同値となるとき, M を 3点保存マッピング (3-point-preserving
mapping)という. M が T1の部分木と T2の部分木を対応付けるときM を部分木保存マッ
ピング (subtree-preserving mapping)という. また, 任意の (u1; u2); (v1; v2); (w1; w2) 2 M
に対して, w1が u1と v1のパス上にあることと w2が u2と v2のパス上にあることが同値
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となるとき, M をパス保存マッピング (path-preserving mapping)という.
これらの準備の下で, 本論文では, M が根付き木のマッピングの場合, 以下が成り立つ
ことを示す.
M は孤立部分木マッピング [59; 60],M は 3点保存マッピング:
M は劣制限マッピング [32],M は 4点保存マッピング
,M は根付き 4点保存マッピング:
また, M が根無し木のマッピングの場合, 以下の含意関係が成り立つことを示す. 一般に
逆は成り立たない.
M は部分木保存マッピング)M は中心保存マッピング
)M は 4点保存マッピング )M はパス保存マッピング:
木カーネル (tree kernel)は, サポートベクターマシン (SVM)を利用して木を分類する
ための基本的な方法の 1つである. 順序木に対する木カーネルを設計するための多くの
研究が行われている ([13, 25, 39, 41, 42, 43]参照). 本論文ではこれを, 順序木カーネル
(ordered tree kernels)と呼ぶ.
マッピングカーネル (mapping kernel) [41, 42, 43] は, すべてのマッピング (およびその
変種)を一対一のノードの対応の集合として数え上げる, 強力かつ一般的なフレームワー
クである. マッピングカーネルの性質として, ほとんどの順序木カーネルはマッピング
カーネル [41]のフレームワークに分類され, マッピングが推移的 (transitive)である, す
なわち, 写像の合成の元で閉じている (closed under the composition)とき, かつそのとき
に限り, マッピングカーネルは正定値 (positive denite)となる [42, 43]. ここで, 集合X
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与えることになる.
一方, 無順序木に対するカーネルを設計する研究はほとんどなされていない. このカー
ネルを無順序木カーネル (unordered tree kernels)と呼ぶ. その理由の 1つは無順序木の部
分木をすべて数え上げる問題が#P困難であることである [25].
このような困難を避けるために, 無順序木カーネルは部分木ではなく, 特定の部分構造
をすべてカウントすることで開発されている. たとえば, Kuboyamaら [30]と木村ら [27]
はそれぞれ, すべての二葉qグラム (bifoliate q-gram)を数え上げる無順序木カーネルとす
べての部分パス (subpath)を数え上げる無順序木カーネルを設計した.
無順序木のためのマッピングカーネルとして, Hamadaら [14]は進化系統樹のための合
致部分木マッピングカーネル (agreement-subtree mapping kernel) を導入した. また, 彼ら
は鹿島ら [25]よりも簡単な, 無順序木に対するマッピングカーネルの計算困難性 (#P完
全性)の新たな証明を与えている.
マッピングのすべての変種は, 編集距離の変種を与える [22, 29, 51, 54]だけでなく, す
べてのマッピングを数え上げる木カーネルを与える [29, 31, 41]. ここで, 孤立部分木距
離 [59, 60], 調和的距離 [29, 31, 51], LCA保存距離 [64], LCA保存断片距離 [54], トップダ
ウン距離 [7, 38] といった, 無順序木間の多項式時間計算可能な編集距離の変種を計算す
る問題は, 二部グラフの最小重み付き最大マッチングを解く必要がある [51, 60, 64]. 一方,




mapping kernel), LCA保存断片マッピングカーネル (LCA-preserving segmental mapping
kernel), LCA保存マッピングカーネル (LCA-preserving mapping kernel),調和的マッピン
グカーネル (accordant mapping kernel), 孤立部分木マッピングカーネル (isolated-subtree
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mapping kernel) について議論する. そして, これらすべてのマッピングカーネルが, 両順
序木に対してO(nm)時間, 巡回順序木と巡回両順序木に対してO(nmdD)時間でそれぞれ
計算できることを示す. ここで, n, mは 2つの木のノード数, Dは 2つの木の次数の最大








本章では, 次章以降で必要となる, 木, Taiマッピング, 木編集距離, 木アライメント距離
などを導入する.
2.1 木
閉路を持たない連結グラフを木 (tree)という. 木 T に対して, そのノード (頂点)集合 V
と辺集合EをそれぞれV (T ); E(T )で表し,木そのものを (V;E)で表す. また, v 2 V (T )を
単に v 2 T と表す. jV (T )jをT の大きさ (size)といい, jT jで表す. 簡単のため, v 2 V を単
に v 2 T で表し, 空の木を ;で表す. 木 T1; T2に対して, (u; v) 2 E(T1), (id(u); id(v)) 2
E(T2)となる全単射 id : V (T1)! V (T2)が存在するとき, T1と T2は同型であるという.
T = (V;E)を木とする. u; v 2 V に対して, V 0 = fv1; : : : ; vng  V , E 0 = f(vi; vi+1) j
1  i  n   1g  E, v1 = u; vn = v を満たす木 (V 0; E 0)を uから vへのパス (path)とい
い, [u; v]で表す. また, [u; v] n fu; vgを [[u; v]]で表す.
T = (V;E)を木, を有限集合 (アルファベット)とする. T の各ノードに の文字が
割り当てられているとき, その T をラベル付き木 (labeled tree)といい, 割り当てられた文
字をラベルという. ラベルの割り当ては, 写像 l : V ! に対応する. ノード vのラベル
を l(v)で表し, 場合により, vと l(v)を同一視する. また, " 62 を空文字 (blank)といい,
" =  [ f"g とする.
木 T のうち, 根 (root)ノード r 2 T を 1つ選んだものを根付き木 (rooted tree), そう
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でないものを根無し木 (unrooted tree)という. 根付き木 T の根を r(T )と表し, 根ノード
r 2 T を根として選んだ根付き木を T rで表す. 2つの根付き木 T1, T2に対して, 木同型写
像 id : V (T1)! V (T2)が存在し, id(r(T1)) = r(T2)が成り立つとき, T1と T2は (根付き木)
同型であるといい, T1  T2で表す. 本論文では特に断りのない限り, 簡単のために根付き
ラベル付き木を単に木と表現することとする.
T を rを根とする根付き木とする. ノードu 2 T に対して, [r; u]に含まれるu以外のノー
ドを, uの先祖 (ancestor)といい, uの先祖が vであることを u < vで表す. また, u < vま
たは u = vであることを u  vで表す. 特に, 任意の v 2 T rに対して, v  rである. さら
に, u  vでも v  uでもないことを u # vで表す. ノード vに対して, 先祖の数を vの深
さ (depth)といい, depth(v)で表す. すなわち, depth(v) = jfu 2 T j v < ugjである. ノー
ド u; v 2 T に対して, u < vであるとき, uを vの子孫 (descendant)という. (u; v) 2 E(T )
を満たす vの先祖 uを vの親 (parent)ノードといい, par(v)で表す. また, vを親に持つ
ノードを vの子 (child)ノードといい, vの子ノードの集合を ch(v)で表す. さらに, 同じ親
ノードを持つノードを兄弟 (sibling)ノードという. ノード vに対して, 子ノードの数を v
の次数 (degree)といい, d(v)で表す. また, maxfd(v) j v 2 Tgを T の次数といい, d(T )で
表す. さらに, 子ノードを持たないノードを葉 (leaf )ノードといい, T の葉の集合を lv(T )
で表す.
木 T = (V;E)に対して, V 0  V , E 0  E, T 0 = (V 0; E 0)とする. すべての u; v 2 V 0
に対して uから vへのパスが T 0内に存在するとき, T 0を T の部分木 (subtree)という. ま
た, ノード v 2 T に対して, vと vの子孫からなる部分木を, T の vを根とする部分木とい
う. さらに, vと vの子孫すべてを含む部分木を, T の vを根とする完全部分木 (complete
subtree)といい, T [v]で表す. ノード u; v 2 T に対して, uと vの共通する先祖のうち, 最
も u; vに近いノードを u; vの最近共通先祖 (least common ancestor) といい, ut vで表す.
根付き木 T に対するノードの走査を考える. あるノードを走査するときに, そのノード
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自身を走査してから子ノードの走査に移るような走査を先行走査 (pre-order traversal)と
いう. 逆に, 子ノードの走査を終えてからそのノード自身の走査を行うような走査を後行
走査 (post-order traversal)という. 木 T に先行走査を行うとき, ノード v 2 T より前に走
査されたノードの数を preT (v)で表す. 同様に, 木 T に後行走査を行うとき, ノード v 2 T
より前に走査されたノードの数を postT (v)で表す.
すべてのノード v 2 T に対して, 子ノード集合 ch(v)上の全順序関係vが与えられたと
き, その根付き木 T を順序木 (ordered tree)といい, そうでないときを無順序木 (unordered
tree)という. このvを vの子ノードの兄弟関係という. v1; v2 2 ch(v)に対して, v1 v v2
かつ v2 6v v1を v1 v v2で表す. 順序木 T の根でないノード u; vに対して, u  u0, v  v0
を満たす u0; v0 2 ch(u t v)が存在する. このとき, u0 utv v0であることを u  vで表し,
u0 utv v0であることを u  vで表す. また, この関係を, T のvから得られるノード
間左右関係という.
2つの順序木 T1, T2に対して, 根付き木同型写像 id : V (T1) ! V (T2)が存在し, 任意の
u; v 2 T1に対して, u  v =) id(u)  id(v)が成り立つとき, T1と T2は (順序木)同型で
あるといい, T1 o T2で表す. また, 特に無順序木として同型であることを強調したい場
合には, T1  T2を T1 u T2と表す.
要素数 nの集合 f1; : : : ; ngからその集合自身への全単射を n置換 (n-permutation), ある
いは単に置換 (permutation)という. n置換 を ((1); : : : ; (n))で表す. また, n置換すべ
てからなる集合を nで表す. さらに, (i) = i(1  i  n)となる n置換 を恒等 n置換
(identity n-permutation)といい, Inで表す.
定義 2.1 (巡回的順序木). 1  p  nに対して, n置換 n; p;n;  1p;nを次のように定める.
n(i) = n  i+ 1;
p;n(i) = ((i+ p  1) mod n) + 1;
 1p;n(i) = ((n  i  p+ 1) mod n) + 1:
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すなわち,
n = (n; n  1; : : : ; 1);
p;n = (p+ 1; p+ 2; : : : ; n; 1; 2; : : : ; p);
 1p;n = (n  p+ 1; n  p; : : : ; 2; 1; n; n  1; : : : ; n  p):
このとき, 明らかに n;n = Inである.
すべての葉でないノード v 2 T n lv(T )に対して, v  d(v)が与えられているとき, T

















fp;d(v);  1p;d(v) j 1  p  ngであるとき, T を巡回両順序木 (cyclic-biordered
tree)という.
特に, 両順序木, 巡回的順序木, 巡回両順序木を合わせて巡回的順序木 (cyclically ordered
tree)という. また, T =
O
v2T





順列木 T の各ノード v に対して, v の子ノードの兄弟関係 v が与えられているとす
る. (すなわち, T は順序木でもある.) また,  2 v とする. さらに, v の子ノード
v1; : : : ; vd(v) 2 ch(v)を, v1 v v2 v    v vd(v)を満たすようにとる. このとき, の逆写
像  1を用いて v 1(1) 0v v 1(2) 0v    0v v 1(d(v))となるような0vを定めることによ
り得られる全順序関係0vを, vを で並べ替えた (vの子ノードの)兄弟関係という.
T をノード数 nの順列木とし, すべての vi 2 T の子ノードに対して, 兄弟関係viが与
えられているとする. また,  = (1; : : : ; n) 2 T (ただし i 2 vi)とする. このとき,
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vi を iで並び替えた兄弟関係 0vi を与えることにより得られる順序木を (T )で表し,
f(T ) j  2 Tgを(T )で表す.
根付き木同型写像 id : V (T1)! V (T2)が存在する2つの順列木T1, T2を考える. T 01 o T 02
を満たす順序木 T 01 2 (T1); T 02 2 (T2)が存在するとき, T1と T2を順列木として同型とい
う. 特に, T1, T2が両順序木 (巡回順序木, 巡回両順序木)の場合, 順列木同型な T1と T2を
両順序木同型 (巡回順序木同型, 巡回両順序木同型)といい T1 b T2 ( T1 c T2, T1 cb T2
) と表す.
木の集まり [T1; :::; Tn]を森 (forest)という. 特に断りのない限り, 順序木の森は順序木
の列, 無順序木の森は無順序木の集合を指すものとする. 森 F の各木の根ノードを, 新た
なノード vと接続することで得られる (vを根とする)木を v(F )で表す. 木 T とそのノー
ド v 2 T に対して, T [v]から vを取り除くことで得られる森を T (v)で表す. 特に, 順序木
の森 F の左側に順序木 T を並べたものを T  F で表す. また, ノード v 2 T の子ノードを
左から順に v1; : : : ; vd(v)としたとき, T (v)の左から数えて, i本目から j本目の木を集めた
森 [T [vi]; : : : ; T [vj]]を F (vi; vj)で表す.
2.2 木編集距離とTaiマッピング
本節では, 編集距離と, それに密接に関係するTaiマッピングの導入を行う. まず, 編集
距離を導入するために, 木の編集操作を定義する.
定義 2.2 (編集操作). 木 T の編集操作 (edit operation)は以下のように定義される (図 2.1
参照):
1. 置換 (substitution): ノード v 2 T のラベルを変更する.
2. 削除 (deletion): v0を親に持つノード v 2 T を削除し, vの子を v0の子にする. T が
順序木の場合は, vがあった位置に部分列として vの子を挿入し, 無順序木の場合は,
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v0の子と vの子の和集合を取り新たに v0の子とする.
3. 挿入 (insertion): 削除の逆操作. ノード vを v0 2 T の子として挿入し, v0の子の一部
を vの子にする. T が順序木の場合は, v0の子の部分列を左右の順序を変えないよう



























ここで, ラベルの組 (l1; l2) 2 ("  " n f("; ")g) に対して, 編集操作を (l1 7! l2)と書き,
l1 6= "かつ l2 6= "のときに置換を, l2 = "のときに削除を, l1 = "のときに挿入をそれぞれ
表す. ノード u; vに対して, (l(u) 7! l(v))を単に (u 7! v)と表す. さらに, ラベルの組に,
コスト関数 (cost function): ("  " n f("; ")g) ! R+ を定義する. 特に断らない限り,
コスト関数には l1 = l2のとき (l1; l2) = 0, l1 6= l2のとき (l1; l2) = 1となる単一コスト
関数 (unit cost function)を用いる. 関数 f : A A! R+が, 任意の a; b; c 2 Aに対して,
(1) f(a; b) = 0 , a = b (2) f(a; b) = f(b; a) (3) f(a; c)  f(a; b) + f(b; c) を満たすとき,
f はメトリック (metric)であるという. 単一コストはメトリックである.
定義 2.3 (編集距離). をコスト関数とする. 編集操作 e = (l1 7! l2)に対して, (e) =
(l1; l2)で与えられる値を, 編集操作 eのコストという. また, 編集操作列 E = e1; : : : ; ek
に対して, (E) =
Pk
i=i (ei)で与えられる値を, 編集操作列 Eのコストという. そして,
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木 T1と T2に対して, 以下のように定義される Tai(T1; T2)を, T1と T2間の編集距離 (edit
distance)という.
Tai(T1; T2) = min f(E) j Eは T1から T2を得るための編集操作列 g :




)))時間で計算可能である [8]. 一方, 無順序木間の編
集距離の計算問題はMAX SNP困難である [61]. これは, 木の次数が 2の場合でも成り立
ち [18], 木の高さが 2の場合でも成り立つ [2].
次に, 木編集距離の宣言的意味となるTaiマッピングを導入する.
定義 2.5 (Taiマッピング [45]). T1と T2を木とし, M  V (T1) V (T2)とする. このとき,
任意の (u1; v1); (u2; v2) 2M が
1. u1 = u2 , v1 = v2 (一対一対応),
2. u1  u2 , v1  v2 (先祖関係保存),
3. u1  u2 , v1  v2 (兄弟関係保存)
を満たすとき, 3つ組 (M;T1; T2)を順序Taiマッピング (ordered Tai mapping)という. また,
一対一対応と先祖子孫関係を満たす 3つ組 (M;T1; T2)を無順序Taiマッピング (unordered
Tai mapping)という. 誤解のない限り, (M;T1; T2)を単にM と書く. また, 順序Taiマッ
ピングや無順序Taiマッピングを単にマッピングといい, M 2MTai(T1; T2)と書く.
特に, 任意の u 2 T1に対して, (u; v) 2 M となる v 2 T2が存在するようなM を, T1か
ら T2への包含マッピング (inclusion mapping)という. このとき, vをM(u)で表す. また,
マッピングMに対して, fu j (u; v) 2MgをM j1, fv j (u; v) 2MgをM j2でそれぞれ表す.
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M を T1 から T2 へのマッピングとし,  をコスト関数とする. IM と JM をそれぞれ
T1 と T2 のノードのうち, M に含まれないノードの集合, すなわち IM = V (T1) n M j1,












定理 2.6 (Taiマッピングと編集距離の関係 [45]). 以下が成り立つ.
Tai(T1; T2) = minf(M) jM 2MTai(T1; T2)g:
次に, Taiマッピングに制限を加えることでマッピングの変種を以下のように導入する.
定義 2.7 (マッピングの変種). T1と T2を木とし, M 2 MTai(T1; T2)とする. また, M n
f(r(T1); r(T2))gをM で表す.
1. Mが以下の条件を満たすとき,Mを劣制限マッピング (less-constrained mapping) [32]
といい, M 2MLess(T1; T2)で表す.
8(u1; v1); (u2; v2); (u3; v3) 2M

u1 t u2 < u1 t u3 =) v2 t v3 = v1 t v3

:
2. M が以下の条件を満たすとき, M を孤立部分木マッピング (isolated-subtree map-
ping) [49] または制限マッピング (constrained mapping) [59, 60]といい,
M 2MIlst(T1; T2)で表す.
8(u1; v1); (u2; v2); (u3; v3) 2M

u3 < u1 t u2 () v3 < v1 t v2

:
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3. M が以下の条件を満たすとき, M を調和的マッピング (accordant mapping) [29] ま
たはLuマッピング (Lu's mapping) [33] 1 といい, M 2MAcc(T1; T2)で表す.
8(u1; v1); (u2; v2); (u3; v3) 2M

u1 t u2 = u1 t u3 () v1 t v2 = v1 t v3

:
4. Mが以下の条件を満たすとき,MをLCA保存マッピング (LCA-preserving mapping)
または次数 2マッピング (degree-2 mapping) [64]といい, M 2MLca(T1; T2)で表す.
8(u1; v1); (u2; v2) 2M

(u1 t u2; v1 t v2) 2M

:
5. Mが以下の条件を満たすとき,Mをトップダウンマッピング (top-down mapping) [7,







6. Mが以下の条件を満たすとき,Mをボトムアップマッピング (bottom-up mapping) [29,
47, 51] 2といい, M 2MBot(T1; T2)で表す.
8(u; v) 2M









7. M が以下の条件を満たすとき, M を断片マッピング (segmental mapping) [22]とい
1Luは [33]にて, 編集距離を求めるアルゴリズムを設計していたが, 実際にはより制約の強い距離を求め
るアルゴリズムとなっていた. また, Luはマッピングに相当するものを提示していない. [33]のアルゴリズ
ムが求める距離に対応するマッピングとして, Kuboyama [29]が導入したマッピングが調和的マッピングで




木マッピングではなく, Taiマッピングにおける定義を採用する. 詳しくは [29, 51]を参照のこと.
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い, M 2MSg(T1; T2)で表す.
8(u; v) 2M 













8. Mが (r(T1); r(T2)) 2Mを満たす断片マッピングであるとき,Mをトップダウン断片
マッピング (top-down segmental mapping) [22]といい, M 2MTopsg(T1; T2)で表す.
例 2.8. 図 2.2にマッピングの例Mi (1  i  8) [22, 29]を示す. ここで, 各マッピ
ングはM1 2 MTop(T1; T2)だがM1 62 MBot(T1; T2); M2 2 MLca(T1; T2)だがM2 62
MTop(T1; T2); M3 2 MAcc(T1; T2) だがM3 62 MLca(T1; T2); M4 2 MIlst(T1; T2)だが
M4 62 MAcc(T1; T2); M5 2 MAln(T1; T2) だがM5 62 MIlst(T1; T2); M6 2 MTai(T1; T2)だ
がM6 62 MAln(T1; T2);M7 2MSg(T1; T2)だがM7 62 MTop(T1; T2)かつM7 62 MBot(T1; T2);
M8 2MBot(T1; T2)だがM8 62 MAln(T1; T2)である.
特に, 断片マッピングM 2 MSg(T1; T2)について, 定義 2.7.8の式は u0 2 anc(u), v0 2
anc(v)となる (u; v); (u0; v0) 2 M に対して, u1 = u, uk = u0, v1 = v, vk = v0, ui+1 =
par(ui), vi+1 = par(vi) (1  i  k   1), (ui; vi) 2 M (1  i  k)が成り立つような
u1; : : : ; uk 2 T1, v1; : : : ; vk 2 T2が存在することを示している.
定義 2.7のマッピングは,図 2.3のTaiマッピング階層 (Tai mapping hierarchy)を与える.
図 2.3の階層は, これまでに新たなマッピングを追加することによって, 図の左から右へ
と拡張されてきている. ここで, Isoは同型写像を表す.
また, マッピングの変種に対して, 以下のように編集距離の変種を定義する.
定義 2.9. すべてのTaiマッピング階層中のMA(T1; T2) (A 2 fLess; Ilst;Acc;Lca;Top;
TopSg;Sg;Botg)に対して, 木 T1, T2間の距離 A(T1; T2)を以下のように定義する.
A(T1; T2) = minf(M) jM 2MA(T1; T2)g:
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M7 M8
図 2.2: 例 2.8のマッピングMi (1  i  8).
さらに,木T1, T2とコスト関数に対して,最適なマッピングの集合 fM 2MA j (M) =
A(T1; T2)gをMA(T1; T2; )で表す.
木 T1, T2に対して, T1, T2と両順序 (巡回順序, 巡回両順序)木として同型な木 T 01, T
0
2を
考える. また, 同型写像を idi : V (Ti)! V (T 0i )(i = 1; 2)とする. このとき T 01, T 02間の順序
木マッピングM 0に対して, M = f(u; v) 2 V (T1) V (T2) j (id1(u); id2(v)) 2 M 0g となる
ようなマッピングM を, T1, T2間の両順序マッピング (biordered mapping) (巡回順序マッ
ピング (cyclic-ordered mapping), 巡回両順序マッピング (cyclic-biordered mapping))とい
う. また, M 0 2 MA(T1; T2)のとき, M が順序木マッピング, 両順序木マッピング, 巡回
順序木マッピング, 巡回両順序木マッピング, 無順序木マッピングであることをそれぞれ,
M 2 MoA(T1; T2), M 2 MbA(T1; T2), M 2 McA(T1; T2), M 2 McbA (T1; T2), M 2 MuA(T1; T2)
で表す.

























定義 2.10 (アライメント木). T1, T2, T を木とし, Ii(i = 1; 2)を Tiから T への包含マッ
ピングとする. さらに, li : T ! "を, Ii(v) = u 2 T なる v 2 V (Ti)が存在するとき
li(u) = l(v), そのような vが存在しないとき li = "とする. このとき, T のすべてのノー
ド uを (l1(u); l2(u))でラベル付けした木を T1, T2間のアライメント木 (alignment tree)と
いう.
定義 2.11 (アライメント距離). T を T1, T2間のアライメント木とし, をコスト関数と





コストが最小となる T1, T2間のアライメント木を T1, T2間の最適アライメント (optimal
alignment)といい, 最適アライメント T のコスト (T )を T1, T2間のアライメント距離
(alignment distance)といい, (T1; T2)と表す.
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図 2.4: 例 2.12の順序木 T1, T2 (左) とその最適アライメント T (右).
アライメントをマッピングで特徴づけるために, Kuboyama [29]は以下のようなアライ
メント可能マッピングを導入した.
定義 2.13 (Kuboyama [29]). 木 T に対し, T1から T への包含マッピング I1と T2から T
への包含マッピング I2が存在して, 任意の (u; v) 2M に対し, I1(u) = I2(v)が成り立つと
き, M をアライメント可能マッピング (alignable mapping)といい, M 2 MAln(T1; T2)で
表す.
そしてKuboyama [29]は, アライメント可能マッピングについて, 以下の定理を示した.
定理 2.14 (Kuboyama [29]). 木 T1と T2に対して以下が成り立つ.
1. (T1; T2) = minf(M) jM 2MAln(T1; T2)g.
2. MAln(T1; T2) =MLess(T1; T2).
定理 2.14.1より, 以後, (T1; T2)を Aln(T1; T2)と表す. また, 定理 2.14.2は, 4章のアン
カーアライメント問題において別証明を与える形で触れる.
定理 2.15 (木アライメント距離の計算時間 [21]). 木 T1; T2に対して, n = maxfjT1j; jT2jg,
D = maxfd(T1); d(T2)gとする. このとき, 順序木間のアライメント距離は, O(n2D2)時間








の場合での計算時間を解析する. なお, 本章の内容は論文 [57]に基づいている.
3.1 Taiマッピング階層
2.2章の定義 2.5によって導入したTaiマッピングの変種を, 以下のように 2つのマッピ
ングの共通部分を取ることで拡張する.
定義 3.1 (マッピングの変種). T1と T2を木とし, M 2 MTai(T1; T2)とする. また, M n
f(r(T1); r(T2))gをM  で表す. マッピング A, Bに対して, MA(T1; T2) \ MB(T1; T2)を
MAB(T1; T2)と表す. 本稿では以下の組み合わせを扱う.
MIlstSg(T1; T2),MAccSg(T1; T2),MLcaSg(T1; T2),MSgAln(T1; T2),MBotAln(T1; T2),
MIlstBot(T1; T2), MAccBot(T1; T2), MLcaBot(T1; T2).
また, LCA保存マッピングに制限を加えた LCA保存根保存マッピングを以下の通りに
定義する.
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定義 3.2. T1と T2を木とし, M 2 MLca(T1; T2)とする. このとき, (r(T1); r(T2)) 2 M を
満たすMをLCA保存根保存マッピング (LCA- and root-preserving mapping)といい, M
が LCA保存根保存マッピングであることをM 2MLcaRt(T1; T2)で表す.
定義 2.7と, [22, 29, 49]の結果より, 以下の補題が成り立つ.
補題 3.3. T1; T2を木とする. このとき, 以下の関係が成り立つ.
1. MIso(T1; T2) MTop(T1; T2) MLca(T1; T2) MAcc(T1; T2) 
MIlst(T1; T2) MAln(T1; T2) MTai(T1; T2) [29, 49].
2. MIso(T1; T2) MBot(T1; T2) MSg(T1; T2) MTai(T1; T2) [22].
3. マッピング A, Bに対して, MAB(T1; T2) MA(T1; T2)となる.
4. マッピング A, B, Cに対して, もしMB(T1; T2)  MC(T1; T2)ならば, MAB(T1; T2) 
MAC(T1; T2)となる.
定理 3.4. Taiマッピングとその変種は図 3.1に示す階層を与える. ここで, マッピング
MA(T1; T2)をその添え字 Aで表している. 特に, 以下の関係式が成り立つ. ただし, S # S 0
は, 2つの集合 S, S 0に対して, S  S 0でも S 0  Sでもないことを表す.
1. MAccSg(T1; T2) =MIlstSg(T1; T2)かつMAccBot(T1; T2) =MIlstBot(T1; T2).
2. MLcaSg(T1; T2) # MLcaRt(T1; T2), MTop(T1; T2) MLcaSg(T1; T2) MLca(T1; T2)
かつMTop(T1; T2) MLcaRt(T1; T2) MLca(T1; T2).
3. MLcaSg(T1; T2) MAccSg(T1; T2), MAccSg(T1; T2) MAcc(T1; T2)かつ
MAccSg(T1; T2) MSgAln(T1; T2).
4. MLca(T1; T2) # MAccSg(T1; T2).
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5. MSgAln(T1; T2) MSg(T1; T2) かつMBotAln(T1; T2) MBot(T1; T2).
6. MBotAln(T1; T2) MSgAln(T1; T2).










[証明]. 1. MAccSg(T1; T2) =MIlstSg(T1; T2)のみを示すが,MAccBot(T1; T2) =MIlstBot(T1; T2)
についても同様の手法で示すことができる. 補題 3.3より,MAccSg(T1; T2) MIlstSg(T1; T2)
が成り立つので, 逆方向であるMIlstSg(T1; T2) MAccSg(T1; T2)を示せばよい.
M 2 MIlstSg(T1; T2)を仮定し, (u1; v1); (u2; v2); (u3; v3) 2 M とする. このとき, u3 <
u1 t u2 () v3 < v1 t v2が成り立つ. また, M 62 MAccSg(T1; T2)と仮定する. ここで,
u1 t u2 = u1 t u3であるが v1 t v2 6= v1 t v3となる (u1; v1); (u2; v2); (u3; v3) 2M が存在す
る場合を考える.
u1 # u2, u2 # u3, u3 # u1と仮定する. M はマッピングであるため, v1 # v2, v2 # v3,
v3 # v1が成り立つ. v1 t v2 6= v1 t v3と T2が木であることから, T2上の関係として (1)
v1 t v2 < v1 t v3 (2) v1 t v3 < v1 t v2 のどちらか一方が成り立つ (図 3.2).
(1)の場合, v3 6< v1 t v2が成り立つため, u3 < u1 t u2 () v3 < v1 t v2と矛盾する. (2)
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図 3.2: 定理 3.4の証明に用いる木の模式図 (1), (2), (3).
の場合, v2 6< v1 t v3が成り立つため, u2 < u1 t u3 () v2 < v1 t v3と矛盾する. (この議
論は断片マッピング以外でも成立する.)
u1 # u2, u1 < u3, u2 < u3と仮定する. u1 t u2 = u1 t u3より, T1上で u1 t u2 = u3が
成り立つ. 一方, v1 t v2 6= v1 t v3より, T2上で v1 t v2 < v1 t v3 = v3が成り立つ (図 3.2
の (3)).
M は断片マッピングなので, (u0; v1 t v2) 2 M を満たすノード u0 2 T1 が存在する.
v1 t v2 < v3より, u0 < u3 = u1 t u2が成り立つ. 一方, v1 < v1 t v2, v2 < v1 t v2より,
u1 < u
0, u2 < u0が成り立つが, これはすなわち, u3 = u1 t u2  u0ということであり, 矛
盾する. 上記の議論もまた, v1 t v2 = v1 t v3であるが u1 t u2 6= u1 t u3となるような
(u1; v1); (u2; v2); (u3; v3) 2M が存在する場合にも成り立つ.
ゆえに, 任意の (u1; v1); (u2; v2); (u3; v3) 2Mに対して, u1tu2 = u1tu3 () v1t v2 =
v1 t v3を満たし, M 2MAccSg(T1; T2)が成り立つ.
他の関係式を示すためには, 真の包含関係を示す必要がある.
包含関係については, 補題 3.3より, MTop(T1; T2) MLcaRt(T1; T2)とMTop(T1; T2) 
MLcaSg(T1; T2)を示せば充分である. 任意のM 2MTop(T1; T2)に対して, (r(T1); r(T2)) 2
Mであること,およびMTop(T1; T2) MLca(T1; T2)であることから,M 2MLcaRt(T1; T2)
が成り立つ. MTop(T1; T2) =MTopSg(T1; T2) [22]と, MTop(T1; T2)  MLca(T1; T2)から,
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補題 3.3.4より, MTop(T1; T2) MLcaSg(T1; T2)が成り立つ.
一方, 真の包含関係については, 図 3.3のマッピングMi (1  i  9)を用いて示すこと
ができる.
2. M1 2 MLcaSg(T1; T2)だが, M1 62 MTop(T1; T2)かつM1 62 MLcaRt(T1; T2); M2 2
MLcaRt(T1; T2)だが, M2 62 MTop(T1; T2)かつM2 62 MLcaSg(T1; T2); M3 2 MLca(T1; T2)
だが, M3 62 MLcaSg(T1; T2)かつM3 62 MLcaRt(T1; T2)である.
3. M4 2 MAccSg(T1; T2)だがM4 62 MLcaSg(T1; T2); M5 2 MAcc(T1; T2)だがM5 62
MAccSg(T1; T2); M6 2MSgAln(T1; T2)だがM6 62 MAccSg(T1; T2)である.
4. M3 2 MLca(T1; T2)だがM3 62 MAccSg(T1; T2); M4 2 MAccSg(T1; T2)だがM4 62
MLca(T1; T2)である.
5. M7 2MSg(T1; T2)だがM7 62 MSgAln(T1; T2)である. また, M7 2MBot(T1; T2)だが
M7 62 MBotAln(T1; T2)である.
6. M8 2MSgAln(T1; T2)だがM8 62 MBotAln(T1; T2).
7. M9 2 MAccBot(T1; T2)だがM9 62 MLcaBot(T1; T2); M6 2 MBotAln(T1; T2)だが
M6 62 MAccBot(T1; T2); M7 2MBot(T1; T2)だがM7 62 MBotAln(T1; T2)である.
次に, 図 3.1の Taiマッピング階層を特徴づけるために, 2つの木の共通部分森を導入
する.
定義 3.5 (部分森, 共通部分森). T = (V;E)を木とする. また, I : V 0 ! V とする.
1. 任意の u; v 2 V 0に対して, I(u) < I(v)であって, I(u) < I(w)かつ I(w) < I(v)と
なるw 2 V 0が存在しないときに (u; v) 2 E 0となるような F = (V 0; E 0)を, T の埋
め込み部分森 (embedded subforest)という.
2. T の埋め込み部分森F = (V 0; E 0)に対して, (I(u); I(v)) 2 Eとなる任意のF のノー
ド u; v 2 V 0について (u; v) 2 E 0が成り立つとき, F を T の誘導部分森 (induced
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図 3.3: 定理 3.4の証明に用いるマッピングMi (1  i  9).
subforest)という.
3. T の誘導部分森 F = (V 0; E 0)が, 任意の F のノード v 2 V 0について, その子孫がす
べて V 0の要素になっているとき, F を T の完全部分森 (complete subforest)という.
さらに, F が木 T1と T2の埋め込み (誘導, 完全)部分森であるとき, F を T1と T2の共通埋
め込み (誘導, 完全)部分森であるという. これら 3つの区別が必要ないとき, これらを共
通部分森 (common subforest)という.
定義 3.6 (共通部分森中の部分木の並び). F を T1と T2の共通部分森とする. v 2 F に対
して, v 2 (T1 \ F )と v 2 (T1 \ F )を, それぞれ v1; v2と表記する.
1. T1でu1tv1 < v1tw1となり,かつ, T2で v2tw2 < u2tv2となるノードu; v; w 2 F
が存在するとき, F をねじれている (twisting)といい, そうでないときねじれていな
い (non-twisting)という.
2. 任意のノード u; v; w 2 F について, T1で u1 t v1 = u1 t w1となり, かつ, その場合
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に限り, T2で u2 t v2 = u2 t w2となるとき, F を並列である (prallel)という.
3. F が木であるとき, F を部分木 (subtree)という.
4. F が木であり, r(F ) = r(T1) = r(T2)であるとき, F を根保存部分木 (root-preserving
subtree)という.
注意 3.7. T1と T2の共通部分森をマッピングMによって特徴づけることができる. IM と
JM は, それぞれ T1と T2のノードのうち, マッピングM に含まれないノードの集合であ
る. このとき, T1 = (V1; E1)と T2 = (V2; E2)に対して, M から, F 0 = V1 n IM = V2 n JM と
なるような共通部分森 F 0 = (V 0; E 0)が得られる. このような共通部分森をM による共通
部分森 (common subforest through M)という.
断片マッピングは親子関係を保存する必要があるため, 断片マッピングおよびその部分




ングおよびその部分マッピング (Bot, BotAln, AccBot, LcaBot, Iso)による共通
部分森は完全部分森となる. 操作的には, 削除と挿入を根のみに適用することに対応する.
注意 3.8. LCA保存マッピングは含まれるノードすべてに対してその最近共通先祖がマッ
ピングに含まれるため, LCA保存マッピングおよびその部分マッピング (Lca, LcaSg,
LcaBot, LcaRt, Top, Iso)による共通部分森は部分木となる. 特に, LCA保存根保存
マッピングは与えられた木の根の組を含むため, LCA保存根保存マッピングおよびその部
分マッピング (LcaRt, Top, Iso)による共通部分森は根保存部分木になる.
孤立部分木マッピングの定義は共通部分森が並列である条件と同じであるため, 孤立部
分木マッピングおよびその部分マッピング (Acc, AccSg, AccBot)による共通部分森
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は並列になる.
ねじれている共通部分森と同様に,木T1; T2間のマッピングに関しても,ねじれを定義する
ことができる. (u1tu2 < u2tu3)^(v2tv3 < v1tv2)を満たす組 (u1; v1); (u2; v2); (u3; v3) 2
M が存在するとき, M はねじれているといい, 組 (u1; v1); (u2; v2); (u3; v3)を, M のねじれ
(twist)という.
ノード v1; v2; v3 2 T に対して, :(v2 t v3 < v1 t v2)  (v1 t v2  v2 t v3)と (v1 t v2 
v2 t v3)  (v1 t v3 = v2 t v3)が常に成り立つので, 図 3.4の通りにねじれの非存在の式を
変形することができる. よって, マッピングM が劣制限マッピングである場合に限りM
はねじれを持たないことを論理式の変形によって示すことができる. したがって, アライ
メント可能マッピングおよびその部分マッピング (Aln, SgAln, BotAln)による共通部
分森はねじれを持たない.
:9(u1; v1)(u2; v2)(u3; v3) 2M
 
(u1 t u2 < u2 t u3) ^ (v2 t v3 < v1 t v2)

8(u1; v1)(u2; v2)(u3; v3) 2M:
 
(u1 t u2 < u2 t u3) ^ (v2 t v3 < v1 t v2)

8(u1; v1)(u2; v2)(u3; v3) 2M
 :(u1 t u2 < u2 t u3) _ :(v2 t v3 < v1 t v2)
8(u1; v1)(u2; v2)(u3; v3) 2M
 
(u1 t u2 < u2 t u3)) :(v2 t v3 < v1 t v2)

8(u1; v1)(u2; v2)(u3; v3) 2M
 
(u1 t u2 < u2 t u3)) (v1 t v2  v2 t v3)

8(u1; v1)(u2; v2)(u3; v3) 2M
 






定義 3.9 (編集距離の変種). 図3.5で示した階層の各マッピングMA(T1; T2)( A 2 fIlstSg;
AccSg;LcaSg;SgAln;BotAln; IlstBot;AccBot;LcaBot;LcaRtg)に対し, 編集
距離 Taiの変種 A(T1; T2)を, MA(T1; T2)に含まれるマッピングの最小コストとして定義
する:
A(T1; T2) = minf(M) jM 2MA(T1; T2)g:











特に, 順序木, 無順序木を区別する場合は, 順序木間の A(T1; T2)を  oA (T1; T2), 無順序木間
の A(T1; T2)を uA (T1; T2)と表す.
注意 3.10. コスト関数がメトリックである場合, LcaRt(T1; T2) = Lca(T1; T2) = Acc(T1; T2)
が成り立つ ([29]参照). 一方, 図 3.6の木 T1, T2を考える. このとき, 単一コスト関数 の
下で, 図 3.6に示す最小コストマッピングM1 2 MAccSg(T1; T2)と最小コストマッピング








































図 3.6: 例 3.10の木 T1, T2とマッピングM1, M2.
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Tai, Ilst, Lca(= Acc), Top, Sg, Bot はメトリックであるが, Aln はメトリックで
はないことが知られている [22, 29]. 本節の残りでは, 新たに導入したマッピング A 2
fSgAln;AccSg;LcaSg;BotAln;AccBot;LcaBot;LcaRtgに対応する距離 Aがメ
トリックであるか否かを確認する.





2 V (T1) V (T3)

9v 2 V (T2)
s.t. (u; v) 2M1かつ (v; w) 2M2
9>=>; :
補題 3.11 ([22, 29]). A 2 fTai; Ilst;Acc;Lca;Top;Sg;Botg とし, Mi 2MA(Ti; Ti+1)
(i = 1; 2)とする. このとき, 以下が成り立つ.
1. M1 M2 2MA(T1; T3).
2. メトリックなコスト関数 に対して, (M1 M2)  (M1) + (M2).
補題 3.12. MAとMBが補題 3.11の関係式を満たすとき, MABも同様に関係式を満たす.
[証明]. Mi 2 MAB(Ti; Ti+1)(i = 1; 2)とする. 定義よりMAB(Ti; Ti+1) = MA(Ti; Ti+1) \
MB(Ti; Ti+1)であるため, Mi 2 MA(Ti; Ti+1)かつMi 2 MB(Ti; Ti+1)が成り立つ. 補
題 3.11.1より,MA,MBに対して, M1 M2 2MA(T1; T3)とM1 M2 2MB(T1; T3)が成り
立つ. ゆえに, M1 M2 2MAB(T1; T3)が成り立ち,MAは補題 3.11.1を満たす. 補題 3.11.2
の証明は補題 3.11.1にだけ依存するので, MABに対しても補題 3.11.2を満たす.
定理 3.13 (メトリック性). コスト関数がメトリックならば, AccSg, LcaSg, AccBot, LcaBot
LcaRtはメトリックである. 一方, コスト関数がメトリックであっても, SgAlnと BotAln
はメトリックにならない.
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[証明]. まず, AccSgがメトリックであることを示す. これを示すには, AccSg(T1; T2) 
0, AccSg(T1; T2) = 0 , T1  T2, AccSg(T1; T2) = AccSg(T2; T1), AccSg(T1; T3) 
AccSg(T1; T2) + AccSg(T2; T3) を示せばよい. 最初の 3つの関係式はMAccSg(T1; T2)の
定義より明らかである. Miを Ti, Ti+1間の最小コスト調和的断片マッピングとする (i =
1; 2). 補題 3.11および 3.12により, AccSg(T1; T3)  (M1  M2)  (M1) + (M2) =
AccSg(T1; T2) + AccSg(T2; T3)が成り立つ. 同様の手法で, LcaSg, AccBot, LcaBotがメト
リックであることも示すことができる. Lcaがメトリックであるので, LcaRtも明らかに
メトリックとなる.
次に, SgAlnと BotAlnがメトリックでないことを示す. 図 3.7に示す木 T1, T2, T3を
考える. また,  を単一コスト関数とする. このとき,  下での最小コストマッピング
M12 2 MBotAln(T1; T2), M13 2 MBotAln(T1; T3), M23 2 MBotAln(T2; T3)を図 3.7のよう
に得る.
ゆえに, 8 = (M12) = BotAln(T1; T2) > BotAln(T1; T3) + BotAln(T2; T3) = (M13) +









































































図 3.7: 定理 3.13の証明に用いる木 T1, T2, T3とマッピングM12, M13, M23.
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3.2 多項式時間計算可能な木編集距離の変種
本節および次節では, 順序木, 無順序木それぞれに対して, 編集距離の変種の計算の時間
計算量について議論する. 以降, ノードを先行走査順の数字で表す. 本節および次節では
n = jT1j, m = jT2j, D = maxfd(T1); d(T2)g, d = minfd(T1); d(T2)gとする. また, マッピ
ング Aに対する順序木間の距離を  oA で表し, 順序森間の距離を 
o
Aで表す. 同様に, マッピ




注意 3.14. 任意の組 (i; j) 2 T1 T2(1  i  n; 1  j  m)に対して, T1[i], T2[j]間のトッ
プダウン距離  oTop(T1[i]; T2[j])はO(nm)時間で計算が可能である [22].
一方, uTop(T1[i]; T2[j])は, 図 3.8に示す再帰式を用いることで計算ができる [51]. ここ
で, BMは, 完全二部グラフGM = (X; Y;E)における, 重み !に関する最大重み二部マッチ
ングである. ただし, Xは T1のノード iの子ノードの集合, Y は T2のノード jの子ノード
の集合であり, 辺 (i0; j0) 2 Eの重みは uTop(T1[i0]; ;)+ uTop(;; T2[j0])  uTop(T1[i0]; T2[j0])と
する [51, 64]. ゆえに, すべての (i; j) 2 T1  T2に対して, uTop(T1[i]; T2[j])をO(nmd)時
間で計算することができる.
uTop(T1[i]; T2[j]) = 
u















図 3.8: 根無し木のトップダウン距離 uTop(T1; T2)を計算する再帰式.
定理 3.15.  oLcaRt(T1; T2)は O(nm)時間で, uLcaRt(T1; T2)は O(nmd)時間で計算可能で
ある.
[証明]. LcaRtを計算する再帰式は, (根付き木, 根無し木ともに) Lcaを計算する再帰式に
LcaRt(T1[r1]; T2[r2]) = Lca(T1(r1); T2(r2)) + (r1; r2)
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を加えることで設計できる [51, 64]. ここで, riは Tiの根ノード (i = 1; 2)である. ゆえに,
 oLcaRt(T1; T2)はO(nm)時間で, 
u
LcaRt(T1; T2)はO(nmd)時間で計算可能である.
定理 3.16.  oLcaSg(T1; T2)は O(nm)時間で, uLcaSg(T1; T2)は O(nmd)時間で計算可能で
ある.
[証明]. すべての組 (i; j) 2 T1  T2に対して,  oTop(T1[i]; T2[j])に基づいた T1, T2間の距離
d(T1; i; T2; j)を以下のように定義する.










 oLcaSg(T1; T2) = minfd(T1; i; T2; j) j 1  i  n; 1  j  mg
が成り立つため, 注意 3.14より,  oLcaSg(T1; T2)はO(nm)時間で計算可能である. 同様に,







定理 3.17.  oAccSg(T1; T2)はO(nm)時間で,  oSgAln(T1; T2)はO(nmD2)時間で計算可能で
ある.
[証明]. 図 3.9の  oAccSgと  oSgAlnを計算する再帰式を考える.  oAccSgを計算する再帰式と
 oAccを計算する再帰式 [29]との違いは, 
o
AccSgの最初の 2つの式である. また, 
o
SgAlnを計





と  oSgAlnの最初の式は, (i; j) 2 T1  T2の断片に対する距離を計算している.  oAccSgの 2
つ目の式では,  oAcc中の (i; j)を (i; ") + ("; j)に置き換えている. これらは (注意 3.14
で指摘したように, 事前に  oTop(T1[i]; T2[j])を計算することによって) 定数時間で計算がで
きるため, [29], [21]での議論と同様にして, 定理の計算時間を得る.




 oTop(T1[i]; T2[j])   事前に計算した値を用いる;
oAccSg(T1(i); T2(j)) + (i; ") + ("; j);
 oAccSg(T1[i]; ;) + min
T2T1(i)
foAccSg(T; T2[j])   oAccSg(T; ;)g;
 oAccSg(;; T2[j]) + min
T2T2(j)
f oAccSg(T1[i]; T )   oAccSg(;; T )g
9>>>>=>>>>; ;
oAccSg(F1(i1; is); F2(j1; jt))
= min
8<:
oAccSg(F1(i1; is 1); F2(j1; jt)) + 
o
AccSg(T1[is]; ;);
oAccSg(F1(i1; is); F2(j1; jt 1)) + 
o
AccSg(;; T2[jt]);







 oTop(T1[i]; T2[j])   事前に計算した値を用いる;
oSgAln(T1(i); T2(j)) + (i; j);
 oSgAln(T1[i]; ;) + min
T2T1(i)
foSgAln(T; T2[j])   oSgAln(T; ;)g;
 oSgAln(;; T2[j]) + min
T2T2(j)
f oSgAln(T1[i]; T )   oSgAln(;; T )g
9>>>>=>>>>; ;
oSgAln(F1(i1; is); F2(j1; jt))
= min
8>>>>>>>><>>>>>>>>:
oSgAln(F1(i1; is 1); F2(j1; jt)) + 
o
SgAln(T1[is]; ;);
oSgAln(F1(i1; is); F2(j1; jt 1)) + 
o
SgAln(;; T2[jt]);
oSgAln(F1(i1; is 1); F2(j1; jt 1)) + 
o
SgAln(T1[is]; T2[jt]);
(is; ") + min
1k<t





("; jt) + min
1k<s






図 3.9: 順序木の距離  oAccSg(T1; T2), 
o
SgAln(T1; T2)を計算する再帰式.
定理 3.18. uAccSg(T1; T2)はO(nmd)時間で計算可能である.
[証明]. 注意 3.14の図 3.8に示す再帰式に従って, すべての uTop(T1(i); T2(j))((i; j) 2 T1
T2)をO(nmd)時間で格納した後, 図 3.10の再帰式を使うことによって, uAccSg(T1; T2)を
O(nmd)時間で計算することができる.
次に, ボトムアップ距離 Botの変種について議論する.
注意 3.19. 木 T1, T2に対して, 木 T1と T2が順序木 (無順序木)同型であるとき, 特にラベ
ルを考慮しない同型であることを強調して, ラベルなし順序木同型 (label-free ordered tree
isomorphic) (ラベルなし無順序木同型 (label-free unordered tree isomorphic))であるとい
い, これを T1 ol T2 (T1 ul T2)で表す. さらに, di r(T1; T2)(r 2 fo; ug) を以下のように





uAccSg(T1(i); T2(j)) + (i; ") + ("; j);
uAccSg(T1[i]; ;) + min
T2T1(i)
fuAccSg(T; T2[j])  uAccSg(T; ;)g;
uAccSg(;; T2[j]) + min
T2T2(j)





uAccSc(T1(i); ;) + min
1i0d(i)
fuAccSc(T1(i0); T2(j))  uAccSc(T1(i0); ;)g;
uAccSc(;; T2(j)) + min
1j0d(j)
fuAccSc(T1(i); T2(j0))  uAccSc(;; T2(j0))g;
uTop(T1(i); T2(j))
9>>=>>; :
図 3.10: 無順序木の距離 uAccSg(T1; T2)を計算する再帰式.
定義する. ここで, idは T1, T2間のラベルなし同型写像である.










("; j) (T1 6rl T2):
T1 rl T2であるかどうかの確認と, di r(T1; T2)の計算は, ともにO(n+m)時間で可能で
ある [47].
定理 3.20.  oLcaBot(T1; T2)および uLcaBot(T1; T2)は, O(nm)時間で計算可能である.
[証明]. r 2 fo; ugに対して,定理 3.16のd(T1; i; T2; j)中にある rTop(T1[i]; T2[j])をdi r(T1[i]; T2[j])
と置き換えることと注意 3.19により,  rLcaBot(T1; T2)はO(nm)時間で計算可能である.
定理 3.21.  oAccBot(T1; T2)はO(nm)時間で,  oBotAln(T1; T2)はO(nmD2)時間で計算可能
である.
[証明]. 注意 3.19より, 図 3.9に示す  oAccSgと  oSgAlnを計算する再帰式の  oTop(T1[i]; T2[j])
を di o(T1[i]; T2[j]) に置き換えることで,  oAccBot と 
o
BotAln をそれぞれ O(nm) 時間と
O(nmD2)時間で計算可能である.
定理 3.22. uAccBot(T1; T2)はO(nmd)時間で計算可能である.
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[証明]. 注意 3.19無順序木に対して定義された関数 diuを, 森に対する関数 fdiuに拡
張する. F1 = [S1; : : : ; Sk], F2 = [T1; : : : ; Tl]を森とする. まず, X = f1; : : : ; kg, Y =
f1; : : : ; lgに対して, Si ul Tj であるとき, かつそのときに限り (i; j) 2 Eとなり, 重みが
!((i; j)) = jSij+ jTjj diu(Si; Tj)となるような重み付き二部グラフG = (X; Y;E)を構築
する. また BM  X  Y をGの最大重み二部マッチングとし, BM X = fi 2 X j (i; j) 62 BMg,





















1と2を最適化問題とする. このとき, 1の問題例 Iに対して以下の式を満たすよう
な多項式時間アルゴリズム f , gと定数 ;  > 0が存在するとき, 1は2に L還元可能
(L-reducible)という.
1. opt(f(I))    opt(I).
2. 重みが s2 の f(I)の解に対して, アルゴリズム gは, 多項式時間で js1   opt(I)j 
  js2   opt(f(I))jを満たす重みが s1の Iの解を与える.
もし1が2にL還元可能であり, 2が多項式時間で最適解の 1+ "倍で近似可能ならば,
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1は多項式時間で最適解の 1 + "倍で近似可能である. また, もし2が多項式時間近
似スキーム (polynomial time approximation scheme)(PTAS)を持つなら, 1も PTASを
持つ [36].
最適化問題は,任意のMAX SNPの問題がその問題にL還元可能であるときMAX SNP
困難 (MAX SNP-hard)という. 2つのL還元の組み合わせもまたL還元であるため, ある
問題がMAX SNP困難であるためには, MAX SNP困難な問題から, その問題へL還元可
能であればよい. 任意のMAX SNP困難な問題が PTASを持つなら, P = NPであること
が知られている. ゆえに, MAX SNP困難な問題がPTASを持つことはほとんどない [36].
Zhangと Jiang [61]は, uTai(T1; T2)の計算問題がMAX SNP困難であることを最初に示
した. Akutsuら [2]とHirataら [18]は, それぞれ, たとえ T1と T2の高さが高々2であっ
たり, 二分木であったとしても, uTai(T1; T2)の計算問題はMAX SNP困難であることを示
した. さらに, Yamamotoら [51]は, たとえ T1と T2が二分木であっても uBot(T1; T2)の
計算問題がMAX SNP困難であることを示した. このことから, uSg(T1; T2)の計算問題も
MAX SNP困難となる.
ここで, これらの証明 [2, 18, 51, 61]で用いられているマッピングはアライメント可能




では, 以下の問題MAX 3SC-3からのL還元により, uSgAln(T1; T2)および 
u
BotAln(T1; T2)
の計算問題がMAX SNP困難であることを, 文献 [51]と類似した方法で証明する:
Maximum Bounded Covering by 3-Sets (MAX 3SC-3) [24]:
問題例: 有限集合 S, および, 3つの要素からなる Sの部分集合の集合族 C. た
だし, Sの任意の要素は, C内の高々3つの部分集合にしか出現しない.
解: Sの最大被覆. ここで被覆 (covering)とは, Cの互いに素な集合からなる
集合族である.
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S = fs1; : : : ; smg, C = fC1; : : : ; Cngとし, Ci = fsi1; si2; si3gをMAX 3SC-3の問題例






























































図 3.11: 木 C^i (1  i  n), s^j (1  j  m), D^(左)と木 T1, T2(右).
まず, Ci (1  i  n)に対する C^i, sj (1  j  m)に対する s^j, D^という 3種類の木
を図 3.11(左)のように構成する. ここで, は新しいラベルである. そして, T1と T2を
図 3.11(右)のように構成する. MAX 3SC-3の問題例から, 木 T1と T2への変換を f とい
う. このとき, 文献 [51]と同様に次の補題が成り立つ.
補題 3.23. A 2 fSgAln,BotAlngに対して, M をMuA(T1; T2)の最小コストマッピング
とする. このとき, 任意の T1中の C^iに対して, M は (a) C^iのすべての 3つの部分木 s^i1,
s^i2, s^i3を T2の同一の 3つの部分木に対応付けるか, (b) C^iを T2中のダミーの部分木 D^に
対応付ける.
注意 3.24. A 2 fIlst,Acc,AccSg,AccBotgに対して, 補題 3.23は, MuA(T1; T2)のマッ
ピングでは成り立たない. i, i0に対して, C^iが補題 3.23(a)を, C^i0が補題 3.23(b)を満たす
と仮定する. ここで, s^ijでラベル付された T1の葉を vij, T2の葉をwijとし, でラベル付
された T2の葉をwとする.
このとき, M = f(vi1; wi1); (vi2; wi2); (vi01; w)gは補題 3.23の T1と T2のマッピングの一
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部に対応する. しかし, w < wi1 t wi2だが vi01 6< vi1 t vi2が成り立つ. ゆえに, M は孤立
部分木マッピングではない.
補題 3.25. A 2 fSgAln,BotAlngに対して, uA (T1; T2) = 9n+ 3m  jCj+ 2となる.
[証明]. M をMA(T1; T2)の最小コストのマッピングとし, k = jCjとする.
補題 3.23より, 任意のCi 2 Cに対して, M は C^iの 3つの部分木 s^i1, s^i2, s^i3 を T2の同
一の 3つの部分木に対応付ける. T1の C^iと T2の s^i1, s^i2, s^i3 の間のマッピングのコストは
4 (これは, T1の C^iにおいてM で対応付けられていないノードの数)であり, jCj = kな
ので, Cに関するM のコストは 4kである. また, 補題 3.23より, 任意のCi 2 C   Cに対
して, M は T1の C^iを T2のいくつかのダミー木 D^に対応付ける. T1の C^iと T2の D^ の間
のマッピングのコストは 9 (これは, T1で sij (j = 1; 2; 3)とラベル付けられたノードと T2
で とラベル付けられたノードの組の数)であり, jC   Cj = n  kなので, C   Cに関す
るM のコストは 9(n  k)である. さらに, M は, T2の sjに対するm  3k個の部分木 s^j,
T2の n  (n  k) = k個のダミー木 D^, rとラベル付けられた 2つの根, を対応付けないの
で, これに関連するM のコストは 3(m  3k) + 13k + 2となる.
したがって, uA (T1; T2) = (M) = 4k+9(n k)+3(m 3k)+13k+2 = 9n+3m k+2
となる.
定理 3.26. A 2 fSgAln,BotAlngに対して, uA (T1; T2)の計算問題はMAX SNP困難で
ある.
[証明]. T1と T2のマッピングM 2 MA(T1; T2) から Cの被覆 C 0へ変換する以下のような
アルゴリズム gを考える:
もしMが, T1の C^iにおける s^i1, s^i2, s^i3 を, T2の同一の 3つの部分木に対応付
けるならば, Ciを C 0に追加する.
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文献 [61]の定理 7より, n=7  opt(I)となる. よって, 補題 3.25, および, m  3nと
opt(I)  1から以下の不等式が成り立つ.
opt(f(I)) = 9n+ 3m  opt(I) + 2  18n  opt(I) + 2  127  opt(I);
s2   opt(f(I)) = (M)  uA (T1; T2)
 9n+ 3m  jC 0j+ 2  (9n+ 3m  opt(I) + 2)
= opt(I)  jC 0j = opt(I)  s1:
したがって, (f; g)はMAX 3SC-3からこの問題への L還元となる.
ここで, 編集距離 uTai(T1; T2)と同様に 
u
Aln(T1; T2)の計算問題は一般にはMAX SNP困
難であるが, uTai(T1; T2)とは異なりT1とT2の次数がある定数以下である (これを次数限定




定理 3.27. T1と T2が次数限定であれば, uSgAln(T1; T2)と uBotAln(T1; T2)は多項式時間で
計算可能である.
[証明]. 文献 [21]による oAlnの計算の再帰式から次数限定 uAlnの計算の再帰式への改良








ができる. ここで, A  T1(i)であり, B  T2(j)である. T1と T2は次数限定なので, Aと
Bの組合せの数も定数以下となる. したがって, uSgAln(A;B)は多項式時間で計算可能で
ある.


















uSgAln(A  fT1[i0]g; B  B0)
+uSgAln(T1(i






uSgAln(A A0; B   fT2[j0]g)
+uSgAln(A








イメント距離を導入, 実験を行っている. また, 巡回的順序木におけるアライメント距離
を求めるアルゴリズムの設計も行っている. なお, 本章の内容は論文 [20, 55, 58]に基づい
ている.
4.1 アンカーアライメント問題と劣制限マッピング
Schiermer と Giegerich [37]が導入したアンカーアライメント問題は, 2つの木とその間
のTaiマッピングを入力として, 入力のTaiマッピングの関係を保持するような, 入力され
た 2つの木のアライメント木であるアンカーアライメント木 (anchored alignment tree)を
構築する問題である. 一方で, この問題では, アライメント木を構築できない場合が考慮さ
れていない. そのため, 本論文ではアンカーアライメント問題を以下の通りに再定義する.
問題例: 2つの木 T1, T2と, マッピングM  V (T1) V (T2). ここで, M をア
ンカー (anchoring)と呼ぶ.
解: すべての (v; w) 2Mに対する, (l(v); l(w))でラベル付されたノードを含む








す. また, 劣制限マッピングがアライメント可能マッピングであることを, 構成的証明で
示し, その証明の手順を用いて, アンカーからアライメント木を構築するアルゴリズムを
設計する.
定義 4.1 (被覆集合と被覆列). T を rを根とする木とし, vを T のノードとする. また,
U  V (T )とする. さらに, [r; v]のノードを v = v1; : : : ; vn = rとする. このとき, 集合
fw 2 T [v] j w 2 Ug (T [v] \ U と同義) を v(2 T )の U に関する被覆集合 (cover set)とい
い, CT (v; U)で表す. また, 列C1; : : : ; Cnの各Ci(1  i  n)がCi = CT (vi; U)を満たすと
き, この列C1; : : : ; Cnを v(2 T )のU に関する被覆列 (cover sequence)といい, ST (v; U)で
表す.
特に, T1, T2間のマッピングMに関係する被覆列として, (u; v) 2Mに対して, ST1(u;M j1),
ST2(v;M j2)を用いる. r1 = r(T1), r2 = r(T2)に対して, [r1; u], [r2; v]をそれぞれ, ST1(u;M j1),
ST2(v;M j2) のパス (path) といい, PT1(u), PT2(v) で表す. さらに, Ci 2 ST1(u;M j1),
Cj 2 ST2(vj;M j2)に対して, C 0i = fu0 2 T2 j v0 2 Ci; (u0; v0) 2 Mgと C 0j が集合の包
含関係の意味で比較可能 (不能)なとき, Ciと Cj を比較可能 (不能)という. 加えて, 比
較不能となるような Ci 2 ST1(u;M j1), Cj 2 ST2(vj;M j2)が存在するとき, ST1(u;M j1)と
ST2(vj;M j2)を比較不能といい, そうでないとき, ST1(u;M j1)とST2(vj;M j2)を比較可能と
いう.
例 4.2. 図 4.1の木 T0, T1, T2, T3について考える. 図 4.1のMi(i = 1; 2; 3)は, T0と Ti
とのマッピングである. ここで, M1, M2は劣制限であるが, M3は劣制限ではない. また,
M4 = M3 n f(u1; v1)g, M5 = M3 n f(u2; v2)g, M6 = M3 n f(u3; v3)gは, それぞれ劣制限で
ある.
















































































































































図 4.1: 例 4.2の木 T0, T1, T2, T3 (上)とマッピングM1, M2, M3 (中央), マッピングM4,
M5, M6 (下).
このとき, マッピングM1, M2, M3 に対する被覆列 ST0(j;Mij1), STi(j;Mij2)は図 4.2
のようになる. ただし, マッピングMi (i = 1; 2; 3)に対して, uj 2 Mij1 と vj 2 Mij2
(j = 1; 2; 3; 4)を, 添え字 jで表している.
f1; 2g, f2; 3gは (集合の包含関係の意味で)比較不能であるため, ST0(2;M3j1), ST3(2;M3j2)
は比較不能である. 一方, (i; j) 2 f1; 2; 3g  f1; 2; 3; 4g n f(3; 2)gに対して, ST0(j;Mij1),
STi(j;Mij2)は比較可能である.
ST0(1;Mij1) = f1g; f1; 2g; f1; 2; 3; 4g:
ST0(2;Mij1) = f2g; f1; 2g; f1; 2; 3; 4g:
ST0(3;Mij1) = f3g; f1; 2; 3; 4g:
ST0(4;Mij1) = f1; 2; 3; 4g:
ST1(1;M1j2) = f1g; f1; 2g; f1; 2; 3; 4g:
ST1(2;M1j2) = f2g; f1; 2g; f1; 2; 3; 4g:
ST1(3;M1j2) = f3g; f1; 2; 3; 4g:
ST1(4;M1j2) = f1; 2; 3; 4g:
ST2(1;M2j2) = f1g; f1; 2; 3; 4g:
ST2(2;M2j2) = f2g; f1; 2; 3; 4g:
ST2(3;M2j2) = f3g; f1; 2; 3; 4g:
ST2(4;M2j2) = f1; 2; 3; 4g:
ST3(1;M3j2) = f1g; f1; 2; 3; 4g:
ST3(2;M3j2) = f2g; f2; 3g; f1; 2; 3; 4g:
ST3(3;M3j2) = f3g; f2; 3g; f1; 2; 3; 4g:
ST3(4;M3j2) = f1; 2; 3; 4g:
図 4.2: 図 4.1のマッピング M1;M2;M3 に対する被覆列 ST0(j;Mij1), STi(j;Mij2)(i =
1; 2; 3).
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ST0(2;M4j1) = f2g; f2g; f2; 3; 4g: ST3(2;M4j2) = f2g; f2; 3g; f2; 3; 4g:
ST0(3;M4j1) = f3g; f2; 3; 4g: ST3(3;M4j2) = f3g; f2; 3g; f2; 3; 4g:
ST0(4;M4j1) = f2; 3; 4g: ST3(4;M4j2) = f2; 3; 4g:
ST0(1;M5j1) = f1g; f1g; f1; 3; 4g: ST3(1;M5j2) = f1g; f1; 3; 4g:
ST0(3;M5j1) = f3g; f2; 3; 4g: ST3(3;M5j2) = f3g; f3g; f1; 3; 4g:
ST0(4;M5j1) = f1; 3; 4g: ST3(4;M5j2) = f1; 3; 4g:
ST0(1;M6j1) = f1g; f1; 2g; f1; 2; 4g: ST3(1;M6j2) = f1g; f1; 2; 4g:
ST0(2;M6j1) = f2g; f1; 2g; f1; 2; 4g: ST3(2;M6j2) = f2g; f2g; f1; 2; 4g:
ST0(4;M6j1) = f1; 2; 4g: ST3(4;M6j2) = f1; 2; 4g:
図 4.3: 図 4.1のマッピングM4, M5, M6 に対する被覆列 ST0(j;Mij1), ST2(j;Mij2)(i =
1; 2; 3).
さらに, マッピングM4, M5, M6に対する被覆列 ST0(j;Mij1), ST2(j;Mij2)は図 4.3のよ
うになる. ここで, j 2 Ii, I4 = f2; 3; 4g, I5 = f1; 3; 4g, I6 = f1; 2; 4gである. これら被覆
列はすべて比較可能である.
定理 4.3. T1, T2を木とする. また, M を T1, T2間のマッピングとする. このとき, M が
T1, T2間の劣制限マッピングではないとき, かつそのときに限り, ST1(u;M j1), ST2(v;M j2)
が比較不能となるような (u; v) 2M が存在する.
[証明]. 被覆集合C1 2 ST1(u1;M j1), C2 2 ST2(v1;M j2)が比較不能となるような (u1; v1) 2
M が存在すると仮定する. このとき, u2 2 C1 n C2かつ v3 2 C2 n C1を満たす u2 2M j1,
v3 2 M j2 が存在する. u, v をそれぞれ, ノード u1 t u2, v1 t v3 とする. このとき,
C1 = CT1(u
;M j1), C2 = CT2(v;M j2)を仮定することができる. また, u3, v2を考える.
u3 62 C1より, u < u1 t u3が, v2 62 C2より, v < v2 t v3がそれぞれ成り立つ. ゆえに,
たとえ u = u1 t u2 < u2 t u3であろうとも, v = v1 t v3 < v2 t v3が成り立ち, これはM
が劣制限マッピングでないことを意味する.
逆に, M が劣制限ではないと仮定する. このとき, 以下の (1)を満たし, (2)と (3)のう
ち一方を満たす u1; u2; u3 2 M j1, v1; v2; v3 2 M j2が存在する. (1) u1 t u2 < u1 t u3, (2)
v2 t v3 < v1 t v3, (3) v2 t v3 > v1 t v3.
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条件 (1)より, 被覆列 ST1(u1;M j1), ST1(u2;M j2)は, fu1; u2g  C1, u3 62 C1を満たす
被覆集合 C1を含む. 一方, 条件 (2)より, 被覆列 ST2(v2;M j2)は, fv2; v3g  C2, v1 62 C2
を満たす被覆集合 C2 を含み, C1 と C2 は比較不能である. また, 条件 (3)より, 被覆列
ST2(v1;M j2)は, fv1; v3g  C3, v2 62 C3を満たす被覆集合C3を含み, C1, C3は比較不能で
ある. よって (2), (3)のどちらを満たす場合でも比較不能な被覆列が存在する.
系 4.4. T1, T2を木とする. また, M を T1, T2間のマッピングとする. このとき, M が T1,
T2間の劣制限マッピングのとき, かつそのときに限り, すべての組 (u; v) 2 M に対して,
ST1(u;M j1)と ST2(v;M j2)が比較可能となる.
次に, 定理 4.3と系 4.4を用いて, 定理 2.14の別証明を与える.
補題 4.5. T1, T2を木とし, M を T1, T2間のアライメント可能マッピングとする. このと
き, M は劣制限マッピングでもある.
[証明]. すべての (u; v) 2 M に対して, u 2 M j1と v 2 M j2を同一視する. アライメント
可能マッピングM に対して, M =MT となるようなアライメント木 T が存在する. また,
M を劣制限マッピングではないと仮定する. 定理 4.3より, 被覆集合 C1 2 ST1(u;M j1),
C2 2 ST2(v;M j2)が比較不能となるような組 (u; v) 2Mが存在する. このとき, u1 2 C1nC2,
v2 2 C2nC1となるような, u1 2M j1, v2 2M j2が存在する. ここで, u0, v0をutu1 , vtv2と
する. このとき, C1 = CT1(u
0;M j1), C2 = CT2(v0;M j2)と想定できる. また, (u1; v1) 2 M ,
(u2; v2) 2M となるような v1, u2を考える.
M =MT なので, (l(u1); l(v1)), (l(u2); l(v2))の両方がT に出現する. また, u1 2 C1より,
T で (l(u); l(v)) < (l(u1); l(v1))が, v2 2 C2より, T で (l(u); l(v)) < (l(u2); l(v2))が成り立
つ. さらに, u1 2 C1 n C2と v2 2 C2 n C1より, 以下の通りに (l(u1); l(v1))と (l(u2); l(v2))
が T 内で先祖子孫関係を持たないことを示すことができる.
もし T 中で (l(u1); l(v1)) < (l(u2); l(v2))ならば, T1で u < u1 < u2が, T2で v < v1 < v2
が成り立つ. このとき, u0 = u1, v0 = v2 より, C1 = CT1(u
0;M j1)  CT1(u2;M j1) =
第 4章 木アライメント距離の計算 57
CT2(v
0;M j2) = C2 が成り立つ. もし T 中で (l(u2); l(v2)) < (l(u1); l(v1))ならば, T1 で
u < u2 < u1 が, T2 で v < v2 < v1 が成り立つ. このとき, u0 = u1, v0 = v2 より,
C2 = CT2(v
0;M j2)  CT2(v1;M j2) = CT1(u0;M j1) = C1が成り立つ. これらは, C1とC2が
比較不能であることに反する.
結果として, (l(u); l(v)); (l(u1); l(v1)); (l(u2); l(v2)) 2 T に対して, (l(u); l(v)) < (l(u1); l(v1)),
(l(u); l(v)) < (l(u2); l(v2)), (l(u1); l(v1)) # (l(u2); l(v2))が成り立ち, これは T が木である
ことに矛盾する.
補題 4.5の逆を示すために, 次の補題から始める.
補題 4.6. T1, T2を木とし,MをT1, T2間の劣制限マッピングとする. このとき, (v; w) 2M
に対して, ST1(v;M j1)と ST2(w;M j2)は, ST1(v;M j1)(ST2(w;M j2))の最後の要素がM j1
(M j2) となるような比較可能な単調非減少列である.
M を T1, T2 間の Taiマッピングとする. このとき, すべての (vj; wj) 2 M に対して,
vj 2 M j1 と wj 2 M j2 を同一視し, その添え字 j で表す. そのような同一視の元では,
M j1 = M j2とみなすことができる. 次に, 集合の比較可能な単調非減少列に対して, 以下
のアライン列 (aligned sequence)とアラインパス (aligned path)を導入する.
定義 4.7 (アライン列, アラインパス). S1 = A1; : : : ; An, S2 = B1; : : : ; BmをAn = Bmと
なるような比較可能な単調非減少列とする. このとき, アルゴリズム 1の手続きAlnSq
により, S1と S2から構築される列 S 01 = A
0










さらに, S1 と S2 のアライン列 S 01 = A
0






1; : : : ; B
0
k に対して, V =
fp1; : : : ; pkg, E = f(pi; pi+1) j 1  i  k   1gであり, p1を根に持ち pi(1  i  k)が
(A0k i+1; B
0
k i+1)でラベル付されている根付きラベル付きパス P = (V;E)を, S1と S2の
アラインパス (aligned path)と定義する. そのようなパスを単に [p1; : : : ; pk]で表すことも
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procedure AlnSq(S1; S2)
/* S1 = A1; : : : ; An, S2 = B1; : : : ; Bm */
i 1; j  1; k  1;1
while i  n+ 1 and j  m+ 1 do2
if i = n+ 1 then A0k  ; B0k  Bj ; j++;3
else if j = m+ 1 then A0k  Ai; B0k  ; i++;4
else if Ai = Bj then A
0
k  Ai; B0k  Bj ; i++; j++;5
else if Ai  Bj then A0k  Ai; B0k  ; i++;6
else if Ai  Bj then A0k  ; B0k  Bj ; j++;7
k++;8









例 4.8. 例 4.2のマッピングM2を考える. 補題 4.6により,例 4.2のST0(j;M2j1), ST2(j;M2j2)
は比較可能な単調非減少列である. このとき, 図 4.4 (左)に示すアライン列 S 0T0(j;M2j1),
S 0T2(j;M2j2)を構築できる. また, ST0(j;M2j1)と ST2(j;M2j2)のアラインパス PM2(j) =
[p1; p2; p3]に対して, PM2(j)のすべての頂点 pi (i = 1; 2; 3)のラベル l(pi)は図 4.4 (右)に
示す通りである.
S0T0(1;M2j1) = f1g; f1; 2g; f1; 2; 3; 4g:
S0T0(2;M2j1) = f2g; f1; 2g; f1; 2; 3; 4g:
S0T0(3;M2j1) = f3g; f1; 2; 3; 4g:
S0T0(4;M2j1) = f1; 2; 3; 4g:
S0T2(1;M2j2) = f1g; ; f1; 2; 3; 4g:
S0T2(2;M2j2) = f2g; ; f1; 2; 3; 4g:
S0T2(3;M2j2) = f3g; f1; 2; 3; 4g:
S0T2(4;M2j2) = f1; 2; 3; 4g:
PM2(j) l(p1) l(p2) l(p3)
PM2(1) (f1; 2; 3; 4g; f1; 2; 3; 4g) (f1; 2g; ) (f1g; f1g)
PM2(2) (f1; 2; 3; 4g; f1; 2; 3; 4g) (f1; 2g; ) (f2g; f2g)
PM2(3) (f1; 2; 3; 4g; f1; 2; 3; 4g) (f3g; f3g)
PM2(4) (f1; 2; 3; 4g; f1; 2; 3; 4g)
図 4.4: 例 4.8の ST0(j;M2j1)と ST2(j;M2j2)のアライン列 S 0T0(j;M2j1), S 0T2(j;M2j2) (左)
と, ST0(j;M2j1)と STi(j;M2j2)のアラインパス PM2(j)のラベル (右).
また, 例 4.2のマッピングM4, M5, M6を考える. 補題 4.6より, 例 4.2の ST0(j;Mij1)と
ST2(j;Mij2) (i = 4; 5; 6, j 2 Ii)は, 比較可能単調非減少列である. このとき, 図 4.5 (左)に
示すアライン列 S 0T0(j;Mij1), S 0T2(j;Mij2)を構築できる. また, ST0(j;Mij1)と ST2(j;Mij2)
のアラインパス PMi(j) = [p1; p2; p3; p4]に対して, PMi(j)のすべての頂点 piのラベル l(pi)
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は図 4.5 (右)に示すとおりである.
S0T0(2;M4j1) = f2g; f2g; ; f2; 3; 4g: S0T3(2;M4j2) = f2g; ; f2; 3g; f2; 3; 4g:
S0T0(3;M4j1) = f3g; ; f2; 3; 4g: S0T3(3;M4j2) = f3g; f2; 3g; f2; 3; 4g:
S0T0(4;M4j1) = f2; 3; 4g: S0T3(4;M4j2) = f2; 3; 4g:
S0T0(1;M5j1) = f1g; f1g; f1; 3; 4g: S0T3(1;M5j2) = f1g; ; f1; 3; 4g:
S0T0(3;M5j1) = f3g; ; f1; 3; 4g: S0T3(3;M5j2) = f3g; f3g; f1; 3; 4g:
S0T0(4;M5j1) = f1; 3; 4g: S0T3(4;M5j2) = f1; 3; 4g:
S0T0(1;M6j1) = f1g; f1; 2g; f1; 2; 4g: S0T3(1;M6j2) = f1g; ; f1; 2; 4g:
S0T0(2;M6j1) = f2g; ; f1; 2g; f1; 2; 4g: S0T3(2;M6j2) = f2g; f2g; ; f1; 2; 4g:
S0T0(4;M6j1) = f1; 2; 4g: S0T3(4;M6j2) = f1; 2; 4g:
PMi(j) l(p1) l(p2) l(p3) l(p4)
PM4(2) (f2; 3; 4g; f2; 3; 4g) (; f2; 3g) (f2g; ) (f2g; f2g)
PM4(3) (f2; 3; 4g; f2; 3; 4g) (; f2; 3g) (f3g; f3g)
PM4(4) (f2; 3; 4g; f2; 3; 4g)
PM5(1) (f1; 3; 4g; f1; 3; 4g) (f1g; ) (f1g; f1g)
PM5(3) (f1; 3; 4g; f1; 3; 4g) (; f3g) (f3g; f3g)
PM5(4) (f1; 3; 4g; f1; 3; 4g)
PM6(1) (f1; 2; 4g; f1; 2; 4g) (f1; 2g; ) (f1g; f1g)
PM6(2) (f1; 2; 4g; f1; 2; 4g) (f1; 2g; ) (f1; 2g; f2g) (f2g; f2g)
PM6(4) (f1; 2; 4g; f1; 2; 4g)
図 4.5: 例 4.8のST0(j;Mij1)とST2(j;Mij2)のアライン列S 0T0(j;Mij1), S 0T2(j;Mij2) (上)と,
ST0(j;Mij1)と ST2(j;Mij2)のアラインパス PMi(j)のラベル (下).
MをT1, T2間の劣制限マッピングとし, r1 = r(T1), r2 = r(T2)とする. 補題 4.6より, す
べての (v; w) 2Mに対するST1(v;M j1) = A1; : : : ; AnとST2(w;M j2) = B1; : : : ; Bmに対し
て, v1 = v, w1 = w, vn = r1, wm = r2となる組 PT1(v) = v1; : : : ; vn, PT2(w) = w1; : : : ; wm
が存在する. また, (v0; w0) 2 M に対して v0 2 M j1 と w0 2 M j2 を同一視することで,
A1 = B1 = fvg = fwg, An = Bm =M j1 =M j2が成り立つ.
さらに, ST1(v;M j1), ST2(w;M j2)のアライン列 S 0T1(v;M j1), S 0T2(w;M j2) がそれぞれ




1; : : : ; B
0




に対応するパスを P 0T1(v) = v
0




i = のとき v
0
i = で, そうでな
いとき v0i = vi0とし, i
0 = jfl j 1  l  i; v0l 6= gjである. また, を含む, T2の ST2(v;M j1)
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に対応するパスを P 0T2(w) = w
0






j = で, そうで
ないときw0j = wj0とし, j
0 = jfl j 1  l  j; w0l 6= gjである.
補題 4.9. M を T1, T2間の劣制限マッピングとする. また, (v1; w1); (v2; w2) 2 M に対
して,
S 0T1(v1;M j1) = A01; : : : ; A0k; S 0T2(w1;M j2) = B01; : : : ; B0k;











i 1) 6= (C 0j 1; B0j 1)となる最大の添え字を i, j
(2  i  k; 2  j  h)としたとき, すべての a (1  a  i  1), b (1  b  j   1)に対し
て (A0a; B
0
a) 6= (C 0b; B0b)が成り立つ.
[証明]. A = A01 [    [ A0i 1 n fg, B = B01 [    [B0i 1 n fg, C = C 01 [    [ C 0j 1 n fg,
D = D01 [    [D0j 1 n fgとする. このとき, A \ C = ;, B \D = ;を示す.
A\C 6= ;と仮定する. このとき, v 2 A\Cとなるノード v 2 T1が存在し, v 2 P 0T1(v1),
v 2 P 0T1(v2)が成り立つ. T1が根付き木であることから, v1 t v, v2 t vは, v1 t v < v2 t v,
v2 t v < v1 t v, v1 t v = v2 t vのいずれかを満たす. p01 = v1, q01 = v2, p0k = q0h = r(T1)を
満たす P 0T1(v1) = p
0







1; : : : ; q
0
hに対して, v
 = p0i0+1 = q
0
j0+1 2 T1とす
る. このとき, v1 t v2 = vが成り立つ.
v1 t v < v2 t vが成り立つならば, v1 t v < vが成り立つ. これは, v 62 Cが成り立つこ
とを意味する. v2 t v < v1 t vが成り立つならば, v2 t v < vが成り立つ. これは, v 62 A
が成り立つことを意味する. v1 t v = v2 t vが成り立つならば, v  v1 t v = v2 t vが成
り立つ. これは v 62 A \ Cが成り立つことを意味する. 以上より, A \ C 6= ;が成り立つ.
同様にして, B \D = ;を示すことができる.
定義 4.10 (併合グラフ). T1, T2間の劣制限マッピングM に対して, PM を M に関係する
すべてのアラインパスからなる集合とする. このとき, PM のラベルが同じ頂点を同一視
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することで構築される根付きグラフをMの併合グラフ (merged graph)GM と定める. この
GM の根ノードのラベルは (M j1;M j2)である.
補題 4.11. T1, T2を木とし, M を T1, T2間の劣制限マッピングとする. このとき, M 併
合グラフ GM は根付きラベル付き木となる.
例 4.12. 例 4.2のマッピングM2, M4, M5, M6を考える. 例 4.8より,
PM2 = fPM2(1); PM2(2); PM2(3); PM2(4)gとPMi = fPMi(j) j j 2 Iig (i = 4; 5; 6)が成り立
つ. このとき, PMiの併合グラフ GMiは図 4.6に示すとおりになる.
f1; 2; 3; 4g; f1; 2; 3; 4g
f1; 2g; 
f1g; f1g f2g; f2g
f3g; f3g










f1; 2; 4g; f1; 2; 4g
f1; 2g; 
f1g; f1g ; f2g
f2g; f2g
GM2 GM4 GM5 GM6
図 4.6: 例 4.12の併合グラフ GMi (i = 2; 4; 5; 6).
T1, T2を木とし, M を T1, T2間の劣制限マッピング, GM をM の併合グラフとする. こ
のとき, 頂点 u 2 GM に対して, uのラベルは (A;B)の形であり, AについてはA M1ま
たはA = , BについてはB  M2またはB = が成り立つ. A 6= のとき, Aに対応す
る T1の唯一のノードが存在する. 同様に, B 6= )のとき, Bに対応する T2の唯一のノー
ドが存在する. そのようなノードを, それぞれ vT1(A), vT2(B)で表す.
すべての頂点 u 2 GM に対して, uのラベル (A;B)を, A 6= かつ B 6= のとき
(l(vT1(A)); l(vT2(B)))に; A = かつB 6= のとき ("; l(vT2(B)))に; A 6= かつB = の
とき (l(vT1(A)); ")に置き換えることを考える. このすべての u 2 GM のラベルの置き換え
によって GM から得られる木を, GM で表す.
補題 4.13. T1, T2を木とし, M を T1, T2間の劣制限マッピング, GM をM の併合グラフ
とする. このとき, GM は T1, T2間のアライメント木の部分木である.
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[証明]. GMの頂点のラベルは (A;B)という形である. このとき, GMの定義および補題 4.11
より, すべてのA (B)に対して, vT1(A) (vT2(B))を接続して, を削除し, ラベルが であ
る頂点 vに対して, vの子を vの親に接続することで T1 (T2)の部分木を構築する.
P1を T1 n fPT1(v) j v 2 M j1gの根付き極大パスすべてからなる集合とし, P2を T2 n
fPT2(w) j w 2 M j2gの根付き極大パスすべてからなる集合とする. r(P ) = p1なるすべて
のP = [p1; : : : ; pk] 2 P1に対して, T1の p1の親である v 2 T1が存在する. このような vを
parT1(P )で表す. 同様に, r(Q) = q1なるすべてのQ = [q1; : : : ; qk] 2 P2に対して, T2の q1
の親である v 2 T2が存在する. このような vを parT2(Q)で表す.
さらに, すべての P = [p1; : : : ; pk] 2 P1に対して, l(pi)を (l(pi); ")と置き換えることで
得られるラベル付きパスを hP; "iで表し, すべてのQ = [q1; : : : ; qk] 2 P2に対して, l(qi)を
("; l(qi))と置き換えることで得られるラベル付きパスを h";Qiで表す.
補題 4.14. T1, T2を木とし, M を T1, T2間の劣制限マッピングとする. このとき, M は
アライメント可能マッピングでもある.
[証明]. M から T1, T2間のアライメント木を構築すれば十分である. 補題 4.13より, GM
は T1, T2間のアライメント木の部分木である. 完全なアライメント木を構築するために
は, M でカバーされていないパスを挿入する必要がある. これは, 上でP1, P2と定義した
ものである. ゆえに, すべての P 2 P1に対してパス hP; "iを GM の適切な parT1(P )の子
に, すべてのQ 2 P2に対してパス h";Qiを GM の適切な parT1(P )の子に挿入することで,
T1, T2間のアライメント木を構築することができる.
次の定理 4.15では, 順序木, 無順序木の区別は必要ない.
定理 4.15. 木 T1, T2 とその間のマッピング M に対して, n = jT1j, m = jT2j, h =
maxfh(T1); h(T2)g, a = jM jとする. このとき,アンカーアライメント問題はO(ha2+n+m)
時間で計算でき, そのときの領域計算量はO(ha)となる.
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[証明]. 集合操作に対して, aビット f0; 1gベクトルを合計 O(ha)領域分用いる. これは
O(ha)時間で準備可能である.
アンカーM に対して, まず, 劣制限かどうかを系 4.4を用いて, O(ha)時間で確認する.
もしM が劣制限でないならば, \no"を返して終了する. そうでなければ, アルゴリズム 1
に示すAlnSqを用いて T1, T2間のアライメント木の部分木 T を構築する. アルゴリズ
ム 1では, Ai = Bj, Ai  Bj, Ai  BjのいずれかであることをO(a)時間で確認するため,
アルゴリズム 1の計算時間はO(ha)であり, この手続きすべての時間計算量はO(ha2)と
なる. 次に, 併合グラフ GM を構築し, GM を GM に置き換えることで T を得る. 併合グラ
フを得るには, 順序木に対しては (後行走査順で隣接するノードの確認で十分であるため)
O(ha)時間, 無順序木に対してはO(ha2)時間を要する. 最後に, hP; "iと h";Qiを T に追
加することで完全ならアライメント木を得る. これは, 補題 4.14よりO(n+m)時間で可
能である.
ゆえに, 上記手順によりアンカーアライメント問題を計算することができ, その時間計
算量は, 順序木に対してO(ha) +O(ha2) +O(ha) +O(n+m) = O(ha2 + n+m), 無順序




定義 4.16 (マッピングによるアンカーアライメント距離). T1, T2を木とし,M 2MTai(T1; T2)
とする. また, をコスト関数とする. このとき, 下での, T1, T2間のM によるアンカー
アライメント距離 (anchored alignment distance through M)  Ach(T1; T2;M) を以下の通
り定義する. ここで, ach(T1; T2;M)は, アンカーアライメント問題で得られるアライメン
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ト木を表す. ただし, アンカーアライメント問題が \no"を返す場合, ach(T1; T2;M) = ;
となる.
 Ach(T1; T2;M) =
8<:
(ach(T1; T2;M)); ach(T1; T2;M) 6= ;;
jT1j+ jT2j; それ以外.
定理 2.14.2より, M 2 MLess(T1; T2) , ach(T1; T2;M) 6= ;が成り立つ. AchAlnの
手順 1, 2により, M 2 MLess(T1; T2)かどうかをO(HjM j)時間で判別できる. 加えて, 補
題 3.3の 1より, M 2MIlst(T1; T2)ならばM 2MLess(T1; T2)が成り立つ.
定理 4.17. 木T1, T2とコスト関数に対して,M1 2MIlst(T1; T2; ),M2 2MLess(T1; T2; )
とする. もし,M1 M2ならば,すべての (v; w) 2M2nM1に対して, (v1; w1); (v2; w2) 2M1
が存在し, 以下のいずれかが成り立つ.
1. v < v1 t v2 かつ w # w1 t w2.
2. v # v1 t v2 かつ w < w1 t w2.
[証明]. 関係式1, 2のどちらも成り立たないと仮定する. このとき,すべての (v1; w1); (v2; w2) 2
M1に対して, (1) v < v1 t v2 かつw  w1 t w2, w = w1 t w2, w1 t w2  wのうちどれか
1つ (2) w < w1 tw2 かつ v  v1 t v2, v = v1 t v2, v1 t v2  vのうちどれか 1つが成り立
つ. 先祖子孫関係により, v < v1 t v2 () w < w1 t w2, すなわちM2 2MIlst(T1; T2)が
成り立つ. しかし, M1 M2かつM1 2MIlst(T1; T2; )なので, これは矛盾する.
定理 4.18. M1 2MIlst(T1; T2; )とM2 2MLess(T1; T2; )に対して, M1 M2, M2 M1
のどちらも満たさないような木 T1, T2とコスト関数 が存在する. これは T1, T2がラベル
のない (あるいは単一のラベルからなる)木であっても成立する.
[証明]. を単一コスト関数とする. まず, 図 4.7 (上)の木 T1, T2を考える. 図 4.7 (下)
はM1 2 MIlst(T1; T2; ), M2 2 MLess(T1; T2; )を示している. このとき, (M1) = 3,
(M2) = 2であるが, M1 M2でもM2 M1でもない.
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同様に,図 4.8 (上)の単一ラベル木T3, T4を考える. 図 4.8 (下)はM3 2MIlst(T3; T4; ),




























図 4.7: 定理 4.18 の証明に用いる木 T1, T2 (上) と, M1 2 MIlst(T1; T2; ), M2 2


































図 4.8: 定理 4.18の証明に用いる単一ラベル木 T3, T4 (上)と, M3 2 MIlst(T3; T4; ),
M4 2MLess(T3; T4; ) (下).
定理 4.18は, 最小コスト劣制限マッピングと最小コスト孤立部分木マッピングは, (集
合の包含関係の意味で)比較可能とは限らないということを主張している. 一方,MIlstは
Taiマッピング階層 [29, 57]の中で, 最もMLessに近いマッピングであり, Ilstは多項式時
間計算可能な Taiの変種の中で最も一般的な距離である [51]. そこで本節では, 定理 4.17
によって, マップしていない葉ノードの組をM 2 MIlst(T1; T2; )に追加することでアン
カーの候補を構築する.
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M 2MIlst(T1; T2; )に対して,MをMの補集合,すなわち, f(v; w) 2 T1T2 j (v; w) 62
Mgとする. M \ (lv(T1)  lv(T2))をM の総葉マッピング (total leaf mapping)と定義し,
lm(M)で表す. また, M 0  lm(M) (M 0 = ;も許容する)をM の葉マッピング (leaf
mapping)とする. 葉マッピングを加えたマッピングM [M 0をアンカーにすることを考
えるが, M [M 0が劣制限マッピングになるとは限らない. そこで, M 2 MIlst(T1; T2; )
とM 0  lm(M)に対して, アンカーM [M 0を入力としてアルゴリズムAchAlnを適用
することで, アンカーアライメント ach(T1; T2;M [M 0)を構築する.
定義 4.19 (アンカーアライメント距離). T1, T2を木とし,  をコスト関数とする. この
とき, 下における T1, T2間のアンカーアライメント距離 (anchored alignment distance)
 Ach(T1; T2)を以下の通りに定義する.
 Ach(T1; T2) = min
8><>:(ach(T1; T2; N))

M 2MIlst(T1; T2; );M 0  lm(M);
N =M [M 0; N 2MLess(T1; T2)
9>=>; :
M 0  lm(M)かつM [ M 0 2 MLess(T1; T2)となるM 0 6= ;が存在しなかった場合,
M 2MIlst(T1; T2; )であることから, M 0に ;と取ることで  Ach(T1; T2) =  Ilst(T1; T2) =
(ach(T1; T2;M))が成り立つ. ゆえに, 定義 4.16の jT1j+ jT2jのケースを避けることがで
き,  Aln(T1; T2)   Ach(T1; T2)   Ilst(T1; T2) が成り立つ.
すべてのアライメント木 T に対して, (l(v); l(w)) 2 T に対応したペア (v; w)を含むマッ
ピングであるアライメント可能マッピングを構築することができる [29]. ach(T1; T2; N)
から構築したアライメント可能マッピングのうち, M 2 MIlst(T1; T2; ), M 0  lm(M),
N = M [M 0, N 2 MLess(T1; T2)を満たす 下でのコストが最小のマッピングすべてか
らなる集合をMAch(T1; T2; )で表す.
定理 4.20.  Ach(T1; T2)は O(nm(d + H2
))時間で計算可能である. ここで, n = jT1j,
m = jT2j, d = minfd(T1); d(T2)g, H = maxfh(T1); h(T2)g,  = minfjlv(T1)j; jlv(T2)jgで
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ある.
[証明]. アルゴリズム 2のアルゴリズムAchAlnDistについて考える. ここで, アルゴリ
ズム Ilst(T1; T2; )は 1行目で孤立部分木距離 d = 

Ilst(T1; T2)と最小コスト孤立部分木
マッピングM 2MIlst(T1; T2; ) [51]の組を, O(nmd)時間で得る. 4行目で, M [M 0が劣
制限マッピングでない場合を無視している. 補題 3.3の 1より, M [M 0 2MLess(T1; T2)な
るM 0(6= ;)が存在しないならば,  Ach(T1; T2) =  Ilst(T1; T2)となるが, これは, 1行目と 5
行目で対応している. 3行目の時間計算量は,定理 4.15よりO(HjM j2+n+m) = O(mnH)
で, 2行目のM 0の数は高々2であるため, 時間計算量はO(nm(d+H2))となる.
procedure AchAlnDist(T1; T2; )
/* T1; T2 : 木, : コスト関数 */
(d;M) Ilst(T1; T2; );1
/* d =  Ilst(T1; T2), M 2MIlst(T1; T2; ) */
foreach M 0  lm(M) s.t. M [M 0 2MTai(T1; T2) do2
T  AchAln(T1; T2;M [M 0);3
/* M [M 0 が劣制限でないなら T = ; */
if (T ) > 0 then4
/* (T ) = 0 () T = ; */




定理 4.20より, アルゴリズム AchAlnDistの実行には葉の数の指数時間がかかるが,
その部分はアルゴリズムAchAlnDistの 2行目のM 0によるものであり, 孤立部分木マッ
ピングは多くの葉を含みうるため葉マッピングの数は非常に小さくなると考えられる. 本
節では, アンカーアライメント距離と, 他の距離を比較するため, N型糖鎖データとランダ
第 4章 木アライメント距離の計算 68
ム生成木を用いた実験を行う. 以降, コスト関数を単一コスト と仮定し, コスト関数の
添え字を省略する. また, 実験機環境は, CPUが Intel Xeon E51650 v3 (3.50GHz), RAM
が 1GB, OSがUbuntsu Linux (64bit)である.
まず, KEGG [26]の提供する N型糖鎖データを用いた実験を行う. 木の総数は 2; 142
であり, 総当たりの組数は 2; 293; 011となる. ノードと葉の数の平均はそれぞれ 11.0696,
3.2876であり, 高さと次数の平均はそれぞれ 5.3838, 2.0724である. また, d  5, D  5で
ある.
表 4.9はN型糖鎖データのすべての組の Aln, Ach, Ilstの計算時間である.





表 4.9は, N型糖鎖データに対して, 時間計算量がO(nm(d +H2))である Achの総計
算時間はそれほど大きくなく, 時間計算量がO(nmD2D!)である Alnの計算時間よりも,
時間計算量がO(mnd)である Ilstの計算時間に近くなった. また, Achの総計算時間は,
Ilstの総計算時間の 3倍以下であった.
表 4.10では, Aln, Ach, Ilstの不等式すべてに対しての組数を示す. ここで, 一般に
Aln  Ach  Ilstである.
表 4.10: Aln, Ach, Ilstの不等式すべてに対する糖鎖の組数.
不等式 組数 %
Aln = Ach = Ilst 2,166,005 94.4612
Aln < Ach = Ilst 109,255 4.7647
Aln = Ach < Ilst 17,144 0.7477
Aln < Ach < Ilst 607 0.0265
不等式 組数 %
Aln < Ilst 127,006 5.5388
Aln < Ach 109,862 4.7912
Ach < Ilst 17,751 0.7741
表 4.10より, 全体の 94:4612%にあたる 2; 116; 005組が Aln = Ach = Ilstであり, 全
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体の 99:2259%にあたる 2; 275; 260組が Ach = Ilstであった. また, Aln = Ach < Ilst
となる (すなわち, アンカーアライメントが効果的に機能した)組の数は 17; 144で, 全体の
0:7477%であった. 一方, 定理 4.18に対応する Aln < Achとなる組の数は 109; 862で, 全
体の 4:7912%であった.
表 4.11は, AchAlnDistの 2行目の条件を満たすM 0 の数ごとの組数を示している.
表 4.11より, 全体の 99:2233%にあたる 2; 275; 201組がアルゴリズムAchAlnDist2行目
のM 0を選択していないということになる.

















M 0の数は理論上の最悪量であるO(2)より小さく,これは表 4.9で示した Achの計算時
間にも表れている. また,これは Ach = Ilstとなる組数が表 4.10で示した全組数に非常に
近いことの理由と考えられる. さらに, #M 0  8となる 24組に対して, Aln = Ach < Islt
が成り立つ.
表 4.12は, 表 4.10で示す (1) Aln < Ach = Islt, (2) Aln = Ach < Islt, (3) Aln <
Ach < Isltの場合に対して, 差の平均と最大値と, 差が最大の組についてまとめたもので
ある. ここで, 糖鎖番号についた添字は, その木のノード数を示している.
表 4.12での出現頻度の高い糖鎖G0457011に着目する. 糖鎖G0419118, G0420637, G1184638,
G1184737と, G0457011の組は Aln < Ach < Ilstを満たす. この 4組は, 表 4.12の (3)の
Ach < Ilstに該当する.
図 4.13に糖鎖 T1 = G0419118, T2 = G0457011 と, その最小コストマッピングM1 2
MLess(T1; T2; ), M2 2 MAch(T1; T2; ), M3 2 MIlst(T1; T2; )を示す. ここで, 異なる
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表 4.12: 各不等式を満たす組の距離の差の平均及び最大値と, 差が最大の組の数と例.
case 不等式 平均距離差 最大距離差 組数 組の例
(1) Aln < Ach 1.0644 7 2 (G0686728,G1133519),(G0686728,G1133920)
(2) Ach < Ilst 1.0319 4 4 (G0366917,G0457011),(G0418620,G0457011),
(G0457011,G0497219),(G0457011,G0699718)
(3) Aln < Ach 1.0115 3 1 (G0404536,G0589619)
Ach < Ilst 1.0537 3 4 (G0419118,G0457011),(G0420637,G0457011),
(G0457011,G1184638),(G0457011,G1184737)
Aln < Ilst 2.0659 5 3 (G0420637,G0457011),(G0457011,G1184638),
(G0457011,G1184737)
形状ないしは色をしたノードは, 糖鎖構造において異なり, 異なるラベルとして扱ってい
る. また, Aln(T1; T2) = 9, Ach(T1; T2) = 10, Ilst(T1; T2) = 13である. 図 4.13では,
M1, M2, M3の差を太線で表現している. このとき, アルゴリズムAchAlnDistの入力を
M3 2 MIlst(T1; T2; )とすると, 下の太線で示した葉の組だけでなく, 上の太線で示した
それらの先祖の組もM3に加えてM2を出力する. 一方, M1の下側で太線で表された組の
T1側のノードは葉ではないため, アルゴリズムAchAlnDistではM1 2MLess(T1; T2; )
を見つけることができない.
T1 = G041914 T2 = G04570 M1 2MLess(T1; T2; )
M2 2MAch(T1; T2; ) M3 2MIlst(T1; T2; )
図 4.13: 糖鎖T1 = G04191, T2 = G04570と,最小コストマッピングM1 2MLess(T1; T2; ),
M2 2MAch(T1; T2; ), M3 2MIlst(T1; T2; ).
最後に, 成功した Aln = Ach < Ilstの場合を考える. これは, 表 4.12の (2)に該当す
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る. 図 4.14は, T1 = G03669, T2 = G04186, T3 = G04972, T4 = G06997と T = G04570
に対するマッピングMi 2 MAch(Ti; T; ) (1  i  4)である. このとき, すべてのMiは





M1 2MAch(T1; T; ) M2 2MAch(T2; T; )
M3 2MAch(T3; T; ) M4 2MAch(T4; T; )
図 4.14: T1 = G03669, T2 = G04186, T3 = G04972, T4 = G06997と T = G04570に対す
るマッピングMi 2MAch(Ti; T; ) (1  i  4).
続いて, ランダム生成木を用いた実験を行う. アルゴリズムAchAlnDistの計算時間
は, 定理 4.15に示すとおりO(nm(d+H2))時間であり, 計算時間は葉の数に応じて指数
的に増加する. ここで, はアルゴリズムAchAlnDistの 2行目のM 0の数に依存してお
り, jlv(T1)j   j(M j1) \ lv(T1)jと jlv(T2)j   j(M j2) \ lv(T2)jの最小値である. そのため, 
が小さい場合, Achは効率よく計算することができる. ランダム木での実験では, そのよ
うな状況の調査を行う. この実験では, アルゴリズム PTC [34]を用いて, 最大次数 2, 3, 4,
5, 10のそれぞれに対してノードの数が 100から 200までの範囲で, 10本の根付きラベル
付き木を生成し, Ach, Ilstを 10本の木のすべての組み合わせ 45組で計算する. 表 4.15
は, Ach, Ilstを計算するのに要した時間と, Ach, Ilstの平均値, Ach, Ilstが異なった組
第 4章 木アライメント距離の計算 72
の数をまとめたものである. また, この設定では最大次数が 2であっても, Alnを 1日で計
算し終えることができなかった.
表 4.15: Ach, Ilstを計算するのに要した時間, Ach, Ilstの平均値と, Ach, Ilstが異なっ
た組の数.
最大次数 2 3 4 5 10
Ach 時間 (ms) 926 1,720 14,221 14,892 71,399
Ilst 時間 (ms) 719 635 609 545 552
Ach 平均 121.93 130.87 133.30 126.51 133.89
Ilst 平均 121.93 131.22 133.20 127.60 136.00
Ach < Ilst 0 10 21 25 34
0% 22.22% 46.67% 55.56% 75.56%
表 4.15より, 最大次数が増加しても距離の平均は変化していないが, 最大次数が増加す




まず,順序木アライメント距離を求めるアルゴリズム [21]を示す. 図 4.16は,空の木もし
くは森を含んだ場合のアライメント距離  oAlnと森アライメント距離 
o
Alnの再帰式である.
次に, 順序木アライメント距離を計算する再帰式  oAln, 
o
Alnを図 4.17に示す.
定理 4.21 ([21]).  oAln(T1; T2)の時間計算量はO(nmD2)である.
この順序木アライメント距離を求めるアルゴリズムを用いて, 巡回的順序木のアライメ
ント距離を求めるアルゴリズムを構築する. 以降, B 2 fo; b; c; cbgの表記を用いて巡回的
順序木を表す.
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oAln(;; ;) = 0;








図 4.16:  oAln(T1; T2)を計算する基本再帰式.
 oAln(T1[i]; T2[j]) = min
8>><>>:
oAln(T1(i); T2(j)) + (i; j);
 oAln(T1[i]; ;) + min
T2T1(i)
f oAln(T; T2[j])   oAln(T; ;)g;
 oAln(;; T2[j]) + min
T2T2(j)
foAln(T1[i]; T )   oAln(;; T )g
9>>=>>; ;
oAln(F1(i1; is); F2(j1; jt)) = min
8>>>>>>>><>>>>>>>>:
oAln(F1(i1; is 1); F2(j1; jt)) + 
o
Aln(T1[is]; ;);
oAln(F1(i1; is); F2(j1; jt 1)) + 
o
Aln(;; T2[jt]);
oAln(F1(i1; is 1); F2(j1; jt 1)) + 
o
Aln(T1[is]; T2[jt]);
(is; ") + min
1k<t





("; jt) + min
1k<s






図 4.17: 巡回的順序木間の  oAln(T1; T2) を計算する再帰式.
 BAln(T1[i]; T2[j]) と 
B





T q2 (j), T
q
2 (jt)の表記を用いる. ここで, (1) B = oのとき p = q = 1, (2) B = bのとき
p = 1, q = 1, (3) B = cのとき 1  p  s, 1  q  t, (4) B = cbのとき 1  p  s,
 s  p   1, 1  q  t,  t  q   1 である. よって, 次のような集合を用意する:
(1) o(s) = o(t) = f1g, (2) b(s) = b(t) = f 1; 1g, (3) c(s) = f1; : : : ; sg, c(t) = f1; : : : ; tg,
(4) cb(s) = f s; : : : ; 1; 1; : : : ; sg, cb(t) = f t; : : : ; 1; 1; : : : ; tg. これらをまとめて, B(s),
B(t)で表すこととする.
これらの集合 B(s), B(t)を用いて [21]にて与えられた再帰式を拡張し, B 2 fo; b; c; cbgに
おける, 巡回的順序木 T1, T2間の  BAln(T1; T2)を計算する再帰式を設計したものを図 4.18
に示す.
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2 (j)) + (i; j)
	
;
BAln(T1[i]; ;) + min
T2T1(i)
fBAln(T; T2[j])  BAln(T; ;)g;
BAln(;; T2[j]) + min
T2T2(j)
fBAln(T1[i]; T )  BAln(;; T )g
9>>=>>; ;
BAln(F1(i1; is); F2(j1; jt)) = min
8>>>>>>>><>>>>>>>>:
BAln(F1(i1; is 1); F2(j1; jt)) + 
B
Aln(T1[is]; ;);
BAln(F1(i1; is); F2(j1; jt 1)) + 
B
Aln(;; T2[jt]);
BAln(F1(i1; is 1); F2(j1; jt 1)) + 
B
Aln(T1[is]; T2[jt]);
(is; ") + min
1k<t;p2B(s)

BAln(F1(i1; is 1); F2(j1; jk 1))
+BAln(T
p
1 (is); F2(jk; jt)))

;
("; jt) + min
1k<s;q2B(t)








図 4.18: 巡回的順序木間の  BAln(T1; T2) を計算する再帰式.
定理 4.22. 図 4.18の再帰式は, B 2 fb; c; cbgに対する巡回的順序木 T1, T2間のアライメン
ト距離  BAln(T1; T2)を計算する.
[証明].  oAln(T1; T2)を計算する再帰式の正当性を示した Jiangら [21]の証明において, 再
帰式と最適アライメント木 (もしくは森)T との対応は以下の通りである.
1. 式 oAln(T1(i); T2(j)) + (i; j) は, ラベル (i; j)が T1[i], T2[j]の最適アライメント木 T
の中に含まれており, T が T1(i)と T2(j)のアライメントを含む場合に対応する.
2. 式 (is; ")+ min
1k<t
foAln(F1(i1; is 1); F2(j1; jk 1)) + oAln(T1(is); F2(jk; jt)))g は, ラベ
ル (is; ")が F1(i1; is), F2(j1; jt)の最適アライメント森 T に含まれており, T が 1 
k < tに対し, T1(is)と F2(jk; jt)のアライメントを含む場合に対応する.
3. 式 ("; jt)+ min
1k<s
foAln(F1(i1; ik 1); F2(j1; jt 1)) + oAln(F1(ik; is); T2(jt)))g は, ラベ
ル ("; jt)が F1(i1; is), F2(j1; jt)の最適アライメント森 T に含まれており, T が 1 
k < sに対し, F1(ik; is)と T2(jt)のアライメントを含む場合に対応する.
上記 3つの式だけが, 最適アライメント T が, T1か T2(もしくはそのどちらも)のある
ノードの兄弟を含み, それを展開していることに注意する.  oAln(T1; T2)から 
B
Aln(T1; T2)
へ拡張するためには, 上記 3つの式に現れる左から右の順を 2つ以上の並びに分割すれば
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き換える. ここで, p 2 B(s), q 2 B(t)である. ゆえに, 上記 3つの場合における式を以下の
通りに置き換えることにより,  BAln(T1; T2)を計算することが可能になる.
1. min
p2B(s);q2B(t)
fBAln(T p1 (i); T q2 (j)) + (i; j)g.
2. (is; ") + min
1k<t;p2B(s)





1 (is); F2(jk; jt)))
	
.











定理 4.23.  bAln(T1; T2)の時間計算量はO(nmD2)である. また,  cAln(T1; T2)と  cbAln(T1; T2)
の時間計算量はO(nmdD3)である.
[証明]. 図 4.18より,  oAlnで呼び出される式の数は 3, oAlnでは 5である. また,  bAlnでは
6, bAlnでは 7, 
c
Alnでは d(i)d(j) + 2, 
c
Alnでは d(i) + d(j) + 3, 
cb
Alnでは, 4d(i)d(j) + 2,
cbAlnでは 2d(i) + 2d(j) + 3である.
Jiangら [21]の証明より, s = d(i), t = d(j)とすると, oAln(F1(is0 ; is); F2(jt0 ; jt))は,
O((s   s0)  (t   t0)  ((s   s0) + (t   t0))) = O(d(i)d(j)(d(i) + d(j)))時間で計算可
能である. また, bAln(F1(is0 ; is); F2(jt0 ; jt))は, O(d(i)d(j)(d(i) + d(j)))時間で計算可能
である. 一方, 図 4.18 の再帰呼び出しの回数に着目すると, cAln(F1(is0 ; is); F2(jt0 ; jt))
と cbAln(F1(is0 ; is); F2(jt0 ; jt))は, O((s   s0)d(j)  (t   t0)d(i)  ((s   s0) + (t   t0))) =
O(d(i)2d(j)2(d(i) + d(j)))時間で計算可能である.
したがって, [21]と同様に, 各 (i; j) 2 T1  T2に対する  bAln(T1[i]; T2[j])の計算時間も
O(d(i)d(j)(d(i)+d(j))d(i)+d(i)d(j)(d(i)+d(j))d(j)) = O(d(i)d(j)(d(i)+d(j))2)となる.
ゆえに,  bAln(T1; T2)の時間計算量は以下のようになる.






























 O(jT1j  jT2j  (d(T1) + d(T2))2) = O(nmD2):
一方, 各 (i; j) 2 T1  T2 に対する  cAln(T1[i]; T2[j])と  cbAln(T1[i]; T2[j])の計算時間は
O(d(i)2d(j)2(d(i)+d(j))d(i)+d(i)2d(j)2(d(i)+d(j))d(j)+d(i)d(j)) = O(d(i)2d(j)2(d(i)+
d(j))2) となる. 最後の式 d(i)d(j)は, 図 4.18の  BAln(T1[i]; T2[j])における, 最初の式の時間


















d(i)d(j)d(T1)d(T2) (d(T1) + d(T2)2)

 O







 O(jT1j  jT2j  d(T1)d(T2)(d(T1) + d(T2))2) = O(nmdD3):
最後に, 両順序木アライメント距離と順序木編集距離の比較実験を行う. 4.3章で利用
したKEGGのN型糖鎖に対し, 順序木編集距離  oTaiと両順序木アライメント距離 
b
Alnを
総当たりで計算し, 同じ木の組に対する距離を比較する. 結果を図 4.19に示す. 横軸が
 oTai, 縦軸が 
b
Alnを表し, 点の大きさ, 濃淡は, 該当するN型糖鎖の組の頻度の対数を表し
ている.
図 4.19より, 多くの組で,  bAln   oTaiとなっていることがわかる. すべてのN型糖鎖の
組について  bAlnと 
o
Taiを比較した組数を表 4.20に示す.
表 4.20より, N型糖鎖の多くの組 (全体のおよそ 99.971%)で  bAln   oTaiであることが
わかる.  bAln > 
o
Taiとなったのは 675組 (全体のおよそ 0.029%)だけである. この順序木
第 4章 木アライメント距離の計算 77
図 4.19: 順序木編集距離と両順序木アライメント距離の比較.
編集距離と両順序アライメント距離の関係性は, 順序木編集距離と無順序木編集距離の関








 bAln > 
o
Tai 675
 bAln = 
o
Tai 1193559





本章では, 木編集距離とTaiマッピングの拡張についての研究である. まず, 木編集距離
を計算するための動的Aアルゴリズムを設計を行う. 次に, Taiマッピングを根無し木へ
拡張する. 最後に, 巡回的順序木と次数限定無順序木に対して, マッピングカーネルを構
築する. なお, 本章の内容は論文 [17, 53, 56]に基づいている.
5.1 無順序木編集距離計算の動的Aアルゴリズム
Horeshら [19]は, 2つの進化系統樹を比較するために (計算が困難である)根付きラベル
なし無順序木間の編集距離を計算するA アルゴリズム (A algorithm)を開発した. この
Aアルゴリズムは, 無順序木編集距離の定数倍以下となる 3つの下限関数 (lower bounding
functions)を用いている. Higuchiら [16]は, このAアルゴリズムを根付きラベル付き無
順序木間の編集距離を計算するアルゴリズムに拡張している. 彼らは, 上記の 3つの下限
関数に加えて, さらに 2つの下限関数を採用した. また, 標準的なAアルゴリズムの連結
グラフにおける最短経路を求める問題を無順序木編集距離を計算するものに変換する編
集距離探索木 (edit distance search tree) を導入した. そして, 上記 5つの下限関数の最大
値をヒューリスティック関数に設定し, 最良サーチにより編集距離探索木に対して必要に
応じて辺を構築するAアルゴリズムを設計した. しかし, このAアルゴリズムは, 何度も
部分的なTaiマッピングを複数回計算しているという欠点が残っている.
本節では, Higuchiら [16]の導入した, 根付きラベル付き無順序木間の編集距離を計算
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するAアルゴリズムで用いられている編集距離探索木と 5つの下限関数, およびAアル
ゴリズムを紹介し, Aアルゴリズムを, 部分計算を保持する動的Aアルゴリズムに拡張す
る. また, 糖鎖データを用いて, 動的Aアルゴリズムによる無順序木編集距離の計算時間
をAアルゴリズム [16], Shashaらの網羅的アルゴリズム [40], Fukagawaらのクリークア
ルゴリズム [12]による計算時間と比較する. さらに, 5つの下限関数のどれが有効である
かを評価する.
定義 5.1 (編集距離探索木). 木T1とT2に対して, T1とT2 の編集距離探索木 (edit distance
search tree)ET (T1; T2)は, 深さが jT1j   1であり, 根のラベルが 0であり, 任意の内部ノー
ドが "; 1; : : : ; jT2j   1というラベルを持つ jT2j個の子を持つ木である.
さらに, 以下のような T1と T2のノードの組の集合Mvが T1と T2のマッピングとなる




8><>:(t1; t2) 2 T1  T2

depth(w) = preT1(t1);
l(w) = preT2(t2); l(w) 6= "
9>=>; :
本論文では, 編集距離探索木 ET (T1; T2)を妥当ノードのみによって構成されるものと
する. よって, ET (T1; T2)の深さは jT1j   1となり, ET (T1; T2)の次数は高々jT2jとなる.
ET (T1; T2)の任意のノード vは, depth(v) = preT1(t1), l(v) = preT2(t2)(6= ") となる組
(t1; t2) 2 T1  T2を表しており, それはマッピングの構成要素となる.
例 5.2. 図 5.1(左)の木 T1と T2を考える. ここで, T1と T2のノードに割り振られた数は
T1と T2の先行走査順である.
このとき, 図 5.1(右)は, T1とT2の編集距離探索木ET (T1; T2)である. 例えば, 下線が引
かれたノードからなるET (T1; T2)のパス h0; 2; "; "iは, T1とT2のマッピング f(0; 0); (1; 2)g
を表す. このパスでは, 深さ 1のラベル 2のノードはラベル "の子孫しか持たない. なぜな
1妥当ノードの定義は, 文献 [16]の定義には間違いが含まれていたので, 修正している. 本論文の定義で
はノードの先行走査順による順番を利用している.
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T1 T2 ET (T1; T2)
図 5.1: 例 5.2の木 T1と T2 (左) および編集距離探索木ET (T1; T2) (右).
次に, Higuchiら [16]が用いた編集距離の下限関数を導入する. ここで, 木 T に対し,
d(T; k)で d(v) = kとなるノード vの頻度を表し, l(T; a)で l(v) = aとなるノード vの頻
度を表す.
定義 5.3 (編集距離の下限関数). T1と T2を木とし, D = maxfd(T1); d(T2)gとする. この
とき, 以下の 5つの関数を下限関数 (lower bounding function)という.
1. n(T1; T2) =
jT1j   jT2j [19].




jd(T1; k)  d(T2; k)j.
3. 次数ヒストグラム L1距離 (degree histogram L1-distance) d1(T1; T2) [19]:
d1(T1; T2) = max
0kD
jd(T1; k)  d(T2; k)j:




jl(T1; a)  l(T2; a)j:
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5. ラベルヒストグラム L1距離 (label histogram L1-distance) l1(T1; T2) [16]:
l1(T1; T2) = max
a2
jl(T1; a)  l(T2; a)j:















図 5.2: 例 5.4の木 T1と T2.













したがって, n(T; T2) = 1, d1(T; T2) = 5, d1(T; T2) = 2, l1(T; T2) = 3, l1(T; T2) = 1 と
なる.
補題 5.5. 木 T1と T2に対して以下が成り立つ.
1. uTai(T1; T2)  n(T1; T2) [19].
2. uTai(T1; T2)  d1(T1; T2)=3 [19, 23].
3. uTai(T1; T2)  d1(T1; T2) [19].
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4. uTai(T1; T2)  l1(T1; T2)=2 [23].
5. uTai(T1; T2)  l1(T1; T2) [16].
これは T1と T2が森のときも成り立つ.
[証明]. 文献 [16]より, T1と T2が森のときに成り立つことを示せば十分である. T 01と T 02
を, t1の子が T1, t2の子が T2, l(t1) = l(t2) となる根 t1と t2を持つ木とする. このとき,






2) となり, また, 任意の下限関数 f に対して f(T1; T2)  f(T 01; T 02)
となることを示すことができる.
補題 5.5より, 森 T1と T2に対して Aアルゴリズムにおける関数 lb(T1; T2) を, 以下の
ように 5つの下限関数の最大値と定義する.
lb(T1; T2) = maxfn(T1; T2); d1(T1; T2)=3; d1(T1; T2); l1(T1; T2)=2; l1(T1; T2)g.
例 5.4の木 T1と T2に対して, lb(T1; T2) = maxf1; 5=3; 2; 3=2; 1g = 2となる.
次に, 文献 [16]のAアルゴリズム, および, その改良としての動的Aアルゴリズムを設
計する,
Aアルゴリズムの設計には, g(T1; T2)と h(T1; T2)という 2つの関数を導入する必要が












既にマッピングの探索が終了した T1と T2のノードの集合とする. さらに, Nv(t1; t2)  T2
を t1と t2に関するマッピングによって T2から削除されたノードの集合とする. このとき,
g(t1; t2)と h(t1; t2) を以下のように計算する.










T1   (Tm1 [ V (T1[t1])); T2   (Tm2 [ V (T2[t2]))

(l(t2) 6= ")
lb(T1   Tm; S   Sm) (l(t2) = ")
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このとき, Aアルゴリズムは, ET (T1; T2)における根から葉への最短パスを探索しながら
f (t1; t2) = g(t1; t2) + h(t1; t2)の最小値を計算する. ここで, 編集距離探索木ET (T1; T2)
の全体を構築すると冗長となるので, アルゴリズム 3のAアルゴリズムAstarでは, 探
索に必要なノードだけを構築している 2.
procedure Astar(T1; T2)
/* T1; T2 : 木, L : 3つ組のリスト */
draw ラベルが 0のノード vをET (T1; T2)に追加;1
(v; g(t1; t2); h(t1; t2)) (v; g(0; 0); h(0; 0));2
while preT1(t1) 6= jT1j   1 do3
draw ラベルが "のノード uをET (T1; T2)に vの子として追加;4
L L [ f(u; g(t1 + 1; "); h(t1 + 1; "))g;5
foreach preT1(t
0
1) = depth(v) + 1を満たす (t01; t02) 2 T1  T2 do6
if Mv [ f(t01; t02)g が T1, T2間のマッピング then7
draw preT2(t
0
2) = l(u)となるノード uをET (T1; T2)に vの子として追加;8
L L [ f(u; g(t01; t02); h(t01; t02))g;9
select g(t1; t2) + h(t1; t2)が最小となる (v; g(t1; t2); h(t1; t2)) 2 L;10
output g(t1; t2);11
アルゴリズム 3: Astar.
アルゴリズム Astarでは, 1行目から 2行目で ET (T1; T2)の根を構築し, T1 と T2 の
マッピングを計算している. 一方, 3行目から 10行目では, (\draw"命令で)ET (T1; T2)
を構築しながら, ET (T1; T2)の根から葉への最短パスを探している. 4行目から 5行目
で t1が削除されるとき, 6行目から 9行目で t01が t
0
2に対応付けられるとき, それぞれで
u 2 ET (T1; T2)を構築し, そしてコストを計算する. 10行目で最小コストのノード vを選
択し, vがET (T1; T2)の葉であれば終了する.
例 5.6. T1と T2を図 5.4の木とする. ここで, ノードの番号は先行走査順である. また, L
をリストとし, T1の根は T2の根と対応するものとする.
このとき, Aアルゴリズムによって編集距離探索木ET (T1; T2)を探索することで, Mが
どのように構成されていくかを見ていく. ここで, ET (T1; T2)のノードの値は g(t1; t2) +
2アルゴリズム 3のAstarでは, [16]の A アルゴリズムから, 幅優先探索順 [16]の代わりに先行走査順
を利用し, g, h, Mv の定義を修正している.






















図 5.4: 木 T1と T2.
h(t1; t2)の値である.
















2. ET (T1; T2)の深さ 1のノード "が最小値 1 + 1となるので, Aアルゴリズムはパス
h0; "iを選ぶ. 深さ 1のノード "は, M に組 (1; t2)が存在しないことを表している.


























3. ET (T1; T2)の深さ 2のノード 1が最小値 2 + 0となるので, Aアルゴリズムはパス
h0; "; 1iを選ぶ. 深さ 2のノード 1は, M が組 (2; 1)を含むことを表している. Aア
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4. ET (T1; T2)の深さ 3のノード 3が最小値 2 + 0となるので, Aアルゴリズムはパス
h0; "; 1; 3i.を選ぶ. 深さ 3のノード 3は, M が組 (3; 3)を含むことを表している. A












1 2 + 0
"
3 + 1

















5. ET (T1; T2)の深さ 4のノード 2が最小値 2 + 0となるので, Aアルゴリズムはパス
h0; "; 1; 3; 2i.を選ぶ. 深さ 4のノード 2は, M が組 (4; 2)を含むことを表している.
6. 4 = preT1(t1) = jT1j   1なので, Aアルゴリズムは終了する.



























Aアルゴリズム (dynamic programming A algorithm)であるアルゴリズム 4のDPAstar
を設計する.
アルゴリズムDPAstarでは, 1行目から 2行目で t1か t2が葉のときを扱う. 葉は常に
根と対応付けられるので, Tai(t1; t2)は簡単に計算できる. 6行目から 8行目で, DPAstar
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procedure DPAstar(v; t; s)
/* v 2 ET (T1; T2), t1 2 T1, t2 2 T2, L : 3つ組のリスト */
if t1 か t2 が葉 then1
output (v; (t1; t2); 0);2
L f(v; g(t1; t2); h(t1; t2))g;3
select g(t1; t2) + h(t1; t2)が最小となる (v; g(t1; t2); h(t1; t2)) 2 L;4
while depth(v) 6= jT1j   1 do5
if l(v) 6= " then6
(v0; cost; 0) DPAstar(v; depth(v); l(v));7
(v; g(t1; t2); h(t1; t2)) (v0; g(t1; t2) + cost; 0);8
if depth(v) = jT1j   1 then9
L L [ f(v; g(t1; t2); h(t1; t2))g;10
else11
draw ラベルが "となるノード uをET (T1; T2)に vの子として追加;12
L L [ f(u; g(t1 + 1; "); h(t1 + 1; "))g;13
foreach preT1(t
0




2) 2 T1  T2 do14
if Mv [ f(t01; t02)g が T1, T2間のマッピング then15
draw preT2(t
0
2) = l(u)となるノード uをET (T1; T2)に vの子として追加;16
L L [ f(u; g(t01; t02); h(t01; t02))g;17
select g(t1; t2) + h(t1; t2)が最小となる (v; g(t1; t2); h(t1; t2)) 2 L;18
output (v; g(t1; t2); 0);19
アルゴリズム 4: DPAstar.
を再帰的に計算することで, Lのノード vに対する preT1(t1) = depth(v)となる T1[t1]と
preT2(t2) = l(v)となる T2[t2] の最小コストマッピングを計算する. マッピングの最小コス
トを保持することにより, 部分マッピングの繰り返しを避けることができる. 9行目から
10行目で, vが最深ノードならば, vをLに再び追加する. そうでないときは, 11行目から
18行目でAstarと同様に ET (T1; T2)の次のノードを探索する.
最後に, Astar [16], DPAstar, Shasha らの網羅的アルゴリズム [40], Fukagawa らの
クリークアルゴリズム [12] による無順序木編集距離の計算時間を比較する. ここで, 計算
機環境は以下の通りである.
アルゴリズム OS CPU RAM
クリークアルゴリズム [12] Microsoft Windows XP Intel Core 2 Duo 2.8GHz 3.48GB
それ以外 Microsoft Windows 7 Intel Core i7 920 2.67GHz 3GB
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また, [12]と同一のデータである 137の白血病と 14の赤血球を含む糖鎖データ, および, こ
れらを含む 352の糖鎖データを利用する. なお, クリークアルゴリズムの結果は文献 [12]
の結果を引用している.
表 5.5は, 4つのアルゴリズムの無順序木編集距離の計算時間である.
表 5.5: 4つのアルゴリズムの無順序木編集距離の計算時間 (秒).
アルゴリズム 糖鎖データ 白血病と赤血球
網羅的アルゴリズム [40] 2133.0 751.3
Astar [16] 161.6 21.4
DPAstar 22.3 4.4
クリークアルゴリズム [12] |{ 48.3
したがって, 動的AアルゴリズムDPAstarは網羅的アルゴリズム [40]と比較すると
非常に高速であり, AアルゴリズムAstarやクリークアルゴリズム [12] と比較しても高
速である. なお, クリークアルゴリズム [12]は (l1; l1) = 2かつ (l1; l2) = 1 (l1 6= l2) とい
う特殊なコスト関数を利用しなければならないのに対して, AstarとDPAstarは, 単一
コスト関数だけではなく任意のコスト関数に適用することができるという利点がある.
さらに,文献 [16]と同様に, DPAstarにおける下限関数の効果について評価する. 表 5.6
は高々1つの下限関数を除いた時のAstar [16]とDPAstar の計算時間である.
したがって, 糖鎖データに対して, n(T; S)が最も高速化に効果がある下限関数である.
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表 5.6: DPAstarにおける下限関数の効果 (秒).
除く 糖鎖データ 白血病と赤血球
下限関数 Astar [16] DPAstar Astar [16] DPAstar
何も除かない 161.6 22.3 21.4 4.4
n(T; S) 338.6 43.2 41.6 7.3
d1(T; S)=3 169.1 22.5 21.3 4.7
d1(T; S) 207.1 23.4 32.6 4.9
l1(T; S)=2 176.9 22.7 21.9 4.4
l1(T; S) 187.4 23.2 24.3 5.1
妥当でない場合もある. 根付き木においてTaiマッピングは木編集距離に対応する重要な
概念であるが, この Taiマッピングを根無し木に拡張するためには, 一対一対応であるこ
とに加えて, 先祖子孫関係に代わる条件を導入する必要がある. Zhangら [64]は, 挿入と
削除を次数 2以下のノードに制限した次数 2距離 (LCA保存距離)を根無し木に拡張する
際, 根付き木の LCA保存マッピングの拡張として, 3つのノードの中心を保存する中心保
存マッピングを導入した. ここで, u; v; w 2 T に対して, [u; v]; [v; w]; [w; u]に共通するノー
ドを fu; v; wgの中心 (center)[64]といい, c(u; v; w)で表す. このとき, 以下の自明な補題
を得る.




系統樹が, すべての生物種 (葉)間の距離である距離行列から, その距離がパス上の辺の重
みの総和となるように再構成できるとき, 距離行列は加法的である (additive)という. ま
た, 距離行列から葉の高さがすべて等しい根付き進化系統樹を構成できるとき, 距離行列
は超計量的である (ultrametric)という [44]. このとき, 距離行列における任意の異なる 4
第 5章 さまざまな拡張 89
つの生物種が 4点条件 (4-point condition) [6] を満たすとき, そのときに限り, 距離行列は
加法的となる [44]. また, 加法的距離行列における任意の異なる 3つの生物種が 3点条件
(3-point condition)を満たすとき, そのときに限り, 距離行列は超計量的になる [44].
4点条件と 3点条件は, 辺の重みの総和としての距離についての条件である. 本節では,
この 2つの条件を,中心を用いることで木のトポロジーを特徴づける条件に変更する. そし
て, 根無し木に対して, 4点条件に基づく4点保存マッピング (4-point-preserving mapping)
を導入する. また, 根付き木の根ノードを 4点条件に加えた根付き 4点保存マッピング
(rooted 4-point-preserving mapping)を導入する. さらに, 根付き木に対して, 3点条件に基
づく 3点保存マッピング (3-point-preserving mapping)を導入する. 加えて, T1の部分木
と T2の部分木を対応付ける部分木保存マッピング (subtree-preserving mapping)と, ノー
ドがパス上にある状態を保存するマッピングであるパス保存マッピング (path-preserving
mapping)を導入する.
これらの準備の下で, 本節では, M が根付き木のマッピングの場合, 以下が成り立つこ
とを示す.
M は孤立部分木マッピング [59; 60],M は 3点保存マッピング:
M は劣制限マッピング [32],M は 4点保存マッピング
,M は根付き 4点保存マッピング:
また, M が根無し木のマッピングの場合, 以下の含意関係が成り立つことを示す. 一般に
逆は成り立たない.
M は部分木保存マッピング)M は中心保存マッピング
)M は 4点保存マッピング )M はパス保存マッピング:
本節では, マッピングを 2つの木のノード間の一対一対応として定義する.
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定義 5.8 (マッピング [45]). T1, T2を木とし, M  V (T1) V (T2)とする. M が以下を満
たすとき, 3つ組 (M;T1; T2)を木 T1; T2間のマッピング (mapping)という:
8(u1; u2); (v1; v2) 2M;

u1 = v1 () u2 = v2

(一対一対応):
誤解の恐れがない場合, 3つ組 (M;T1; T2)を, 単にM で表す. また, 根付き木 (根無し木)
間のマッピングを単に根付き (根無し) マッピングという.
また, 本節ではマッピングM が定義 2.7.1(劣制限マッピング)の条件を満たすとき, M
を劣制限マッピングという. 特に, 今までの劣制限マッピング (M が Taiマッピングかつ
定義 2.7.1を満たす)については, 劣制限Taiマッピング (Less-constrained Tai mapping)
といいM 2MLessTaiで表す.
次に, 根無しマッピングの変種と, 4点条件と 3点条件に関連した根付きマッピングの変
種を導入する.
定義 5.9 (根無しマッピングの変種). M を T1, T2間の根無しマッピングとする.
1. M が以下のパス保存条件 (path preserving condition)を満たすとき, M をパス保存
マッピング (path-preserving mapping)といい, M 2MPath(T1; T2)と表す:
8(u1; u2); (v1; v2); (w1; w2) 2M

w1 2 [u1; v1] () w2 2 [u2; v2]

:
2. M が以下の中心保存条件 (center preserving condition) [64] を満たすとき, M を中
心保存マッピング center-preserving mappingといい, M 2MCnt(T1; T2)と表す:
8(u1; u2); (v1; v2); (w1; w2) 2M

(c(u1; v1; w1); c(u2; v2; w2)) 2M

:
3. 集合 fu 2 T1 j (u; v) 2 Mgと fv 2 T2 j (u; v) 2 Mgが, それぞれ T1 = (V1; E1)と
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T2 = (V2; E2)の部分木を誘導し, 任意の (u1; u2); (v1; v2) 2 M に対して, (u1; v1) 2
E1 () (u2; v2) 2 E2を満たすとき, Mを部分木保存マッピング (subtree-preserving
mapping)といい, M 2MSubt(T1; T2)と表す.
4. M が以下の 4点保存条件 (4-pointed condition)を満たすとき, M を 4点保存マッピ
ング (4-pointed mapping)といい, M 2M4Pnt(T1; T2)と表す:
任意の (u1; u2); (v1; v2); (w1; w2); (x1; x2) 2Mに対して, (u1; v1)と (w1; x1)
が 4点条件を満たすとき, かつそのときに限り, (u2; v2) と (w2; x2)が 4点
条件を満たすように, ui; vi; wi; xi(i = 1; 2)を置き換えることができる. 言
い換えると:
c(u1; v1; w1) = c(u1; v1; x1) かつ c(u1; w1; x1) = c(v1; w1; x1)
() c(u2; v2; w2) = c(u2; v2; x2) かつ c(u2; w2; x2) = c(v2; w2; x2):
また, 根付き木の 4点保存条件を以下の通りに導入する.
定義 5.10 (根付き 4点保存条件). T1; T2 をそれぞれ, r1; r2 を根とする根付き木, M を
T1; T2 間の根付きマッピングとする. M が以下の根付き 4点保存条件 (rooted 4-pointed
condition)を満たすとき, M を根付き 4点保存マッピング (rooted 4-pointed mapping)と
いい, M 2Mr4Pnt(T1; T2)と表す:
任意の (u1; u2); (v1; v2); (w1; w2) 2M に対して, (u1; v1) と (w1; r1)が 4点条件
を満たすとき, かつそのときに限り, (u2; v2) と (w2; r2)が 4点条件を満たすよ
うに, ui; vi; wi(i = 1; 2)を置き換えることができる. 言い換えると:
c(u1; v1; w1) = c(u1; v1; r1) かつ c(u1; w1; r1) = c(v1; w1; r1)
() c(u2; v2; w2) = c(u2; v2; r2) かつ c(u2; w2; r2) = c(v2; w2; r2):
M が Taiマッピングであり, 根付き 4点保存マッピングでもあるとき, すなわち, M 2
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MTai(T1; T2) \Mr4Pnt(T1; T2)であるとき, M を根付き 4点保存 Tai マッピング (rooted
4-pointed Tai mapping)といい, M 2Mr4PntTai(T1; T2)と表す.
例 5.11. 図 5.7の根付きマッピング Mi (i = 1; 2; 3)を考える. このときM1, M2 は根
付き 4点保存マッピングであるが, M3 については, c(u1; v1; w1) = c(u1; v1; r1) = c1 か
つ c(u1; w1; r1) = c(v1; w1; r1) = r1 であるにもかかわらず c(u2; v2; w2) = c2 6= r2 =





























































図 5.7: 例 5.11のマッピングMi.
定義 5.12 (3点保存条件). T1; T2をそれぞれ, r1; r2を根とする根付き木, M を T1; T2間の
根付きマッピングとする. M が以下の 3点保存条件 (3-pointed condition)を満たすとき,
M を 3点保存マッピング (3-pointed mapping)といい, M 2M3Pnt(T1; T2)と表す:
任意の (u1; u2); (v1; v2); (w1; w2) 2Mに対して, (u1; v1; w1)が3点条件を満たす
とき,かつそのときに限り, (u2; v2; w2)が 3点条件を満たすように, ui; vi; wi(i =
1; 2)を置き換えることができる. 言い換えると:
c(u1; w1; r1)  c(v1; w1; r1) = c(u1; v1; r1)
(u1 t w1  v1 t w1 = u1 t v1と等価)
() c(u2; w2; r2)  c(v2; w2; r2) = c(u2; v2; r2)
(u2 t w2  v2 t w2 = u2 t v2と等価):
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ここで, 根付きマッピングに対しては, 以下の階層が知られている ([29]):
MTop(T1; T2) MLca(T1; T2) MIlst(T1; T2) MLessTai(T1; T2) MTai(T1; T2):
まず, 3点条件と 4点条件に関する根付きマッピングの, 階層中での位置について議論
する.
定理 5.13. 根付き木 T1, T2に対して, M3Pnt(T1; T2) =MIlSt(T1; T2)が成り立つ.
[証明]. 補題 5.7より, 任意の (u1; u2); (v1; v2); (w1; w2) 2 M に対して, u1 t w1  v1 t
w1 = u1 t v1 () u2 t w2  v2 t w2 = u2 t v2 であるとき, かつそのときに限り,
w1  u1 t v1 () w2  u2 t v2が成り立つことを示せば十分である.
M 2 MIlSt(T1; T2)と仮定すると, M は w1  u1 t v1 () w2  u2 t v2を満たす. こ
のとき, M は 図 5.8で示すM1, M2, M3のどれかの形をとる. この内, 3点保存条件を満
たすのはM1 と M3である. また, uiを viと置き換えることにより, M2もまた, 3点保存
条件を満たす. したがって, M 2M3Pnt(T1; T2)が成り立つ.
一方,M 2M3Pnt(T1; T2)と仮定すると,Mはu1tw1  v1tw1 = u1tv1 () u2tw2 
v2 tw2 = u2 t v2を満たす. このとき, M はM1, M 02, M3のどれかの形をとる. M 02につい
て, w1  u1 t v1 () w2  u2 t v2が成り立つ. したがって, M 2 MIlSt(T1; T2)が成り
立つ.
補題 5.14. 根付き木 T1, T2に対して, M4Pnt(T1; T2) =Mr4Pnt(T1; T2)が成り立つ.
[証明]. 定義によりMr4Pnt(T1; T2)  M4Pnt(T1; T2)が成り立つので, M4Pnt(T1; T2) 
Mr4Pnt(T1; T2)を示せば十分である. M 62 M4Pnt(T1; T2)と仮定する. このとき, c(u1; v1; w1) =
c(u1; v1; x1)かつ c(u1; w1; x1) = c(v1; w1; x1) となるが c(u2; v2; w2) 6= c(u2; v2; x2)または
c(u2; w2; x2) 6= c(v2; w2; x2)となるような, (u1; u2); (v1; v2); (w1; w2); (x1; x2) 2Mが存在す
る. ゆえに, M は図 5.9のM1, M2, M3のどれかの形をとる.















































































図 5.8: 定理 5.13の証明に用いる根付きマッピングMi.
ここで,M1,M2は, c(u1; v1; w1) = c(u1; v1; r1),かつ c(u1; w1; r1) = c(v1; w1; r1)であるが,
c(u2; v2; w2) = c2 6= r2 = c(u2; v2; r2)である. また, 定義 5.9.5のw2, x2, v2を u2, v2, w2と
みなすことにより, M1とM3は, c(w1; x1; v1) = c(w1; x1; r1)と c(w1; v1; r1) = c(x1; v1; r1)
を満たすが, c(w2; v2; r2) = r2 6= d2 = c(x2; v2; r2)となる. ゆえに, i = 1; 2; 3に対して




















































































図 5.9: 補題 5.14, 5.15の証明で用いる根付きマッピングMi.
補題 5.15. M 2MTai(T1; T2) nMr4Pnt(T1; T2)なる根付きマッピングM が存在する.
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[証明]. 図 5.9に示すマッピングMi(i = 1; 2; 3)はすべて,Mi 2MTai(T1; T2)nM4Pnt(T1; T2)
を満たす.
補題 5.16. M 2Mr4Pnt(T1; T2) nMTai(T1; T2)なる根付きマッピングM が存在する.



















図 5.10: 補題 5.16の証明に用いる根付きマッピングM 2Mr4Pnt(T1; T2) nMTai(T1; T2).
定理 5.17. 根付き木 T1, T2に対して, Mr4Pnt(T1; T2) =MLess(T1; T2)が成り立つ.
[証明]. 補題 5.7より, 根付き 4点保存条件を以下のように書き換えることができる.
c(u1; v1; w1) = u1 t v1かつ u1 t w1 = v1 t w1
() c(u2; v2; w2) = u2 t v2かつ u2 t w2 = v2 t w2:
M 2 Mr4Pnt(T1; T2)と仮定する. もし, u1 t v1 < u1 t w1, ならば T1中の u1; v1; w1の
トポロジーは, 図 5.11 (1), (2), (3)に示す通りになる. このとき (2), (3)では u1 < v1か
v1 < u1のどちらか一方が成り立つ. よって, c(u1; v1; w1) = u1 t v1 < u1 tw1 = v1 tw1が
成り立つ. 根付き 4点保存条件より, c(u2; v2; w2) = u2 t v2及び u2 t w2 = v2 t w2が成り
立つ. ゆえに, M 2MLess(T1; T2)が成り立つ.
逆に, M 2 MLess(T1; T2)を仮定する. u1 t v1 < u1 t w1とすると, 図 5.11 (1), (2), (3)
より, c(u1; v1; w1) = u1 t v1及び u1 t w1 = v1 t w1が成り立つ. 一方,M は劣制限マッピ
ングであるため, v2 tw2 = u2 tw2が成り立つ. そのため, c(u2; v2; w2) = u2 t v2を示せば
よいことになる.









































































図 5.11: 定理 5.17の証明に用いるトポロジ.
もし, u2tv2 < u2tw2ならば, T2中でのu2; v2; w2のトポロジーは図 5.11 (4), (5), (6)に
示す通りになり, c(u2; v2; w2) = u2tv2 = c2が成り立つ. もし, u2tv2 = u2tw2ならば, T2
中での u2; v2; w2のトポロジーは図 5.11 (7)に示す通りになり, c(u2; v2; w2) = u2 t v2 = c2
が成り立つ.
したがって, M 2Mr4Pnt(T1; T2)が成り立つ.
注意 5.18. 定理 5.17のMr4PntTai(T1; T2) = MLessTai(T1; T2)を示すには, T1, T2のトポ
ロジーを図 5.11の (1), (4), (7)と比較すればよい.
次に, 根無しマッピングの階層について議論する.
補題 5.19. 根無し木 T1, T2に対して, MSubt(T1; T2) MCnt(T1; T2)が成り立つ.
[証明]. M 2 MSubt(T1; T2)とし, (u1; u2); (v1; v2); (w1; w2) 2 M とする. このとき, T1の
[u1; v1] ([v1; w1], [w1; u1])と, T2の [u2; v2] ([v2; w2], [w2; u2])は同型であるので,
(c(u1; v1; w1); c(u2; v2; w2)) 2M が成り立つ. ゆえに, M 2MCnt(T1; T2)が成り立つ.
一方, 図 5.12のようなマッピングM 2MCnt(T1; T2) nMSubt(T1; T2)が存在する.
補題 5.20. 根無し木 T1, T2に対して, MCnt(T1; T2) M4Pnt(T1; T2)が成り立つ.



















図 5.12: 補題 5.19の証明で用いる根無しマッピングM 2MCnt(T1; T2) nMSubt(T1; T2).
[証明]. M 2 MCnt(T1; T2)とし, (u1; u2); (v1; v2); (w1; w2); (x1; x2) 2 M とする. 補題 5.7
より, c1 = c(u1; v1; w1) = c(u1; v1; x1) かつ d1 = c(u1; w1; x1) = c(v1; w1; x1)を満たすよう
に, u1; v1; w1, x1を置き換えることができる. もし (c1; c2) 2M なるノード c2 2 T2が存在
するなら, c1 = c(u1; v1; w1) = c(u1; v1; x1)でありM が中心保存マッピングであることか
ら, c2 = c(u2; v2; w2) = c(u1; v1; x1)が成り立つ. また, (d1; d2) 2 M なるノード d2 2 T2が
存在するなら, d1 = c(u1; w1; x1) = c(v1; w1; x1)でありM が中心保存マッピングであるこ
とから, d2 = c(u2; w2; x2) = c(v2; w2; x2)が成り立つ. ゆえに, M 2M4Pnt(T1; T2)となる.

























図 5.13: 補題 5.20の証明で用いる根付きマッピングM 2M4Pnt(T1; T2) nMCnt(T1; T2).
補題 5.21. 根付き木 T1, T2に対して, M4Pnt(T1; T2) MPath(T1; T2)が成り立つ.
[証明]. M 2M4Pnt(T1; T2)とする. このとき,すべての (u1; u2); (v1; v2); (w1; w2); (x1; x2) 2


























図 5.14: 補題 5.21の証明で用いるM のトポロジー.
(y1; y2) 2Mとなるような, y1 2 [c1; d1], y2 2 [u2; c2]を仮定する. このとき, c(u1; v1; y1) =
c(u1; v1; w1) = c1, c(u2; v2; y2) = y2, c(u2; v2; w2) = c2が成り立つ. ゆえに, y2 = c2となる.
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(y1; y2) 2Mとなるような, y1 2 [u1; c1], y2 2 [v2; d2]を仮定する. このとき, c(y1; v1; x1) =
c(y1; v1; w1) = c1, c(y2; v2; x2) = c(y2; v2; w2) = y2 が成り立つ. また, c(u2; y2; w2) =
c(u2; y2; x2) = c2, c(u1; y1; w1) = c(u1; y1; x1) = y1が成り立つ.
(y1; y2) 2Mとなるような, y1 2 [u1; c1], y2 2 [w2; d2]を仮定する. このとき, c(y1; v1; x1) =
c(y1; v1; w1), c(y2; v2; x2) = d2, c(y2; v2; w2) = y2が成り立つ. また, c(u2; v2; y2) = c(u2; v2; x2),
c(u1; v1; y1) = y1, c(u1; v1; x1) = c1が成り立つ. ゆえに, y1 = c1, y2 = d2となる.
上記議論を組み合わせることにより, (y1; y2) 2 M に対して, 以下を得る. ここで, k 2
fu; vg, l 2 fw; xgである.
1. y1 2 [c1; d1] i y2 2 [c2; d2].
2. y1 2 [u1; v1] i y2 2 [u2; v2].
3. y1 2 [w1; x1] i y2 2 [w2; x2].
4. y1 2 [k1; c1] かつ y2 2 [l2; d2]ならば, y1 = c1 かつ y2 = d2.
5. y1 2 [l1; d1] かつ y2 2 [k2; c2]ならば, y1 = d1 かつ y2 = c2.
したがって, M 2MPath(T1; T2)となる.

























図 5.15: 補題 5.21の証明に用いる根無しマッピングM 2MPath(T1; T2) nM4Pnt(T1; T2).
補題 5.19, 5.20, 5.21をまとめると以下の通りになる.
定理 5.22. 根無し木 T1, T2に対して, 以下が成り立つ.
MSubt(T1; T2) MCnt(T1; T2) M4Pnt(T1; T2) MPath(T1; T2):
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5.3 巡回的順序木と次数限定無順序木のマッピングカーネル
無順序木におけるマッピングカーネルは, 一般には#P完全であることが知られてい
る [25]. 本節では, 順序木よりも制限が弱く無順序木よりも制限が強い巡回的順序木の
マッピングカーネルについて解析する. 以後, 本節を通して,  2 fo; b; c; cb; ugとし, A 2
fTop;LcaSg;Lca;Acc; Ilstgとする.
森 F1と F2のマッピングを, (v; v) 62 M となる vに対する木 v(F1)と v(F2)のマッピン
グM として定義する. また, MA (F1; F2)をMA (T1; T2)と同様に定義する.  :    !




(l(u); l(v))と定義する. 森 F1と F2の類似度 (similarity)を以下のように
定義する.




系 5.23.  2 fo; b; c; cb; ugと A 2 fTop;LcaSg;Lca;Acc; Ilstg に対して, KA は正定値
である.
[証明]. MA は合成について閉じている [29, 57, 64]ので,文献 [42]の結果から成り立つ.
Kuboyama [29]は, 明示的には A 2 fAcc; Ilstgに対してKoA(T1; T2)を計算する再帰式
を, 暗黙的には A 2 fTop;LcaSg;Lcag に対してKoA(T1; T2)を計算する再帰式を図 5.16
のように導入した. ここで, 下線の式は, 類似した式における異なる部分を明記したもの
である.
定理 5.24 ([29]参照). A 2 fTop;LcaSg;Lca;Acc; Ilstg に対して, 図 5.16の再帰式は
O(nm)時間でKoA(T1; T2)を正しく計算する. ここで, n = jT1j, m = jT2jである.
本節では,まず,図 5.16の再帰式を,  2 fo; b; c; cbgとA 2 fTop;LcaSg;Lca;Acc; Ilstg
に対してKA (T1; T2)を計算する再帰式に拡張する.
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KoTop(u(F1); v(F2)) = (l(u); l(v))  (1 + FoTop(F1; F2));
FoTop(;; F ) = FoTop(F; ;) = 0;
FoTop(T1  F1; T2  F2) = KoTop(T1; T2)  (1 + FoTop(F1; F2))













T oLca(u(F1); v(F2)) = (l(u); l(v))  (1 + FoLca(F1; F2));
FoLca(;; F ) = FoLca(F; ;) = 0;
FoLca(T1  F1; T2  F2) = KoLca(T1; T2)  (1 + FoLca(F1; F2))
+FoLca(F1; T2  F2) + FoLca(T1  F1; F2) FoLca(F1; F2):
KoAcc(;; F ) = KoAcc(F; ;) = TFoAcc(T; ;) = 0;
KoAcc(T1  F1; T2  F2) = T oAcc(T1; T2)  (FoAcc(F1; F2)  1)
+TFoAcc(T1; T2  F2)  TFoAcc(T1; F2)
+TFoAcc(T2; T1  F1)  TFoAcc(T2; F1)
+KoAcc(T1  F1; F2) KoAcc(F1; F2);
TFoAcc(v(F1); T2  F2) = T oAcc(v(F1); T2)  TFoAcc(T2; F1) + TFoAcc(v(F1); F2)
 KoAcc(F1; F2) +KoAcc(F1; T1  F2);
T oAcc(u(F1); v(F2)) = (l(u); l(v))  (1 + FoAcc(F1; F2)) + TFoAcc(u(F1); F2)
+TFoAcc(v(F2); F1) KoAcc(F1; F2);
FoAcc(;; F ) = FoAcc(F; ;) = 0;
FoAcc(T1  F1; T2  F2) = T oAcc(T1; T2)  (1 + FoAcc(F1; F2))
+FoAcc(F1; T2  F2) + FoAcc(T1  F1; F2) FoAcc(F1; F2):
KoIlst(;; F ) = KoIlst(F; ;) = TFoIlst(T; ;) = 0;
KoIlst(T1  F1; T2  F2) = T oIlst(T1; T2)  (FoIlst(F1; F2)  1)
+TFoIlst(T1; T2  F2)  TFoIlst(T1; F2)
+TFoIlst(T2; T1  F1)  TFoIlst(T2; F1)
+KoIlst(T1  F1; F2) KoIlst(F1; F2);
TFoIlst(v(F1); T2  F2) = T oIlst(v(F1); T2)  TFoIlst(T2; F1) + TFoIlst(v(F1); F2)
 KoIlst(F1; F2) +KoIlst(F1; T1  F2);
T oIlst(u(F1); v(F2)) = (l(u); l(v))  (1 +KoIlst(F1; F2)) + TFoIlst(u(F1); F2)
+TFoIlst(v(F2); F1) KoIlst(F1; F2);
FoIlst(;; F ) = FoIlst(F; ;) = 0;
FoIlst(T1  F1; T2  F2) = T oIlst(T1; T2)  (1 + FoIlst(F1; F2))
+FoIlst(F1; T2  F2) + FoIlst(T1  F1; F2) FoIlst(F1; F2):
図 5.16: A 2 fTop;LcaSg;Lca;Acc; Ilstg に対してKoA(T1; T2)を計算する再帰式 [29].
木 u(F1)と v(F2)に対して, F1 = [T1[u1]; : : : ; T1[us]], F2 = [T2[v1]; : : : ; T2[vt]]とする. す
なわち, ch(u) = fu1; : : : ; usg, ch(v) = fv1; : : : ; vtg, d(u) = s, d(v) = tとなる. また, 1 
p  s, 1  q  tとする. 森 [T1[u+p;s(1)]; : : : ; T1[u+p;s(s)]]をF p1 ,森 [T2[v+q;t(1)]; : : : ; T2[v+q;t(t)]]
を F q2 と表す. さらに, 森 [T1[u p;s(1)]; : : : ; T1[u p;s(s)]] を F
 p
1 , 森 [T2[v q;t(1)]; : : : ; T2[v q;t(t)]]
を F q2 と表す. 明らかに, F1 = F
1
1 , F2 = F
1
2 である.
さらに, pと qの値を, (1)  = oならば p = q = 1, (2)  = bならば p = 1かつ q = 1,
(3)  = cならば 1  p  sかつ 1  q  t, (4)  = cbならば 1  p  s,  s  p   1,
1  q  t かつ  t  q   1とする. したがって, pと qの値により, 以下のような集
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合を準備する. (1) o(s) = o(t) = f1g, (2) b(s) = b(t) = f 1; 1g, (3) c(s) = f1; : : : ; sg,
c(t) = f1; : : : ; tg, (4) cb(s) = f s; : : : ; 1; 1; : : : ; sgかつ cb(t) = f t; : : : ; 1; 1; : : : ; tg. こ
れらの集合を,  2 fo; b; c; cbgに対して (s)および (t)と表すものとする.
このとき, KA (T1; T2)を計算する再帰式を図 5.17のように設計することができる.






q2(d(v)) FTop(F p1 ; F q2 )

;
FTop(;; F ) = FTop(F; ;) = 0;
FTop(T1  F1; T2  F2) = KTop(T1; T2)  (1 + FTop(F1; F2))



















q2(d(v)) FLca(F p1 ; F q2 )

;
FLca(;; F ) = FLca(F; ;) = 0;
FLca(T1  F1; T2  F2) = KLca(T1; T2)  (1 + FLca(F1; F2))
+FLca(F1; T2  F2) + FLca(T1  F1; F2) FLca(F1; F2):
KAcc(;; F ) = KAcc(F; ;) = TFAcc(T; ;) = 0;
KAcc(T1  F1; T2  F2) = T Acc(T1; T2)  (FAcc(F1; F2)  1)
+TFAcc(T1; T2  F2)  TFAcc(T1; F2)
+TFAcc(T2; T1  F1)  TFAcc(T2; F1)
+KAcc(T1  F1; F2) KAcc(F1; F2);
TFAcc(v(F1); T2  F2) = T Acc(v(F1); T2)  TFAcc(T2; F1) + TFAcc(v(F1); F2)
 KAcc(F1; F2) +KAcc(F1; T1  F2);










q2(d(v)) TFAcc(u(F1); F q2 ) +
P
p2(d(u)) TFAcc(v(F2); F p1 )
 Pp2(d(u))Pq2(d(v))KAcc(F p1 ; F q2 );
FAcc(;; F ) = FAcc(F; ;) = 0;
FAcc(T1  F1; T2  F2) = T Acc(T1; T2)  (1 + FAcc(F1; F2))
+FAcc(F1; T2  F2) + FAcc(T1  F1; F2) FAcc(F1; F2):
KIlst(;; F ) = KIlst(F; ;) = TFoIlst(T; ;) = 0;
KIlst(T1  F1; T2  F2) = T Ilst(T1; T2)  (FIlst(F1; F2)  1)
+TFIlst(T1; T2  F2)  TFIlst(T1; F2)
+TFIlst(T2; T1  F1)  TFIlst(T2; F1)
+KIlst(T1  F1; F2) KIlst(F1; F2);
TFIlst(v(F1); T2  F2) = T Ilst(v(F1); T2)  TFIlst(T2; F1) + TFIlst(v(F1); F2)
 KIlst(F1; F2) +KIlst(F1; T1  F2);










q2(d(v)) TFIlst(u(F1); F q2 ) +
P
p2(d(u)) TFIlst(v(F2); F p1 )
 Pp2(d(u))Pq2(d(v))KIlst(F p1 ; F q2 );
FIlst(;; F ) = FIlst(F; ;) = 0;
FIlst(T1  F1; T2  F2) = T Ilst(T1; T2)  (1 + FIlst(F1; F2))
+FIlst(F1; T2  F2) + FIlst(T1  F1; F2) FIlst(F1; F2):
図 5.17:  2 fo; b; c; cbgと A 2 fTop;LcaSg;Lca;Acc; Ilstg に対してKA (T1; T2)を計
算する再帰式.
定理 5.25. A 2 fTop;LcaSg;Lca;Acc; Ilstg に対して, 図 5.17の再帰式は, KbA(T1; T2)
を O(nm)時間, KcA(T1; T2)と KcbA (T1; T2)を O(nmdD)時間で正しく計算する. ここで,
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n = jT1j, m = jT2j, d = minfd(T1); d(T2)g, D = maxfd(T1); d(T2)gである.
[証明]. 式KTop と T Lcaにおいて, FTop(F p1 ; F q2 ) と FLca(F p1 ; F q2 )の数は  = oのとき 1,
 = bのとき 4,  = cのとき d(u)  d(v),  = bcのとき 2d(u)  2d(v)である. また, 式
T AccとT Ilstにおいて, FAcc(F p1 ; F q2 )とFIlst(F p1 ; F q2 )の数は = oのとき 1,  = bのとき
4+2+2+4 = 12,  = cのときd(u)d(v)+d(u)+d(v)+d(u)d(v) = 2d(u)d(v)+d(u)+d(v),
 = bcのとき 2d(u)  2d(v) + 2d(u) + 2d(v) + 2d(u)  2d(v) = 8d(u)  d(v) + 2d(u) + 2d(v)
である. よって,  2 fo; bgのときはこれらの再帰式をO(1)時間で計算でき,  2 fc; cbg
のときはO(d(u)  d(v)) = O(dD)時間で計算できる. したがって, 時間計算量については
定理が成り立つ. また, 定理 5.24を拡張することにより正当性も成り立つ.
次に, 本節では, 図 5.16の再帰式を, A 2 fTop;LcaSg;Lca;Acc; Ilstg に対する
KuA(T1; T2)を計算する再帰式に拡張する.
非負整数 sと tに対して, Bs;tを, X = f1; : : : ; sgかつ Y = f1; : : : ; tg となる完全二部グ
ラフ (X [ Y;E)とし, BM (s; t)を Bs;tのすべての最大マッチングの集合とする. 任意の
M 2 BM (s; t)に対して, M  Eかつ jM j = minfs; tgである.
木 u(F1)と v(F2)に対して, F1 = [T1[u1]; : : : ; T1[us]]かつ F2 = [T2[v1]; : : : ; T2[vt]]とす
る. すなわち, ch(u) = fu1; : : : ; usg, ch(v) = fv1; : : : ; vtg, d(u) = s, d(v) = tである. この
とき, M 2 BM (s; t)に対して, 順序付き森 (i;j)2MT1[ui]を FM1 , 順序付き森 (i;j)2MT2[vj]
を FM2 と表す. ここで, 森の中の木はM の順序に沿って順序付けられていると仮定する.
さらに, 順序付き森 F に対して, pm(F )を F のすべての順列森の集合とする. このとき,
図 5.18はKuA(T1; T2) を計算する再帰式となる.
定理 5.26. A 2 fTop;LcaSg;Lca;Acc; Ilstgに対して, 図 5.18の再帰式は, O(nmDD)
時間でKuA(T1; T2)を正しく計算する. ここで, n = jT1j, m = jT2j D = maxfd(T1); d(T2)g
である. したがって, 無順序木の次数がある定数以下である (次数限定である)ならば,
KuA(T1; T2)をO(nm)時間で計算できる.
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M2BM (d(u);d(v)) FuTop(FM1 ; FM2 )

;
FuTop(;; F ) = FuTop(F; ;) = 0;
FuTop(T1  F1; T2  F2) = KuTop(T1; T2)  (1 + FuTop(F1; F2))

















M2BM (d(s);d(t)) FuLca(FM1 ; FM2 )

;
FuLca(;; F ) = FuLca(F; ;) = 0;
FuLca(T1  F1; T2  F2) = KuLca(T1; T2)  (1 + FuLca(F1; F2))
+FuLca(F1; T2  F2) + FuLca(T1  F1; F2) FuLca(F1; F2):
KuAcc(;; F ) = KuAcc(F; ;) = TFuAcc(T; ;) = 0;
KuAcc(T1  F1; T2  F2) = T uAcc(T1; T2)  (FuAcc(F1; F2)  1)
+TFuAcc(T1; T2  F2)  TFuAcc(T1; F2)
+TFuAcc(T2; T1  F1)  TFuAcc(T2; F1)
+KuAcc(T1  F1; F2) KuAcc(F1; F2);
TFuAcc(v(F1); T2  F2) = T uAcc(v(F1); T2)  TFuAcc(T2; F1) + TFuAcc(v(F1); F2)
 KuAcc(F1; F2) +KuAcc(F1; T1  F2);



















 PM2BM (d(s);d(t))KuAcc(FM1 ; FM2 );
FuAcc(;; F ) = FuAcc(F; ;) = 0;
FuAcc(T1  F1; T2  F2) = T uAcc(T1; T2)  (1 + FuAcc(F1; F2))
+FuAcc(F1; T2  F2) + FuAcc(T1  F1; F2) FuAcc(F1; F2):
KuIlst(;; F ) = KuIlst(F; ;) = TFuIlst(T; ;) = 0;
KuIlst(T1  F1; T2  F2) = T uIlst(T1; T2)  (FuIlst(F1; F2)  1)
+TFuIlst(T1; T2  F2)  TFuIlst(T1; F2)
+TFuIlst(T2; T1  F1)  TFuIlst(T2; F1)
+KuIlst(T1  F1; F2) KuIlst(F1; F2);
TFuIlst(v(F1); T2  F2) = T uIlst(v(F1); T2)  TFuIlst(T2; F1) + TFuIlst(v(F1); F2)
 KuIlst(F1; F2) +KuIlst(F1; T1  F2);



















 PM2BM (d(s);d(t))KuIlst(FM1 ; FM2 );
FuIlst(;; F ) = FuIlst(F; ;) = 0;
FuIlst(T1  F1; T2  F2) = T uIlst(T1; T2)  (1 + FuIlst(F1; F2))
+FuIlst(F1; T2  F2) + FuIlst(T1  F1; F2) FuIlst(F1; F2):
図 5.18: A 2 fTop;LcaSg;Lca;Acc; Ilstg に対してKuA(T1; T2)を計算する再帰式.
[証明]. jBM (s; t)j = sPtであり, F1のすべての順列森の数は sP1 かつ F2のすべての順列
森の数は tP1なので, 式 FuA(FM1 ; FM2 )の出現数はDD以下であり, A 2 fAcc; Ilstgに対
するFuA(u(F1); F 02) とFuA(F 01; v(F2)) の出現数はDD以下である. どちらの場合も, 式の出
現数はO(DD)である. 任意の組 (u; v) 2 T1  T2はただ一度だけ呼び出されるので, 動的
プログラミングを用いることで, KuA (T1; T2)をO(nmD
D)時間で計算できる. したがって,
時間計算量については定理が成り立つ. また, 定理 5.24を拡張することにより正当性も成
り立つ.
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最後に, 無順序木のマッピングカーネル計算の困難性について議論する. まず, 文献
[14, 25]における#P完全性は, 無順序木の一般のトップダウンマッピングカーネルに対し
て適用することができない. そこで, 以下では, 特定のトップダウンマッピング (もしくは
ボトムアップマッピング) を数え上げる問題が#P完全であることを証明する.
M を T1と T2のマッピングとする. 任意の (u; v) 2 M に対して l(u) = l(v)となると
き, M をラベル保存マッピング (label-preserving mapping) (またはインデルマッピング
(indel mapping))という. また, 任意の (u; v) 2 M に対して, u 2 anc(u0), v 2 anc(v0),
u0 2 lv(T1), v0 2 lv(T2)となる (u0; v0) 2Mが存在するとき, Mを葉拡張 (leaf-extended)と
いう. 以下では, 無順序木 T1と T2のラベル保存葉拡張トップダウンマッピングの集合を
MullTop(T1; T2)と表す.
定理 5.27 ([14]参照). MullTop(T1; T2)のすべてのマッピングを数え上げる問題は#P完全
である.
[証明]. Valiant [46]は, 二部グラフにおけるすべてのマッチングを数え上げる問題は#P
完全であることを示した. そこで, すべてのラベル保存葉拡張トップダウンマッピングの
数と#Bipartite Matchingの出力が同一になるような 2つの木を構成する. ここで, 森
F と l(v) = aとなるノード vに対して, v(F )を a(F )と表す.
G = (X[Y;E)を二部グラフとする. v 2 X[Y に対して, vの近傍をN(v)と表す. この
とき, v 2 XならばN(v)  Y であり, v 2 Y ならばN(v)  Xである. このとき, 任意の
x 2 Xに対して, 木 Tx = a(fxy j y 2 N(x)g)を構成し, 木 T1 = a(fTx j x 2 Xg)を構成す
る. 同様に, y 2 Y に対して,木Ty = a(fxy j x 2 N(y)g)を構成し,木T2 = a(fTy j y 2 Y g)
を構成する. ここで, Gの辺 xyを Txと Tyの葉のラベルとみなしている. 図 5.19は, 二部
グラフG, および, Gから構成される木 T1と T2の例である.
GのマッチングB  Eに対して, T1と T2のラベル保存葉拡張トップダウンマッピング
M を以下のように構成する.



















図 5.19: 二部グラフGと木 T1と T2.
M =
8>>><>>>:




Mxy if B 6= ;;
Mxy =
8>>>>><>>>>>:
(u1; v1); (u2; v2)
2 V (Tx) V (Ty)

u1 = par(u2); v1 = par(v2);
u2 2 lv(Tx); v2 2 lv(Ty)
l(u1) = l(v1) = a; l(u2) = l(v2) = xy
9>>>>>=>>>>>;
:
例えば, Bを, 図 5.19の太線で表されるGのマッチング f12; 21; 33gとする. このとき, T1
と T2のラベル保存葉拡張トップダウンマッピングM は, 図 5.19の破線で表されている
マッピングとなる.
Txと Tyの定義より, Mxyは Txと Tyのラベル保存葉拡張トップダウンマッピングとな
る. また, MxyはGのマッチングの要素 xyと対応する. さらに, 根から Txもしくは Tyの
2つ以上の葉へのパスを含むような T1と T2のラベル保存葉拡張トップダウンマッピング
Mxyは存在しない. すなわち, Mxyは Txと Tyの高々1つのパスしか含まない.
したがって, GのマッチングBは T1と T2のラベル保存葉拡張トップダウンマッピング
M を一意に決定し, また逆に, M はBを一意に決定する. よって, Gのすべてのマッチン
グの数 (#BipartiteMatchingの出力)は T1と T2のすべてのラベル保存葉拡張トップ
ダウンマッピングと一致する.
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無順序木T1とT2のすべてのラベル保存ボトムアップマッピングの集合をMulBot(T1; T2)
と表す. このとき, 文献 [14, 25]の証明もしくは上の証明から, 以下の系を得ることができ
る. この証明は, 例えば, 図 5.19のマッチングBから, 図 5.20のマッピング:
[
xy2B
f(u; v) 2 lv(Tx) lv(Ty) j l(u) = l(v) = xyg
を構成できることで得られる.

















図 5.20: 系 5.28の木 T1と T2.
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森, 誘導部分森, 完全部分森, および, 共通部分森内の部分木の並びに着目したねじれ無し




その結果を図 6.1および図 6.2にまとめる. 図 6.1は, 順序木におけるTaiマッピング階
層の各マッピングに対する距離を計算する時間計算量である. ここで, 各ノードに対応す




実線で囲まれたノードがO(n+m)時間である. また, 図 6.2は, 無順序木におけるTaiマッ
ピング階層の各マッピングに対する距離を計算する時間計算量である. ここで,黒の実線で
囲まれたノードに対応する距離の計算問題は T1, T2が二分木であってもMAX SNP困難,











埋め込み部分森 Top=TopSg LcaBot 並列部分森
誘導部分森 Iso 部分木
完全部分木 根保存部分木







埋め込み部分森 Top=TopSg LcaBot 並列部分森
誘導部分森 Iso 部分木
完全部分森 根保存部分木
図 6.2: MA(T1; T2)に対する uA (T1; T2)を計算する時間計算量.
Bringmannら [5]による, APSPの仮定の下で任意の定数 " > 0に対して順序木編集距
離はO(n3 ")時間で計算できない (ただし, nは木のノード数の最大値), という最適性に
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関連して, 以下の結論を簡単に導くことができる.
Backursと Indyk [3]は, SETH (Strongly Exponential Time Hypothesis)の仮定の下で,
任意の定数 " > 0に対して文字列編集距離はO(n2 ")では計算できないことを示した. こ
の結果を利用することで, SETHの仮定の下で, 任意の定数 " > 0に対して順序木のトッ
プダウン距離とボトムアップ距離はO(n2 ")では計算できないことを示すことができる.
なぜならば, 同一ラベルのノードに対して, 文字列におけるそれぞれの文字を子として持







なるため, 実装における対応ができていないからである. したがって, まずはこの実装が
今後の課題である.
Taiマッピング階層において, 図 6.1から分かるように, 順序木においてねじれ無し部分
森に関する距離計算における時間計算量O(nmD2)が他の時間計算量O(nm)と比較して
も大きい. 6.2章でも改めて述べるが, この問題を解決すること, すなわち, ねじれ無し共
通部分森に関する距離計算にO(nmD2)時間よりも効率がよいアルゴリズムが存在するか
否かを解析することは, 今後の大きな課題である.
また, 図 6.2から分かるように, 無順序木において並列部分森であるか否かが, 多項式時
間計算可能であるか否かの境界となっている. これは, 並列部分森であれば, 最大重み二
部マッチングは編集距離の計算に適用できるからである [51, 64]. Akutsuら [2]は, 最大
重み二部マッチングの適用可能性を拡げて, 無順序木編集距離の厳密アルゴリズムを設計
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している. この手法を利用して, ねじれ無し部分森, すなわち, 無順序木アライメント距離
の厳密アルゴリズムを設計することは今後の課題である.
6.2 木アライメント距離の計算




ント [37]における問題, すなわち, アンカーが必ずしも劣制限でないためアライメント距
離が計算できない場合があるという問題を解決するために, 本論文では, Less=Aln [29]





























ないため, それを詳細に解析することが今後の課題として挙げられる. 1章の表 1.1を現時
点での結果として再掲すると表 6.3のようになる.
表 6.3: 木編集距離 Taiと木アライメント距離 Alnの計算時間. ここで, nはノード数の最
大値, Dは次数の最大値である.
距離 順序木 無順序木
計算時間 最適性 一般 次数 (D)が定数 深さが定数
Tai O(n
3) [8] O(n3 ")で計算 MAX SNP [61] MAX SNP[18] MAX SNP[2, 18]
できない [5]
Aln O(n
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ゴリズムの設計は今後の重要な課題である. 特に, Bringmannら [5]の証明に用いられて
いるマッピングは, アライメント可能マッピング (劣制限マッピング)ではない. ゆえに,
O(n2D2)時間が最適でない可能性が高い.
また, アンカーアライメント問題は, 順序木, 無順序木に関係なく適用できるという利点






さらに, 無順序木編集距離計算ではMAX SNP困難となる深さが定数の場合に, 無順序
木アライメント距離が多項式時間で計算可能かどうかも未解決であるので, このことを解
析することも今後の課題である. 実際, XMLやHTMLに基づくデータは, 深さが小さい場
合が多いため, この問題を解決することは, 実データの解析にも有用であると考えられる.





5章では, 木編集距離および Taiマッピングに対して, 3つの議論を行っている. 1つ目
は, 計算が困難である無順序木編集距離に対する, Higuchiら [16]が提案したAアルゴリ
ズムの繰り返し計算を排除した動的Aアルゴリズムの設計, 2つ目は, 根付き木に対して
定義されたTaiマッピングの根無し木への拡張, 3つ目は, 巡回的順序木と無順序木に対す
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る多項式時間計算可能な木カーネルの設計である.
まず, 無順序木編集距離を計算する AアルゴリズムAstarを改良した動的 Aアルゴ
リズムDPAstarを設計した. そして, Astar, DPAstar, Shasha らの網羅的アルゴリ
ズム [40]を実装し, また, これらに加えて, Fukagawa らのクリークアルゴリズム [12]と計
算時間を比較した. その結果, 糖鎖データに対して, DPAstarが網羅的アルゴリズムより
も非常に高速であり, かつ, Astarやクリークアルゴリズムと比較しても高速であること
が検証できた.




LessTai = (r)4PntTai 4Pnt アライメント距離
Ilst = 3Pnt
Lca Cnt 次数 2距離
Top Subt 次数 1距離
図 6.4: 根付きマッピングの階層と根無しマッピングの階層の比較.
操作的には, MTop [38] とMSubtは, 挿入と削除を次数 1のノード (根付き木の場合は
葉, 根無し木の場合は端点)に制限したものと対応する. また,MLca [64] とMCnt [64]は,
挿入と削除を次数 2以下のノードに制限したものと対応する.
さらに, マッピング A 2 fTop;LcaSg;Lca;Acc; Ilstgに対して, マッピングカーネ
ルKA (T1; T2) を計算するアルゴリズムを設計した. このマッピングカーネルは, 両順序木
( = b)のときは O(nm)時間, 巡回順序木 ( = c)または巡回両順序木 ( = cb)のとき
はO(nmdD)時間, 無順序木 ( = u)のときはO(nmDD)時間で計算可能である. ここで,
n = jT1j, m = jT2j, d = minfd(T1); d(T2)g, D = maxfd(T1); d(T2)gである. したがって,
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巡回的順序木のときは常に多項式時間計算可能であり, 無順序木 ( = u)のときは次数限
定であれば多項式時間計算可能である. この結果をまとめると表 6.5となる.
表 6.5: A 2 fTop;LcaSg;Lca;Acc; Ilstg に対するKA (T1; T2)の計算時間.
 o b c cb u
KA (T1; T2) O(nm) O(nm) O(nmdD) O(nmdD) O(nmDD)
これらの研究における今後の課題は以下のとおりである.
動的Aアルゴリズムについては, 5章の表 5.6から下限の定数が小さい下限関数の方が
高速化に効果があった. したがって, 他の編集距離の下限関数を導入し, その効果を考察




ルゴリズムの設計が挙げられる. ただし, これらの距離は無順序木となるので, MAX SNP
困難となる可能性が高い. そこで, オイラーツアーなどを用いて, 根無し木のノードの
近傍に順序を与えて定式化される根無し順序木についてのマッピングとその編集距離に
ついて解析することも今後の課題である. また, それらの距離と, 進化系統樹で知られる
Robinson-Foulds距離, Nearest Neighbor Interchange距離, Subtree Transfer距離, Quartet
距離 [44]を比較することも今後の課題である.
マッピングカーネルについては, 4章の結果から,アライメント可能マッピングMAln(T1; T2)




無順序木に対して, ラベル保存葉拡張トップダウンマッピング, および, ラベル保存ボト
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ムアップマッピングを数え上げる問題が#P完全であることを示した. ここで, 定理 5.27
と系 5.28において, ラベル保存と葉拡張という条件は本質的である. もしこれらの条件
がない場合, 他のトップダウンもしくはボトムアップマッピングを数え上げる必要があ
る. したがって, 次数を限定しない場合に KuA(T1; T2)を計算する問題が#P完全か否か
を解明することは今後の重要な課題である. なお, KuTop(T1; T2), KuBot(T1; T2), さらには
A 2 fLcaSg;Lca;Acc; Ilstg におけるKuA(T1; T2)の計算が#P完全であることを証明す
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V (T ) 木 T のノード集合 18
E(T ) 木 T の辺集合 18
jT j 木 T の大きさ 18
; 空の木 18
[u; v] ノード uから vへのパス 18
[[u; v]] ノード uから vへのパスから u; vを除いたもの 18
 アルファベット (有限集合) 18
l(v) ノード vのラベル 18
" 空文字 (アルファベット に含まれない特殊な記号) 18
"  [ f"g 18
r(T ) 木 T の根ノード 19
T r ノード rを根として選んだ根付き木 T 19
T1  T2 木 T1と T2が (根付き木として)同型 19
u < v ノード uはノード vの子孫 (vは uの先祖) 19
u  v u < vまたは u = v 19
u # v u  vでも v  uでもない 19
depth(v) ノード vの深さ 19
par(v) ノード vの親ノード 19
ch(v) ノード vの子ノードの集合 19
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記号 意味 頁
d(v) ノード vの次数 19
d(T ) 木 T の次数 19
lv(T ) 木 T の葉ノードの集合 19
T [v] 木 T の vを根とした部分木 19
u t v ノード uと vの最近共通先祖 19
preT (v) 木 T のノード vの先行走査順による順番 20
postT (v) 木 T のノード vの後行走査順による順番 20
v1 v v2 ノード vの子ノード v1, v2に対して, v1が v2の左にある 20
u  v ノード uがノード vの左にある 20
T1 o T2 木 T1と T2が (順序木として)同型 20
T1 u T2 木 T1と T2が (無順序木として)同型 20
v ノード vの許容される置換 21
T 木 T の許容される置換 21
(T ) 順列木 T の兄弟関係を  2 T で並び替えることで得られる順序木 22
(T ) 順列木 T の許容される順序木の集合 22
T1 b T2 木 T1と T2が (両順序木として)同型 22
T1 c T2 木 T1と T2が (巡回順序木として)同型 22
T1 cb T2 木 T1と T2が (巡回両順序木として)同型 22
T (v) 木 T の vを根とする完全部分木から根を取り除くことで得られる完
全部分森
22
[T1; :::; Tn] 木 T1; : : : ; Tnを集めて得られる森 22
v(F ) 森 F に根ノード vを付けた木 22
T  F 森 F の左に木 T を並べることで得られる森 22
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記号 意味 頁
F (vi; vj) 森 T (v)の左から i番目から j番目の木を集めて得られる森 22
(l1 7! l2) 編集操作 23
Tai(T1; T2) 木 T1と T2間の編集距離 24
MTai(T1; T2) 木 T1, T2間の Taiマッピングすべてからなる集合 24
M j1 マッピングM に対する fu j (u; v) 2Mg 24
M j2 マッピングM に対する fv j (u; v) 2Mg 24




MIlst(T1; T2) 木 T1, T2間の孤立部分木マッピングすべてからなる集合 25
MAcc(T1; T2) 木 T1, T2間の調和的マッピングすべてからなる集合 26
MLca(T1; T2) 木 T1, T2間の LCA保存マッピングすべてからなる集合 26
MTop(T1; T2) 木 T1, T2間のトップダウンマッピングすべてからなる集合 26
MBot(T1; T2) 木 T1, T2間のボトムアップマッピングすべてからなる集合 26
MSg(T1; T2) 木 T1, T2間の断片マッピングすべてからなる集合 27
MTopsg(T1; T2) 木 T1, T2間のトップダウン断片マッピングすべてからなる集合 27
Less(T1; T2) 木 T1と T2間の劣制限距離 27
Ilst(T1; T2) 木 T1と T2間の孤立部分木距離 27
Acc(T1; T2) 木 T1と T2間の調和的距離 27
Lca(T1; T2) 木 T1と T2間の LCA保存距離 27
Top(T1; T2) 木 T1と T2間のトップダウン距離 27
Bot(T1; T2) 木 T1と T2間のボトムアップ距離 27
Sg(T1; T2) 木 T1と T2間の断片距離 27
TopSg(T1; T2) 木 T1と T2間のトップダウン断片距離 27
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記号 意味 頁
MA(T1; T2; ) コスト関数 による木 T1と T2間の最適な Aマッピングすべてから
なる集合
28
MoA(T1; T2) 木 T1, T2間の順序木 Aマッピングすべてからなる集合 28
MbA(T1; T2) 木 T1, T2間の両順序木 Aマッピングすべてからなる集合 28
McA(T1; T2) 木 T1, T2間の巡回順序木 Aマッピングすべてからなる集合 28
McbA (T1; T2) 木 T1, T2間の巡回両順序木 Aマッピングすべてからなる集合 28
MuA(T1; T2) 木 T1, T2間の無順序木 Aマッピングすべてからなる集合 28
MAln(T1; T2) 木 T1, T2間のアライメント可能マッピングすべてからなる集合 30
Aln(T1; T2) 木 T1と T2間のアライメント距離 30
MIlstSg(T1; T2) 木 T1と T2間の孤立部分木断片マッピングすべてからなる集合 31
MAccSg(T1; T2) 木 T1と T2間の調和的断片マッピングすべてからなる集合 31
MLcaSg(T1; T2) 木 T1と T2間の LCA保存断片マッピングすべてからなる集合 31
MSgAln(T1; T2) 木 T1と T2間の断片アライメント可能マッピングすべてからなる集
合
31
MBotAln(T1; T2) 木 T1と T2間のボトムアップアライメント可能マッピングすべてか
らなる集合
31
MIlstBot(T1; T2) 木 T1と T2間の孤立部分木ボトムアップマッピングすべてからなる
集合
31
MAccBot(T1; T2) 木 T1と T2間の調和的ボトムアップマッピングすべてからなる集合 31
MLcaBot(T1; T2) 木 T1と T2間の LCA保存ボトムアップマッピングすべてからなる集
合
31
MLcaRt(T1; T2) 木 T1と T2間の LCA保存根保存マッピングすべてからなる集合 31
IlstSg(T1; T2) 木 T1と T2間の孤立部分木断片距離 38
AccSg(T1; T2) 木 T1と T2間の調和的断片距離 38
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記号 意味 頁
LcaSg(T1; T2) 木 T1と T2間の LCA保存断片距離 38
SgAln(T1; T2) 木 T1と T2間の断片アライメント距離 38
BotAln(T1; T2) 木 T1と T2間のボトムアップアライメント距離 38
IlstBot(T1; T2) 木 T1と T2間の孤立部分木ボトムアップ距離 38
AccBot(T1; T2) 木 T1と T2間の調和的ボトムアップ距離 38
LcaBot(T1; T2) 木 T1と T2間の LCA保存ボトムアップ距離 38
LcaRt(T1; T2) 木 T1と T2間の LCA保存根保存距離 38
M1 M2 マッピングM1とM2の合成 40
oA(F1; F2) 森 F1と F2間の順序木 A距離 42
uA (F1; F2) 森 F1と F2間の無順序木 A距離 42
T1 ol T2 木 T1と T2が (順序木として)ラベルなし同型 (T1 o T2に同じ) 44
T1 ul T2 木 T1と T2が (無順序木として)ラベルなし同型 (T1 u T2に同じ) 44
CT (v; U) ノード v 2 T の U  V (T )に関する被覆集合 53
ST (v; U) ノード v 2 T の U  V (T )に関する被覆列 53
PT1(u) ST1(u;M j1)の uから r(T1)までのパス 53
PT2(v) ST2(v;M j2)の vから r(T2)までのパス 53
GM 劣制限マッピングM の併合グラフ 60
Ach(T1; T2;M) 木 T1; T2のマッピングM によるアンカーアライメント距離 63
ach(T1; T2;M) アンカーアライメント問題で木 T1; T2とマッピングM を入力として
得られる木
63
lm(M) 木 T1と T2間のマッピングM に含まれない T1と T2の葉の組すべて
からなる集合
66
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記号 意味 頁
Ach(T1; T2) 木 T1と T2間のアンカーアライメント距離 66
ET (T1; T2) 木 T1と T2の編集距離探索木 79
n(T1; T2) 木 T1と T2のノード数の差 80
d1(T1; T2) 木 T1と T2の次数ヒストグラム L1距離 80
d1(T1; T2) 木 T1と T2の次数ヒストグラム L1距離 80
l1(T1; T2) 木 T1と T2のラベルヒストグラム L1距離 80
l1(T1; T2) 木 T1と T2のラベルヒストグラム L1距離 80
lb(T1; T2) 木 T1と T2間の無順序木編集距離の下限関数 82
c(u; v; w) ノード u; v; wの中心 88
MLessTai(T1; T2) 木 T1, T2間の劣制限Taiマッピングすべてからなる集合 (5.2章以外
での劣制限マッピング)
90
MPath(T1; T2) 根無し木 T1と T2間のパス保存マッピングすべてからなる集合 90
MCnt(T1; T2) 根無し木 T1と T2間の中心保存マッピングすべてからなる集合 90
MSubt(T1; T2) 根無し木 T1と T2間の部分木保存マッピングすべてからなる集合 90
M4Pnt(T1; T2) 根無し木 T1と T2間の 4点保存マッピングすべてからなる集合 90
Mr4Pnt(T1; T2) 木 T1と T2間の根付き 4点保存マッピングすべてからなる集合 91
Mr4PntTai(T1; T2) 木 T1と T2間の根付き 4点保存 Taiマッピングすべてからなる集合 91
M3Pnt(T1; T2) 木 T1と T2間の 3点保存マッピングすべてからなる集合 92
KA (F1; F2) で与えられる順序の森 F1; F2間の Aマッピングを用いた類似度 99
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