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1. INVESTIGACIÓN EN IMAGEN DINÁMICA: ANTECEDENTES DESDE LA TRA-
DUCTOLOGÍA
.............................................................................................................................................
La presente tesis aborda el estudio de la imagen dinámica y su traducción al plano lingüís-
tico mediante la modalidad de traducción intersemiótica denominada audiodescripción. 
Para el desempeño de esta tarea investigadora se realizará una descripción amplia de los 
procesos de percepción y reconocimiento de la imagen dinámica, fundamentada en estu-
dios de neurociencia, fisiología y psicología de la percepción visual. La elaboración de un 
estado de la cuestión riguroso sobre las operaciones y mecanismos de percepción visual 
tiene como objetivo el análisis de los vínculos existentes entre éstos y los procesos de tra-
ducción intersemiótica (Jakobson 1959) que se conjugan en la práctica audiodescriptiva. 
A nuestro entender, es razonable pensar que, en su estado más embrionario, el proceso 
traductor radica justamente en las operaciones de percepción que nos permiten tener ac-
ceso al conocimiento visual. Sobre esta premisa inicial se fundamentarán las hipótesis, las 
preguntas de investigación y la motivación del estudio
En consecuencia, gracias a esta labor descriptiva, se espera extraer una serie de regulari-
dades que sirvan como fundamento teórico-metodológico para elaborar una taxonomía de 
los elementos composicionales de la imagen dinámica, los cuales son transferidos al texto 
audiodescriptivo en última instancia. Tales parámetros conformarán un sistema de refe-
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rencia para los traductores que ejercen su profesión en el ámbito de la audiodescripción y, 
en general, para aquellos dedicados a la traducción audiovisual y a los estudios cuyo tema 
de análisis principal sea la imagen dinámica. 
El antecedente más inmediato a esta tesis doctoral ha de encontrarse en la trayectoria 
investigadora personal de la que se parte. A lo largo de los últimos seis años, el autor del 
trabajo ha formado parte de varios proyectos de investigación dedicados al estudio, aná-
lisis y explotación de una modalidad de traducción audiovisual novedosa hasta no hace 
mucho. Como resulta evidente por lo expuesto hasta hora, se trata de la audiodescripción 
o AD, una técnica de apoyo a la comprensión de obras culturales para personas ciegas y 
con baja visión –nos referimos a obras culturales en sentido amplio, puesto que su apli-
cación se extiende a cine, teatro, ópera, danza, pintura, escultura, eventos deportivos, 
monumentos y paisajes, principalmente. La técnica implica un proceso de discriminación 
y selección de información visual y la traducción de ésta mediante descripciones verba-
les. Gracias al producto resultante, el guión audiodescriptivo (GAD), las personas ciegas 
tienen la posibilidad de acceder a los contenidos visuales sin sufrir un desgaste cognitivo 
excesivo, lo que les permite seguir la línea narrativa de la obra.
1.1. Antecedentes de investigación en audiodescripción (AD)
Encontramos en la literatura investigaciones sobre AD de muy diversa índole. Las prime-
ras publicaciones, allá por la década de los noventa, obviamente tenían un claro carácter 
informativo y divulgativo (Ellis 1991; Lodge & Slater 1992; Evans 1994; Montesinos 
1995, Navarrete 1997) y pretendían dar a conocer la técnica y su aplicación a distintos 
medios, principalmente teatro, cine y televisión. El factor común entre ellas es que sus 
autores se dedican profesionalmente a la práctica de la AD, es decir, no provienen de los 
estudios de traducción. La segunda oleada de trabajos acerca de la AD es consecuencia de 
la incursión en esta temática de investigadores formados en traducción. Entonces surgen 
temas como la inclusión de la accesibilidad en el ámbito académico de traducción (Orero 
2005a), la evaluación de prácticas, directrices y normas de AD (Orero 2005b), las compe-
tencias profesionales del audiodescriptor (Díaz-Cintas 2006; Vázquez 2006), la compa-
ración de estilos y características de AD en distintas lenguas y países (Bourne y Jiménez 
2007; Seibel 2007, Matamala y Naila 2010), los aspectos lingüísticos y la formación de 
audiodescriptores (Matamala 2006), etc. Estos y otros trabajos (Dosch & Benecke 1997; 
OfCom 2001, 2006; Vercauteren 2007; Neves 2007; Puigdomènech, Matamala, & Orero 
2010) han tenido un cariz eminentemente descriptivo y aplicado.
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Por otro lado, también existen estudios que abordan el fenómeno de la AD desde una 
óptica investigadora más global y sistemática. Son destacables en este sentido las contri-
buciones de Salway (2007), Braun (2007, 2008, 2011), Jiménez Hurtado (2007b, 2007c, 
2007d, 2009, 2010a, 2010b) y, por extensión, las del grupo TRACCE y sus proyectos (Ji-
ménez Hurtado 2007a; Jiménez Hurtado, Rodríguez Domínguez y Seibel 2010). Salway 
compiló un corpus de 91 películas audiodescritas en inglés con el fin de analizar las carac-
terísticas del lenguaje utilizado en la AD. Mediante una metodología de análisis semiau-
tomático de corpus, concluyó que los GAD muestran un sistemáticamente características 
idiosincráticas de lo que parece ser una lengua especial de audiodescripción, como un uso 
elevado de lexemas no gramaticales en comparación con un corpus de la lengua general. 
Entre ellos se incluyen sustantivos y verbos específicos, que hacen referencia a entidades 
y tipos de acciones o eventos de la película. El autor atribuye estas propiedades especiales 
de la lengua audiodescriptiva a las necesidades comunicativas concretas de los usuarios 
(considerando en este punto la función narrativa que cumple texto audiodescriptivos) y al 
hecho de que los GAD sean producidos por audiodescriptores profesionales que suelen 
atenerse a unas determinadas directrices y normas. 
En esta tesis sometemos a escrutinio esta cuestión, aunque desde un ángulo experimental, 
en el que se medirán las respuestas de audiodescriptores profesionales frente a sujetos sin 
experiencia en AD. Los datos al respecto se exponen ampliamente en el capítulo de me-
todología y posteriores. Las aportaciones de Salway se encuadran en el proyecto TIWO 
-Television in words de la Universidad de Surrey que entre 2002 y 2005 investigó los tex-
tos audiodescriptivos y los guiones cinematográficos como textos colaterales dentro de 
sistemas multimedia, sirviéndose de técnicas de lingüística de corpus para la extracción 
de datos sobre la estructura narrativa de los filmes, con vistas a aplicar sus resultados a 
la indexación de contenidos fílmicos, a la confección de borradores de GAD a partir de 
guiones cinematográficos y a la mejora de los sistemas de extracción de información en 
películas digitales (Vassilou 2006).
Por su parte, Braun se ha aproximado al tema desde una perspectiva discursiva que se 
concentra en el papel de la coherencia intermodal e intramodal en la AD y los procesos 
de modelado mental de eventos audiovisuales por parte del audiodescriptor (2007). Sus 
reflexiones acerca de la práctica audiodescriptora, que considera un tipo de mediación 
intermodal en la que se traducen imágenes visuales hacia descripciones verbales, señalan 
una necesidad urgente de fundamentación investigadora y teórica interdisciplinar de to-
das las dimensiones de la AD a fin de desarrollar criterios de análisis suficientes para un 
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fenómeno complejo y poliédrico (Braun 2008). Entre las dimensiones más relevantes de 
la AD señaladas por la autora encontramos: 
i) La caracterización de la AD como un tipo de traducción o mediación intermodal en la 
que las descripciones proporcionadas son analizadas en relación a un texto global (la 
película) en el que interactúan distintos modos de expresión como diálogos, efectos 
sonoros, música, textos dentro de la imagen, etc. Esta naturaleza multimodal del texto 
origen influye en la forma en que el autor del GAD interpreta el texto original y en 
consecuencia tiene un efecto sobre el texto meta, afectando en última instancia a la 
recepción de los usuarios del producto audiodescriptivo (ibíd.: 3-4). 
ii) La comprensión del texto audiovisual original es un proceso holístico, en el cual el au-
diodescriptor debe discernir la información visual dentro del conjunto y su relevancia 
narrativa. La autora propone encuadrar las investigaciones sobre el texto audiovisual 
original en disciplinas ya establecidas como Semiótica, Estudios sobre Cine, Análisis 
del Discurso, Pragmática, Narratología y otras emergentes como las investigaciones 
sobre Multimodalidad (ibíd: 6-7). En este sentido, la investigación presentada en nues-
tro trabajo viene a sugerir la necesidad de remitir toda investigación sobre acceso al 
conocimiento visual por parte del traductor de imágenes a los estudios sobre percep-
ción visual basados en neurociencia, dado que estos proporcionan modelos sobre los 
mecanismos de percepción y reconocimiento basados en resultados empíricos contras-
tados por medio de técnicas psicofísicas y de neuroimagen. 
iii) la creación de las descripciones por parte del traductor implica la selección de elemen-
tos visuales esenciales y la forma en que se describen. En este proceso se debe lidiar 
con las limitaciones temporales que impone el texto original y también con la riqueza 
del modo visual, que posee una naturaleza más impresionista que el modo verbal (de 
tipo secuencial). Entre las aportaciones investigadoras que pueden orientar al audio-
descriptor, la autora apunta a la Teoría de la Relevancia, a los estudios sobre estrategias 
de procesamiento y expectativas de la audiencia, y a las expectativas narratológicas de 
los usuarios, que podrían tener un componente cultural (ibíd.: 7-8). 
En relación a estas tres dimensiones, la aproximación metodológica del grupo TRACCE 
recoge el guante de Salway (2007: 171), quien señala que los enfoques cuantitativos 
basados en corpus han de complementarse con estudios detallados y cualitativos propios 
de métodos fundamentados en el análisis textual y discursivo. En el apartado 1.3. se 
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ofrece un compendio de las distintas fases de instrumentación metodológica que el grupo 
TRACCE ha realizado con respecto a un corpus general de aproximadamente 350 pelí-
culas audiodescriptivas.
1.2. El grupo de investigación TRACCE: Proyectos en Traducción Audiovisual
Los proyectos en los que hemos tenido una participación activa se han desarrollado bajo 
el paraguas de grupo de investigación TRACCE, cuyo acrónimo remite a los conceptos 
clave sobre los que se articula la labor de investigación del mismo, esto es, Traducción 
y Accesibilidad. TRACCE es el resultado de la convergencia de las líneas de trabajo 
iniciadas por el grupo PAIDI (Plan Andaluz de Investigación, Desarrollo e Innovación 
de la Junta de Andalucía) HUM-770, denominado Aula de Investigación del Texto Mul-
timedia: la Traducción Audiovisual. El grupo fue creado en el curso 2003, siendo sus 
objetivos la investigación sobre herramientas, formación, profesionalización, divulgación 
y control de la calidad en la accesibilidad a los medios audiovisuales de comunicación. 
Desde 2007, las andanzas del grupo PAIDI y del personal investigador que lo componen 
corren paralelas a las del grupo de investigación TRACCE, fundado ese año a raíz de 
la concesión del proyecto de I+D Evaluación y gestión de los recursos de accesibili-
dad para discapacitados a través de la traducción audiovisual: audiodescripción para 
ciegos. Protocolo para formar a formadores (Código: SEJ2006-01829/PSIC), que actúa 
bajo ese mismo acrónimo. Este proyecto fue concedido por el entonces Ministerio de 
Ciencia e Innovación de España.
La filosofía investigadora del grupo TRACCE pasa por acercarse a la accesibilidad me-
diante la investigación activa del concepto de representación del conocimiento en re-
lación con las técnicas y modalidades de traducción audiovisual que lo hacen posible, 
principalmente la AD, el subtitulado para sordos (SpS) y la interpretación de la Lengua de 
Signos Española (ILSE). Este empeño investigador se ha traducido en el establecimiento 
de una multitud de líneas investigadoras particulares que giran entorno al acceso al cono-
cimiento en el ámbito de la traducción audiovisual accesible, como se ha coincidido en 
denominar al conjunto de fenómenos traductores que se circunscriben a aquel. A conti-
nuación se hace una exposición de la mismas:
•	 Traducción audiovisual y multimodal, acceso al conocimiento y accesibilidad uni-
versal. La accesibilidad es la cualidad de un producto, servicio o entorno que describe 
en qué grado los individuos son capaces de acceder a él. La accesibilidad universal al 
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conocimiento es un concepto generalizado y presente en todas las sociedades contem-
poráneas avanzadas, así como el Diseño para Todos o el Diseño Universal estadouni-
dense. La traducción como comunicación secundaria es el proceso de análisis de un 
mensaje inserto en una cultura y su posterior expresión en un código diferente. Tiene 
como objetivo y función primordial que la comunicación sea un éxito entre emisores 
que dominan y se expresan en códigos o sistemas semióticos de cualquier naturaleza, 
ya sea visual, auditiva, táctil, verbal o no verbal. Esta línea de investigación analiza 
y desarrolla las diferentes gramáticas relacionadas con los textos multimodales y sus 
herramientas de acceso al conocimiento
En este sentido, hemos recogido los avances del grupo TRACCE en lo relativo a la in-
vestigación sobre uno de los modos de expresión más importantes dentro de los textos 
multimodales con los que hemos trabajado, a saber, la imagen dinámica en relación 
a las obras audiovisuales de tipo cinematográfico. Tales progresos se plasman en la 
ideación de métodos propios para el análisis del discurso multimodal con respecto a 
un corpus de películas audiodescriptivas, como se explicará en el apartado 1.3. del 
trabajo.
•	 La metáfora como herramienta de acceso al conocimiento en la audiodescripción 
museística. La metáfora es un recurso retórico que permite exponer en pocas palabras 
y de manera brillante y luminosa conceptos que nacen de las imágenes que las perso-
nas con discapacidad visual no pueden ver. El museo, visto como lugar de acceso al 
conocimiento universal, hace uso de este recurso para trasladar el arte y la ciencia a 
aquellos que no pueden acceder manera convencional.
De cara a nuestra aproximación investigadora, nos beneficiaremos de los conocimien-
tos obtenidos acerca de las cualidades metafóricas de la audiodescripción por esta lí-
nea de estudio, especialmente en relaciona la aplicación de éstos a la fase experimental 
del trabajo.
•	 El	texto	cinematográfico	en	la	audiodescripción. Esta línea atiende al proceso de 
producción del texto cinematográfico partiendo de la hipótesis de que pueden encon-
trarse correspondencias, no solo entre el guión original y la audiodescripción (ambos 
son textos lingüísticos), sino también en relación a los distintos recursos de cámara y 
montaje que se han usado finalmente en una película. Mediante el análisis cinemato-
gráfico y la metodología contrastiva, se sistematiza el lenguaje cinematográfico usado 
en distintos filmes, comparándolo con sus respectivas audiodescripciones.
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Las aportaciones de esta línea han sido de especial utilidad para nuestro trabajo, puesto 
que ha generado esquemas de análisis relacionados con los elementos intervinientes 
en los procesos narrativos de las obras cinematográficas y con propias las técnicas de 
cine que determinan la existencia de lenguaje visual diferenciado. Estos esquemas han 
sido aprovechados para la realización de análisis iniciales (véase apartado 1.4. de este 
trabajo) de los elementos básicos que forman parte de la imagen dinámica en relación 
al corpus de películas audiodescritas que atesora el grupo TRACCE.
Entre estas líneas, tenemos que ubicar igualmente aquella por la que apuesta este trabajo 
de tesis, es decir, el desarrollo de parámetros de análisis aplicables a la traducción de 
imágenes. Aunque se expondrá más de forma más extensa a lo largo del trabajo, ésta línea 
de investigación, tal como se pretende desarrollar mediante este estudio, ahondará en la 
naturaleza de la imagen y en los procesos de percepción visual que posibilitan el acceso al 
conocimiento a través de ella, lo que implica una explicación detallada del funcionamien-
to de los mecanismos y sistemas que operan en el cerebro visual. El objetivo prioritario 
del estudio será el desarrollo una taxonomía de los elementos compositivos de la imagen 
en función de las características de los procesos de percepción visual, los cuales ejercen 
presumiblemente una gran influencia sobre los procesos de traducción intersemiótica, 
como es el caso de la AD. 
1.3. Análisis de corpus multimodal aplicado al estudio de la AD 
En este breve apartado comentaremos las ideas fundamentales de una de las principales 
líneas de estudio de los textos audiovisuales, la Lingüística de Corpus Multimodal. Esta 
corriente estudia textos complejos, como es el caso del cine, en los que interactúan di-
versos códigos de significación para transmitir informaciones que son percibidas por los 
espectadores a través de distintos canales (visual y sonoro) y se complementan durante la 
recepción. El grupo TRACCE ha fundamentado parte de su armazón teórico y metodoló-
gico en algunas de las premisas y postulados de esta corriente.
La Lingüística de Corpus Multimodal (Baldry & Thibault 2006) es una de las corrientes 
teórico-metodológicas más exitosas de las últimas décadas en relación a la investigación 
de textos audiovisuales. Su enfoque se fundamenta en la Gramática Sistémico-Funcional 
de Halliday (1979) y consiste en la aplicación de los principios de la lingüística de cor-
pus –el estudio de la lengua a partir de corpus de muestras reales en contexto– al llamado 
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Análisis del Discurso Multimodal (O’Halloran 2004) que, aunque se postula como un 
método para analizar las informaciones codificadas por los distintos canales al mismo 
nivel, habitualmente suele centrar el foco del análisis en la modalidad principal del texto. 
En el caso del cine, por ejemplo, lo habitual en sus prácticas ha sido estudio prioritario de 
la imagen o de las expresión verbal de los guiones cinematográficos. El análisis del resto 
de textos se rige por los resultados del estudio del texto principal. En última instancia, 
esta aproximación no conduce a resultados en los que se combinen las distintas modali-
dades textuales de forma fáctica.
Dentro del campo de estudio de la imagen, algunos representantes de esta teoría han 
realizado aportaciones interesantes. Kress y van Leeuwen (1996) han explorado el valor 
semántico de las imágenes estáticas y de su composición mediante una propuestas atrevi-
da, como es el caso de una gramática del diseño visual. En este sentido, su consideración 
de la gramática no es formalista, sino semántica. Aspiran a estudiar las imágenes como 
estructuras que codifican significados socialmente relevantes mediante sus códigos de 
representación propios.
En todo caso, la composición de un corpus multimodal implica la transcripción multimo-
dal, esto es, la transcripción de los diversos recursos semióticos implicados en los textos 
que forman parte del corpus y su posterior etiquetado para facilitar la recuperación  de 
concordancias. 
En el caso del corpus de TRACCE, el tipo de texto multimodal compilado es el texto 
fílmico audiodescrito y su función primordial es la de facilitar el análisis del guión audio-
descriptivo como tipo textual principal, reparando en las técnicas y estrategias de traduc-
ción empleadas en la audiodescripción. 
Con este fin se analiza la relación entre el texto origen, en este caso el canal visual del tex-
to fílmico, y el texto meta, a saber, la audiodescripción, por medio del etiquetado semánti-
co del GAD. Este último elemento constituiría un segundo texto cuya función es realizar 
traducir la narrativa audiovisual. Se trata de un texto subordinado al texto cinematográfi-
co en doble sentido, puesto que ha de traducir la imagen en primer lugar, pero debiendo 
respetar los elementos sonoros que forman parte del texto origen, lo que restringe sus 
posibilidades. Por último, la interconexión del texto fílmico y del texto audiodescriptivo 
da lugar al texto multimodal accesible (Jiménez Hurtado 2010a).
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En estos apartados tendremos la oportunidad de exponer los métodos de gestión y proce-
samiento de corpus aplicados por los investigadores del grupo TRACCE en relación al 
corpus de textos multimodales accesibles de este grupo. Estos métodos nos han permitido 
situar el foco de análisis sobre los aspectos de la imagen exclusivamente visuales que se 
transfieren al texto audiodescriptivo. Las estructuras de etiquetado semántico provistas 
por el grupo de investigación posibilitaban la caracterización de aspectos compositivos 
de la imagen fílmica relacionados con personajes, ambientaciones, acciones. Estas cir-
cunstancias nos llevaron a sopesar la viabilidad y el sentido de un estudio traductológico 
centrado en las cualidades de la imagen en tanto que texto de partida en la práctica de la 
audiodescripción. Del mismo modo, durante la fase inicial de trabajo de tesis, las obser-
vaciones sobre el valor de la imagen emitidas por el grupo TRACCE nos hicieron reparar 
en que el estudio de la traducción de la imagen dinámica nunca se había abordado con una 
base neurocientífica y cognitiva. Estos factores nos condujeron a elegir el tema de estudio 
que planteamos en esta tesis.
El sistema metodológico utilizado por el grupo es fruto de la implementación de dos 
proyectos de I+D, el primero de ellos el ya citado TRACCE y un segundo Proyecto de 
Excelencia financiado por la Junta de Andalucía y denominado AMATRA: Accesibilidad 
a los Medios Audiovisuales a través de la Traducción (P07-SEJ-2660). Ambos proyectos 
persiguen la definición conceptual y cultural de la AD como nuevo tipo textual, lo que im-
plicó la creación de una base de datos de productos audiovisuales accesibles compuesta 
principalmente por la versión audiodescrita de películas comerciales en español. La obras 
incluidas en el corpus fueron sometidas a un proceso de anotación semántica funcional 
para posteriormente extraer y explotar los datos proporcionados por los textos audiodes-
criptivos en conjunción con el resto de capas textuales incluidas en este tipo de textos 
multimodales, es decir, imágenes y audio relacionados con la trama narrativa de la obra. 
El objetivo marcado implicaba la utilización de una metodología de investigación des-
criptiva, que como hemos dicho se fundamentaba en la Lingüística de Corpus Multimodal 
y el Análisis del Discurso Multimodal (O’Halloran 2004; Baldry y Thibault 2006). En 
esencia, la aplicación de esta metodología multidisciplinar al estudio del audiodescrip-
ción como tipo textual supuso un trabajo de compilación, anotación y procesamiento del 
corpus multimodal de textos fílmicos audiodescritos siguiendo una sistematización que 
trataremos de exponer a lo largo de estos apartados.
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A fin de compilar el corpus TRACCE, fue necesario establecer una primera fase de prepa-
ración metodológica en la cual se realizaron una serie de análisis y evaluaciones prelimi-
nares de textos fílmicos audiodescritos para extraer unos primeros parámetros descripti-
vos que sirvieran como punto de partida para la formulación de hipótesis de investigación 
y la realización de los demás objetivos específicos del proyecto (Jiménez Hurtado, C. 
2007c; Pérez Payá 2007b; Rodríguez Posadas 2007; Ballester 2007; Rodríguez Domín-
guez 2007; Seibel 2007; Bourne 2007; Parrilla 2007). Asimismo, se llevó a cabo una 
revisión y evaluación de los soportes y programas informáticos empleados en la audio-
descripción fílmica, como paso previo y necesario a la creación de un grupo de aplica-
ciones de software desarrolladas en el seno de este proyecto destinadas específicamente 
a la anotación semántica de los textos multimodales. Tras esta etapa inicial, se inició la 
compilación del corpus y se desarrolló la arquitectura de la base de datos que lo alberga-
ría. Posteriormente se llevó a cabo el proceso de anotación o etiquetado semiautomático 
de películas audiodescritas para engrosar la base de datos y poder comenzar a realizar 
estudios sobre las características de la AD a escala macrotextual y microtextual. 
La graduación del foco sobre el análisis del discurso audiodescriptivo se hace viable 
por la configuración versátil de las jerarquías provistas para el etiquetado de los textos 
audiodescriptivos. Por ello y por la representatividad amplia del corpus, teóricamente 
podríamos aspirar caracterizar los procesos de representación del conocimiento visual 
efectuados por los audiodescriptores profesionales en sus producciones. Esta será, como 
se podrá ver más adelante, una de las metas planteadas en esta tesis.
A continuación se describen las etapas conducentes al análisis de los textos audiodescrip-
tivos. Este análisis nos condujo finalmente a la identificación de los elementos composi-
tivos de la imagen que finalmente han sido los estudiados con mayor profundidad en este 
trabajo. 
1.3.1. Compilación del corpus 
Allwood (2008: 208) describe el concepto de corpus multimodal del siguiente modo:
[…] a multimodal [digitized] corpus is a computer-based collection of language and commu-
nication related material drawing on more than one sensory modality or more than one pro-
duction modality. In a still more narrow sense, we might require that the audiovisual material 
should be accompanied by transcriptions and annotations or codings based on the material.
1. Investigación en imagen dinámica: antecedentes desde la traductología
25
Con el objetivo de investigar los textos multimodales y de examinar el modo en que estos 
representan el conocimiento con ciertas garantías científicas, es necesario disponer de 
una gran cantidad de datos formalizados en distintos códigos semióticos, que como se 
comentó anteriormente funcionan y son comprendidos por los receptores de las películas 
AD de un modo holístico. 
Los corpora (multimodales o no) se analizan generalmente utilizando programas para la 
extracción semiautomática de información conceptual, léxica y pragmática. En conse-
cuencia, es crucial para un corpus de estas características que los datos estén organizados 
de forma que cuando se computen sean fiables y proporcionen resultados relevantes.
El objetivo de toda compilación de corpus es definir el tipo de datos que se compilarán 
y el tipo de análisis que se va a realizar sobre éste. La efectividad de la metodología de 
corpus depende de cuán eficazmente se recopilen los datos, de la naturaleza de éstos y de 
cómo se anoten los mismos. En definitiva, los métodos de lingüística de corpus garantizan 
análisis más sistemáticos y resultados más fiables (Laviosa 2002). Pese a esto, conviene 
recordar que los métodos de corpus no sustituyen la capacidad y el rigor analítico del 
investigador. No obstante, coincidimos con Jiménez Hurtado (2010b) en que aportan tres 
principios fundamentales para garantizar un buen análisis: i) apoyo empírico de los datos, 
descripciones o procedimientos, ii) frecuencia suficiente de la información que se analiza 
y iii) metainformación, referida a la procedencia, tiempo y espacio de los datos.
Criterios de selección de los textos del corpus
Con la finalidad de obtener un corpus que atienda a criterios de representatividad, equi-
librio y tamaño apropiados para la realización de estudios de diversa índole en relación 
a los textos audiodescritos, se ha llevado a cabo un proceso de adquisición, almacenaje 
e inventariado de alrededor de 350 películas audiodescritas en español (y aproximada-
mente 50 en otros cuatro idiomas –alemán, inglés, portugués y francés). Asimismo se ha 
efectuado la transcripción de sus respectivos GAD. Las películas recopiladas proceden 
de fuentes diversas como cadenas de TV, la videoteca abierta de la ONCE y los DVD 
comercializados en España y otros países.
La representatividad de un corpus se suele entender como la relación existente entre el 
corpus compilado y el conjunto de los textos que conforman la lengua o el fenómeno 
estudiado. Es decir, se pretende que un corpus sea como una muestra de laboratorio que 
refleje las características del tema estudiado a una escala más reducida y manejable para 
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el investigador. El corpus TRACCE reviste una gran representatividad en relación con la 
realidad de la AD cinematográfica en España. Pese a que no existe un cómputo general 
del número de obras cinematográficas (incluidas series) con AD en español, sí que se po-
seen datos de las que publica la ONCE para nutrir la videoteca de sus socios. En 2011 la 
cifra alcanzaba los 455 títulos y cada año suelen incluirse entre 10 y 15 obras. La cifra de 
DVD comerciales con AD de la que se tiene conocimiento es de 55 títulos hasta la fecha. 
Si especulamos que para la televisión se han podido adaptar alrededor de 100 películas, se 
podría ofrecer una cifra estimada de aproximadamente 640 filmes audiodescritos en espa-
ñol. En consecuencia, el corpus TRACCE muestra una representatividad que constituye 
más del 50% del volumen total del fenómeno de la AD de cine de nuestro país.
Habida cuenta de estas cifras, el tamaño del corpus ha de considerarse muy amplio. En 
términos de número total de palabras que lo componen, esto se traduce a 2,5 millones 
aproximadamente. Quizá el criterio menos controlable en relación al corpus sea el del 
equilibrio en cuanto a las voces que los locutan. Sólo se consiguieron ejemplos seis voces 
diferentes, por lo que no se puede garantizar una buena representatividad en relación con 
este parámetro (Jiménez Hurtado 2010b: 59).
Estos textos constituyen la principal fuente de datos del proyecto y, a la postre, de este 
trabajo, dado que conforman el objeto del etiquetado semántico y el fundamento de la 
base de conocimiento. Deben ser analizados como el texto meta resultante del proceso de 
traducción intersemiótica. Pese a centrarnos en el guión (texto plano) como principal ele-
mento de análisis, no se ha descuidado el carácter multimodal del texto global en el que se 
circunscribe el GAD, por lo que se han desarrollado herramientas de análisis que atienden 
a dicho carácter y a las relaciones entre los distintos códigos intervinientes. Los criterios 
de selección del grupo TRACCE pretendían potenciar la sistematización del análisis de 
los GAD y posibilitar la recuperación y reutilización de la información para su aplicación 
a la investigación, la formación y la profesionalización en el ámbito social y laboral de la 
Accesibilidad a los Medios de Audiovisuales.
Además de los criterios de representatividad, equilibrio y tamaño ya citados, el corpus 
TRACCE se ha estructurado respondiendo a los siguientes parámetros:
• Clasificación por idioma (la lengua de la película y de la AD coinciden en todos los 
casos). Hasta la fecha se han compilado cerca de 350 películas audiodescritas en es-
pañol y otras 50 en alemán, inglés, francés y portugués.
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• Clasificación por género fílmico. La compilación del corpus ha buscado en todo 
momento garantizar la representatividad de películas de géneros variados. Pese a lo 
complejo de determinar el género de ciertas obras, se ha procurado clasificarlas den-
tro varias macrocategorías siguiendo un objetivo metodológico de equilibrio en la 
muestra de textos. Así pues, las categorías principales establecidas han sido comedia, 
suspense, drama, acción, animación y musical.
• Clasificación atendiendo a si el GAD cumple con la norma española sobre audio-
descripción UNE (AENOR 2005: 4).
Por otro lado, como es preceptivo en todo corpus, la compilación debe estar guiada por 
las técnicas de anotación del material que se utilizarán. Los textos elegidos debían presen-
tarse en un formato de texto plano .txt para poder efectuar sobre los mismos anotaciones 
de nivel superior, es decir, anotaciones de las estructuras sintácticas y de las estructuras 
semánticas (esto supuso un laborioso proceso de transcripción de los GAD, puesto que 
en el formato de la película, las descripciones se proporcionan por el canal sonoro). Asi-
mismo resultaba vital para el proceso de anotación que el GAD en texto plano estuviese 
acompañado del audio y el vídeo de la película correspondiente. Esto implicó un proceso 
de digitalización de obras y renderización de las mismas a formatos de vídeo (habitual-
mente .wmv  y .mp4) con resoluciones suficientes para la visualización en la interfaz de 
la herramienta de etiquetado durante los procesos de anotación.
En términos computacionales, el corpus TRACCE se asimila más a un corpus de tipo em-
pírico, en cuya explotación se utilizan técnicas de análisis dirigidas por el tipo de corpus 
que se compila, que permiten extraer datos estadísticos (gracias a la anotación semántica 
en lenguaje XML). Se trata además de un tipo de corpus especializado, dado que se ha 
creado con el fin de caracterizar el tipo de lenguaje que se utiliza en la AD en español, de 
modo que su diseño está planteado para responder a preguntas de investigación específi-
cas sobre la lengua de la AD.
1.3.2. Anotación semántica del corpus
El etiquetado semántico de los textos audiovisuales audiodescritos que componen el cor-
pus anteriormente escrito es posible gracias al grupo de aplicaciones informáticas Ta-
ggetti, cuyo diseño corre a cargo de Andoni Eguíluz Morán (Facultad de Ingeniería de la 
Universidad de Deusto), también miembro del grupo de investigación.
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El proceso de etiquetado se inicia con la fragmentación del filme en Unidades de Sentido 
(US) polivalentes y eficaces (de máximo 1 minuto de duración) compuestas por un frag-
mento del guión audiodescriptivo y por el texto audiovisual asociado. Esta segmentación 
facilita el subsiguiente proceso de etiquetado semiautomático de las unidades  atendiendo 
al marco conceptual desarrollado por el grupo (cf. 1.3.2.1.). 
Figura 1.1. Taggetti Imagen.
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Figura 1.2. Taggetti 2 (Narración, Imagen y Gramática).
Las aplicaciones informáticas de análisis multimodal para vídeo tienen como objetivo 
facilitar la anotación de los diferentes modos semióticos presentes en el texto para poder 
así analizar la interacción de los mismos en la construcción del significado global. Una 
característica de estas aplicaciones, como ANVIL, MCA y ELAN, es que no ofrecen 
un conjunto de etiquetas predefinidas, sino que ofrecen la posibilidad al investigador de 
crearlas según sean sus objetivos y los fundamentos teóricos que guían su investigación. 
La principal particularidad de Taggetti frente a estas es que su finalidad no es la anotación 
de cada modo semiótico del filme. En tanto que la audiodescripción es el producto de un 
proceso de traducción intersemiótica de los códigos visuales, en este caso del filme, el 
objetivo de esta aplicación es describir las técnicas de traducción empleadas en torno a 
dos aspectos fundamentales: qué información visual de la película se selecciona (según 
criterios pragmáticos de relevancia) para la audiodescripción y cuáles son las caracterís-
ticas lingüísticas del texto audiodescriptivo. Para responder a la primera pregunta se ela-
boraron dos sistemas, uno de ellos dedicado al etiquetado de la Narración y otro diseña-
do para etiquetar los aspectos relativos al lenguaje cinematográfico, que hemos llamado 
etiquetado de Imagen. Para responder a la segunda cuestión se desarrolló el sistema de 
etiquetado de la Gramática propia de los textos audiodescriptivos.
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En la audiodescripción fílmica, el texto fuente es el conjunto de sistemas semióticos vi-
suales presentes en el filme (verbales y no verbales) y el texto meta es el filme audio-
descrito. En la aplicación Taggetti, el etiquetado se realiza sobre la transcripción de la 
audiodescripción, pero antes de hacerlo se asigna a cada filme audiodescrito una serie 
de metadatos identificativos que posteriormente permitirán su recuperación individual 
y agrupada a partir de varios criterios: título, director, año de producción, género, dura-
ción del filme, voces de audiodescripción, año de audiodescripción, audiodescriptor y 
etiquetador. Esta anotación permite la posterior recuperación de textos del corpus para su 
análisis. Seguidamente, se procede a etiquetar la audiodescripción. El proceso de etique-
tado comienza con la fragmentación del filme en Unidades de Sentido (US) compuestas 
de texto audiodescriptivo alineado con el texto fílmico correspondiente. La segmentación 
facilita el subsiguiente proceso de etiquetado de estas unidades, atendiendo al marco con-
ceptual establecido para cada uno de los niveles. El análisis se exporta en un archivo .tag 
que contiene el etiquetado codificado en forma de etiquetas XML.
En el archivo en formato XML se incluyen los TCR (tiempos de inicio y fin) de cada 
US, el fragmento de GAD correspondiente al clip de la película seleccionado, que figura 
etiquetado en el nivel correspondiente. Estos archivos de etiquetado XML se incorporan 
a la base de conocimiento que sirve como repositorio de los textos etiquetados para su 
posterior recuperación. El acceso a la base de datos se realiza mediante la web de TRAC-
CE, www.tracce.es. Esta web está construida sobre una arquitectura que permite extraer 
información estadística a petición del investigador en relación a i) el texto audiovisual 
global –los datos generales de la película audiodescrita que ha introducido el etiquetador– 
y ii) los distintos etiquetados a los que se ha sometido el GAD. 
1.3.2.1. Marco conceptual para el etiquetado semántico en tres niveles
El grupo TRACCE ha elaborado el marco conceptual subyacente al sistema de etiquetado 
semántico dividido en tres niveles. Esta subdivisión del etiquetado, que atiende a los dife-
rentes lenguajes que componen de texto audiodescrito, constituye uno de los logros más 
relevantes para la posterior gestión de la información obtenida, pues permite establecer 
comparaciones para buscar pautas d traducción recurrentes y equivalencias pertinentes 
entre los distintos esquemas –narratológicos, cinematográficos y gramaticales– que inte-
ractúan en el texto meta.
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Este sistema de etiquetado múltiple del texto audiodescriptivo ha posibilitado la identifi-
cación y codificación de ciertas pautas morfosintácticas, léxico-semánticas y pragmático-
discursivas presentes en la traducción intersemiótica que representa el proceso audio-
descriptor, así como la automatización y sistematización de dicha información para su 
posterior estudio y explotación. 
La organización de las etiquetas o marcadores para la anotación del GAD es de tipo 
jerárquico, de modo que los elementos de anotación están configurados a partir de sus 
propiedades más generales, subdividiéndose paulatinamente conforme se particularizan 
sus características, hasta alcanzar el nivel de etiquetas finales (aquellas que se aplican 
finalmente al texto del guión). Cada nivel se analiza de acuerdo con sus particularidades 
propias. Las figuras mostradas en subsiguientes apartados representan los mapas concep-
tuales correspondientes a los tres niveles que conforman el sistema de etiquetado semán-
tico, a saber, Narración, Imagen y Gramática (véanse las Figuras 1.3, 1.4 y 1.5).
Durante las tres primeras fases del proceso de anotación se ha completado el de etique-
tado semántico de 220 filmes audiodescritos en el nivel de Narración, de cuales 187 se 
han anotado también en el nivel de Imagen y, a su vez, 37 películas en el tercer nivel 
correspondiente al etiquetado de Gramática. Estas cifras van en aumento en la actualidad.
1.3.2.1.1. Etiquetado de la narratología fílmica
La estructura de etiquetas de este nivel se basa en la narratología del texto origen, de modo 
que elementos narrativos como los personajes, sus acciones y la ambientación donde tie-
ne lugar el evento narrado han constituido los ejes sobre los que se articula esta jerarquía. 
Dado que el GAD tiene la misión de reflejar en su traducción los aspectos más relevantes 
para la comprensión de la escena, generalmente figuran en él los elementos visuales que 
componen la imagen de acuerdo a la orquestación espacial de la escena (localizaciones, 
personajes, atrezo, vestuario, iluminación, etc.) (Pérez Paya 2010: 124). Es decir, se trata 
de un compendio de elementos que sustentan formalmente los eventos que tienen lugar 
en la escena. Entre ellos, quizá los más relevantes en la AD sean aquellos que ejecutan 
las acciones, es decir, los personajes, dado que la historia se desenvuelve entorno a ellos.
Esta jerarquía es en gran parte deudora de uno de los esquemas de análisis del texto ci-
nematográfico propuesto por Casetti y Di Chio (1991). Se trata del nivel de la puesta en 
La imagen dinámica. Parámetros de análisis para su traducción
32
escena, el cual surge de una labor que en cine se denomina de preparación o setting y se 
refiere a los contenidos de la imagen.
La puesta en escena constituye el momento en el que se define el mundo que se debe re-
presentar, dotándole de todos los elementos que necesita. Cada filme cuenta, en definitiva, 
la historia de unos personajes cuyas acciones transcurren en un espacio y en un tiempo, 
es decir, se refiere a la materia de la historia, al contenido de las imágenes que vemos en 
pantalla: personas, objetos, paisajes, colores, gestos, palabras, situaciones, psicología, 
etc. Todos esos elementos que aportan consistencia y verosimilitud al mundo representa-
do en la pantalla. 
Si vinculamos este nivel narrativo con la labor del traductor, podemos comprender cómo 
este debe aprender a analizar el contenido de la imagen en relación a las pistas propor-
cionadas para construir un tiempo y un espacio (escenario, iluminación, decorados, etc.) 
para la historia. Y, de igual modo, comprender las acciones y reacciones de los personajes 
en el desarrollo de la trama fílmica analizando, entre otros elementos, la interpretación de 
los actores, que a través de su caracterización física (aspecto) y su gestualidad (lenguaje 
corporal, expresión facial) consiguen expresar distintos estados emocionales, físicos o 
mentales. 
El potencial eminentemente narrativo de los aspectos abarcados por el nivel de la puesta 
en escena cinematográfica ha llevado a reconducir el etiquetado semántico de los mismos 
hacia el nivel de Narración, de modo que los elementos de los GAD relativos a personajes 
y ambientaciones, entre otros, se anotan mediante la jerarquía de etiquetas plasmada en 
el primero de los niveles. 
Como muestra del proceso de conceptualización de las etiquetas, Jiménez Hurtado 
(2010b: 81), describe de este modo la configuración de la Macroetiqueta Personajes y 
sus divisiones dentro de la jerarquía de Narración:
La traducción de los estados generales de los personajes en el GAD se configura en 
torno a unas características muy concretas: en un principio, la solución metodológica 
para incluir un concepto como etiqueta referida a los personajes fue que éste estuviera 
recogido, de alguna manera, en cualquiera de las indicaciones de las asociaciones pro-
fesionales, normas o documentos de buenas prácticas en nuestras lenguas de trabajo. 
Una vez realizada la primera fase del etiquetado, estas se completaron con las infor-
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maciones recogidas por la experiencia, complementadas con los conceptos que nos 
ofrecían los estudios de narratología fílmica. 
Figura 1.3. Fase 1: Etiquetado de Narración.
Precisamente de estas fuentes mencionadas se concluyó que existía una serie de patrones 
conceptuales recurrentes para la descripción del aspecto físico y la actitud corporal. Ade-
más, nos percatamos de que estos informan sobre la personalidad del personaje. Para el 
aspecto y complexión, se describe la estatura del personaje, el tipo y color del pelo, ojos, 
boca y tez y, si ésta no se explicita, se hace un cálculo de la edad. De ahí surgieron las 
primeras subetiquetas del nivel de la narración o puesta en escena referidas a personajes:
Tabla 1.1. Niveles de etiquetas en Taggetti Narración.
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indicaciones de las asociaciones profesionales, normas o documentos de buenas 
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 Presentación 
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Tabla 1.1. Niveles de etiquetas en Taggetti Narración. 
 
Por otra parte, la inclusión de la macroetiqueta Ambientación responde al hecho de 
que el sistema perceptivo humano está especialmente adaptado para percatarse de los 
cambios en los objetos que componen la escena visual, tanto en el espacio como en el 
tiempo. Uno de los rasgos constitutivos de toda narración es el cambio de estado de 
los personajes implicados en un evento. La ambientación en cine, y por ende en el 
GAD, hace referencia al decorado o escenario natural en el que se desarrolla la acción 
de los personajes. Es un indicador muy útil para el espectador ciego, ya que le permite 
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Por otra parte, la inclusión de la macroetiqueta Ambientación responde al hecho de que el 
sistema perceptivo humano está especialmente adaptado para percatarse de los cambios 
en los objetos que componen la escena visual, tanto en el espacio como en el tiempo. Uno 
de los rasgos constitutivos de toda narración es el cambio de estado de los personajes 
implicados en un evento. La ambientación en cine, y por ende en el GAD, hace referencia 
al decorado o escenario natural en el que se desarrolla la acción de los personajes. Es un 
indicador muy útil para el espectador ciego, ya que le permite asociar las acciones de los 
personajes al entorno en que transcurren, aportando a su vez información sobre las condi-
ciones sociales, históricas o culturales de la película (ibíd., 87). 
En conclusión, las principales razones de índole teórica que han propiciado la estructura 
de la jerarquía de etiquetado de Narración utilizada en las aplicaciones Taggetti y Tagget-
ti2 residen, como hemos mencionado anteriormente, en los presupuestos teóricos sobre 
el nivel de puesta en escena de Casetti y Di Chio (1991) y en la recurrencia de tales ele-
mentos en las diversas directrices y normas de AD del ámbito europeo y estadounidense. 
A raíz de la investigación que se desarrollará en esta tesis sobre las estructuras cerebrales 
que posibilitan el acceso al conocimiento visual (con el fin de esclarecer la naturaleza de 
los elementos composicionales de la imagen), una de las posibles aportaciones del trabajo 
de tesis podría ser el establecimiento de parámetros que avalen la actual jerarquía o bien 
la contradigan, o incluso la amplíen. En definitiva, tal conceptualización podría servir 
para mejorar la estructura de anotación semántica del nivel narrativo de Taggetti.
1.3.2.1.2. Etiquetado del lenguaje de la cámara 
En el proceso traductor de AD fílmica tiene lugar un trasvase intersemiótico: las imáge-
nes se transforman en un discurso lingüístico. La gramática audiovisual aúna elementos 
procedentes de varios códigos o sistemas significantes: verbal, sonoro y visual. Audiodes-
cribir un film supone traducir los múltiples códigos cinematográficos a un solo código, el 
verbal, en un espacio y un tiempo limitados, configurando además un texto accesible para 
el espectador ciego. En dicho proceso, los conocimientos de análisis fílmico le servirán al 
audiodescriptor para detectar la relevancia de unos elementos sobre otros en la película, 
al tiempo que su competencia lingüística resultará imprescindible para efectuar el trasva-
se de imágenes a palabras por medio de una gramática que sintetice y evoque todos los 
recursos poéticos y narrativos representados. 
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La representación fílmica puede analizarse en base a dos niveles de lectura, de entre los 
tres niveles definidos por Casetti y Di Chio (ibíd.). Nos referimos concretamente a la 
puesta en cuadro y a la puesta en serie. 
El nivel de la puesta en cuadro nace de la filmación fotográfica y se refiere a la modalidad 
de asunción y presentación de los contenidos. Si la ya mencionada puesta en escena se 
ocupa de los contenidos de la imagen y de la organización espacial de los elementos de 
la escena ante la cámara, la puesta en cuadro estructura elementos tales que los actores, 
las localizaciones, el vestuario, la iluminación, etc., en una frase visual propia del cine, es 
decir, en un plano (Pérez Payá 2010: 124).
[...] Lo que vemos y sentimos se nos aparece en una forma peculiar: el escenario está captado 
en su totalidad o sólo en algunos detalles; y sigue a los individuos sistemáticamente o se les 
abandona de vez en cuando, moviéndose en la pantalla de cuerpo entero o en encuadres más 
cercanos; los objetos se relegan al fondo o se llevan al primer plano, etc. Es el nivel que pode-
mos llamar de la modalidad de representaciones de la imagen. [...] La distinción entre puesta 
en escena y puesta en cuadro puede resultar artificiosa: así como un contenido no aparece sin 
una cierta modalidad mediante la que se expresa, tampoco puede darse una modalidad sin 
un contenido que la apoye. Por ello existe una interacción recíproca entre lo que da cuerpo 
al universo representado en el film (objetos, individuos, paisajes, comportamientos, situacio-
nes, etc.) y la manera en que este universo se representa concretamente en la pantalla. Así, 
en el nivel de la puesta en escena ya aparecen algunos rasgos que son propios de la puesta en 
cuadro y, viceversa, la puesta en cuadro depende también de los elementos construidos con 
la puesta en escena  [...] (Casetti 1994: 124-137). 
Analizar la puesta en cuadro de un film nos ayuda a ver, por tanto, de qué modo son con-
tadas las cosas con la cámara, algo que sin duda se refleja después en cómo se construyen 
las frases del guión de audiodescripción. Se trata de entender el significado de los tipos 
de plano cinematográfico, atendiendo al tamaño de las figuras filmadas (escala), a la an-
gulación o posición de la cámara, así como a los distintos tipos movimientos de cámara, 
para comprender su traslación a la audiodescripción mediante la construcción sintáctica 
de las oraciones. 
Por su parte, el nivel de la puesta en serie hunde sus raíces en el trabajo de montaje, que 
se refiere a las relaciones y los nexos que cada imagen establece con la que le precede 
o con la que le sigue: poner en serie significa, en sentido técnico, simplemente unir dos 
trozos de película, montarlos; sin embargo, no debemos olvidar que en el momento mis-
mo en que se ensamblan físicamente dos imágenes, entre dos parámetros representativos, 
así como entre sus mundos representados, se instauran relaciones que se entrelazan y 
multiplican por todo el filme. Es el nivel de los nexos que, en la representación cinemato-
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gráfica, unen cierta imagen con otra que la precede o que la sigue, construyendo verdade-
ramente el sentido fílmico. Por un lado, ordenar los planos es darles un sentido temporal, 
sea o no cronológico, que resulta indispensable para la elaboración de una película. Por 
otro, la yuxtaposición de los planos con el objeto de forzar su asociación en la mente del 
espectador responde a un modo de concebir la película, a una concepción general de la 
narrativa fílmica, por lo que su análisis para la audiodescripción resulta imprescindible.
Figura 1.4. Fase 2: Etiquetado de Imagen.
1.3.2.1.3. Etiquetado de la gramática del texto audiodescriptivo
Con objeto de determinar una gramática local del GAD lo más completa posible, se ha 
elaborado una conceptualización jerárquica que pretende abarcarla en toda su compleji-
dad y extensión. Con vistas a ello, se ha tenido en cuenta información de orden lingüístico 
relacionada con los tipos de unidades sintácticas simples (palabras y grupos sintácticos), 
el tipo de oraciones y enunciados (sintaxis oracional y modalidad del enunciado) y la 
información sobre la gramática textual (aspectos pragmáticos y discursivos: conectores, 
cohesión, actos de habla, rematización). Las funciones discursivas y pragmáticas pueden 
ser interpretadas a su vez en sentido estilístico, si definimos el estilo como una forma de 
comunicarse que se prefiere a otras elecciones posibles para provocar la consonancia con 
un género o con un contexto comunicativo determinado. Se incluyen también, por tanto, 
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etiquetas que podríamos denominar de variedad lingüística o sociolingüísticas: relacio-
nadas con el estilo, las marcas de uso, la retórica o la variación diatópica. Es decir, se 
ha utilizado etiquetas finales de esta clase tras observarse que la AD transfiere de forma 
recurrente aspectos sociolingüísticos presentes en la película.
Por otro lado, uno de los aspectos que tampoco se debía desatender era el de las áreas cog-
nitivas en las que se encuadran las construcciones verbales propias de los textos audio-
descriptivos. Estas son las áreas recogidas en el planteamiento: movimiento, percepción, 
cambio, cognición, existencia, habla, posición, sonido, posesión y sentimiento (Faber y 
Mairal 1999). En relación con esta clasificación de los verbos, sería interesante definir lo 
que se puede identificar como evento o acción a escala de procesamiento neuronal de las 
escenas visuales. Los estudios llevados a cabo en el campo de la percepción visual que 
fundamentarán el trabajo de tesis podrían verter un poco de luz a una cuestión tan deter-
minante y compleja como ésta.
El etiquetado denominado gramática consta en definitiva de varios grupos de etiquetas 
que se dividen de este modo según Jiménez Hurtado (2010b: 103) (I) áreas cognitivas; 
(II) morfología y sintaxis; (III) discurso y (IV) epistemología.  
Este procedimiento de etiquetado gramatical debe aportar datos concretos y palpables que 
permitan establecer una gramática local del guión audiodescriptivo. Como ejemplo, una 
de las cuestiones relativas al lenguaje de la AD que se podrían esclarecer gracias a esta 
fase de etiquetado remite la afirmación vertida por Salway (2007) según la cual los tipos 
de evento que se describen con mayor asiduidad en los GAD en inglés son el cambio de 
escena o de situación (cambio), el foco de atención de los personajes (percepción) y la co-
municación no verbal y la acción de los personajes (movimiento). Jiménez Hurtado (ibíd. 
96) añade a estos la categoría de emoción. Según sus análisis de corpus preliminares, 
estos podrían constituir el primer patrón semántico-sintáctico del texto audiodescriptivo.
Por otra parte, el etiquetado de gramática ha requerido una clasificación previa de una 
selección de los verbos más frecuentes del lexicón del español agrupados por áreas cog-
nitivas mencionadas anteriormente (Faber y Mairal 1999) y asociados a las etiquetas de 
gramática correspondientes (dentro de la sección de Semántica del etiquetado de Gramá-
tica). Este catálogo de verbos previo se va enriqueciendo a medida que se realiza el eti-
quetado con verbos no catalogados inicialmente, lo que hace necesaria una segunda fase 
de integración en la que se añaden los verbos identificados y clasificados en cada nuevo 
trabajo de etiquetado a la base de datos común.
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Figura 1.5. Fase 3: Etiquetado de Gramática.
Las tres jerarquías de etiquetas semánticas que hemos expuesto en los puntos anteriores 
se han integrado en una aplicación de software que combina los tres niveles de anotación. 
Esta última versión se denomina Taggetti2.
1.4. Procesamiento del corpus y gestión de la base de conocimiento
1.4.1. Gestión de la base de conocimiento
Como se ha explicado anteriormente, los textos audiovisuales audiodescritos y etiqueta-
dos con Taggetti se incorporan a una base de conocimiento disponible a través del sitio 
web www.tracce.es. Esta interfaz incorpora varias utilidades, entre las que destacan las 
funciones de búsqueda de etiquetados y de extracción de estadísticas que facilitan la re-
cuperación ordenada de los resultados obtenidos atendiendo a diversos criterios (véanse 
las Figuras 1.6 y 1.7). 
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Figura 1.6. Interfaz de la base de datos web de TRACCE: búsqueda de películas.
Figura 1.7. Interfaz de la base de datos web de TRACCE: estadísticas de etiquetado.
Las herramientas estadísticas presentes en la web se complementan con una aplicación de 
software independiente para la explotación de las etiquetas y la generación de estadísticas 
de etiquetado denominada Estadetti (véase la Figura 1.8.). 
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Esta aplicación permite cruzar datos de etiquetas pertenecientes a niveles de etiquetado 
diferentes (Narración, Imagen o Gramática), con lo que al investigador del texto fílmico 
y audiodescriptivo se le abre un mundo posibilidades para sus estudios de corpus, ya sea 
a nivel microtextual (con datos procedentes de una sola película AD) o bien a escala ma-
crotextual (a partir de etiquetas de un subgrupo de películas del corpus). 
La consulta estadística de etiquetado en Estadetti parte de la definición de los siguientes 
criterios, todos combinables entre sí:
1) Grupo de películas constituido por selección directa, de valores comunes (director, 
género, idioma, etc.) o por usuario etiquetador.
2) Listas de tiempos, para identificar etiquetados de acuerdo con el lugar de la película en 
el que aparecen, bien de forma absoluta (intervalo de hh:mm:ss), relativa (porcentaje de 
tiempo con respecto a la duración total de la película) o referenciada por las unidades de 
significado identificadas en la investigación.
3) Grupos de etiquetas, seleccionadas en función de las necesidades investigadoras en 
cada caso. Es posible agrupar tanto etiquetas específicas como jerarquías de etiquetas.
Una vez definidos los criterios (entre uno y tres) se permite realizar el cruce estadístico de 
los mismos, lo que facilita la obtención de la serie de elementos que cumplen las condi-
ciones descritas y la realización tanto de un trabajo cuantitativo (número de ocurrencias 
por cada uno de los supuestos) como cualitativo (revisión  de las unidades de significado 
correspondientes). En resumen, esta herramienta optimiza el proceso de búsqueda, aná-
lisis y síntesis de la información relativa al etiquetado de los textos audiovisuales audio-
descritos.
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Figura 1.8. Interfaz aplicación para la generación de estadísticas de etiquetado.
1.4.2. Focalización de atributos visuales para el análisis
Creemos conveniente introducir a continuación dos apartados en los que se incluyen los 
resultados obtenidos a través de tipo análisis de corpus multimodal que hemos expuesto 
en los apartados anteriores en relación a dos subcorpus diversos. El Subcorpus 1 contiene 
diez películas audiodescritas pertenecientes al corpus general de TRACCE que fueron 
etiquetadas en los niveles de Narración e Imagen. El análisis desarrollado sobre este pri-
mer grupo de películas pretende identificar los elementos visuales forma, textura y color 
mostrando las estrategias de traducción seguidas por los audiodescriptores para reflejar 
dichos atributos en el texto audiodescriptivo.
Por su parte, el segundo apartado mostrará resultados similares en relación a los elemen-
tos visuales movimiento y color, en esta ocasión con respecto a otro subcorpus de pelí-
culas audiodesritas del corpus general de TRACCE. La diferencia con respecto al primer 
estudio es que el Subcorpus 2 es más amplio (23 películas) y está etiquetado en los tres 
niveles: Narración, Imagen y Gramática.
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1.4.2.1. Estrategias de traducción de los atributos visuales forma, textura y color en 
el Subcorpus 1
Esta primera recopilación de estrategias traductoras está basada en un análisis previo 
(Chica y Pérez Payá, en prensa) de los guiones audiodescriptivos incluidos en el Subcor-
pus 1. Se incluyen en ella las estrategias concernientes a tres de los elementos visuales 
identificados: forma, textura y color concretamente.
La definición de estrategias traductoras que sigue a continuación, junto con otra serie de 
resultados del análisis del corpus multimodal de TRACCE que se expondrán tras este 
apartado y que están relacionados con los elementos visuales básicos color y movimiento, 
servirá para enfocar mejor el tema del presente trabajo, así como las preguntas de inves-
tigación y los objetivos relacionadas con estas. Estos aspectos se definirán en capítulo 2 
concretamente.
En el proceso de audiodescripción, cada plano o conjunto de planos de un film configura 
una serie de estímulos visuales para el audiodescriptor, cuya representación mental deter-
minará el modo en que la escena cinematográfica es posteriormente descrita. En función 
de la descodificación de los distintos componentes visuales que realice durante las fases 
de percepción y reconocimiento, el audiodescriptor ordenará su discurso verbal conectan-
do cada objeto con sus rasgos estructurales: forma, color, textura, movimiento, etc. Esto 
se debe a que los procesos iniciales de reconocimiento visual estructuran el modo en que 
el cerebro deriva información semántica a partir de las señales visuales. La información 
semántica vinculada a las imágenes será la que ulteriormente se plasmará en el texto au-
diodescriptivo.
Tenemos que subrayar que la selección de los filmes que se incluyeron en el Subcorpus 
1 estuvo condicionada por la presencia de rasgos visuales especialmente marcados en la 
fotografía, la planificación y el montaje de estas diez películas. Es de esperar que en su 
proceso traductor, el audiodescriptor haya trasladado al menos una parte de esos rasgos 
al texto meta que nosotros nos hemos dedicado a analizar. Las películas elegidas fueron 
las siguientes:
1. The adventures of Tom Sawyer/Las aventuras de Tom Sawyer (Norman Taurog, 1938) 
(AD: Aristia, 1997)
2. Star Wars /La Guerra de las Galaxias (George Lucas, 1977) (AD: Aristia, 1997)
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3. Bagdad café (Percy Adlon, 1997) (AD: Javier Navarrete, 1998)
4. Ghost/Ghost: más allá del amor (Jerry Zucker, 1992) (AD: Aitor Gabilondo, 1999)
5. The sixth sense/ El sexto sentido (M. Night Shyamalan, 1999) (AD: José F. Echevarría, 
1999)
6. Traffic (Steven Soderbergh, 2000) (AD: Antonio Vázquez, 2003)
7. Citizen Kane/ Ciudadano Kane (Orson Welles, 1941) (AD: Javier Navarrete, 2003)
8. Le fabuleux destin d’Amélie Poulain /Amélie (Jean-Pierre Jeunet, 2002) (AD: Antonio 
Montero, 2003)
9. E.T. the extra-terrestrial/ E.T. el extraterrestre (Steven Spielberg, 1982) (AD: Javier 
Navarrete, 2007)
10. Cabaret (Bob Fosse, 1972) (AD: Antonio Muñoz, 2007)
Los ejemplos citados en cada epígrafe (Forma, Textura y Color) remiten a estos filmes.
1.4.2.1.1. Estrategias de traducción del atributo forma
En este apartado hemos recogido una serie de ejemplos de AD relacionados con el ele-
mento forma en tres categorías estratégicas:
a) Designación de cada objeto a partir de la percepción y reconocimiento de una forma, 
concreta o abstracta, trasladándola con precisión al espectador ciego a través de la se-
lección léxica. El espectador ciego genera en función de su conocimiento previo, una 
imagen mental precisa. Ejs.: copa, sillón, silbato, prismáticos, montaña, alfiler, capitel, 
ultraligero, frontispicio, etc.… 
(…) un portón en cuyo frontispicio está labrada en hierro la letra K (7)
Un caso especialmente remarcable de esta categoría lo configuran, por su especificidad y 
frecuencia, las descripciones de la forma asociadas a las posturas corporales que adoptan 
los personajes, cuyas connotaciones pueden dar información acerca del estado de ánimo 
de los personajes, su cercanía o lejanía emocional en esa escena, etc.
Sally queda tendida en el suelo boca arriba mientras él la contempla arrodillado junto 
a su cabeza. (10)
(…) Por la mañana, Brian llega al portal en bicicleta. Fritz está abatido, sentado en 
la escalera. (10)
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b) Cuando una forma se sugiere en la imagen a través de indicios visuales como líneas, 
bordes o puntos compuestos por otros objetos, se audiodescribe mediante una explicita-
ción de su carácter compositivo:
(…) Ahora juega con una cara dibujada en el canto de su mano. El dedo pulgar y el 
índice forman la boca (…) Amélie fotografía una nube con forma de conejo. Y otra 
con forma de oso de peluche. (8)
(…) Es una escultura con forma de menhir (4)
Desde el extremo del pasillo, el administrador contempla la silueta de Kane recortada 
en el dintel de la puerta del dormitorio de Susan. (…) Sobre ella, recortados en forma 
de corazón, los retratos de Charles y Susan (7)
c) Identificación de referentes concretos (culturales, intertextuales) de la imagen en base 
a su reconocimiento. Esta estrategia supone una transformación del carácter semiótico 
del elemento para el ciego, ya que para el espectador vidente son de carácter icónico, lo 
que implica que puedan percibir y reconocer su forma (modelos de percepción de abajo 
arriba y de arriba abajo) pero no necesariamente identificar su significado. Mediante la 
reconstrucción audiodescriptiva, no sólo se posibilita al espectador ciego la percepción 
y el reconocimiento de su forma icónica, sino que para él o ella adquiere directamente 
un carácter simbólico que remite a un significado concreto (percepción de arriba abajo):
Vestidos de ejecutivos, Sam y Carl salen de la boca del metro de Wall Street, situada 
entre el edificio de columnas corintias de la bolsa de Nueva York y la estatua de 
George Washington (4)
(…) Abre la carta y saca dos cartas del gnomo. Una delante del Empire State y otra 
con la Estatua de la Libertad al fondo. (8)
(…) La luz del amanecer ilumina poco a poco la estatua de bronce de los fundadores 
(5) 
A veces, con esta misma estrategia, el audiodescriptor puede recurrir a fórmulas compa-
rativas para dibujar una imagen mental aproximada del referente, como cuando se trata 
de un determinado estilo arquitectónico, visual, etc.
Unos simios juguetean en el enorme jardín, en cuyos embarcaderos hay góndolas que 
imitan a las venecianas (…) En el oscuro palacio sólo una ventana de estilo neogóti-
co muestra la luz encendida. (7)
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Figura 1.9. Fotograma de la película El sexto sentido (M. Night Shyamalan, 1999)
Sin embargo, cuando las formas quedan ocultas o poco distinguibles debido a la trayecto-
ria de la cámara cinematográfica, la distancia al objeto filmado o su deliberada ocultación 
a través de la composición visual, el audiodescriptor restaura esta lectura de las formas 
inducida por la cámara en el espectador ciego  a través del lenguaje, sin desvelarle más 
información: 
Figura 1.10. Fotograma de la película Ciudadano Kane (Orson Welles, 1941)
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(…) Unos simios juguetean en el enorme jardín, en cuyos embarcaderos hay góndolas 
que imitan a las venecianas y construcciones que la bruma no permite definir. (7)
(…) Al fondo, sobre un montículo y envuelto en tinieblas, se divisa un inmenso y si-
niestro caserón. (7)
1.4.2.1.2. Estrategias de traducción del atributo textura
El audiodescriptor selecciona las referencias al color a partir de su lectura del texto com-
pleto, interpretando cuáles son aquellos objetos cuyo color subraya la importancia en la 
trama.
En la vida real, la percepción de este componente visual puede variar en función de la 
aproximación física del ojo al objeto. En el cine, sin embargo, esta distancia es algo im-
puesto y modulado por la cámara, con lo que la percepción de la textura, excepto en los 
planos muy cercanos al objeto (planos detalle), queda por detrás de la percepción de la 
forma, el color o el movimiento. Sin embargo, en los guiones audiodescriptivos, las refe-
rencias a la textura y los materiales de los que están hechos los objetos aparece con una 
considerable frecuencia. No trataremos de analizar las causas de dicho fenómeno, más 
allá de redundar en la idea antes aludida de que la audiodescripción traduce el referente 
visual identificando o explicitando sus componentes (forma, textura, etc.) aún cuando en 
la imagen no resultan tan evidentes. Esto supone, a veces, el deslizamiento del carácter 
icónico que presentan los objetos fílmicos para el espectador vidente (percepción abajo-
arriba y reconocimiento arriba-abajo), a los cuales deberá atribuir un significado relativo 
en función de su conocimiento previo, hacia otro carácter más simbólico que los obje-
tos fílmicos adquieren para el espectador ciego mediante su traslación audiodescriptiva 
(percepción, reconocimiento y atribución de significado). Hemos detectado al menos tres 
estrategias a este respecto:
a) Identificación de los materiales que componen el espacio y los objetos que aparecen en 
la imagen en base a estrategias de tipo deductivo relacionadas con el conocimiento previo 
(percepción abajo-arriba y reconocimiento arriba-abajo). La designación léxica de los 
objetos según su forma, distribución en el espacio o tamaño se adjetiva o complementa 
con el material del que parecen estar hechos (textura). Algunos ejemplos:
(…) En la casa de su padre, que pinta un gnomo de madera (8)
(…) una verja de hierro forjado y un portón en cuyo frontispicio está labrada en hie-
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rro la letra K. (7)
(…) Un enorme ángel de la guarda de escayola es izado de la calle hasta la ventana 
del apartamento. (4)
(…) Retiran una tela blanca. (4)
El par forma-textura puede darse en la selección léxica de modo que aglutine ambos 
componentes visuales en una sola palabra (tela), de igual modo que la designación de un 
determinado material nos remite a su color (escayola). En este último grupo de ejemplos, 
además, la designación repetitiva de objeto y textura (ángel de escayola) o textura y color 
(tela blanca) tiene que ver con la configuración del propio discurso fílmico, que utiliza 
estos elementos para anunciar el tono dramático de la historia: una historia de ángeles, 
demonios y fantasmas. 
b) Cuando la textura de un objeto adopta especial relevancia visual por su permanencia en 
pantalla o la cercanía al objetivo de la cámara, se audiodescribe de manera más profusa, 
mediante la explicitación de la composición resultante y sus efectos. Nótese que tam-
bién en este ejemplo se recurre a fórmulas comparativas para dibujar una imagen mental 
aproximada del referente:
(…) Los títulos de crédito aparecen sobre el panel de fondo del escenario de un ca-
baret. El panel es una irregular superficie pulida semejante al latón que refleja en 
perspectivas deformes la mortecina luz del local. (10) 
Figura 1.11. Fotograma de la película Cabaret (Bob Fosse, 1972)
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c) Designación de la sensación táctil que produce esa textura o material. Implica un des-
lizamiento semiótico (icónico-simbólico) mediante una trasposición sinestésica entre lo 
visual y lo táctil: 
(…) Vestida únicamente con un corto y suave camisón blanco, sus piernas y brazos 
parecen dorarse bajo la potente luz que pende del techo. (4)
(…) E.T. se dirige a la ventana y señala hacia el cielo con su largo dedo rugoso. (9)
(…) El enorme contenedor avanza por el áspero paisaje rocoso. (2)
c) Cuando la percepción textural no afecta únicamente a un objeto o parte del espacio, 
sino a toda la escena por tratarse de una textura fotográfica o lumínica de la imagen, se 
plantea el uso de figuras retóricas (metáfora, sinestesia) para su recreación audiodescripti-
va. Estas estrategias creativas generan imágenes nuevas en la mente del espectador ciego, 
que debe combinar su conocimiento previo de cada concepto (combinación de modelos 
de reconocimiento):
(…) Los copos luminosos caen como la nieve sobre el paciente y una nube blanca que 
sube de su cuerpo es misteriosamente abducida hasta desaparecer. (4)
1.4.2.1.3. Estrategias de traducción del atributo color
La audiodescripción del elemento color se acomete a partir de la lectura del filme com-
pleto, lo que permite al audiodescriptor referir este componente visual en base a distintos 
criterios designativos o retóricos. 
a) Descripción del aspecto físico del los personajes (color de ojos, tonalidad de la piel, etc.):
(…) contempla sus blancas manos; (…)  sus hermosos ojos negros (10)
(…) El chico le mira con los ojos llenos de lágrimas y la nariz roja; (…) intensos ojos 
azules (5)
(…) el negrito (1)
(…)un anciano de pelo y barba blanca (2)
b) Descripción de la atmósfera que genera una determinada tonalidad en el uso de la ilu-
minación o efectos visuales:
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(…) Por la noche bajo la cálida luz anaranjada de su dormitorio; (…) sumergido en 
una débil luz azulada que difumina todos los contornos; (…) Los copos luminosos 
caen como la nieve sobre el paciente y una nube blanca que sube de su cuerpo es 
misteriosamente abducida hasta desaparecer; (…) Pero el camillero no puede verle, 
así que tira hacia delante y atraviesa el cuerpo de Sam, que es un magma de tejidos 
rojos; (…) Sam se da la vuelta y comienza a desaparecer en la luz de tonos blancos, 
rosas y azulados (4)
(…) Han lanza una ráfaga que le alcanza de lleno, estallando en una nube blanca y 
rosada (2)
(…) En la ventana de la oficina se recorta la figura de Brenda sobre el rojo anochecer 
(3)
Figura 1.12. Fotograma de la película Bagdad café (Percy Adlon, 1997)
 (…) se iluminan por dentro mostrando una especie de rojizo corazón luminoso; su 
corazón brilla con luz rojiza (…); La bicicleta se recorta flotando sobre la blanca y 
redonda luz de la luna (…) la imagen de los chicos se recorta sobre el enorme círculo 
dorado del sol poniente (9)
En este apartado, merece especial mención la inclusión en algunos guiones de una estra-
tegia “vertical” que afecta a todo el discurso fílmico y se coloca a modo de advertencia 
al principio del film:
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(…) Como todo cuento que se precie, Amélie tiene un narrador y varios efectos visua-
les para resolver algunas situaciones insólitas. La película se desarrolla en Montmar-
tre, barrio popular y bohemio (…) El tono y color de las imágenes tienen un toque 
fantástico que nos recuerda a las antiguas postales coloreadas a mano (8).
(…) La acción transcurre en pleno desierto de Nevada, bajo un sol aplastante que 
hace que las luces y colores se distorsionen confiriendo a las imágenes un cierto 
tono irreal o de espejismo (3)
(…) La acción de esta película se desarrolla en Estados Unidos, imágenes teñidas de 
azul y Méjico, imágenes con tonos amarillentos (6). 
También incluimos en este apartado los casos en los que el audiodescriptor acomete una 
explicitación  de un mecanismo cinematográfico presente en el discurso mediante el em-
pleo de términos metadiscursivos, incluyendo referencias al discurso fílmico:
(…) Tras un fogonazo, la pantalla queda en blanco (8)
(…) La imagen funde a negro (5) 
c) Designación de los espacios, así como del vestuario, maquillaje o atrezo (objetos) de 
los personajes, normalmente, en los cambios de escena o en sus primeras apariciones en 
pantalla:
Espacios y decorados
(…) una habitación pintada de azul eléctrico (…) se sube al vagón atravesando lim-
piamente las paredes plateadas (4)
(…) El niño detiene su carrera frente al gran portón rojo de una iglesia (…) un barrio 
de casas de ladrillos rojos (5)
Vestuario
(…) Lleva una capa negra (8)
(…) blancas armaduras; (…) todo de negro;(…) corazas blancas; (…) cascos blan-
cos; (…) vestido blanco (2)
(…) estrecha blusa marrón; (…) el jersey rojo; (…)en su pijama amarillo; (…) traje 
gris y camisa azul (5)
(…)túnica dorada; (…) sudadera azul; (…) camisa de cuadros celestes; (…) chaqueta 
fucsia; (…)guante negro (4)
 (…) Lucen pelucas de colores (…); (…) Sally entra en el escenario vistiendo bombín, 
shorts ajustados y maillot muy escotado y medias con liguero, todo en negro (…); (…) 
elegante traje negro (…); (…) suéter azul (10)
1. Investigación en imagen dinámica: antecedentes desde la traductología
51
Atrezo
(…) un robot androide plateado; (…) Otro[robot], negro y semiesférico (…) el robot 
rojo (2)
(…) Pañuelo verde; Pañuelo rojo; (…) flores blancas; (…) una rosa roja (3)
(…)un globo rojo(…); la colcha rosa; (…)reloj de esfera negra; (…) una calabaza 
amarilla; (…)un coche negro; (…) la tela roja; (…) la alfombra gris; (…) una caja de 
madera con una franja roja en el centro; (…) una bengala roja (5)
(…) Un rojo corazón late pintado en su camisa (10)
Maquillaje
(…) las chicas llevan los ojos maquillados en negro, como decadentes muñecas de 
porcelana (…) Luce un exagerado maquillaje blanco lleva carmín en los labios, colo-
retes y sombra de ojos rosa pastel; (…) las llamativas uña verdes de Sally (10)
Es relativamente frecuente que cuando uno de estos elementos de vestuario y atrezo apa-
rece por primera vez, se emplee una asociación de forma, color y textura, proporcionando 
un reflejo de la visión conjunta de estas características visuales en la misma localización/
objeto. En estos casos, no en vano, el adjetivo relativo al color puede calificar, en español, 
directamente a la textura (material) o a la forma, como unidad fundamental de la triada. 
En adelante, la forma traducida como sustantivo se mantendrá, mientras que alguna de las 
otras características puede desaparecer de la descripción. Por ejemplo, las zapatillas de 
tela rojas pasan a ser luego las zapatillas rojas durante el resto del filme:
(…) Las zapatillas de tela rojas (8)
(…) en un sillón de cuero negro de alto respaldo, frente a una gran mesa de caoba y 
rodeado de libros; (…) un sillón de madera lacada negra; (…) el edificio de ladrillos 
rojos (5)
Todos estos elementos no sólo forman parte de la composición estética del film, sino 
que muchos aportan información sobre los personajes, aparejando siempre connotaciones 
relacionadas con nuestro conocimiento acumulado del mundo. Uno de los casos palma-
rios es el de los coches (véase, por ejemplo, la diferencia entre un personaje que tiene un 
Ferrari y uno que tiene un Seiscientos). Pero también un elemento de mobiliario (silla 
regia de terciopelo rojo) por su forma o su textura puede remitirnos a una época histórica 
donde era símbolo de estatus y poder a través de la activación de nuestro imaginario, parte 
activa en los procesos de reconocimiento perceptivo. Así, la percepción visual de dichos 
componentes simbólicos se traslada mediante la audiodescripción de la forma, textura y 
color, dibujando la imagen completa del objeto en la mente del espectador ciego. 
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(…) Sentada en una silla regia de terciopelo rojo  
(…)el espectacular Ferrari rojo aparcado en la acera; (…) Carl aparca su Pontiac 
color cereza (4)
(…)Cuatro todo-terrenos negros les adelantan; (…) un todo-terreno negro se detiene; 
(…) Javier y Manolo, conducen un todo-terreno negro de los usados por el general 
Salazar; (6)
El color, además, como ya hemos apuntado en este artículo, es desde el punto de vista 
compositivo, el componente visual que más se ha abordado desde los estudios psicológi-
cos (rojo=agresividad, energía sexual, poder...; negro=muerte, respeto, maldad…; blanco: 
inocencia, bondad, pureza…) como un gran aliado en la activación de significados conno-
tativos. De hecho, a veces encontramos en la audiodescripción una sustitución directa del 
color como elemento retórico que caracteriza a una serie de personajes vestidos de negro:
(…) al siniestro jefe negro; (…) su siniestro jefe negro (2)
Aquí concluye la exposición relativa al primer análisis de etiquetado en el que hemos des-
crito una serie de estrategias vinculadas a la traducción de los elementos visuales forma, 
textura y color. Estos elementos son firmes candidatos a formar parte de una taxonomía 
sobre los elementos composicionales de la imagen dinámica que pretendemos desarrollar 
en el contexto de este trabajo de tesis. 
En este análisis no se han incluido estrategias relacionadas con otros de los elementos 
incluidos en dicha taxonomía, como son el movimiento y la profundidad, pese a que 
también se consideran atributos relevantes, especialmente el primero de ellos, que es 
la clave del dinamismo para la imagen cinematográfica. No obstante, en el apartado si-
guiente aportaremos los resultados relativos a un segundo análisis de películas del corpus 
TRACCE, el relativo al Subcorpus 2. En este caso, el análisis incluirá datos sobre el 
tipo de estrategias de traducción utilizadas por los audiodescriptores en relación con el 
elemento visual movimiento. Por otro lado, se ampliarán los datos obtenidos acerca del 
comportamiento del elemento color. Tal como se comentó al principio de este apartado, 
el Subcorpus 2 ha sido etiquetado en los tres niveles de anotación semántica de Taggetti, 
a diferencia del primero, que solo incluía el etiquetado de los niveles de Narración e Ima-
gen. Por tanto, los resultados aportados en el segundo análisis serán más completos en el 
sentido de se parte de una fuente de etiquetas más amplia.
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1.4.2.2. Estrategias de traducción de los atributos visuales movimiento y color en el 
Subcorpus 2
Como ya se ha mencionado, este análisis mostrará una pequeña recopilación de las prin-
cipales estrategias de traducción observadas como resultado del procesamiento de un sub-
corpus de 23 películas pertenecientes al corpus general de TRACCE con la herramienta 
Estadetti, citada en apartados anteriores. Nos referiremos a este subcorpus como Subcor-
pus 2 a fin de diferenciarlo del utilizado en el análisis comentado en el capítulo anterior.
Los filmes incluidos en el Subcorpus 2 estaban etiquetados mediante Taggetti en los tres 
niveles jerárquicos desarrollados por el grupo TRACCE para estudiar y caracterizar el 
lenguaje de la AD en sus distintas facetas y planos: narración, imagen y gramática. Por 
tanto, los resultados obtenidos obedecen tanto a una serie de comparaciones de etiquetas 
pertenecientes a más de uno de los niveles anteriores, como a la observación de las eti-
quetas semánticas que nos pueden informar sobre la traducción de los elementos visuales 
movimiento y color en solo uno de los niveles de etiquetado. 
Este proceso equivaldría a una extracción de concordancias de tipo multimodal. Es decir, 
el análisis multimodal del filme audiodescrito implica el análisis combinado de los dis-
tintos niveles de anotación descritos anteriormente. Para ello, extraemos las estadísticas 
combinadas de los tres niveles de análisis previamente descritos por medio de la aplica-
ción Estadetti, tomando como elemento de coincidencia la unidad de segmentación del 
etiquetado (coincidencia de etiquetas en una misma Unidad de Sentido) y el texto audio-
descriptivo (coincidencia de etiquetas en un mismo segmento textual).
Por tanto, el proceso de cruce de datos relativos a los tres niveles de etiquetado que eje-
cuta la aplicación Estadetti posibilita la comparación de las etiquetas de estos tres niveles 
aplicadas a la misma unidad de sentido (US), esto es, las líneas de audiodescripción coin-
cidentes con uno de los fragmentos en los que se ha dividido la película para su etiquetado 
con Taggetti. Este tipo de comparación permite realizar una descripción multidimensional 
y enriquecida de los rasgos que caracterizan el texto audiodescriptivo y, en relación a 
nuestro análisis en concreto, ha posibilitado la selección de etiquetas que aportan datos 
sobre la traducción de los atributos visuales movimiento y color.
El Subcorpus 2 estaba compuesto por la versión audiodescrita de las siguientes obras:
1. The Hours / Las horas (Stepen Daldry 2002) (AD: José Luis Chavarría, 2004)
2. Farenheit 451 (François Truffaut 1966) (AD: José Echeverría ,200)
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3. The Jungle Book / El libro de la selva (Wolfwang Reitherman 1967) (AD: Aristia, 
1999).
4. El bosque animado (José Luis Cuerda 1987) (AD: Antonio Vázquez, 2008)
5. Juana la Loca (Vicente Aranda 2001) (AD: Antonio Montero, 2003)
6. Four Weddings and a Funeral / Cuatro bodas y un funeral (Mike Newell 1994) 
(AD: Rosa Puyol, 2006).
7. Six Days and Seven Nights / Seis días y siete noches (Ivan Reitman 1998) (AD: Aitor 
Gabilondo, 1999) 
8. Das Leben der Anderen / La vida de los otros (Florian Henckel von Donnersmarck 
2006) (AD: José Antonio Álvarez, 2007)
9. The piano / El piano (Jane Campion 1993) (AD: Javier Navarrete, 2003)
10. The Godfather / El Padrino (Francis Ford Coppola 1972) (AD: Aristia, año des-
conocido)
11. The Ladykillers / El quinteto de la muerte (Alexander MacKendrick 1955) (AD: 
Javier Navarrete, 2007)
12. The Village / El bosque (M. Night Shyamalan 2004) (AD: José Manuel Mora, 
2009)
13. Mamma Mia! / ¡Mamma Mia! La película (Phyllida Lloyd) (AD: José Manuel 
Mora, 2009)
14. Harry Potter and the Camber of Secrets / Harry Potter y la cámara secreta (Chris 
Columbus 2002) (AD: José Antonio Álvarez, 2003)
15. Belle de jour (Luis Buñuel 1967) (AD: Charo Soría y José Chavarría, 2003)
16. Star Wars / La guerra de las galaxias (George Lucas 1977) (AD: Aristia, año des-
conocido)
17. Indicent Proposal / Una proposición indecente (Adrian Lyne 1993) (AD: Rosa 
Puyol, 2007) 
18. The French Connection / The French Connection, contra el imprerio de la droga 
(William Friedkin 1971) (AD: José Antonio Álvarez, 2003)
19. Lista de espera (Juan Carlos Tabío 2000) (AD: José Echeverría, 2001)
20. Cabaret (Bob Fosse 1972) (AD: Antonio Muñoz, 2007)
21. Todo sobre mi madre (Pedro Almodóvar 1999) (AD: José Echeverría, 2000)
22. Citizen Kane / Ciudadano Kane (Orson Welles 1941) (AD: Javier Navarrete, 2003)
23. Casablanca (Michael Curtiz 1942) (AD: Javier Navarrete, 1998)
Puesto que el principal objetivo de este análisis era mostrar las características de la re-
presentación lingüística de los elementos visuales color y movimiento en el texto audio-
descriptivo, fue necesario realizar una identificación y selección de las etiquetas que, en 
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los distintos niveles de anotación, mostraban una correspondencia clara con los ámbitos 
semánticos de los elementos señalados. A continuación se muestran las etiquetas utiliza-
das clasificadas de acuerdo al nivel de etiquetado funcional al que pertenecen:
Atributo visual color 
•	 Narración
<AMB-COLOR>: mediante esta etiqueta se anotan las descripciones de colores 
relacionadas con la ambientación y escenarios en los que se desarrolla la acción 
<AMB-ILUMINACION>: sirve para etiquetar las descripciones del tipo de ilumi-
nación usado para ambientar la imagen. El color es un aspecto aparejado a la luz.
<COLOR>: etiqueta las descripciones de colores que no estén vinculadas a la am-
bientación, sino a otros elementos, como los personajes o los títulos e insertos.
•	 Imagen
<MON-TRA-FUN-NEG>: fundido a negro. Se utiliza para descripciones relativas 
a una transición realizada en montaje en la que la imagen se oscurece progresiva-
mente en la pantalla hasta el negro total. La toma siguiente comienza en la oscuri-
dad y se ilumina gradualmente hasta alcanzar el brillo normal.
<MON-TRA-FUN-COLOR>: fundido a color. Similar al fundido a negro pero re-
lativo a un color distinto a este.
Atributo visual movimiento
•	 Imagen
<PCUA-TP-MOV-PUR-TRA-TLAT>: Travelling lateral; etiqueta para las des-
cripciones de travelling laterales. Un travelling es un desplazamiento físico de la 
cámara, que varía su eje, hacia delante o hacia atrás; arriba o abajo, permitiéndole 
acercarse o alejarse del sujeto o del objeto, y seguir o acompañar la trayectoria del 
sujeto móvil.
<PCUA-TP-MOV-PUR-TRA-TVER>: Travelling vertical; para descripciones de 
travelling en sentido vertical.
<PCUA-TP-MOV-PUR-TRA-TFRO>: Travelling frontal; para descripciones de 
travelling frontales.
<PCUA-TP-MOV-PUR-TRA-TCIR>: Travelling circular; etiqueta descripciones 
de travelling en los que se produce un giro entorno a un punto central.
<PCUA-TP-MOV-PUR-GRU>: Movimiento de grúa o steadycam; para descrip-
ciones de movimientos de la cámara realizados con grúa o steadycam.
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<PCUA-TP-MOV-COMB>: Movimientos de cámara combinados; etiqueta las 
descripciones de movimientos de cámara combinados.
<PCUA-TP-MOV-EFE>: Efectos especiales; etiqueta las descripciones de movi-
mientos creados mediante efectos especiales.
<PCUA-TP-MOV-PUR-BAR>: para descripciones de barridos, que son giros sobre 
el propio eje de la cámara muy veloces, lo que provoca un efecto de fuga de las 
líneas horizontales de la imagen.
<PCUA-TP-MOV-PUR-ZOO>: Zoom; para descripciones de travelling ópticos 
conseguidos mediante la técnica del zoom. 
•	 Gramática. Las etiquetas del nivel de gramática están relacionadas específicamente 
con el ámbito semántico de los verbos utilizados para describir la imagen. Para este 
análisis se han seleccionado las etiquetas clasificadas bajo las áreas semánticas de ac-
ción, movimiento, cambio y posición, puesto que entendemos que son las que podrían 
reflejar la semántica de los procesos visuales que implican algún tipo de movimiento. 
La primera de las categorías, la macroetiqueta acción, incluye verbos que por su natu-
raleza no se han podido clasificar dentro de otra área semántica. Hay en todo lexicón 
estudiado un espacio dedicado a los verbos que se refieren a acciones, generalmente a 
acciones realizadas por partes del cuerpo o que tienen un carácter demasiado genérico 
y, por tanto, no entran en otros ámbitos específicos. Todas las clasificaciones de los 
verbos, tienen ese cajón de sastre y le suelen llamar acción general. 
El segundo grupo de etiquetas seleccionado, el de movimiento, se ha incluido porque 
habida cuenta de su descripción proporcionará resultados relevantes en la localización 
de los movimientos que realizan los elementos visuales de las escenas cinematográficas.
Se ha seguido esa misma lógica en relación a la inclusión de las categorías semánticas 
de cambio y posición. La primera se relaciona con cambios de aspecto en los persona-
jes, cambios que implican aumentar o reducir los elementos visuales o cualquier as-
pecto visual que sea muestra de un cambio. Es decir, todo cambio implica movimiento. 
Por su parte, la macroetiqueta posición también es aplicable a ciertos tipos de verbos 
que involucran algún tipo de movimiento de los elementos visuales, como cambios de 
posición de los personajes (sentarse, ponerse de pie, echarse, etc.)
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A continuación observamos todas las etiquetas semánticas escogidas y el nombre que 
codifica su uso, por el cual podemos deducir el tipo de verbos a los que eran aplicadas:
<ACC-SEM-ACC-COR-ACT>: acción corporal acto sexual.
<ACC-SEM-ACC-COR-COM>: acción corporal combustión.
<ACC-SEM-ACC-COR-EX>: acción corporal expulsar del cuerpo.
<ACC-SEM-ACC-COR-FAC>: acción corporal facial.
<ACC-SEM-ACC-COR-IN>: acción corporal introducir en cuerpo.
<ACC-SEM-ACC-GEN-GCON>: acción general contacto golpe.





<ACC-SEM-MOV-COR-CAMCORP>: movimiento corporal cambio.
<ACC-SEM-MOV-COR-CORPESP>: movimiento corporal específico autocontrolado.
<ACC-SEM-MOV-COR-NC>: movimiento corporal no controlado.
<ACC-SEM-MOV-DIR-DDES>: movimiento dirección destino
<ACC-SEM-MOV-DIR-DVER>: movimiento dirección vertical-atravesar.
<ACC-SEM-MOV-MED-ATM>: movimiento medio atmósfera.
<ACC-SEM-MOV-MED-LIQ>: movimiento medio líquido.
<ACC-SEM-MOV-MED-TIE>: movimiento medio tierra.
<ACC-SEM-MOV-MGEN>: movimiento general.
<ACC-SEM-MOV-MOVOBJ>: movimiento objeto.
<ACC-SEM-MOV-MVEL>: movimiento general velocidad.
<ACC-SEM-MOV-ROT>: movimiento general rotación.
<ACC-SEM-POS-CAMBIO>: posición cambio-posición.
<ACC-SEM-POS-M-ENC>: posición manipular-estado-posición encerrar.
<ACC-SEM-POS-M-FIJ>: posición manipular-estado-posición fijar.
<ACC-SEM-POS-M-MAN>: posición manipular-estado-posición mantener.
<ACC-SEM-POS-M-PON>: posición manipular-estado-posición poner.
<ACC-SEM-POS-OCU>: posición ocupar-lugar.
Los siguientes apartados exponen una síntesis de las diferentes estrategias de  traducción 
vinculadas a los elementos visuales movimiento y color que hemos hallado en el análisis 
del Subcorpus 2. En el caso del color, nos ceñiremos a la clasificación presentada a partir 
del análisis del Subcorpus 1.
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1.4.2.2.1. Estrategias de traducción del atributo movimiento
Las estrategias de traducción aplicadas por los audiodescriptores para hacer referencia al 
movimiento en la imagen son variadas. Entendemos que en imágenes cinematográficas, 
todos los procesos visuales están relacionados de algún u otro modo con el movimiento. 
La principal diferencia que podríamos establecer en cuanto al carácter del movimiento 
en cine es si es de tipo endógeno o exógeno. El primero de ellos, el movimiento de tipo 
endógeno, hace referencia al movimiento que realizan los objetos presentes en el campo 
visual, el cual se corresponde en cine con el rectángulo que traza la pantalla. Se podría 
discutir que dado que una obra cinematográfica es por lo general un planteamiento artifi-
cial, en última instancia los movimientos de objetos y personajes son el resultado de las 
decisiones tomadas por el equipo de guionistas, directores, técnicos, etc. Sin embargo, a 
efectos de percepción visual del producto final, el espectador percibe los movimientos 
endógenos como si se tratara de imágenes reales, pese a ser consciente de que es una re-
presentación ficticia en el fondo. 
Por su parte, el movimiento exógeno está determinado por la intervención del director y 
de su equipo en las obras audiovisuales. Fruto de sus decisiones, se realizan una serie de 
movimientos de cámara que son los que configuran gran parte de los medios de expresión 
de los que dispone el cine para utilizar un lenguaje de representación y narración visual 
propio. 
A ambos tipos de expresión visual del movimiento, endógena y exógena, podemos acer-
carnos a través de las estructuras utilizadas en los distintos niveles de etiquetado de la 
audiodescripción que hemos expuesto. La estructura endógena se relaciona con la semán-
tica de las acciones que describen el movimiento y, por tanto, podemos analizar cómo 
se plasma en el guión audiodescriptivo abordando las etiquetas semánticas que hemos 
incluido en la lista del nivel de Gramática. Por su parte, la estructura exógena estará más 
relacionada con las etiquetas sobre movimientos de cámara que figuran en el nivel de 
Imagen. Observemos a continuación algunos ejemplos sobre ambas categorías.
Movimiento endógeno:
El movimiento se expresa a través de la semántica del verbo. En estos casos, los movi-
mientos de los objetos y actores de la imagen suelen determinar el evento visual, siendo 
los verbos los transmisores de gran parte de la carga semántica del evento. En este sen-
tido, al igual que parece ocurrir en la escena visual con el movimiento de los personajes, 
1. Investigación en imagen dinámica: antecedentes desde la traductología
59
en el plano lingüístico el verbo constituye el elemento entorno al cual gira el evento co-
municativo. Es la parte más importante en toda oración, sobre todo en las transitivas, de 
ahí que los audiodescriptores hayan de poner especial cuidado en realizar una selección 
léxica relevante y precisa con respecto a los verbos.
1
2
Tabla 1.2. Etiquetas y ejemplos de movimiento en el nivel de Gramática – Acción.
Observamos en la Tabla 1.2. que los verbos resaltados corresponden a las acciones gene-
rales relacionadas con algún tipo de movimiento en la imagen. Podemos observar verbos 
vinculados a acciones corporales y expresiones faciales como morder, sonreír, acariciar, 
hacer el amor y otro de carácter más general; golpear. Precisamente este último verbo es 
el utilizado para describir el movimiento realizado por el personaje David en la película 
Una proposición indecente, el cual refleja la imagen que podemos ver en la Figura 1.13.
1  Los códigos corresponden a la numeración establecida en la lista del Subcorpus 2.
2 Unidad de Sentido. División de los fragmentos de análisis que se realiza en Taggetti.
A ambos tipos de expresión visual del movimiento, endógena y exógena, podemos 
acercarnos a través de las estructuras utilizadas en los distintos niveles de etiquetado 
de la audiodescripción que hemos expuesto. La estructura endógena se relaciona con 
la semántica de las acciones que describen el movimiento y, por tanto, podemos 
analizar cómo se plasma en el guión audiodescriptivo abordando las etiquetas 
semánticas que hemos incluido en la lista del nivel de Gramática. Por su parte, la 
estructura exógena estará más relacionada con las etiquetas sobre movimientos de 
cámara que figuran en el nivel de Imagen. Observemos a continuación algunos 
ejemplos sobre ambas categorías. 
 
Movimiento endógeno: 
El movimiento se expresa a través de la semántica del verbo. En estos casos, los 
movimientos de los objetos y actores de la imagen suelen determinar el evento visual, 
siendo los verbos los transmisores de gran parte de la carga semántica del evento. En 
este sentido, al igual que parece ocurrir en la escena visual con el movimiento de los 
personajes, en el plano lingüístico el verbo constituye el elemento entorno al cual gira 
el evento comunicativo. Es la parte más importante en toda oración, sobre todo en las 
transitivas, de ahí que los audiodescriptores hayan de poner especial cuidado en 
realizar una selección léxica relevante y precisa con respecto a los verbos. 
 
Etiquetas de Gramática – Acción: 
Etiqueta Film1 US2 Texto 
acción corporal 
facial 
17 23 Luego se muerde el labio y se dispone a colocar las 
fichas para apostar. 
acción corporal 
facial 
6 73 En el salón, Serena y David bailan a media luz, 




17 4 David mete una mano bajo la camisa de Diana 
mientras retoca el dibujo.  
acción general 
contacto golpe 




6 96 Fiona se aleja unos pasos y enciende un cigarrillo. 
acción corporal 17 14 Se coloca nuevamente sobre él y se acarician, 
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
1 Los códigos corresponden a la numeración establecida en la lista del Subcorpus 2. 
2 Unidad de Sentido. División de los fragmentos de análisis que se realiza en Taggetti. 
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Figura 1.13. Fotograma de la película Una proposición indecente. 
Tabla 1.3. Etiquetas y ejemplos de movimiento en el nivel de Gramática – Movimiento.
acto sexual haciendo el amor, mecidos por el suave y ondulante 
movimiento del colchón de agua. 
Tabla 1.2. Etiquetas y ejemplos de movimiento en el nivel de Gramática – Acción. 
 
Observamos en la Tabla 1.2. que los verbos resaltados corresponden a las acciones 
generales relacionadas con algún tipo de movimiento en la imagen. Podemos observar 
verbos vinculados a acciones corporales y expresiones faciales como morder, sonreír, 
acariciar, hacer el amor y otro de carácter más general; golpear. Precisamente este 
último verbo es el utilizado para describir el movimiento realizado por el personaje 
David en la película Una proposición indecente, el cual refleja la imagen que 
podemos ver en la Figura 1.14. 
 
 
Figura 1.14. Fotograma de la película Una proposición indecente.  
 
Etiquetas de Gramática – Movimiento: 
Etiqueta Film US Texto 
movimiento 
corporal cambio 
6 33 Ya de noche, los novios esquivan el arroz  corriendo 




6 126 Charles se agarra la cabeza y se aprieta las mejillas. 
(Ver Figura 1.15). 
movimiento 
dirección destino 
5 19 En una catedral la reina Isabel avanza hacia el cadáver 
de su hijo. 
movimiento 
dirección vertical 
6 51 Baja hasta el Rolls del que sale la novia [… ]. 
movimiento medio 
atmósfera 
17 17 Otro, negro y semiesférico, con un pequeño pedúnculo 
superior, se desliza sobre el suelo. 
movimiento medio 
tierra 




6 97 Ella se va a otra sala vacía. 
movimiento 
general velocidad 
17 18 Diana se abalanza a por las fichas. 
movimiento 
general rotación 
16 11 C3PO se aleja del pequeño R2 el cual protesta mientras  
gira a izquierda y derecha su cabeza semiesférica. 
Tabla 1.3. Etiquetas y ejemplos de movimiento en el nivel de Gramática – Movimiento. 
 
Como se puede observar por los ejemplos de la Tabla 1.3., los verbos relativos al 
dominio cognitivo del movimiento son los que mejor describen los movimientos que 
realizan los objetos visuales en la pantalla dados los valores semánticos que 
representan: esquivar, agarrar, avanzar, bajar, deslizar, etc. El siguiente fotograma 
nos muestra la imagen vinculada la audiodescripción del segundo ejemplo incluido en 
la tabla anterior, perteneciente a Cuatro bodas y un funeral. 
 
 
Figura 1.15. Fotograma de la película Cuatro bodas y un funeral. 
 
Etiquetas de Gramática – Cambio: 
Etiqueta Film US Texto 
cambio aspecto 17 7 De pie, junto al lavado, David se afeita. 
4
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Como se puede observar por los ejemplos de la Tabla 1.3., los verbos relativos al dominio 
cognitivo del movimiento son los que mejor describen los movimientos que realizan los 
objetos visuales en la pantalla dados los valores semánticos que representan: esquivar, 
agarrar, avanzar, bajar, deslizar, etc. El siguiente fotograma nos muestra la imagen vin-
culada la audiodescripción del segundo ejemplo incluido en la tabla anterior, pertenecien-
te a Cuatro bodas y un funeral.
Figura 1.14. Fotograma de la película Cuatro bodas y un funeral.
Tabla 1.4. Etiquetas y ejemplos de movimiento en el nivel de Gramática – Cambio.
En la tabla anterior podemos comprobar cómo se utilizan verbos relacionados con la se-
mántica del cambio para describir movimientos de los personajes, en este caso concreto, 




17 17 Otro, negro y semiesférico, con un pequeño pedúnculo 
superior, se desliza sobre el suelo. 
movimiento medio 
tierra 




6 97 Ella se va a otra sala vacía. 
movimiento 
general velocidad 
17 18 Diana se abalanza a por las fichas. 
movimiento 
general rotación 
16 11 C3PO se aleja del pequeño R2 el cual protesta mientras  
gira a izquierda y derecha su cabeza semiesférica. 
Tabla 1.3. Etiquetas y ejemplos de movimiento en el nivel de Gramática – Movimiento. 
 
Como se puede observar por los ejemplos de la Tabla 1.3., los verbos relativos al 
dominio cognitivo del movimiento son los que mejor describen los movimientos que 
realizan los objetos visuales en la pantalla dados los valores semánticos que 
repre entan: quiv r, garr r, avanzar, bajar, d slizar, etc. El siguiente fotogram  
nos muestra la imagen vincul da la audiodescripción del segundo ejemplo incluido e  
la tabla anterior, perteneciente a Cuatro bodas y un funeral. 
 
 
Figura 1.15. Fotograma de la película Cuatro bodas y un funeral. 
 
Etiquetas de Gramática – Cambio: 
Etiqueta Film US Texto 
cambio aspecto 17 7 De pie, junto al lavado, David se afeita. 
cambio aspecto 17 4 Él lleva gafas redondas y ella se ha cortado el pelo 
[…] 
cambio general 16 14 Un piloto rojo se enciende en la cabeza de R2; 
reacciona y se pone en movimiento.	   
cambio general 16 19 Un Yagua lo desactiva con un mando a distancia. 
Tabla 1.4. Etiquetas y ejemplos de movimiento en el nivel de Gramática – Cambio. 
 
En la tabla anterior podemos comprobar cómo se utilizan verbos relacionados con la 
semántica del cambio para describir movimientos de los personajes, en este caso 
concreto, cambios en el aspecto (afeitarse, cortarse el pelo) y de tipo general 
(reaccionar, desactivar). 
 
Etiquetas de Gramática – Posición: 
Etiqueta Film US Texto 
posición cambio-
posición 
5 18 Se echa encima de ella. 
posición cambio-
posición 
















5 9 Deja el libro junto al crucifijo. 
Tabla 1.5. Etiquetas y ejemplos de movimiento en el nivel de Gramática – Posición. 
 
Esta última tabla con ejemplos de movimiento endógeno muestra el uso de verbos 
relacionados con el área cognitiva de la posición para la audiodescripción de 
movimientos efectuados por los personajes que están relacionados con las acciones 
“posicionarse a sí mismos en algún lugar” o “colocar algo en algún lugar”. 
 
Movimiento exógeno: 
En algunas ocasiones, este tipo de movimiento se manifiesta en el discurso 
audiodescriptivo como un relato de los movimientos que efectúa la cámara, de modo 
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Tabla 1.5. Etiquetas y ejemplos de movimiento en el nivel de Gramática – Posición.
Esta última tabla con ejemplos de movimiento endógeno muestra el uso de verbos rela-
cionados con el área cognitiva de la posición para la audiodescripción de movimientos 
efectuados por los personajes que están relacionados con las acciones “posicionarse a sí 
mismos en algún lugar” o “colocar algo en algún lugar”.
Movimiento exógeno:
En algunas ocasiones, este tipo de movimiento se manifiesta en el discurso audiodescrip-
tivo como un relato de los movimientos que efectúa la cámara, de modo que parece que 
el audiodescriptor adopta la visión objetivo, a modo de narrador omnisciente. En este 
tipo de descripciones es común que el traductor se refiera a la cámara o la imagen como 
sujeto en tercera persona de las oraciones. No obstante, después de la entrada en vigor de 
la norma de audiodescripción UNE 152030, el uso de terminología cinematográfica se ha 
restringido puesto que las directrices marcadas por la norma la sancionan.
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por la norma la sancionan. 
Etiquetas de Imagen – Movimientos de cámara: 
Etiqueta Film US Texto 
Travelling frontal 9 13 La imagen vuela tierra adentro, sobre el bosque 
espeso, deslizándose por encima de las altas copas de 
los árboles 
Travelling lateral 22 53 La cámara se acerca […] 
Travelling lateral 3 2 La cámara gira y, poco a poco, va enfocando hacia la 
selva, internándose en ella y mostrándonos su 
interior. Gruesos árboles de grandes y retorcidas 
hojas y lianas cuelgan de las ramas. 
Travelling 
vertical 
21 2 En una sala de hospital la cámara baja por la 
cristalina transparencia de una bolsa de suero usada 




21 4 La cámara continúa bajando por la canícula que 
transporta el liquido […]. 
Travelling 
vertical 
21 6 En su recorrido, la cámara planea sobe las decenas de 
botones azules, rojos y amarillos del 
electrocardiógrafo. 
Zoom 23 5 La imagen se detiene sobre el mapa de Francia. 
Tabla 1.6. Etiquetas y ejemplos de movimiento en el nivel de Imagen – Movimientos de cámara. 
 
En la siguiente imagen observamos una toma de un travelling vertical descendente. Es 
el comienzo de la película Todo sobre mi madre. 
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Tabla 1.6. Etiquetas y ejemplos de movimiento en el nivel de Imagen – Movimientos de cámara.
En la siguiente imagen observamos una toma de un travelling vertical descendente. Es el 
comienzo de la película Todo sobre mi madre.
Figura 1.15. Fotograma de la película Todo sobre mi madre.
Por otra parte, en muchas ocasiones las descripciones de los movimientos exógenos están 
relacionadas con los movimientos que efectúan los elementos de la escena, especialmen-
te los de los actores, es decir, la cámara sigue la acción que se desarrolla en la imagen. 
En tales casos, las descripciones se centran en las figuras que protagonizan la escena 
visual. Hemos obtenido ejemplos de este comportamiento contrastando en Estadetti las 
etiquetas seleccionadas de Imagen y las de Gramática. Observamos que en estos casos 
el audiodescriptor opta por trasladar la semántica de las acciones realizadas por los ele-
mentos internos antes que por describir los movimientos de la cámara que las acompañan. 
A continuación podemos observar algunos ejemplos. Incluimos las explicaciones de las 
etiquetas que se cruzan en la columna Etiquetas:
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En la siguiente imagen observamos una toma de un travelling vertical descendente. Es 
el comienzo de la pe ícula Todo sobre mi madre. 
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Tabla 1.7. Etiquetas y ejemplos de movimiento en los niveles comparados de Imagen y Gramática.
La siguiente figura (1.16) perteneciente a La guerra de las Galaxias nos ilustra el primero 
de los ejemplos en los que se cruza una etiqueta de la jerarquía Movimiento (movimiento 
efectos especiales) con dos etiquetas semánticas extraídas del nivel de Gramática (Acción 
general daño físico + Movimiento de objeto). 
Figura 1.16. Fotograma de la película La guerra de las galaxias.
Figura 1.16. Fotograma de la película Todo sobre mi madre. 
 
Por otra parte, en muchas ocasiones las descripciones de los movimientos exógenos 
están relacionadas con los movimientos que efectúan los elementos de la escena, 
especialmente los de los actores, es decir, la cámara sigue la acción que se desarrolla 
en la imagen. En tales casos, las descripciones se centran en las figuras que 
protagonizan la escena visual. Hemos obtenido ejemplos de este comportamiento 
contrastando en Estadetti las etiquetas seleccionadas de Imagen y las de Gramática. 
Observamos que en estos casos el audiodescriptor opta por trasladar la semántica de 
las acciones realizadas por los elementos internos antes que por describir los 
movimientos de la cámara que las acompañan. A continuación podemos observar 
algunos ejemplos. Incluimos las explicaciones de las etiquetas que se cruzan en la 
columna Etiquetas: 
Cruces de etiquetas de Imagen y Gramática: 
Etiquetas Film US Texto 
(I) Movimiento efectos especiales + 
(G) Acción general daño físico + (G) 
Movimiento de objeto 
16 7 Le rompe el cuello y lo lanza lejos 
como un pelele. (Ver Figura 1.18.) 
(I) Travelling frontal + (G) 
Movimiento dirección destino 
6 138 Vuelven empapados hacia la casa. 
(I) Movimiento de grúa – steadycam 
+ (G) Movimiento corporal 
específico autocontrolado 
5 16 Se arrodillan cogidos de las manos. 
(I) Movimiento efectos especiales + 
(G) movimiento dirección destino 
16 8 Mientras, dentro de la nave, 
capturada por los soldados 
imperiales, conducen a la princesa 
prisionera ante Darth Vader [...] 
(I) Travelling lateral + (G) 
Movimiento medio tierra + (G) 
Movimiento dirección destino 
6 51 Corren frenéticos, adelantando a 
dos hombres que corren con ropa 
deportiva. 
(I) Travelling lateral + (G) 
Movimiento dirección vertical 
5 8 Sube a la pasarela donde la espera 
la reina Isabel. 
(I) Travelling frontal + (G) 
Movimiento dirección destino  
6 10 El de ella es un Mini rojo que 
avanza ruidosamente por la 
autopista. 
Tabla 1.7. Etiquetas y ejemplos de movimiento en los niveles comparados de Imagen y Gramática. 
 
La siguiente figura (1.17) perteneciente a La guerra de las Galaxias nos ilustra el 
primero de los ejemplos en los que se cruza una etiqueta de la jerarquía Movimiento 
(movimiento efectos especiales) con dos etiquetas semánticas extraídas del nivel de 
Gramática (Acción general daño físico + Movimiento de objeto).  
i  . 6).
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Aquí concluye la revisión de las pautas de traducción del atributo visual movimiento. Es 
preciso reconocer la relevancia de este elemento para la imagen dinámica cinematográfi-
ca, puesto que le proporciona su cualidad más esencial a esta, el dinamismo, pese a que 
como expondremos en los capítulos teóricos, sólo se trate de un movimiento aparente. 
A nuestro entender, el movimiento es el atributo que determina en mayor medida la com-
prensión de los acontecimientos y eventos observados, tanto en imágenes mediadas como 
el cine o la televisión como en la percepción de las imágenes reales. Al menos así lo seña-
lan ciertos estudios (Zacks et al. 2001, 2006) que relacionan la estructura de percepción 
de eventos visuales con la capacidad de distinguir cambios en los patrones de movimiento 
de objetos y actores. 
Distinctive changes in the movement of objects or actors may contribute to the perception 
that one event has ended and another has begun. (Zacks 2006: 150)
En el siguiente apartado trataremos de completar la exposición de ejemplos sobre las 
distintas estrategias traductoras desarrolladas por los audiodescriptores en relación a la 
descripción del atributo visual color en la imagen dinámica.
1.4.2.2.2. Extensión de las estrategias de traducción del atributo color
Trataremos de ser concisos en relación a la exposición de casos de traducción del atribu-
to visual color en sus diferentes manifestaciones dentro del Subcorpus 2, puesto que ya 
hemos comentado las principales estrategias de traducción observadas dentro del primer 
subcorpus en el apartado 1.4.2.1.3. Además, en este caso el uso de la herramienta Estadet-
ti nos ha permitido detectar algunos ejemplos sobre la descripción de aspectos vinculados 
a las técnicas de montaje cinematográfico que no habían sido expuestos anteriormente, 
como el fundido a negro o el fundido a color.
La primera de las estrategias que nos aportaba información sobre el color era la referente 
a la descripción del aspecto físico de los personajes (ojos, piel, pelo, etc.). Habitualmente 
esta información se codifica en Taggetti mediante la etiqueta <COLOR> del nivel de Na-
rración. Veamos algunos casos:
Es el tigre Shir Kan, con su lomo anaranjado, cruzado de rayas negras y sus barbas 
blancas. (3 - US 31)
Gira la cabeza para contemplar a Sally, que le mira por encima de una revista de cine, 
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con su flequillo recortado en punta y sus hermosos ojos negros de grandes pestañas. 
(20 - US 49)
Sólo alumbrados por las luces de los vehículos y en medio del polvo, Manuela va en-
contrando lustrosos vestidos plateados, rubias platino que agitan su cabello como una 
bandera […]. (21 - US 31)
La segunda pauta de descripción del color vista en el análisis del Subcorpus 1 señalaba 
que se suele describir la atmósfera o la ambientación que genera el uso de una tonalidad 
concreta en la iluminación de las escenas, en la fotografía o en los efectos especiales. La 
etiqueta asociada a la descripción de estos elementos es la de <AMB-COLOR> también 
perteneciente al nivel de anotación de Narración. Es habitual que la iluminación se asocie 
a determinados estados de ánimo en cine, lo cual suele quedar recogido en el resto del 
bocadillo de audiodescripción. El análisis nos ha procurado numerosos ejemplos:
En mangas de camisa y con sus sobaqueras colgadas, los gansters comen en sus gua-
ridas iluminadas por mortecinas bombillas en una tensa espera de próximos enfren-
tamientos. (10 - US 83).
En la penumbra del cuarto de los trastos, el marido de Alicia descubre unos asientos 
de autobús desguazados. (19 - US 71)
Una campana de aviso situada sobre dos columnas se recorta sobre la bruma que 
tamiza al oscuro bosque. (12 - US 45)
Fuera un relámpago ilumina el solitario callejón. (11 - US 62) (Ver Fig. 1.17).
Temblorosa levanta su mano hacia la oscuridad exterior. (12 – US 25)
El negro firmamento tachonado por los puntitos de luz de estrellas y planetas, cubre 
toda la pantalla. (16 - US 3)
El viento azota las pequeñas embarcaciones del puerto en un día soleado de invierno. 
(18 - US 3)
Un fogonazo ilumina su rostro al besar los dados. (17 - US 24)
Un haz de luz sale de la mitad del diario. (14 US 75)
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Figura 1.17. Fotograma de la película El quinteto de la muerte.
La última de las estrategias de descripción citada en relación al Subcorpus 1 implicaba la 
designación de espacios, vestuario, maquillaje o atrezo de los personajes. Los tres últimos 
elementos aportan connotaciones particulares sobre la personalidad y las emociones de 
los personajes que los usan. La etiqueta prevista para la anotación de este tipo de elemen-
tos es la de <AMB-COLOR>. Podemos observar los siguientes ejemplos:
En la buhardilla, Wiesler se quita los auriculares, pulsa un botón verde en la centra-
lita telefónica y coge el auricular del teléfono. (8 - US 45)
Cuando el alba comienza a despuntar, el mar cambia su reflejo dorado por un fino 
brillo de plata. (7 - US 57)
Manuela camina decidida por un pasillo de geométricos zócalos granate y beige. (21 
- US 47)
La avioneta, pintada con un intenso color rojo, atraviesa la primera capa de nubes 
que enrola el cielo de la isla. (7 – US 11) (Ver Figura 1.18)
Scarlett se un estrafalario naranja y morado y un sombrerito. (6 - US 11)
Los ojos de Ilsa, tras su gran pamela blanca, muestran preocupación. (23 - US 50)
Tocada por una pamela de color malva y un vestido gris de tirantes, Robin atraviesa 
una pequeña sala de embarque. (7 - US 7)
Ella viste de dama de honor, lleva una peluca pelirroja en la mano y gafas de sol. (6 
- US 51).
Luce un exagerado maquillaje blanco, lleva carmín en los labios, coloretes y sombra 
de ojos rosa pastel. (20 - US 4).
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Figura 1.18. Fotograma de la película Seis días y siete noches.
Por último, las descripciones de técnicas de montaje que se manifiestan a través del uso 
de colores concretos en la imagen como el fundido a negro, el fundido a color o los en-
cadenados, pueden ser plasmadas de dos formas en el texto audiodescriptivo. La primera 
consiste en hacer referencia a la técnica usando terminología cinematográfica, como en 
el siguiente ejemplo:
La imagen funde a negro. (4 - US 90)
Otro modo de describirlas es simplemente narrando lo que se ve en pantalla:
La ilustración dibujada en el libro toma color y vida transformándose en un poblado 
real próximo a una selva de la India. (3 - US 2)
Se abre una puerta blanca y Montag entra en su casa. (2 - 25)
El presente capítulo ha tratado de resumir las bases investigadoras desde las que partimos 
y los enfoques teóricos y metodológicos utilizados dentro del grupo TRACCE, de los 
cuales nos hemos beneficiado enormemente en relación a la localización de elementos de 
orden visual en los textos audiodescriptivos. Tales elementos han sido clasificados como 
atributos visuales básicos y serán debidamente estudiados bajo el prisma de los funda-
mentos teóricos de tipo neurocientífico que utilizamos en este trabajo. 
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En el siguiente capítulo expondremos nuestra visión particular sobre el origen del proceso 
de traducción intersemiótica que se efectúa en AD. De acuerdo con lo que intentaremos 
explicar, el proceso de AD podría estar fuertemente condicionado por las propiedades de 
los sistemas visuales del cerebro y la relaciones que establecen con el resto de sistemas 
implicados en el acceso y la representación de información visual, sistemas como los de 
atención, memoria, cognición, lenguaje, etc. Tras esa exposición inicial, motivaremos el 
tema de estudio y las preguntas y objetivos investigadores del trabajo. Por último, presen-
taremos la estructura general de la tesis. 
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2. MOTIVACIÓN DEL TRABAJO DE TESIS
.............................................................................................................................................
2.1. El inicio del proceso traductor en audiodescripción
Tal como se ha explicado en el capítulo primero, en este trabajo de tesis el objeto de es-
tudio se perfila inicialmente como una desviación dentro de lo que resulta normativo en 
el panorama habitual de los estudios de traductología y este hecho no se debe exclusiva-
mente a la naturaleza especial de la audiodescripción como modalidad de traducción in-
tersemiótica, en la que las características semióticas del texto origen son completamente 
diferentes a las del texto meta. Tal peculiaridad se debe más bien a que se investigan los 
factores que predeterminan y preceden el proceso de traducción intersemiótico que tiene 
lugar en la audiodescripción, es decir, el tipo de operaciones de orden visual y cognitivo 
que en la mente del audiodescriptor condicionan la comprensión del texto origen (la obra 
audiovisual) y la selección de elementos visuales relevantes que se trasladarán al texto 
meta, en este caso el guión audiodescriptivo. 
El tipo de estudio que se lleva a cabo en estas páginas persigue los mismos objetivos 
genéricos a los que han aspirado los Estudios Descriptivos de Traducción desde los años 
setenta del pasado siglo XX, de conformidad con lo expresado por Holmes (1994: 71):
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(1) to describe the phenomena of translating and translation(s) as they manifest themselves in 
the world of our experience, and (2) to establish general principles by means of which these 
phenomena can be explained and predicted .
Hemos de aclarar, antes de nada, qué fenómenos de traducción se pretenden describir en 
esta tesis. Tradicionalmente, los Estudios de Traducción se han centrado en el proceso de 
traducción o en el producto de éste. En nuestro caso, el análisis descriptivo recae sobre 
los elementos que anteceden a ambos aspectos y los condicionan inexorablemente en el 
caso particular de la modalidad traductora de audiodescripción. Como se ha expuesto en 
el capítulo primero, las líneas y proyectos de investigación sobre AD en las que ha traba-
jado el grupo TRACCE en los últimos años nos han permitido estudiar mayormente los 
rasgos narrativos y gramaticales propios del producto audiodescrito. A raíz de ello hemos 
observado que gran parte de los rasgos del discurso audiodescriptivo deben ser explica-
dos en función del texto audiovisual del que parten.
Precisamente en la búsqueda de las características específicas del texto audiovisual  que 
actúa como origen (la obra cinematográfica), diversos autores con planteamientos distin-
tos han intentado definir el proceso traductor que tiene lugar en traducción audiovisual 
recurriendo a teorías y conceptos extraídos de los Estudios sobre Cine (Chion 1993; Cas-
setti y Di Chio 1991; Bordwell 1995; Bordwell y Thompson 1995, Carmona 1996), de 
modo que sean los códigos de significación del lenguaje cinematográfico los que faciliten 
el método de análisis del texto audiovisual (Chaume 2004; Pérez Payá 2007). 
Dentro del grupo TRACCE, esta aproximación se ha aplicado en conjunción con otra 
serie de esquemas metodológicos y ha resultado positiva y productiva a escala investi-
gadora (Jiménez Hurtado, Rodríguez Domínguez y Seibel 2010). Esquemas de análisis 
propios de los estudios de cine, como la estructuración del estudio del film de acuerdo a 
la puesta en escena, puesta en cuadro y puesta en serie, han sido aplicados con éxito al 
estudio sistemático del texto audiodescriptivo a través del etiquetado semántico de los 
GAD del corpus. 
En este sentido, Pérez Payá (2010) equipara la estructura visual de un filme a unidades 
lingüísticas que se manifiestan en el texto audiodescriptivo bajo tres variedades de formas 
gramaticales: léxica, sintáctica y discursiva. Así pues, el esquema conceptual del software 
Taggetti recoge las etiquetas en los tres niveles de lectura de la imagen: puesta en escena, 
puesta en cuadro y puesta en serie.
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Para describir los elementos de la puesta en escena, el audiodescriptor debe rastrear el léxico 
apropiado (imaginemos, por ejemplo, una película de .poca o un film de piratas, donde gran 
cantidad de elementos de vestuario, atrezzo o localizaciones requerirán una buena documen-
tación). Al organizar esos elementos en una oración, se atiende, previsiblemente, a la orga-
nización de estos elementos en el encuadre, o lo que es lo mismo, a la puesta en cuadro. Los 
elementos de mayor tamaño o importancia en el encuadre tendrán más protagonismo en la 
frase mediante procedimientos sintácticos, como la tematización o la rematización, alterando 
así el orden habitual sujeto-verbo-objeto (SVO) para dar cuenta de los distintos procesos de 
“subjetivización” fílmica. Por último, la puesta en serie corresponde a la organización y or-
denación del discurso de la audiodescripción a través de, por ejemplo, conectores temporales 
(Tiempo después, Al día siguiente, Mientras, etc.) y espaciales (En otro lugar, Cerca de allí, 
etc.), así como otros recursos capaces de dotar de cohesión y coherencia a las intervenciones 
discursivas del audiodescriptor, de manera intratextual (las audiodescripciones entre sí) y 
extratextual (las audiodescripciones con el resto de códigos presentes en el texto audiovisual 
audiodescrito: diálogos, efectos sonoros, música, texto y, como no, la propia imagen) (ibíd.. 
2010: 125-126).
Entre los hallazgos que ha arrojado la metodología de TRACCE en relación a la natura-
leza textual de la AD y que están basados en las estructuras de análisis que hemos citado, 
se encuentra uno de orden cognitivo, a saber, que uno de los patrones semánticos carac-
terísticos de estos textos audiodescritos en español sea la coocurrencia de elementos sin-
tácticos (especialmente verbos) pertenecientes a las categorías cognitivas de percepción 
o movimiento + emoción (Jiménez Hurtado 2010b: 98). 
No obstante, en nuestra opinión hasta la fecha no se ha abordado el estudio de los meca-
nismos de percepción visual que anteceden y probablemente condicionen el proceso de 
audiodescripción y, a su vez, las estructuras sintácticas y semánticas ya observadas en el 
producto final. 
Podemos convenir, pues, en que las decisiones de los audiodescriptores respecto a la 
selección de elementos visuales del texto origen que se han de trasladar al texto meta, es-
tarían fuertemente condicionadas por las estructuras y las operaciones del cerebro visual, 
puesto que estas configurarían el esquema cognitivo que nos permite, por ejemplo, perci-
bir los objetos visuales como conjuntos coherentes con una entidad propia y un potencial 
de acción determinado. Los mecanismos de percepción visual también nos permitirían 
contextualizar tales objetos como partes de un marco visual más amplio, como sería el 
caso de un bólido recorriendo un circuito de carreras, o un perro olisqueando el tronco de 
un árbol en un parque. 
Por tanto, en este trabajo tratamos de indagar acerca de los sistemas perceptuales y cog-
nitivos que permiten al audiodescriptor acceder al conocimiento visual expresado por la 
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obra cinematográfica que, a su vez, creemos que ejercen un efecto determinante sobre 
las estructuras semánticas y lingüísticas que utilizará en su producción el traductor. Se 
trata, pues, de una investigación basada en la neurociencia de la visión y del acceso al 
conocimiento visual. En este sentido, el marco teórico se dedicará a la descripción del 
cerebro visual como iniciador de los procesos de segregación funcional de los elementos 
visuales (Zeki 1995) que presumiblemente determinan las  características del cambio de 
código –imagen-texto– que tiene lugar en audiodescripción y, que en última instancia, 
condicionarían también las propiedades semánticas, léxicas e incluso narrativas del pro-
ducto audiodescriptivo final. 
En definitiva, podemos deducir que para dar ese salto hacia el origen del proceso traduc-
tor en AD es necesario internarse en las disciplinas que estudian la percepción visual, en 
especial en neurociencia cognitiva (véase una revisión de la disciplina en Farah 2000). 
Tras ello, y con el fin de poder describir la influencia de los procesos de percepción visual 
sobre el proceso de traducción intersemiótica, habrá que determinar las relaciones y vín-
culos entre ambas esferas. El capítulo cuatro del presente trabajo se dedica precisamente 
a dicha tarea. 
En nuestra opinión, el proceso comparativo entre los dos ámbitos, el de la percepción y 
el de la AD, más que una confrontación entre los elementos particulares de uno y otro, 
consiste en una búsqueda de efectos del primero sobre el segundo, es decir, pasa por 
detectar en el discurso de la audiodescripción cómo llegan a determinar los procesos vi-
suales la composición del texto, no sólo trazando relaciones con los elementos visuales de 
orden más simple (color, movimiento, forma, etc.), como hemos podido observar en los 
resultados del análisis del corpus de TRACCE, sino viendo cómo condicionan otras cons-
trucciones semánticamente más complejas. Ese sería el caso de los objetos visuales (un 
coche, un balón, un buque, una persona) que pueden desempeñar un papel de agentes del 
discurso o un rol paciente. Es decir, nuestra hipótesis implica que el modo en que funcio-
nan los sistemas especializados del cerebro visual dedicados al procesamiento de objetos 
visuales (considerados como conjuntos autónomos formados por una serie de atributos 
visuales más simples) podría ser la causa de la función semántica que se puede aparejar a 
dichos objetos dentro de un discurso, lo que a su vez determinaría el rol narrativo que el 
traductor le atribuye a cada objeto en el texto audiodescriptivo. 
De acuerdo con los datos que se expondrán en el capítulo cuatro y que culminan con 
un modelo de taxonomía de los componentes de la imagen dinámica, podemos deducir 
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que los sistemas visuales de orden superior, los encargados de procesar rostros, paisajes, 
objetos, etc., son tan determinantes en términos cognitivos como para modular el reco-
nocimiento de la estructura narrativa de las escena visuales, cosa que luego se plasmará 
en la representación efectuada por los audiodescriptores. Esa vinculación entre el cono-
cimiento perceptual adquirido sobre de los elementos visuales presentes en el mundo 
y su representación en términos narrativos a través de la AD queda bien expresada por 
Jiménez Hurtado (2010a: 18):
Percibir objetos, eventos y relaciones de nuestro entorno es el inicio de las primeras narracio-
nes; su estado embrionario.
Otra de las nociones que nos impulsa a dar ese salto atrás en el análisis del proceso tra-
ductor es que la vinculación entre los conceptos adquiridos sobre el mundo visual a través 
de la percepción y la representación de los mismos ha de ser de base semántica y se debe 
articular a partir de tales conceptos y de las relaciones que se establecen entre ellos (Croft 
y Cruse 2004).
Conforme a lo dicho, la demostración de los postulados anteriores, que de momento se 
plantean como consideraciones hipotéticas, exigiría idealmente un tipo de investigación 
experimental con técnicas de neuroimagen que revele correlaciones neuronales entre ta-
reas de percepción visual y tareas de traducción intersemiótica vinculadas a las primeras. 
En relación a la observación anterior, la estancia investigadora en el laboratorio del Prof. 
Zeki constituyó un hito importante a la hora indicarnos el camino que debía seguir nues-
tro estudio, el cual nos exige indagar acerca de las operaciones mentales y cognitivas que 
preceden al proceso traductor recurriendo a resultados basados en técnicas de neuroima-
gen, como las utilizadas en los múltiples estudios que se citan a lo largo de los capítulos 
tres y cuatro del trabajo.
Desafortunadamente no disponemos acceso a técnicas de neuroimagen, sin embargo, 
consideramos que esta investigación debe dar los pasos necesarios para el desarrollo de 
un modelo teórico que clasifique sistemáticamente los atributos de la escena visual con-
forme a las pruebas proporcionadas por estudios realizados con este tipo de medios en el 
campo de la neurociencia de la percepción visual y la psicología cognitiva. Este modelo 
no debe limitarse a clasificar dichos elementos, sino que también deberá explicar las 
relaciones entre la esfera de la percepción visual y el plano de la traducción, en clave de 
representación del conocimiento que se plasma en el texto audiodescriptivo. El modelo 
se formalizará en el capítulo cuarto del trabajo a través de una propuesta taxonómica que 
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contendrá el esquema fundamental de un conjunto de elementos destinados a servir como 
parámetros de análisis de la imagen dinámica y de su traducción intersemiótica en el con-
texto de la audiodescripción inicialmente.
En este sentido, pese a que en el marco de esta investigación no será posible implementar 
dichos parámetros contando una metodología de análisis que incluya experimentos de 
neuroimagen, sí que se aplicará a un estudio sobre audiodescripción consistente en un 
experimento de corte psicofísico en el que se utilizará una muestra de audiodescriptores 
profesionales como sujetos. La metodología utilizada en el experimento, la exposición de 
los resultados del mismo, así como la interpretación y la discusión de dichos resultados, 
corresponderán a los capítulos 5, 6 y 7 del presente trabajo, respectivamente. 
2.2. Tema de estudio, preguntas de investigación y objetivos del trabajo
2.2.1. Tema de estudio
En el apartado anterior hemos tratado de exponer la lógica de la investigación que guiará 
este trabajo doctoral sobre audiodescripción, relacionando todo ello con la necesidad de 
situar el foco del análisis sobre un estadio previo al proceso audiodescriptivo, el de las 
operaciones de percepción y reconocimiento visuales que se producen en el cerebro del 
traductor de imágenes. 
En este apartado tratamos de definir más ampliamente el tema de estudio del trabajo. Para 
ello diremos que el análisis de la transformación de conocimientos visuales en conteni-
dos textuales enmarcado en un determinado contexto o situación comunicativa conduce 
inevitablemente a una indagación y reflexión sobre los mecanismos que permiten tener 
acceso a la realidad circundante. 
La adquisición de conocimiento en los seres humanos sigue un proceso aparentemente 
directo. Existe una determinada realidad material que nos rodea, una realidad externa al 
individuo que está sometida al dominio de las leyes de la física –el mundo está formado 
enteramente por partículas distribuidas en campos de fuerza. Sin embargo, esto no im-
plica que entre las características físicas del mundo el ser humano no experimente fenó-
menos a modo de estados internos de tipo cualitativo que son producto de los procesos 
que el cerebro efectúa al acceder a estímulos del entorno (Searle 1992). Como señala el 
propio Searle: 
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We all have inner subjective qualitative states of consciousness […]. Both consciousness and 
intentionality are biological processes caused by lower-level neuronal processes in the brain. 
(ibíd.., xi).
Según esta suposición, es lógico representar la adquisición de conocimiento como una 
cadena de causas y efectos. El caso de la percepción visual podría ser paradigmático. Por 
ejemplo, un fenómeno físico como el de una escena visual en la que una pelota puesta en 
movimiento por la patada de un niño en un campo de fútbol es recogida por las vías vi-
suales de un espectador determinado a través de los ojos (el órgano sensorial de la vista), 
pasa por el nervio óptico, el núcleo geniculado lateral y, finalmente, llega a las diferentes 
áreas visuales de la corteza cerebral. En definitiva, el fenómeno externo se convierte en 
un input procesable por los sistemas neuronales de la visión. En este punto y de acuerdo 
con las ideas de Bartels & Zeki (1998: 1), el cerebro visual, conformado por varios siste-
mas de procesamiento paralelo multietapa, cada uno de ellos especializado en un atributo 
determinado como el color, la forma, el movimiento y otros tantos, procesa el input y 
genera una experiencia consciente radicada en la actividad procesual de tales sistemas. 
No se requiere ningún otro proceso de tipo superior o de una estación final de la concien-
cia para hacer que el input visual emerja como una realidad patente para el observador. 
Los distintos atributos del percepto inicial, es decir, la trayectoria, los colores, la forma o 
la velocidad de la pelota al moverse por el campo, se integran por medio de la conexión 
de cada una de las experiencias conscientes relacionadas con los atributos visuales espe-
cíficos, lo que desemboca en la creación de una suerte de microestructura de la que se es 
consciente y, en consecuencia, en la generación de conocimiento acerca de dicho fenóme-
no visual en la mente del espectador.
En el contexto del proceso de audiodescripción, la etapa final de este continuo de percep-
ción-conciencia-conocimiento es la representación de información. Aquellas cualidades 
de la pelota que el sistema perceptivo del observador reconoció, son representadas final-
mente mediante la expresión verbal (escrita u oral) que constituye el texto audiodescrip-
tivo. En otros contextos también pueden ser representadas a través de medios a su vez 
icónicos como la pintura, la escultura, la fotografía, el cine, etc., e incluso a través de 
textos multimodales, en los que muchas de estas categorías se orquestan para transmitir 
una carga semántica que no sólo incrementa el potencial de significación del discurso, 
sino que gracias a la fusión de distintas modalidades crea un sistema de significación que 
trasciende la contribución individual de sus partes constituyentes (Hull & Nelson 2005: 
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225). En efecto, en el caso de la AD, la creación de una textualidad propia y de un sistema 
de significación multimodal particular resultan fenómenos evidentes. 
Sin abandonar el discurso semántico que permea todo el trabajo, resulta evidente que el 
estudio de los procesos de representación del conocimiento general se muestra como una 
tarea compleja, ya que no se limita a un campo de especialidad como sucede en los estu-
dios de terminología, donde los ámbitos especializados están muy acotados y, por consi-
guiente, implica la producción de información en un nivel ontológico global cuyo análisis 
resulta difícilmente manejable por su dimensión general. Lo habitual en disciplinas que 
abordan el estudio de la representación del conocimiento es la descripción minuciosa de 
esferas de conocimiento experto restringidas, como ocurre en terminología, donde desde 
hace años se investiga sobre métodos de representación del conocimiento. Para ello se 
analizan textos especializados pertenecientes a cualquier dominio y se describen las estra-
tegias lingüísticas usadas por los expertos a la hora de transmitir el conocimiento exper-
to. Por suerte, algunas investigaciones actuales sobre este tema tienen muy en cuenta la 
naturaleza del funcionamiento de los sistemas de conceptualización de mente y cerebro, 
así como el hecho de que la adquisición del conocimiento por parte de expertos no es un 
proceso estático, sino fruto de experiencias dinámicas, condicionadas por la situación 
particular del individuo (Faber 2011).
En el caso de la percepción visual en el contexto de la traducción intersemiótica que 
tiene lugar en audiodescripción, que es tratada como paradigma y tema principal de este 
proyecto, la representación de conocimiento general está basada en la percepción de fenó-
menos del entorno físico del observador, cuyo cerebro procesa conscientemente gracias 
a los sistemas de atención selectiva de los que está provisto. Los fenómenos visuales se 
convierten en inputs o señales visuales cuando son procesados por las áreas de la corteza 
cerebral visual. 
Como se expondrá a lo largo del capítulo tercero, relativo a la percepción visual, las 
neuronas de las áreas visuales se caracterizan por procesar esas señales descomponiendo 
sus propiedades en atributos visuales básicos como el movimiento, la forma, el color o la 
profundidad, cuyo procesamiento específico (ergo existencia) ha sido identificado al ob-
servarse la activación recurrente de determinados conjuntos especializados de neuronas 
durante la visualización de estímulos de todo orden –desde elementos visuales simples y 
artificiales como puntos, líneas, patrones de color, etc. hasta escenas visuales naturalistas 
y complejas (Bartels & Zeki 2005)– en entornos experimentales de laboratorio.
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En definitiva, se ha de entender que la corteza visual procesa los atributos de la escena 
por separado en sus diferentes áreas antes de confeccionar una imagen global de ésta. Una 
prueba fehaciente de ello es la asincronía relativa a la activación de las áreas visuales es-
pecializadas en distintos atributos (forma, color, movimiento), produciéndose diferencias 
de hasta 80ms entre ellas (Zeki & Bartels 1998; Bartels & Zeki 2006). Esto demuestra 
la existencia de áreas especializadas funcionalmente en el procesamiento de dichos atri-
butos. Estos procesos perceptivos inician la creación de la conciencia y la generación de 
información semántica en la mente. Esto significa que desde un momento muy inicial 
en el procesamiento se la señal visual, las estructuras de la corteza visual son capaces de 
discriminar la existencia y ocurrencia de los hechos visuales percibidos y, como resulta-
do, el observador es capaz de ser consciente o tener conocimiento de la realidad externa 
visualizada. 
Tal logro neurobiológico y cognitivo, la conciencia visual, es fundamental para la repre-
sentación de conocimiento. La generación de correlatos conscientes relacionados con 
los elementos visuales implica que ciertas cualidades y valores se suman a los atributos 
visuales reconocidos, produciendo así información semánticamente relevante, que es ex-
presada a modo de conocimiento general (hechos informativos sobre la escena percibida). 
La representación de conocimiento general visual mediante la expresión verbal (oral o 
escrita) –la audiodescripción– podría ser considerada esencialmente una transducción de 
los estímulos visuales percibidos por el audiodescriptor en una escena, hacia una des-
cripción lingüística que se ha dado en llamar guión audiodescriptivo. El texto audiodes-
criptivo se enmarca a su vez dentro de un texto global de orden multimodal, la película 
audiodescrita. Por tanto, la audiodescripción de imágenes cinematográficas constituye un 
caso prototípico de este tipo de traducción especial, pese a sus particularidades. Como es 
sabido, el audiodescriptor traduce unos elementos y no otros. Debe realizar una selección 
del contenido visual que va a describir, dado que en la recepción de la película está por un 
lado la información que se obtiene a través del audio y otro tipo que sólo está disponible 
por el canal visual y resulta igualmente relevante para el desarrollo de la trama narrativa. 
Por tanto, no es solo que el audiodescriptor represente el conocimiento general al que 
tiene acceso a través de la visión, sino que representa ese conocimiento condicionado por 
el espacio, el conjunto de inferencias y la función comunicativa de la película, tanto la de 
la narración como la del lenguaje de la cámara.
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2.2.2. Preguntas de investigación
En este trabajo se plantean dos preguntas de investigación relacionadas con el tema de 
estudio. Los objetivos del trabajo se estructurarán en función de estas preguntas y de las 
hipótesis que se puedan desprender de ellas.
1.  Los audiodescriptores profesionales, mediante su labor traductora, efectúan un 
proceso real de representación de conocimiento general, el cual parte de escenas vi-
suales narrativas y concluye con producciones lingüísticas de corte narrativo. De 
acuerdo con los datos expuestos por la literatura sobre percepción visual al respecto 
del funcionamiento de los mecanismos de procesamiento de la información visual 
(Farah 2000; Smith & Kosslyn 2006; Zeki 2009), en ese proceso de representación, 
cada plano o conjunto de planos contiene una serie de estímulos visuales que son 
procesados por el cerebro visual del audiodescriptor. Las representaciones mentales 
generadas a partir del reconocimiento visual de los estímulos discretos del film pre-
determinan en gran medida el modo en que las escenas visuales son posteriormente 
traducidas al plano lingüístico. En función de la descodificación de los distintos com-
ponentes visuales, el audiodescriptor ordenará su discurso verbal conectando cada 
objeto con sus rasgos microestructurales (forma, textura, movimiento y color, entre 
otros), y generando estructuras semánticas (objetos y contextos visuales) que adqui-
rirán una función narrativa dentro del texto audiodescriptivo. 
Podemos reformular las ideas anteriores y expresarlas mediante una serie de preguntas 
directas a las que se tratará de dar respuesta a lo largo del trabajo:
a. ¿Predeterminan los mecanismos de procesamiento visual el proceso de traducción 
intersemiótica realizado por los audiodescriptores?
b. Si existe tal influencia, ¿qué mecanismos y sistemas de procesamiento visual son los 
implicados y en qué consisten?
c. ¿De qué modo se relacionarían los atributos visuales procesados durante las opera-
ciones de percepción y de reconocimiento visual con la estructura semántica y narrativa 
del texto audiodescrito?
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2. De acuerdo con los resultados obtenidos a través de los estudios y análisis de 
corpus conducidos en las investigaciones del grupo TRACCE (Jiménez, Rodríguez 
y Seibel 2010) podemos plantear la hipótesis de que factores como la exposición al 
material audiovisual cinematográfico y la experiencia traductora en el ámbito de la 
AD tienen como consecuencia una especialización en las operaciones mentales de 
acceso al conocimiento visual que anteceden al proceso traducción. Estos procesos 
de especialización deberían ejercer un impacto significativo sobre el contenido y la 
calidad de la audiodescripción. 
De acuerdo con esta idea, nos deberíamos plantear las siguientes preguntas de investiga-
ción:
a. ¿Produce la experiencia previa de los audiodescriptores profesionales diferencias 
cualitativas en las operaciones de acceso al conocimiento visual y representación del 
mismo?
b. ¿Es posible medir tales diferencias? ¿Cómo?
c. ¿De qué modo se manifiestan estas diferencias en relación con la traducción de ele-
mentos visuales básicos como la forma, el color, el movimiento, la textura, etc.?
2.2.3. Objetivos del trabajo
A continuación se exponen los objetivos generales y específicos de este trabajo; para ello 
se establece la relación que éstos guardan con las preguntas de investigación y las hipóte-
sis de trabajo planteadas en los puntos anteriores.
Objetivos generales: 
1. El primer objetivo general que se marca este proyecto de investigación consiste en 
desarrollar un modelo taxonómico general que explique la estructura y el funciona-
miento de los procesos de percepción visual de imágenes dinámicas tomando como 
base teórica la existencia de sistemas cerebrales especializados funcionalmente en 
la percepción de atributos particulares que han sido identificados por los estudios de 
neurociencia (Zeki & Lamb, 1994; Smith y Kosslyn, 2008). La consecución de este 
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objetivo permitirá ofrecer respuestas a las preguntas englobadas dentro la pregunta 
de investigación número uno. 
2. El segundo objetivo general será el establecimiento de unos parámetros de análisis 
de la imagen dinámica sustentados en el modelo taxonómico al que se hace referencia 
en el punto anterior, con la finalidad de que los traductores audiovisuales que trabajan 
con este tipo de texto origen puedan aplicarlos durante los procesos de selección de 
elementos visuales relevantes, ordenación de los elementos y producción del discurso 
audiodescriptivo. 
Objetivos específicos:
1. El primero de estos objetivos pasa por aplicar los parámetros establecidos por el 
modelo taxonómico al que se hace referencia en los objetivos generales, a los mé-
todos de estudio que se utilicen en este trabajo de tesis. La metodología guardará 
relación con el análisis de los procesos de traducción intersemiótica que tienen lugar 
durante la audiodescripción de imágenes dinámicas.
2. A fin de responder a las cuestiones que se incluyen en la pregunta investigadora 
número dos, se realizará un experimento de corte psicofísico sobre los sujetos de 
un grupo experimental de audiodescriptores profesionales y un grupo de control. El 
experimento consistirá en la percepción visual de escenas fílmicas que desplieguen 
de un modo saliente ciertos atributos visuales básicos, en concreto el color y el mo-
vimiento. Posteriormente se evaluará la respuesta de los dos grupos de sujetos ante 
varios tipos de descripciones verbales referidas a los estímulos visuales presentados.
2.3. Estructura y contenidos del trabajo 
El presente trabajo de tesis está dividido en tres bloques estructurales fundamentalmente. 
Podemos diferenciarlos por la enumeración de sus epígrafes mediante cifras romanas. 
El Bloque I, que concluye con la exposición de este apartado, contiene los dos primeros 
capítulos. En el Capítulo 1 hemos revisado los antecedentes investigadores del trabajo 
en relación a la participación del investigador en el grupo TRACCE. Se ha realizado una 
exposición extensa del sistema de trabajo de este grupo, consistente en el análisis de un 
corpus multimodal de películas audiodescritas mediante métodos le Lingüística de Cor-
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pus y Análisis del Discurso Multimodal. La explotación del corpus ha permitido cosechar 
resultados que permiten caracterizar mediante métodos descriptivos el comportamiento 
del lenguaje de la AD. Nos hemos centrado en aquellos resultados relacionados direc-
tamente con el planteamiento investigador del presente trabajo, a saber, la obtención de 
parámetros de análisis aplicables a la traducción de las imágenes dinámicas. El objeto de 
aplicación de estos parámetros será la propia AD cinematográfica, puesto que constituye 
un tipo paradigmático de traducción intersemiótica desde el plano visual al lingüístico.
Por su parte, en el Capítulo 2 hemos tratado de razonar la motivación que ha llevado a 
desarrollar este trabajo de tesis. A nuestro entender, el proceso de traducción intersemió-
tica que tiene lugar en AD está fuertemente condicionado por las operaciones mentales 
que dan acceso al conocimiento de tipo visual. Estas operaciones tienen un carácter emi-
nentemente perceptual y no han sido caracterizadas de forma suficiente en relación a los 
procesos traductores. Así pues, en primer lugar resulta necesario investigar los fundamen-
tos empíricos de la percepción visual. Más tarde en este capítulo hemos expuesto el tema 
concreto sobre el que versa el estudio, así como las preguntas de investigación, con sus 
correspondientes hipótesis y, finalmente, los objetivos generales y específicos del trabajo.
El Bloque II constituye una incursión en los fundamentos teóricos y metodológicos del 
trabajo. En el Capítulo 3 se expone en primer lugar una explicación general sobre el 
funcionamiento de los mecanismos neurofisiológicos que posibilitan la percepción vi-
sual. Para ello nos basamos en una revisión de la literatura sobre percepción visual en 
disciplinas como la Neurociencia, la Neurobiología, la Psicofísica, o la Psicología de la 
visión. Posteriormente realizamos un repaso cronológico a las principales teorías sobre 
percepción visual, que culminará en el modelo teórico de Stephen Kosslyn.
Por su parte, el Capítulo 4 es fundamental para comprender correctamente el sentido de 
esta investigación. En él profundizamos en los procesos efectuados por las áreas visuales 
del cerebro en relación a los atributos visuales básicos, elementos simples tales como la 
forma, el color, el movimiento o la textura que en conjunto configuran los objetos que 
forman parte de las escenas visuales que observamos a diario. Para ello nos fundamen-
taremos en las investigaciones y en el modelo teórico de Semir Zeki (1995, 2009). Esta 
revisión del estado de la cuestión permitirá desarrollar y proponer un modelo taxonómico 
sobre los elementos composicionales de la imagen dinámica y sus relaciones. Este mode-
lo nos proporcionará una serie de parámetros de análisis de la imagen dinámica. Ilustra-
remos las posibilidades que ofrecen estos parámetros mediante el análisis de fragmentos 
de películas. 
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En capítulo Capítulo  se describe la metodología planteada con el fin de esclarecer la 
principal hipótesis de este trabajo, que baraja la posibilidad de que la especialización 
traductora de los expertos en AD pueda guiar de forma clave sus procesos percepción 
y comprensión de las imágenes dinámicas con las que se enfrentan en el desempeño de 
su trabajo, de tal forma que esto repercuta en el proceso traductor y en el producto del 
mismo, el texto audiodescriptivo. A fin de poder dar una respuesta a esta cuestión se ha 
planteado un experimento con una muestra de expertos en AD y una muestra de control. 
El experimento adopta un diseño propio de campos como la psicología cognitiva o la psi-
cofísica de la percepción visual. Para la elaboración del diseño experimental se han utili-
zado dos de los parámetros establecidos en el modelo taxonómico. La descripción de la 
metodología experimental incluye la definición de las variables, la exposición del diseño, 
la justificación de los materiales empleados, la selección de las muestras y la exposición 
del instrumento y el procedimiento utilizados.
Finalmente, el Bloque III engloba la exposición de los resultados arrojados por el expe-
rimento (Capítulo 6), su valoración pormenorizada (Capítulo 7) y las conclusiones del 
trabajo (Capítulo 8). Estas tareas permitirán contrastar los resultados de los expertos en 
AD y los sujetos del grupo de control, lo que debería informarnos sobre las discrepancias 
observadas entre sus respuestas. En función de tales diferencias, podremos determinar si 
la hipótesis planteada tiene validez o si resulta necesario efectuar futuros análisis por me-
dio de otros métodos o instrumentos. En el capítulo 8 se realiza una exposición sintética 
de la conclusiones extraídas a raíz del estudio experimental y del proceso investigador 
que se ha desarrollado en este trabajo de tesis de forma global. Asimismo se mencionarán 
posibles continuaciones del trabajo y futuras vías de investigación relacionadas con el 
tema de estudio.
.............................................................................................................................................




3. PERCEPCIÓN VISUAL Y NEUROCIENCIA
.............................................................................................................................................
Este capítulo aporta una síntesis sobre el funcionamiento de la visión o percepción visual, 
una habilidad cuya complejidad no resulta obvia cuando se empieza a pensar en ella; a 
quien no está familiarizado con los enrevesados mecanismos que nos permiten obtener 
información sobre nuestro entorno y darle sentido le parece algo tan trivial como el aire 
que respira. 
Sin embargo, nada más alejado de la realidad. La visión, o mejor dicho, la visión atenta 
y selectiva constituye la primera etapa del proceso de traducción intersemiótica que se 
analiza en este trabajo. De hecho, consideramos que la especialización funcional de los 
mecanismos de procesamiento de imágenes y la forma en que los atributos visuales se 
orquestan durante la visualización de imágenes complejas –entre otras cuestiones, las 
modulaciones de arriba abajo (top-down) que facilitan una codificación más eficiente en 
la percepción de la escena en función del grado de significación de los estímulos visuales 
y de la existencia de registros previos de los mismos (Cardin, Friston & Zeki 2010)– 
resultan cruciales de cara a la selección de información relevante para la traducción de 
imágenes. Al fin y al cabo, traducir es una actividad de procesamiento de datos fenomé-
nicos en la que la selección y la representación de información constituyen sus valores 
más relevantes.
Ahondar en el funcionamiento de los mecanismos neurofisiológicos de la percepción 
visual debería esclarecer al menos parte de la problemática y, en especial, debe servirnos 
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para la consecución del objetivo general al que se aspira, es decir, la formulación de una 
taxonomía general de elementos visuales comprendidos en la imagen dinámica a partir 
de los atributos operantes en el sistema de percepción visual; así como para alcanzar el 
objetivo específico de aplicar los parámetros definidos en la taxonomía a una metodología 
de análisis de la traducción de la imagen dinámica. En caso de utilizar cualquier funda-
mentación teórica que se alejara de la descripción de los procesos de percepción visual 
que se han demostrado empíricamente, se estaría desvirtuando la esencia del trabajo de 
investigación propuesto y también se invalidarían los resultados obtenidos. En definitiva, 
la fundamentación empírica de la que se parte es la clave de esta particular aproximación 
al fenómeno traductor de la audiodescripción en tanto que sistema y medio de represen-
tación del conocimiento general. 
En este sentido, las aportaciones de enfoques distintos a éste (Semiótica, Estudios de 
Cine, Análisis del Discurso, Multimodalidad, etc.), utilizados con anterioridad para la 
conceptualización de la AD como modalidad de traducción intersemiótica, así como para 
determinar su función, son concebidos en este trabajo como apoyos puntuales y acceso-
rios, más que como fundamentos principales para tales fines. Sin embargo, nuestra funda-
mentación teórica aportará una perspectiva global del proceso traductológico que ha lugar 
en la AD. Este proceso se inicia con la descodificación de los elementos visuales de una 
obra audiovisual y finaliza con la codificación de éstos en un plano lingüístico. Nosotros 
nos basaremos en las principales contribuciones científicas al tema de la percepción vi-
sual por parte de disciplinas como la neurobiología, la neurociencia y la psicología cog-
nitivas para desentrañar los procesos intermedios que tienen lugar entre ambos extremos 
del recorrido traductológico, proponiendo una posible ordenación de los hitos señalados 
en el peculiar camino de la traducción intersemiótica. 
3.1.	Mecanismos	neurofisiológicos
Volviendo a la idea expresada al comienzo del apartado anterior, tan simplista era la 
concepción inicial respecto al acto de ver que, de hecho, cuando se empezaron a desarro-
llar técnicas computacionales para imitar el sistema visual, los investigadores se vieron 
condicionados en ese sentido y pensaron que sería fácil programar un ordenador para que 
tuviera la habilidad de percibir información visual (Kosslyn 1994). Como apunta el autor 
citado, Stephen M. Kosslyn, referencia en el campo y uno de los pilares para el desarrollo 
de este apartado:
3. Percepción visual y neurociencia
89
[…] the reason vision is so easy for us is that we come equipped with an enormous amount 
of sophisticated machinery. These inborn abilities are ours for the using; we do not need to 
learn to see (ibíd. 70). 
El sentido de la visión funciona a distancia; es un telerreceptor que evolucionó a partir 
de áreas de pigmentos sensibles a la luz que permitían a los animales discernir entre el 
día y la noche (Gazzaniga 1998: 11). Al igual que el oído, permite conocer la realidad 
que nos rodea sin establecer un contacto con los objetos que la componen. El proceso de 
interpretación significativa de la luz procedente del mundo exterior se desarrolla cuando 
la señal lumínica es llevada por el nervio óptico al cerebro interno, que toma el control 
del proceso. Los ojos vienen a ser, en realidad, una extensión directa del cerebro al medio 
ambiente. Envían mayor cantidad de datos y de forma más eficiente a través del sistema 
nervioso que cualquier otro sentido. El sistema óptico se estructura como un conjunto 
armónico de millones de células nerviosas sensibles a minúsculas diferencias en forma, 
dirección, grado de inclinación y color de la luz, que procesan determinados patrones de 
forma paralela y secuencial (Barry 2005).
La percepción visual es un sistema inherente a nuestra condición humana (así como a 
muchas otras especies), de modo que el sistema visual humano está programado genéti-
camente para recibir y procesar el input visual, trasladarlo a la memoria y satisfacer nues-
tras necesidades individuales relacionadas con el entorno, todo ello en un extraordinario 
y sutil ejercicio de síntesis. En consecuencia, hay que resaltar la idea de que la visión va 
mucho más allá de los ojos. Estos sólo equivalen a la primera estación en el recorrido 
del la señal lumínica procedente del exterior. Pese a ser sólo el inicio del proceso de per-
cepción, se observan las primeras muestras de especialización funcional a nivel celular, 
una cuestión que se repite continuamente en todas las estructuras neuronales del cerebro. 
En concreto, las células de la capa ganglionar del ojo, la cual surte al núcleo geniculado 
lateral, se dividen en dos tipo de células: las magnocelulares, que son sensibles a los con-
trastes lumínicos bajos, intermitentes y realizan una transferencia muy rápida de la señal 
a través de sus axones y, además, no procesan la longitud de onda del estímulo (el color); 
por otro lado están las células parvocelulares, que responden a contrastes altos durante 
periodos prolongados y muchas de ellas son selectivas a la longitud de onda del objeto 
visualizado (Zeki 1993: 182-183). Las consecuencias de esta especialización inicial se 
traducirán en la existencia de determinadas vías de procesamiento visual que recorren la 
corteza cerebral y se especializan en el movimiento y el color en mayor medida que en 
otras propiedades visuales. Estas cuestiones se ampliarán en apartados posteriores.
La imagen dinámica. Parámetros de análisis para su traducción
90
La percepción comienza, pues, con la luz ambiental que se refleja en los objetos. Las 
córneas y las lentes oculares enfocan los objetos situados dentro del campo de visión por 
medio de los 126 millones de receptores de la retina –120 millones de bastoncillos y 6 
millones de conos– que se sitúan en la parte trasera de cada ojo (Barry 2005: 48). Estas 
capas de células que responden a la luz se denominan fotorreceptores y transforman la in-
formación lumínica en señales electroquímicas transmitidas por el nervio óptico de cada 
ojo hacia el cerebro1. El nervio óptico (uno por cada ojo) es un haz de fibras de axones que 
surgen de las células ganglionares de la retina. Existen al menos cuatro clases de células 
ganglionares, de las cuales dos son las más representativas: las magnocelulares y las par-
vocelulares. Su funcionamiento se ha resumido en el párrafo anterior. 
Estos dos tipos de células conectan con distintas capas del núcleo geniculado lateral 
(NGL) del tálamo, el cual es una estructura neuronal que se halla en el centro del cerebro, 
encima del hipotálamo y separado de éste por el surco hipotalámico. Los estímulos sen-
soriales que llegan al cerebro deberán pasar previamente por el tálamo, con excepción del 
olfato (debido a que las vías olfatorias se desarrollan en el embrión antes que el tálamo y 
llegan directamente al cerebro). 
Algunos autores señalan que en el tálamo, antes de que se produzca el reconocimiento 
consciente de la información visual, el mensaje se divide en dos vías de procesamiento, 
que constituyen la clave para comprender el funcionamiento de la percepción. La primera 
es la ruta tálamo-amígdala, que se podría describir como “una vía directa y emocional” 
(LeDoux 1994: 50-57; 1998: 163-167). Tal como señala Barry (2005: 48) la señal viaja 
directamente a la amígdala, el  centro emocional del cerebro. En este punto, la forma per-
cibida se compara rápidamente con otras almacenadas en la memoria emocional y se ge-
nera una respuesta emocional que está en consonancia con experiencias previas positivas 
o negativas. En situaciones que no constituyen un riesgo vital, la respuesta del cerebro se 
traduce en un sentimiento o una actitud que ajusta nuestro pensamiento cognitivo, predis-
poniéndolo automáticamente hacia una respuesta en particular. 
No obstante, las distintas perspectivas teóricas sobre las emociones tienen visiones en-
frentadas al respecto de las interacciones existentes entre emoción y cognición, de forma 
que difieren respecto a los componentes que son intrínsecos a la emoción (cognición, 
procesos somáticos, tendencias del comportamiento y respuestas) y a la relación entre sus 
1	 A	partir	de	este	punto	se	realiza	un	compendio	de	varias	fuentes	que	desarrollan	una	exposición	exhaustiva	sobre	
los	mecanismos	neurofisiológicos	de	la	percepción	visual,	entre	ellas,	una	de	las	obras	señeras	de	Stephen	M.	Kosslyn, 
Image and the Brain. The Resolution of the Imagery (1994)	Cambridge,	Mass.:	MIT	Press.	Se	ha	optado	por	mantener	
una	línea	expositiva	cercana	a	estos	trabajos,	al	menos	en	los	aspectos	estrictamente	informativos.
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componentes (por ejemplo, con respecto a si la cognición precede o sigue a los procesos 
somáticos), entre otras cuestiones  (Gratch et al. 2009). La corriente dominante engloba 
a las llamadas appraisal theories (Ellsworth & Scherer 2003), que podríamos traducir 
como “teorías evaluativas”. De acuerdo con éstas, nuestra evaluación personal de un 
evento causa una respuesta emocional o afectiva basada en tal evaluación, de tal modo 
que el componente cognitivo es previo a la propia emoción. El ejemplo clásico utilizado 
para ilustrar esta teoría es el de tener una primera cita. Si previamente la cita es percibida 
de forma positiva por el individuo, puede sentir felicidad, alegría, euforia, etc., mientras 
que si la percibe negativamente, podría sentir tristeza, vacío o incluso miedo (Scherer et 
al. 2001). Por otro lado, las teorías conocidas como discrete emotion theories en inglés, 
establecen que las emociones son conjuntos de programas sensoriales y motores específi-
cos en los que la cognición y las respuestas somáticas están integradas en un sistema neu-
ronal único (Ekman 1992; LeDoux 1996). En el polo opuesto, las teorías dimensionales 
(Russell 2003) estipulan que las emociones son tan solo etiquetas cognitivas aplicadas de 
forma retrospectiva a una activación fisiológica que se ha percibido. Esta corriente sería 
la menos acorde con la idea expresada anteriormente de que la emoción predetermina el 
pensamiento y la actitud del individuo, puesto que la emoción sólo podría percibirse des-
pués de ser activada por un determinado evento. 
Más allá de discusiones teóricas demasiado alejadas de nuestro tema de estudio, sería 
interesante preguntarse por las repercusiones que el componente emocional puede tener 
en el proceso de traducción intersemiótica. Tanto si nuestro sistema cognitivo resulta 
considerablemente influenciado por las emociones generadas a partir de la percepción, 
como si la disposición mental afecta a la emoción, debería existir algún rastro evidente 
del componente emocional en los textos audiodescriptivos. En realidad, se trata de una 
cuestión que ya ha sido explorada en buena medida desde los estudios de traducción y 
también fuera de estos en relación con el fenómeno de la AD. En concreto, Salway (2003) 
plantea un método para extraer información semántica relacionada con las emociones a 
partir de guiones audiodescriptivos con el objetivo de utilizar estos datos para la indexa-
ción de contenidos en vídeo, lo que permitiría una recuperación más eficaz de informa-
ción visual conectada con emociones y sentimientos, así como para trazar la estructura 
narrativa de los productos audiovisuales. Pese a que la información sobre los estados 
mentales y emocionales de los personajes no se suele describir directamente, la AD sí que 
proporciona algún dato vinculado con la emoción expresada por el personaje cuando ésta 
se muestra directamente en la imagen (ibíd.: 300). Salway adaptó una lista de estructuras 
cognitivas vinculadas a las emociones a partir de Ortony et al. (1988) y estableció una 
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decena de emociones generales que servirían como tokens para extraer concordancias y 
listas de frecuencias mediante técnicas de corpus a partir de un subcorpus de películas 
audiodescritas en inglés.
Por su parte, Jiménez Hurtado (2010b) se aproxima al lenguaje de los sentimientos y las 
emociones en los GAD a raíz de clasificaciones de los verbos del lexicón primario del 
español –entre ellas se encuentra una jerarquía de verbos de sentimiento– realizadas en 
estudios previos (Jiménez Hurtado 1994) para la construcción de un diccionario onoma-
siológico. En el marco de los proyectos desarrollado por TRACCE, la jerarquía semán-
tica de sentimiento ha sido aplicada a la anotación de los textos audiodescriptivos en el 
nivel de gramática. Los resultados vertidos por esta investigación permitirán describir 
la gramática local de la AD en español. De momento, se ha establecido la existencia de 
relaciones cognitivas entre tres áreas semánticas que se consideran determinantes dentro 
del lenguaje de la AD, en concreto, percepción, movimiento y emoción constituirían “el 
primer patrón semántico-sintáctico presente en el guión audiodescriptivo (Jiménez Hurta-
do 2010b: 96). En este sentido, descripciones como las siguientes son bastante frecuentes 
en la AD en español: se enfada, mira enfadado, mira emocionado, sonríe emocionada, se 
preocupa, mira preocupado, se acerca con gesto de satisfacción, se marcha satisfecho, etc.
Por otra parte, se ha determinado la existencia de una segunda vía de procesamiento de la 
señal visual en las áreas del cerebro, se trata de la ruta cortical, “lenta y pseudo-racional”. 
En este caso, la señal viaja hacia la propia corteza cerebral, el centro del procesamiento 
consciente, aquí es refinada, y vuelve de nuevo a la amígdala, añadiendo un input cons-
ciente a la reacción emocional y una respuesta emocional al pensamiento. 
Estudios experimentales no sólo confirman el condicionamiento que ejerce la emoción 
sobre la conciencia y la toma de decisiones, sino que van más allá y apuntan a que la 
codificación de los estímulos visuales que tiene lugar en la corteza visual se ve modulada 
o facilitada por la carga emocional del propio estímulo para el individuo, por ejemplo, 
mediante la activación de los mecanismos de atención selectiva en la percepción (Schupp 
et al. 2003). En este estudio se utilizaron técnicas como la EEG (electroencefalografía) y 
mediciones mediante potenciales relacionados con eventos (ERP, por sus siglas en inglés 
–event-related potencial). Este sistema de medición indica la respuesta electrofisiológica 
estereotipada a un estímulo. En concreto, los estímulos presentados consistían en sets 
de imágenes simples y a priori placenteras (parejas en actitud amorosa, bebés, escenas 
familiares), neutras (personas en actitud neutra, objetos caseros) y desagradables (mu-
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tilaciones, violencia). En definitiva, los resultados obtenidos demuestran que el sistema 
afectivo o emocional no sólo modula las respuestas motoras (por ejemplo, favoreciendo 
actitudes de acercamiento o alejamiento), sino que opera ya a un nivel temprano durante 
la codificación sensorial en el caso de la visión.
Cuando la señal visual alcanza la corteza cerebral, se puede decir que somos conscientes 
por primera vez de lo que vemos, pero para entonces el proceso ya ha activado ciertas emo-
ciones y respuestas fuera del alcance de nuestra conciencia. Sin embargo, el cerebro con-
tinúa haciéndonos creer que nuestro ser racional sigue al mando de todo (Barry 2005: 50).
Los métodos usados habitualmente en los estudios de traducción para determinar el nivel 
de conciencia del sujeto al respecto de los procesos mentales que le conducen a tomar 
unas u otras decisiones han consistido en el uso de protocolos de pensamiento en voz alta 
(o TAP) en los que el sujeto verbaliza introspectivamente sus operaciones mentales al 
respecto de la traducción. La premisa tras la que se escudan este tipo de investigaciones 
es la de que el traductor tiene al menos control parcial sobre lo que está haciendo (a escala 
mental) y, por tanto, sus acciones mentales son parcial o potencialmente accesibles para el 
propio traductor, con lo cual, tiene la capacidad de verbalizarlas (House 2000: 151). Sin 
embargo, la validez de los TAP como método de dilucidación de las operaciones mentales 
ha sido presa de mucha controversia, en la cual no tenemos la más mínima intención de 
entrar en estos momentos. Baste con comentar que nos resulta más convincente la visión 
de LeDoux (1996: 307):
Even if we wholly accept […] that some aspects of cognition can be characterized on the 
basis of introspective verbal reports, there remains room for much of the cognitive mind to 
operate below the tip of the iceberg. 
En este sentido, resulta más lógico pensar que los datos volcados por lo TAP, antes que 
con las operaciones mentales del traductor, se corresponderían con los resultados finales 
del proceso cognitivo desplegado durante la traducción. Entendemos que estas afirmacio-
nes resultan igualmente aplicables a la primera etapa de los procesos de traducción inter-
semiótica y que para llegar al fondo de la cuestión son necesarios métodos empíricos que 
determinen con precisión científica el papel de las distintas áreas cerebrales implicadas 
en los procesos mentales del traductor de imágenes. El uso de técnicas de neuroimagen 
combinadas con electro- y magnetoencefalografía se muestra bastante prometedor en este 
sentido, pese a que para su aplicación a este tipo de investigaciones todavía haya que 
recorrer un largo camino en lo referente a la familiarización con estas técnicas y, espe-
cialmente, a la obtención de financiación en un ámbito de recursos limitados como es el 
de los Estudios de Traducción. 
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Si retomamos de nuevo la descripción de los procesos de percepción, nos toca señalar 
ahora que, a través de ambas vías de procesamiento, la señal conecta con el área de la 
corteza visual V1 (también conocida como corteza visual primaria, área 17 o corteza es-
triada). El área V1 es la primera zona de la corteza visual que recibe información desde el 
núcleo geniculado lateral. El output de V1 proporciona información a multitud de áreas 
visuales (V2, V3, V4, etc.). Algunas investigaciones en macacos han llegado a identificar 
hasta 32 áreas implicadas en la visión de algún modo e interconectadas de una forma 
ordenada en la corteza cerebral. De esas 32, alrededor de 25 parecen ser exclusivamente 
Figura 3.1. Estructura de conexiones entre áreas con algún tipo de especialización funcional visual. To-
mada de Smith & Kosslyn (2008: 56)
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visuales y las 7 restantes formarían parte de la corteza de asociación visual (Felleman and 
Van Essen 1991: 2). Estos autores estiman que cada área está conectada con aproxima-
damente otras 15 áreas y que estas conexiones son habitualmente recíprocas; de hecho 
apuntan que, “[…] there is also substantial intermixing and cross talk between streams at 
successive stages of processing (ibíd.)”. El entramado de conexiones de estas áreas con-
formaría una estructura jerárquica, lo que no implica un procesamiento exclusivamente 
en serie de la señal, sino que puede ser incluir procesos paralelos igualmente.
Este diagrama muestra las conexiones de las áreas visuales tal y como las comentan Fe-
lleman y Van Essen (1991: 30) y las reproducen Smith y Kosslyn (2008: 56). Como pue-
de verse, la estructura interconectada de las vías y múltiples ramificaciones del sistema 
visual no limita la direccionalidad de la señal visual a un único sentido. Prácticamente 
todas las áreas que reciben información a través de neuronas aferentes (que proporcio-
nan input a otra neurona) también devuelven información a través de neuronas eferentes 
(que emiten otro input en el sentido inverso) hacia esas mismas áreas. Es decir, las áreas 
visuales tienen conexiones recíprocas. Esta disposición dinámica de la percepción visual 
configura uno de los principios de nuestro procesamiento cognitivo de la información vi-
sual –y en realidad de cualquier modalidad perceptiva– por el cual nuestro conocimiento 
es el resultado de procesos de abajo arriba (ascendentes) y de arriba abajo (descendentes). 
Justamente, la densa y profusa interconectividad del sistema visual con otras muchas 
áreas de diversa especialización, como las áreas de otras modalidades sensoriales, las 
áreas motoras, las áreas atencionales y cognitivas, etc., le proporciona la posición preemi-
nente que mantiene en términos de actividad cerebral respecto al resto de sistemas senso-
riales. Además, podríamos especular que gracias a las conexiones descendentes desde las 
áreas cognitivas situadas en la parte orbitofrontal del encéfalo, el ser humano está dotado 
de herramientas que le posibilitan un acceso al conocimiento visual enriquecido, ya que 
estas áreas superiores tienen la posibilidad de modular y facilitar procesos de reconoci-
miento visual de orden inferior. Buena muestra de esta lógica es el estudio de Bar et al. 
(2006) donde se realiza una comprobación experimental de su propuesta de facilitación 
del reconocimiento visual de objetos gracias a áreas superiores:
Indeed, the existence of top-down processes that facilitate perception implies that high-level 
information is activated earlier than some lower-level information. We examine here a speci-
fic proposal for the triggering of such top-down facilitation in visual object recognition […]. 
The gist of this proposal is that a partially analyzed version of the input image (i.e., a blurred 
image), comprised of the low spatial frequency (LSF) components is projected rapidly from 
early visual areas directly to the prefrontal cortex, possibly by using the dorsal magnocellu-
lar pathway. This coarse representation is subsequently used to activate predictions about 
La imagen dinámica. Parámetros de análisis para su traducción
96
the most likely interpretations of the input image in recognition-related regions within the 
temporal cortex. Combining this top-down “initial guess” with the bottom-up systematic 
analysis facilitates recognition by substantially limiting the number of object representations 
that need to be considered (ibíd.: 449).
Los procesos ascendentes están dirigidos por información sensorial procedente del en-
torno. Por su parte, los procesos descendentes buscan activamente y extraen informa-
ción sensorial, y están dirigidos por el conocimiento previo, las creencias, expectativas 
y objetivos (Smith y Kosslyn 2008: 57). Está demostrado que el efecto de facilitación o 
priming condicionado por las expectativas del observador o por los contextos visual y no 
visual (es decir, procesos de arriba abajo o basados en el conocimiento), puede ayudar a 
la realización un reconocimiento adecuado y preciso de los objetos (Biederman 1972). 
Resulta especialmente crítico para la identificación de los objetos en condiciones visuales 
empobrecidas, en las que el estímulo resulta difícilmente interpretable (Ramachandran 
1994; Sadr & Sinha 2004). Podemos vincular este poder al llamado principio de cierre 
propuesto por la escuela de la Gestalt. De acuerdo con nuestra revisión de la literatura, 
se puede decir que existe un número considerable de estudios dedicados a investigar los 
correlatos neurológicos de la facilitación en escenarios como el descrito.
Un estudio en concreto (Eger et al. 2007) realizó un diseño experimental que utilizaba 
fMRI como técnica de análisis. El estudio consistía en presentar palabras a modo de 
primes, las cuales podían corresponder o no con imágenes presentadas posteriormente. 
Inicialmente esas imágenes aparecían bajo una máscara visual que las difuminaba por 
completo y en un periodo de 20 segundos se volvían cada vez más nítidas hasta alcanzar 
su forma final. El estudio demostró que cuando las palabras que precedían una secuencia 
de imágenes correspondían con el nombre del objeto presentado (condición congruente) 
la identificación era realizada por los sujetos antes que en las condiciones no congruentes. 
Respecto a los perfiles de activación también se observó que en las áreas de la corteza 
parietal, así como en la corteza frontal, se producía un pico de actividad más temprano 
en las condiciones de congruencia entre palabra e imagen que en las de no congruencia y 
que, además, este pico era anterior a la identificación consciente realizada por el sujeto.
Siguiendo esta lógica, resulta atrayente plantear una analogía entre la función de los fa-
cilitadores o primes congruentes utilizados en los experimentos mencionados y la fun-
ción que desempeñaría la AD como instrumento facilitador de la ‘visualización’ de las 
imágenes cinematográficas que el audiodescriptor utiliza sobre el espectador ciego para 
que éste reconstruya en su mente la escena visual. El símil es intencionadamente reduc-
cionista, puesto que estamos obviando la dimensión discursiva y narratológica de la AD 
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y dando por sentado una hipotética capacidad de visualización mental en el individuo 
ciego –de lo cual no existen datos concluyentes–, pero nos permite delimitar la función 
de esta modalidad traductora como instrumento que facilita al ciego el acceso al universo 
audiovisual planteado en el filme.
Es evidente que el sistema visual invierte gran cantidad de cableado biológico en estas 
conexiones de retroalimentación. Ningún área visual opera independientemente de sus 
vecinas. Estas conexiones recíprocas permiten un procesamiento reiterado, esto es, un 
procesamiento en el cual se intercambia repetidamente información entre las áreas vi-
suales, cada vez con más datos adicionales, para mejorar la representación del estímulo 
y prolongar la permanencia de su representación. Lo que parece estar claro es que el ce-
rebro está organizado de tal forma que favorece la interacción entre el procesamiento de 
arriba abajo y el de abajo arriba. Se ha observado que:
“[…] ciertas áreas visuales de la vía dorsal […] responden inmediatamente poco después de 
que disparen las neuronas de V1 y mucho antes de que las neuronas de la vía ventral puedan 
responder” (Smith y Kosslyn: 2008: 95). 
Como venimos exponiendo en los ejemplos anteriores, parece que las áreas de nivel su-
perior se preparan para guiar la actividad de áreas de nivel inferior en las operaciones 
de reconocimiento de la escena visual. Estas interacciones entre procesos son posibles 
gracias a que los conjuntos de neuronas que componen las áreas visuales del cerebro son 
contiguas y sus conexiones son recíprocas. 
Igualmente, cabe destacar que alrededor de 15 áreas visuales están organizadas topográ-
ficamente –especialmente aquellas más cercanas al input óptico inicial. Esto significa que 
tales áreas preservan en mayor o menor grado la geometría local de la imagen retiniana. 
Este tipo de áreas visuales representa la estructura espacial de los objetos visualizados 
sobre la corteza cerebral. 
Por lo tanto, en el proceso de percepción, los datos se reducen y comprimen y, lo que en 
principio era una imagen retiniana, se convierte inmediatamente en un mapa representa-
tivo del campo visual. De este modo, la luz se transforma en información significativa 
a través de la reconstrucción que hacen miles de módulos funcionales diversos pero in-
terconectados entre sí en la corteza visual. Cada uno de estos módulos corresponde a un 
pequeño punto de la retina. El ojo, empujado por el sistema de atención del cerebro, está 
continua y automáticamente fijando la vista para reunir la información específica que 
formará la imagen que finalmente representa un mapa del campo visual en la mente del 
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observador. La coalición de estos procesos hace finalmente posible que la realidad física 
del exterior nos resulte accesible como fenómeno consciente. Barry (2005: 51) expone 
esta idea de un modo inmejorable:
The eye –triggered by the attention system of the brain– is continually and automatically dar-
ting about to gather the specific information that will form the mental image. Both the eyes 
and the external world are in continuous motion; the brain creates from this motion a stable 
configuration that can be described as an “image”.
  
De algún modo,  la capacidad de retener una imagen es uno de los hitos biológicos hu-
manos. Según Damasio (1999a: 122-123), el proceso de la memoria de trabajo o, lo que 
es lo mismo, el poder mantener activa una imagen en la mente, es finalmente la base de 
la conciencia y, por tanto, del conocimiento, al menos en su sentido más esencial. Este 
autor utiliza una frase muy metafórica para desarrollar el concepto de representación de 
la realidad y autoconciencia de que es capaz nuestro cerebro, se refiere a ello como “the 
movie-in-the-brain” y, de una forma más explícita, de este modo:
[…] the brain uses structures designed to map both the organism and external objects to 
create a fresh, second-order representation. This representation indicates that the organism, 
as mapped in the brain, is involved in interacting with an object, also mapped in the brain. 
The second-order representation is no abstraction; it occurs in neural structures such as the 
thalamus and the cingulate cortices. Such a newly minted knowledge […] presents within 
the mental process the information that the organism is the owner of the metal process. […] 
The sense of a self in the act of knowing is thus created, and that forms the basis for the first-
person perspective that characterizes the conscious mind (Damasio 1999b: 117).
En definitiva, los mecanismos biológicos de acceso a la realidad y representación de 
la misma de los que estamos provistos –con la visión en una posición muy prominente 
respecto a los demás– son los responsables de la conciencia y de la autoconciencia, que 
jugarían un papel muy relevante dentro de esa película sobre el mundo en la que estamos 
inmersos.
Y, sin embargo, en lo que respecta a la percepción visual, debemos poner en tela de juicio 
todo el proceso tal cual se viene exponiendo en estas páginas y preguntarnos cómo es 
posible percibir una imagen unificada cuando, de hecho, el sistema visual está compuesto 
de una cantidad tan heterogénea de áreas especializadas y de mecanismos de gestión de la 
información visual. En realidad, creemos que la respuesta estaba implícita en la hipótesis 
de Damasio. 
La imagen que percibimos ulteriormente no es unificada debido a que la mente sea real-
mente capaz de ver los objetos que existen fuera de ella, sino porque las áreas de la corte-
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za visual conectan varios sistemas de módulos paralelos (que a su vez obedecen a cierto 
orden jerárquico), cada cual con sus propios dispositivos de atención local y memoria 
de trabajo. Todo ello conforma una amplia red de conexiones entre neuronas en la que 
la información electroquímica fluye de abajo arriba y viceversa, y tanto de forma serial 
como en paralelo, de tal modo que solo dentro de una estructura tan interconectada resulta 
posible resolver los conflictos surgidos entre neuronas (Barry 2005: 52). En este sentido, 
los mecanismos de percepción pueden ser definidos en primer lugar por su modularidad, 
que conformaría así una de las más destacadas características de la neuroanatomía de las 
áreas visuales de la corteza. 
Neurobiólogos como Zeki (1998) proponen que este funcionamiento en red permite que 
la información que se procesa en cada uno de los módulos se integre a través de activacio-
nes sinápticas relativamente sincrónicas que, no obstante, se ubican en puntos de la corte-
za geográficamente distantes y que esta cuasi-sincronía (veremos en el capítulo siguiente 
que existen ciertas diferencias en los tiempos de activación de los distintos sistemas vi-
suales) de actividad neuronal en los distintos módulos da como resultado la percepción y 
comprensión simultáneas de la escena visual. Inicialmente esta idea se nos podría antojar 
un tanto paradójica, ya que nuestra experiencia visual cotidiana encajaría mucho mejor 
con un esquema en el que todas las señales procesadas en relación a una misma imagen, 
ya sea la de un objeto concreto o la de un paisaje amplio, están coordinadas y acaban en-
trado en contacto entre sí en una estación final que rige todo el proceso. Zeki (1995: 343) 
lo expresa mucho mejor a continuación:
[…] la experiencia cotidiana habitual del cerebro humano normal se mantiene permanente-
mente opuesta a las nociones de división del trabajo y de segregación funcional, ya que esa 
experiencia es la de globalidad, de una imagen visual unitaria, en la cual todos los atributos 
visuales ocupan su lugar correcto, y en la que se puede registrar la posición, forma y color 
exactos, así como la dirección y la velocidad, del movimiento de un autobús instantánea y 
simultáneamente, como si toda la información procedente de ese autobús hubiera sido anali-
zada en un lugar, en una fracción de segundo. 
Sin embargo, no existe según los neurocientíficos un área única en el cerebro en la que 
converjan todas las diferentes regiones sensoriales para formar la base de una “mente in-
tegrada”. La sensación de que somos seres con una mente racional que está al mando no 
es más que una ilusión, resultado de la acción concertada de sistemas a gran escala que 
sincronizan conjuntos de actividad neuronal en distintas regiones del cerebro, “in effect a 
trick of timing”, tal como lo expresa Damasio (1994: 95). Por tanto, la segunda propiedad 
de los procesos neuroatómicos relacionados con la visión y la conciencia es la sincronía 
o simultaneidad de las operaciones que activan los distintos módulos del cerebro visual.
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Se podría especular largo y tendido sobre las consecuencias que pueden tener los aspectos 
relacionados con la organización y el funcionamiento del cerebro visual. Por ejemplo, 
sería muy interesante poder dilucidar el papel de las emociones y de la conciencia para 
el proceso de traducción de imágenes a palabras. Lo cierto es que de momento se nos 
antoja una cuestión casi de ciencia-ficción el elaborar una metodología medianamente 
válida para delimitar hasta qué punto las decisiones conscientes del audiodescriptor están 
condicionadas por la carga emocional que le genera la obra audiovisual y, a su vez, de qué 
modo este profesional en su profeso de transformación del conocimiento visual adquirido 
a través de la percepción, hacia un código como el lenguaje, sometido a leyes muy distin-
tas, consigue reconstruir el discurso visual y trasladar las sensaciones y emociones que ha 
experimentado en primera persona a los espectadores con diversidad funcional visual. Se 
trata de una investigación propia de neurocientíficos, donde habría que delimitar muy cla-
ramente mediante el registro con técnicas de neuroimagen de los procesos perceptuales 
de audiodescriptores, las relaciones que se establecen entre las activaciones de tipo visual 
y las activaciones correspondientes a emociones y a procesos conscientes. 
En definitiva, se trata de una cuestión extremadamente compleja para el estado actual de 
los conocimientos sobre el tema. 
De cara a la investigación de esta tesis, tengamos a bien el convenir en que las injeren-
cias del cerebro emocional sobre las decisiones del audiodescriptor son reales y, con toda 
seguridad, necesarias para una buena transmisión de la narración visual a los usuarios de 
la AD. 
En este trabajo, nos parece más interesante comprobar si realmente la transmisión de 
información visual efectuada por los audiodescriptores se ve condicionada por la natura-
leza de los procesos visuales y de ser así, de qué modo. En concreto, nos interesa saber 
si la segregación funcional, es decir, el procesamiento paralelo de los atributos visuales 
(color, forma, movimiento, etc.) en módulos que están geográficamente distantes y que se 
dedican de forma especializada a procesar alguno de esos atributos, tiene un reflejo claro 
sobre los elementos lingüísticos del texto audiodescrito, todo ello con el foco directamen-
te situado sobre la semántica de este tipo de textos.
No obstante, antes de determinar la metodología que se seguirá para alcanzar tal objetivo, 
consideramos oportuno exponer una síntesis de las principales teorías de la percepción 
visual siguiendo una línea cronológica.
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3.2. Teorías de la percepción visual
3.2.1. Introducción a las teorías de la percepción visual
Conforme a las consideraciones que venimos haciendo, podemos describir la percepción, 
en sentido general, como la habilidad de los organismos para obtener información sobre 
su entorno a partir de los efectos que los estímulos externos producen sobre los sistemas 
sensoriales. Esta obtención de información permite la interacción con el ambiente, de ahí 
que la percepción visual sea quizá la modalidad perceptiva más importante para el ser hu-
mano. Al menos así lo estiman los expertos: “Vision is the predominant sense in sighted 
humans and the most investigated one” (Renier & De Volder 2005: 489).
Como se señalaba en el apartado anterior, la imagen retiniana es el punto de partida de 
complejas operaciones neurofisiológicas que se producen en las áreas visuales del cere-
bro y, en consecuencia, la percepción visual habrá de producirse cuando tales procesos 
fisiológicos se convierten en construcciones mentales (Zunzunegui 2003: 31). Por lo visto 
en los apartados anteriores, se entiende que un input visual pasa a convertirse en cons-
trucción mental en el momento en el que se es consciente de la experiencia visual. Según 
Zeki, esto tiene lugar, por ejemplo, cuando se activan las áreas especializadas en el pro-
cesamiento de atributos visuales de la corteza preestriada (V3, V4, V5), de tal modo que 
estamos de acuerdo con su argumento según el cual: “processing sites are also perceptual 
sites” (2003: 214). De hecho, hablar de percepción de un estímulo visual o de otro tipo 
implica habitualmente ser consciente de lo percibido, de lo contrario se explicitaría de 
algún modo, como cuando hablamos de la información subliminal. Se sabe que nuestro 
cerebro procesa ese tipo de información, pero no tenemos conciencia de que los fenóme-
nos a los que se vincula nos hayan ocurrido.
En consecuencia, ciertos teóricos han llegado a decir que cualquier teoría de la percepción 
visual que se precie debe aspirar a explicar el carácter objetivo, generalizable, permanente 
y ortoscópico (aquella cualidad del sistema visual por la cual la imagen obtenida es simi-
lar al objeto, sin que se produzca deformación) de los procesos perceptivos (Luria 1981). 
La investigación científica de la percepción en psicología encuentra sus orígenes en la re-
flexión filosófica previa. Una parte epistemológica de la filosofía ha intentado determinar 
cómo adquirimos conocimiento sobre el mundo que nos rodea, cuestión estrechamente 
relacionada con la percepción. Según Zunzunegui, la percepción visual trasciende la ac-
tividad neurofisiológica que le sucede e implica que:
La imagen dinámica. Parámetros de análisis para su traducción
102
[…] la visión se construye como una fase de organización, final en el momento de la expe-
riencia fenoménica, cuando el conjunto de procesos activados y puestos en juego se convier-
ten en aquella. Los mensajes recibidos por el órgano de la visa […] no son sino el comienzo 
de una compleja cadena operacional destinada a elaborarlos, organizarlos y transformarlos 
(Zunzunegui 2003: 31).
Según Colmenero (2004), los planteamientos teóricos sobre la percepción han girado 
entorno a unas cuestiones conceptuales básicas, muchas veces enfrentadas entre sí. Para 
algunos pensadores, la percepción depende de las características de los estímulos, mien-
tras que otros han defendido que es la naturaleza misma de nuestros sistemas perceptivos 
la que determina el proceso. A lo largo del tiempo, se han articulado enfoques de carácter 
global que apuestan por estudiar la percepción como un proceso integrado y teorías de ca-
rácter atomista, que mantienen que la percepción es consecuencia de procesos que ganan 
complejidad a medida que se van desarrollando (Palmer 1999). 
No obstante, la cuestión dicotómica más recurrente en el estudio histórico de la per-
cepción seguramente ha sido la importancia otorgada a la influencia de la información 
estimular por un lado y a la del conocimiento sobre los objetos que posee el individuo 
por el otro. Es decir, lo que hoy se denomina “procesos de abajo arriba” y “procesos de 
arriba abajo” dentro de la jerga del campo de estudio, sobre los cuales ya se hablado en 
el apartado anterior. 
Enfrentamientos de esta índole son habituales ya desde el Platonismo y el Aristotelismo, 
otorgándole el primero al alma y a la razón el papel de posibilitadoras de la percepción, 
mientras que los aristotélicos concedían un rol primordial al funcionamiento de los sen-
tidos para asociar los eventos percibidos con ideas. Posteriormente, estas nociones se 
perpetuaron en otra serie de escuelas racionalistas y empiristas. No es hasta la irrupción 
de la llamada teoría clásica de la percepción, con el constructivismo y el estructuralismo 
de la segunda mitad del siglo XIX, cuando se superan los paradigmas precientíficos y la 
investigación en percepción visual inicia una senda más rigurosa, basada en las aportacio-
nes de disciplinas como la fisiología, la psicología, la psicofísica o la neurología. Desde 
entonces, el estudio científico de la percepción visual se ha abordado desde puntos de 
vista muy diversos, paralelos a los cambios de paradigma que se han ido produciendo en 
el ámbito de estudio. 
Quizá por el tipo de investigación que se va a desarrollar en la tesis, los planteamientos 
teóricos que más nos seducen son los de tipo empírico, inclinados a estudiar el fenómeno 
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de la percepción a partir de sus elementos más simples y que, por tanto, suelen centrarse 
en los mecanismos de procesamiento de la señal visual de tipo ascendente (o de abajo 
arriba). Se trata, además, del tipo de enfoque que vienen utilizando los neurocientíficos en 
sus distintos campos de actuación, especialmente los cognitivistas, de los cuales se nutre 
gran parte del trabajo que desarrollamos. 
Pese a que la mayoría de enfoques pretendía aportar una explicación global de la per-
cepción, buena parte de ellos se centró en aspectos bastante concretos –la Gestalt en 
el estudio de la percepción de la forma y la perspectiva ecológica en la percepción del 
movimiento, por ejemplo. A continuación se realiza una exposición histórica las princi-
pales aproximaciones al estudio de la percepción visual en la que se subrayan las ideas 
generales y los conceptos básicos que han estructurado este campo de estudio desde la 
segunda mitad del siglo XIX hasta comienzos de la actual centuria. El motivo principal 
para realizar esta exposición dentro del trabajo de tesis radica en la necesidad de dar a 
conocer los antecedentes históricos, los paradigmas más determinantes y los temas más 
recurrentes en el estudio de la percepción visual a fin de que el lector se familiarice con el 
discurso y los conceptos propios de este ámbito.
3.2.2. Teorías tradicionales
3.2.2.1. La teoría clásica: constructivismo y estructuralismo
Hoy denominamos teoría clásica a las formulaciones teóricas sobre percepción desarro-
lladas desde la segunda mitad del siglo XIX por Herman von Helmholtz y posterior-
mente por Wilhelm Wundt, que dan lugar a enfoques teóricos próximos pero diferencia-
dos, como lo son el Constructivismo y el Estructuralismo respectivamente. Esta teoría 
ya abordó ideas consideradas centrales para el estudio de la percepción y que han sido 
reformuladas hasta la actualidad. Por ello, debe considerarse el punto de referencia inicial 
obligado para el estudio de la percepción (Luna y Tudela 2006: 23). En general, el punto 
de vista clásico, que parte del empirismo, afirma que la percepción de los objetos y de los 
acontecimientos está condicionada por nuestras estructuras mentales, que son el produc-
to de un proceso de aprendizaje perceptivo a partir de las sensaciones elementales que 
experimentamos, es decir, no estamos dotados de estructuras innatas  para la percepción 
(ibíd.: 23-24). Esta última idea, un tanto extrema, contrasta con la visión que los expertos 
mantienen en la actualidad, según la cual el sistema visual de los niños recién nacidos está 
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desarrollado prácticamente por completo en el momento del nacimiento y la mayoría de 
cambios estructurales tienen lugar durante el primer año de vida (Huttenlocher 2002). No 
obstante, se sigue considerando que el aprendizaje visual es determinante para el desarro-
llo de las capacidades perceptivas de los seres humanos. 
Del mismo modo, podemos plantear una de las hipótesis con las que se opera en este 
trabajo. A saber, que el aprendizaje proporcionado por la experiencia que atesoran los 
audiodescriptores en la decodificación de las estructuras visuales propias de la imagen 
dinámica, especialmente la imagen fílmica, les otorga unas competencias específicas que 
facilitan el proceso de traducción intersemiótica en términos de selección de contenidos 
visuales relevantes, de tiempos de ejecución y de usos lingüísticos apropiados para garan-
tizar al usuario de la AD un acceso eficiente a los contenidos visuales.
De las teorías clásicas podemos rescatar, además, su apuesta por el empirismo y por los 
métodos de la ciencia moderna, que hacen del estudio de la anatomía del sistema visual 
(especialmente los ojos) un objeto ya prioritario. Estas teorías comienzan a eliminar la 
disociación cartesiana entre mente y cuerpo, y determinan que los procesos mentales son 
fruto de operaciones físicas que tienen lugar en las estructuras visuales de las que estamos 
dotados. 
3.2.2.1.1. Constructivismo: la inferencia consciente
Herman von Helmholtz, fisiólogo, físico y matemático alemán, realizó grandes contri-
buciones al estudio de la percepción visual desde que en 1856 comenzara a publicar, 
en varias entregas, su Tratado de Óptica Fisiológica. Planteó la teoría de la inferencia 
inconsciente, según la cual el conocimiento previo es necesario para integrar los datos 
proporcionados por los sentidos. El individuo no sería consciente de estos procesos de 
recepción de sensaciones, pero sin ellos resultaría imposible, por ejemplo, concebir como 
tridimensional el espacio visualizado a partir de la información retiniana, que es bidimen-
sional (Colmenero 2004: 10) o el fenómeno de la constancia en la percepción –percibi-
mos como constantes el tamaño y el color de un objeto pese a los cambios en la distancia 
y en las condiciones de iluminación durante la visualización. 
En relación a la percepción del color, Helmholtz describía estas operaciones diciendo que 
el cerebro, de algún modo, “descontaba el iluminante” a la hora de asignar un color cons-
tante a una superficie observada bajo diferentes condiciones de iluminación. Pese a lo 
impreciso de la explicación, Helmholtz realizó una contribución importante al intuir que 
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la visión del color probablemente implicaba mucho más que la recepción pasiva de las 
impresiones sensoriales procedentes de la retina, como se suponía en la época. Hasta los 
años setenta del pasado siglo XX no se propuso una teoría que explicara científicamente 
el fenómeno e la constancia del color. Tal cual lo expone Zeki, Edwin Land (1974; 1983) 
fue el primero en plantear una teoría consistente sobre el color. Se trata de la llamada 
teoría retinex y su postulado principal es el siguiente:
What we call colour is the result of a complex operation undertaken by the brain, whose 
essence lies in a comparison of the wavelength composition of the light reflected from one 
surface with that reflected from surrounding surfaces (Zeki & Marini 1998: 121)
Otra de las aportaciones interesantes de Helmholtz es que el aprendizaje visual desarrolla 
un papel determinante en los procesos de percepción, dado que gracias a la interpretación 
de la información visual basada en la experiencia previa, acabamos percibiendo aquellas 
características de los objetos que son más probables (Luna y Tudela 2006: 26). Es decir, 
se vuelven a mencionar aquí inferencias de tipo cognitivo sobre los procesos básicos de 
percepción, que como se mencionó el primer apartado de este capítulo, han sido validadas 
en laboratorio (Ramachandran 1994; Sadr & Sinha 2004; Eger et al. 2007). Así lo expre-
san Cardin et al. (2011: 550):
Top-down signals can help to disambiguate percepts and make the processing in lower areas 
more efficient, either by reducing the activity that is inconsistent with the high-level inter-
pretation or by enhancing the activity of populations encoding percepts efficiently or more 
sparsely (Cardin et al. 2011). 
Entre los postulados constructivistas, la teoría de la inferencia inconsciente en el proce-
samiento del color fue la generadora de mayor controversia. Algunos consideraron que 
hablar de sensaciones imperceptibles es una contradicción de por sí, al igual que lo es 
hablar de percepción sin que ello implique tener conciencia de lo percibido. En definitiva, 
estamos ante una aportación teórica de corte cognitivo, en la que las estructuras mentales 
se encargan de interpretar el flujo de datos procedente de los sentidos, ya sea de forma 
consciente o no. Las ideas constructivistas ejercieron una notable influencia en los plan-
teamientos de autores posteriores como Gregory (1970, 1995) y Rock (1983).
3.2.2.1.2. Estructuralismo: la introspección analítica
Wilhelm Wundt, también alemán, fue otro de los pioneros en este campo de estudio, de 
hecho, estableció el primer laboratorio de psicología experimental en 1879 (Vuong 2009). 
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Esta perspectiva de corte empirista entiende que la percepción es resultado de la unión de 
los diferentes elementos sensoriales básicos –una teoría atomista (Colmenero 2004: 11)– 
pero sin que exista una conciencia unitaria que se encargue de gestionar teleológicamente 
estas sensaciones básicas a fin de dotarlas de sentido. Los elementos de la escena visual 
generan sensaciones independientes y la percepción constituye la recepción global de ese 
conjunto de sensaciones de un modo mecanicista. Por otro lado, la información sensorial 
es completada con los datos previos almacenados en la memoria del sujeto, que actuarían 
como contexto asociativo.
En la actualidad, la mayoría resultados experimentales con técnicas de neuroimagen 
apuntan precisamente a la existencia de módulos de especialización funcional para el 
procesamiento de atributos específicos como el movimiento o el color, pero esta segre-
gación no se limita a las áreas visuales de la corteza, sino que se trata de un mecanismo 
que opera a gran escala en todo el cerebro humano. Por tanto, podemos considerar que la 
hipótesis estructuralista entorno a la percepción visual como conjunto de sensaciones bá-
sicas no sólo se ha recuperado para describir las operaciones del cerebro visual, sino que 
se ha demostrado empíricamente en numerosos experimentos hasta conformar en estos 
momentos una explicación estándar consensuada sobre el funcionamiento de la visión. 
Bartels y Zeki se basan en estos conocimientos para postular la teoría de la integración 
multiestación, con la cual se alinea la investigación desarrollada en este trabajo:
The theory of multistage integration is based on evidence that the visual brain consists of 
several parallel multi-stage processing systems, each specialised for a given attribute such 
as colour or motion. Each stage of a given system processes information at a distinct level of 
complexity. Our theory supposes that activity at any stage of a given multistage processing 
system is perceptually explicit - that is to say it requires no further processing to generate 
a conscious experience. This activity can be integrated, or bound, with the perceptually ex-
plicit activity at any given stage of another or the same multistage processing system. Such 
binding is therefore not a process that generates a conscious experience, but rather one that 
brings different conscious experiences together. Many perceptual advantages result from 
such a flexible and dynamic integrative system. Conversely, there would be disadvantages to 
limiting perception and binding to hypothetical ‘terminal’ stages of such processing systems 
or to hypothetical ‘integrator’ areas. Although we formulate our hypothesis in terms of the 
visual brain, we believe it might form a general principle of brain functioning (Bartels & 
Zeki 1998: 2327).
 
Los estudiantes de Wundt fueron entrenados para aislar sistemáticamente la cualidad y la 
intensidad de las sensaciones a través de un método particular, la introspección analítica, 
el cual implica bastantes problemas de exhaustividad científica, puesto que al condicio-
nar al sujeto para que realice determinada actividad de reconocimiento visual siguiendo 
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un método estricto, cabe suponer que se producía una seria intromisión por parte del 
investigador, comprometiendo las condiciones de experimentación. En cierta medida, 
las prácticas experimentales de Wundt nos han servido de inspiración para plantear la 
aproximación experimental de esta tesis, en la cual uno de los factores que se medirá 
es precisamente el entrenamiento recibido por los audiodescriptores profesionales como 
elemento diferenciador en la producción de textos audiodescriptivos y en la evaluación 
de descripciones de imágenes dinámicas.
El enfoque de Wundt fue denominado Estructuralismo por su principal seguidor en 
EE.UU, Edward Titchener (Vuong 2009). Wundt y Titchener se imaginaron la psicolo-
gía de la percepción como una ciencia, muy similar a la física o la química, en la cual 
la conciencia es como una colección de partes identificables que pueden ser separadas y 
estudiadas, como si se tratase de los elementos de una tabla periódica. 
La propuesta clasificatoria de los elementos visuales básicos que se realiza en esta tesis 
también guarda relación con la noción de descomposición de la imagen integrada en sus 
atributos más elementales, teniendo en cuenta, no obstante, que se trata de un ejercicio 
conjetural que tiene la finalidad metodológica de determinar el modo en que se trasladan 
los elementos estructurales de la imagen dinámica al plano lingüístico mediante un pro-
ceso de traducción intersemiótica.
3.2.2.2. La teoría de la Gestalt
Los planteamientos teóricos de la Gestalt surgieron a raíz de la principal obra de Chris-
tian von Ehrenfels, “Über Gestaltqualitäten”, de 1890. En la obra de von Ehrenfels ya se 
postulaba la famosa frase “el todo es más que la suma de sus partes”. De algún modo, esto 
constituye una extensión del pensamiento de kantiano, en el sentido de que las experien-
cias visuales deben ser explicadas en función de las leyes y filtros que rigen el funciona-
miento de la mente y, por extensión, del cerebro. De ahí que “los postulados principales 
del racionalismo hicieran su aparición en el campo de la investigación científica de la 
percepción de la mano de la psicología de la Gestalt” (Luna y Tudela 2006: 27). En este 
sentido, la Gestalt defiende la noción de que experimentamos el mundo fenoménico de la 
forma que nos lo transmiten los sentidos.
Un par de décadas más tarde de aquella obra de referencia, un grupo de investigadores 
de la Universidad de Berlín continuó esta línea de investigación en percepción (Villafañe 
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2006). Entre los principales líderes de aquel grupo se encontraban Max Wertheimer, Wol-
fgang Köhler y Kurt Kofka.
La Gestalt se configura como una reacción frente al estructuralismo y al conductismo im-
perantes, así como ante sus metodologías. La noción gestáltica de que la mente organiza 
activamente los estímulos elementales se opone a la postura estructuralista que afirmaba 
la inexistencia de una conciencia unitaria y defendía más bien una asociación mecánica 
de sensaciones independientes. 
No obstante, en la actualidad ambas nociones no se contemplan como necesariamente 
opuestas. Sabemos que pese a que el cerebro visual se estructura en módulos funcio-
nalmente segregados, la actuación sincrónica y simultánea de estos, ya sea a través de 
patrones de funcionamiento jerárquico, en paralelo, o de otro tipo, se perfila como respon-
sable de la visión unitaria de la realidad y de la actividad visual consciente. Independien-
temente de que la experiencia consciente del mundo se considere una suerte de ilusión 
de la maquinaria visual (Damasio 1999a) o la propiedad definitoria de la mente, en lo 
único donde parece existir un consenso generalizado es en que tal experiencia debe tener 
necesariamente un sustrato neurobiológico de origen cerebral. Por ello nos parece fun-
damental revisitar en esta exposición los escuelas científicas que a lo largo de la todavía 
corta historia del estudio de la percepción visual han dirigido su atención a desambiguar 
cuestiones vinculadas a esta idea. Nos servirá para guiarnos en los planteamientos teóri-
cos y metodológicos que deben dar respuesta a las preguntas de investigación planteadas. 
A continuación se exponen los principios fundamentales de la escuela gestáltica:
a) El concepto de Gestalt
Se podría definir este concepto como una agrupación de estímulos que produce una es-
tructura o forma unificada. No se trata de una cualidad que posean los objetos, sino que 
se refiere al reconocimiento que realiza el observador del fenómeno visual. La Gestalt 
se manifiesta en la percepción del estímulo sólo cuando se reconoce la estructura de éste 
(Villafañe 2006). Según este principio, las partes de una agrupación perceptiva pueden 
mutar, pero la percepción del conjunto se mantiene intacta. Es recurrente el ejemplo de 
una melodía, que puede ser traspuesta de una escala a otra sin que se altere porque lo 
relevante no son los elementos que la componen, sino las relaciones entre las notas. Lo 
mismo ocurriría con la percepción de estímulos visuales. Siguiendo esta lógica, un texto 
audiodescriptivo debería poder recrear la estructura de los objetos visuales descritos y 
producir en la mente del espectador ciego una experiencia de conjunto. En términos de 
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especialización funcional en la corteza visual, la idea de percepción de conjunto se vincu-
la con la percepción de las formas de los objetos y con la segregación de fondo y figura. 
b) Descripción fenomenológica como método de estudio
Para la teoría de la Gestalt, la experiencia consciente del observador suponía la principal 
fuente de datos de investigación, al igual que para el estructuralismo. La diferencia estriba 
en que la Gestalt se interesaba por los datos de la conciencia tal cual aparecían de forma 
inmediata en la misma, sin contaminar por un entrenamiento teórico como el estructura-
lista. En lugar de la introspección, la Gestalt aplica el método de “descripción fenomeno-
lógica”. No se trataba de forzar al sujeto para que discriminara los tipos de sensaciones 
elementales que aparecían en su conciencia, sino de respetar los datos inmediatos de esta 
y procurar describirlos de la forma más objetiva posible. En cierto modo podemos equi-
parar la audiodescripción con una especie de descripción fenomenológica más elaborada. 
Trasladando esta cuestión a nuestra investigación, en el apartado metodológico se inten-
tará evaluar la capacidad descriptiva o traslativa de un grupo experimental compuesto por 
audiodescriptores profesionales. El diseño experimental buscará provocar una respuesta 
directa de los sujetos.
c) Campo perceptivo
De acuerdo con los postulados de la Gestalt, el proceso perceptivo se ejecuta a partir 
del campo visual, el cual configura otro campo, el cerebral. Los “procesos de campo” 
(Villafañe 2006: 58) permiten que los objetos visualizados alcancen una configuración 
estructural reconocible (Gestalt) y que sean conceptualizados. Durante la percepción, las 
diferencias entre el estímulo presente físicamente en el campo visual y la experiencia de 
ese estímulo, es decir, el estímulo como percepto y concepto mental, demuestran dos he-
chos: 1) que se ha realizado un trabajo perceptivo y 2) dicho trabajo de percepción posee 
unas cualidades determinadas. 
Figura 3.2. El campo perceptivo permite reconocer un triángulo.
Si observamos la figura anterior, rápidamente diríamos que se trata de un triángulo. No 
obstante, un triángulo es estrictamente una figura geométrica formada por tres ángulos in-
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teriores, tres lados y tres vértices. En este caso, la figura no contiene ni ángulos interiores 
ni vértices porque los lados están separados entre sí por un hueco. Esta serie de imperfec-
ciones no impide que tal estímulo sea reconocido y conceptualizado como un auténtico 
triángulo gracias a un trabajo perceptivo que le aporta sus cualidades de triángulo. 
Argumentaban los teóricos de la Gestalt que este tipo de procesos son posibles gracias a 
las características del campo cerebral. Se trataría de un campo dinámico, compuesto por 
un tipo de fuerzas de cohesión y fuerzas de segregación, opuestas entre sí, que permiten 
percibir la estructura jerárquica del campo visual. Otra de sus características es su “tetra-
dimensionalidad”, además de contar con las tres dimensiones espaciales, posee la tem-
poral. De ahí que cuanto más próximos en el espacio y en el tiempo se den dos estímulos 
semejantes, mayor será la cohesión existente entre ellos (ibíd.: 59-60).
d)	Isomorfismo
La doctrina del isomorfismo psicofísico venía a afirmar que en los distintos subtipos de 
percepción visual (espacio, forma, tiempo), la organización del campo perceptivo es una 
representación dinámica de los proceso fisiológicos subyacentes (Luna y Tudela 2006). 
Se produce por tanto una igualdad o isomorfismo entre el funcionamiento de la mente, 
entendida como entidad psíquica del individuo, y el funcionamiento del cerebro físico. 
Se dice que un sistema es isomórfico en relación a otro al respecto de su espacialidad si 
cada punto en uno de ellos se corresponde con un punto en el otro. Para los teóricos de 
la Gestalt existía un paralelismo entre los acontecimientos físicos del funcionamiento 
cerebral y los acontecimientos mentales. No obstante, Köhler (1972: 96) señalaba que las 
correspondencias entre el campo perceptivo y el cerebral no son réplicas fieles como la 
representación del estímulo en la retina, sino correspondencias estructurales. 
Hoy sabemos, gracias a las técnicas de neuroimagen, que cuando visualizamos un objeto 
se produce una proyección topográfica del mismo en la corteza visual del cerebro. Las 
distintas áreas visuales de la corteza cerebral preservan en mayor o menor grado la geo-
metría local de la imagen retiniana, con lo cual, de algún modo se representa la estructura 
espacial de los objetos visualizados en el cerebro y esto demuestra que en cierta medida 
la Gestalt realmente acertó con una hipótesis tan arriesgada en su momento como la del 
isomorfismo.
Del mismo modo, podríamos aventurarnos a plantear una tercera relación de isomorfismo 
que correspondería a la traslación de los elementos del campo visual que se proyectan 
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en las áreas retinotópicas hacia el discurso verbal que crea el audiodescriptor gracias a 
su interpretación de la imagen. En definitiva, una buena descripción debería respetar el 
principio de isomorfismo. De cara a nuestra investigación, el mayor escollo para juzgar 
si ese isomorfismo se cumple es que no existen criterios de tipo visual para determinar la 
calidad de una audiodescripción. Por ello, planteamos en el siguiente capítulo un modelo 
taxonómico sobre la imagen dinámica que nos debería permitir delimitar los elementos 
constituyentes de la misma, que a su vez se podrán utilizar como parámetros para el aná-
lisis del texto audiodescriptivo en tanto que traducción de imágenes a palabras.
e) Pregnancia
Frente a la explicación estructuralista al respecto de la organización de la percepción 
visual en la que la experiencia juega un papel determinante, las Gestalt formuló el prin-
cipio de pregnancia. Éste establece que la organización psíquica será siempre tan buena 
como lo permitan las condiciones existentes (Villafañe 2006: 63). De acuerdo con esto, 
en situaciones donde es posible más de una interpretación de la escena visual, el sistema 
perceptivo se decanta por la más simple. Así pues, percibimos una elipse poco definida 
como un círculo cuando la observamos desde un cierto ángulo porque un círculo es una 
forma más simple que una elipse. Si esa elipse fuera mucho más evidente, o si la obser-
váramos desde un ángulo más adecuado, su estructura dejaría de tener una pregnancia de 
tipo circular y no alcanzaría nunca una Gestalt de ese tipo y, por lo tanto, dejaría de ser 
reconocida como un círculo para pasar a ser reconocida como una elipse. 
Al igual que ocurre con el principio de isomorfismo, la pregnancia es aplicable al aná-
lisis de la traducción de los elementos visuales. Muy probablemente podamos atribuir a 
este principio determinadas estrategias de audiodescripción. Esto ocurriría en el siguiente 
ejemplo: (…) Amélie fotografía una nube con forma de conejo. Y otra con forma de oso 
de peluche.
Como se puede ver, cuando una forma se sugiere en la imagen a través de indicios visua-
les como líneas, bordes o puntos compuestos por otros objetos, se audiodescribe mediante 
una explicitación de su carácter compositivo que facilite al máximo la interpretación de la 
imagen al espectador ciego. En este sentido, podemos hablar de una traducción que tiende 
hacia la interpretación más simple de la escena visual.
f) Innatismo
Como se comentaba anteriormente, los teóricos de la Gestalt rechazaron el empirismo de 
la teoría clásica porque para ellos los principios organizadores de la percepción no tenían 
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su origen en la experiencia, ni eran producto un aprendizaje previo. Estos principios eran 
“resultado de la interacción de las estructuras cerebrales con el medio ambiente y esas es-
tructuras eran innatas, a lo sumo, resultado de la maduración” (Luna y Tudela 2006: 29). 
Autores como Köhler recurrieron a la estructura de los mecanismos cerebrales para dar 
explicación a los fenómenos perceptivos, pero además plantearon nuevas ideas a la neu-
rofisiología de la época. Consideraban que el cerebro funcionaba como una totalidad di-
námica que tendía hacia un estado de equilibrio de energía mínima. También postulaban 
que los fenómenos cerebrales que originaban la percepción consistían en campos electro-
magnéticos generados por la actividad de las neuronas. De hecho, fue la idea de que estos 
campos electromagnéticos cerebrales eran semejantes a los campos perceptivos la que les 
llevó a formular la doctrina del isomorfismo psicofísico (ibíd.: 30).
Como se ha comentado en apartados anteriores, la neurociencia actual ha aceptado sin 
reservas la noción de innatismo de la percepción visual (Smith y Kosslyn 2007). Nace-
mos como seres preparados para interpretar el mundo a través de la experiencia visual. 
No obstante, las teorías actuales de la percepción reconocen que en el cerebro tienen lugar 
procesos de arriba abajo basados en el conocimiento previo, la memoria y el aprendizaje, 
los cuales facilitan y modulan los procesos de percepción, tal y como se ha demostrado 
experimentalmente (Cardin et al. 2011).
Nuestra propuesta investigadora también tiene una marcado carácter innatista, en el sen-
tido de que establecer unos parámetros de análisis de la imagen dinámica basados en el 
conocimiento adquirido al respecto del mundo visual es como construir una casa sin ci-
mientos. No consideramos metodológicamente viable una descripción de este tipo mien-
tras no contemple en su fundamentación los elementos básicos de la percepción, es decir, 
aquellos que justamente son procesados por las áreas visuales especializadas (V3, V4, 
V5, etc.) mediante operaciones de tipo ascendente. Este hecho tampoco debe ser óbice 
para elaborar un modelo que recoja la importancia de las operaciones de arriba abajo, to-
mando siempre como referencia de las mismas su trazabilidad (en términos de activación 
neuronal de las regiones implicadas en los procesos descendentes) desde áreas superiores, 
como las relacionadas con la cognición o el lenguaje.
3.2.2.3. La teoría ecológica de Gibson
Esta teoría, también conocida como teoría de la percepción directa, se aplica a los domi-
nios de la percepción y del desarrollo perceptual y se concreta en la aproximación desa-
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rrollada a lo largo de tres décadas por J. J. Gibson (1950, 1966, 1979). Como la teoría de 
la Gestalt, la teoría de Gibson manifestó su oposición a toda postura atomista que tratara 
de buscar los elementos simples de la percepción. Pero a diferencia de los gestaltistas, 
Gibson no pensaba que el fundamento de la percepción se encontrara en el cerebro y en 
los mecanismos neurofisiológicos dedicados a la visión, sino en el estudio del medio am-
biente en el que se ubica el organismo (Luna y Tudela 2006). Por lo tanto, la metodología 
ecológica trata de analizar a fondo los estímulos externos –el econicho (William y Heft 
2012) – que rodean al individuo para localizar la información relevante en cada situación.
Percepción ecológica
Gibson defendía que el análisis perceptivo debe centrarse en la “conformación óptica am-
biental”, es decir, en el patrón global de la estimulación, por oposición a aspectos parcia-
les como las sensaciones. La “conformación óptica” es un concepto propio de una teoría 
de tipo relacional como ésta y que se mide en términos de los márgenes que se dan entre 
áreas de diferente luminancia. La luminancia es la cantidad de luz medida por fotómetro, 
que según la teoría clásica varía en función de los cambios de iluminación, mientras que 
la conformación óptica permanece invariable ante tales cambios.
El enfoque de Gibson pretendía ejercer un rechazo frontal a la fórmula científica de estí-
mulo y respuesta, que había dominado el campo de la fisiología de la visión. Por otra par-
te, tampoco compartía los postulados y métodos de otros enfoques como el racionalismo 
o el conductismo. Entre sus prescripciones para la creación de una nueva aproximación al 
estudio de la percepción se pueden citar tres, en las propias palabras del autor:
First, the environment must be described, since what there is to be perceived has to be sti-
pulated before one can even talk about perceiving it. This is not the world of physics but the 
world at the level of ecology. Second, the information available for perception in an illumi-
nated medium must be described. This is not just light for the stimulating receptors but the 
information in the light that can activate the system. Ecological optics is required instead of 
classical optics. Third […], the process of perception must be described. This is not the pro-
cessing of sensory inputs, however, but the extracting of invariants from the stimulus flux. 
The old idea that sensory inputs are converted into perceptions by operations of the mind is 
rejected (Gibson 1986: 2).
La aproximación ecológica establece que el patrón de estimulación que llega a los sentidos 
posee información suficiente para determinar de forma inequívoca qué debe percibirse en 
una situación determinada. Al contrario de lo que esgrimían los estructuralistas, no hay 
pobreza en el estímulo, la pobreza no sería sino consecuencia de estudiar la percepción 
en situaciones restrictivas, anormales y poco habituales (como las que generalmente se 
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dan en el laboratorio). La percepción cotidiana es dinámica y cambia a medida que el ob-
servador se mueve. Sería este tipo de percepción el que debemos estudiar según Gibson. 
Sin duda, estamos de acuerdo con la idea el estudio de la percepción directa del ambiente 
puede aportar muchos más datos sobre las operaciones que ejecuta el cerebro en contex-
to que no es tan artificial como un laboratorio. Afortunadamente, gracias a las técnicas 
modernas de proyección de vídeo dentro de máquinas de resonancia magnética funcional 
o aparatos de magnetoencefalografía, entre otras, el estudio de imágenes se acerca cada 
vez más a la simulación de un contexto realista. Muestra de ello son los estudios que han 
conseguido aunar métodos de neuroimagen y condiciones de visualización que se aproxi-
man todo lo posible a las naturales. Para ello se proyectan vídeos fijos de escenas reales 
y también fragmentos de obras cinematográficas que contrarrestan cualquier indicio de 
pobreza en el estímulo. Ejemplos paradigmáticos de estas técnicas, que además implican 
procesos de interpretación de los datos mucho más arduos por la riqueza de los mismos, 
son las aportaciones de Bartels y Zeki (2005) y Hasson et al. (2008). Por estos motivos, 
dentro de nuestras limitadas posibilidades y de cara al planteamiento experimental, se 
procurará utilizar estímulos que consistan en imágenes dinámicas naturales y realistas en 
formato de vídeo en las que la mediación de la cámara se minimice todo lo posible.
La óptica ecológica de Gibson se organiza en torno a dos conceptos: información y pro-
piedad funcional (affordance). Al afirmar que los sentidos perciben información sobre 
los objetos, Gibson quiere poner de manifiesto que los sentidos son capaces de captar las 
características reales de estos gracias a las relaciones que determinan la estructura de la 
escena visual, y no como consecuencia de la energía lumínica que llega a los fotorrecep-
tores de los ojos. El concepto de affordance es introducido en 1979 como extensión del 
de información. Las propiedades que constituyen una affordance están especificadas en 
la estructura de la conformación óptica, pero añaden un aspecto que las cualifica: están 
en consonancia con el cuerpo del observador. Ejemplo de este tipo de propiedades en el 
caso de una silla sería “sentarse en ella” y en el de un buzón “introducir en su interior”. 
La idea central de Gibson consiste pues en remachar que la investigación perceptiva debe 
centrarse en estudiar las propiedades de nuestros sentidos considerados como totalidades 
dinámicas, cuya capacidad para captar información y propiedades funcionales sobrepasa 
a todas luces la de sus componentes. En definitiva, la investigación en percepción no tiene 
sentido si la aislamos del potencial de acción que los sentidos nos proporcionan. 
Percepción directa
Gibson atribuye un carácter directo a la percepción. Según la teoría clásica, la estimula-
ción exterior es pobre y por eso necesitamos acudir a la experiencia acumulada y a los 
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recuerdos para suplir esa información. Nada de esto es necesario para Gibson. No necesi-
tamos recurrir a recuerdos, pensamientos o inferencias para explicar la percepción. 
Percepción directa es la actividad de obtener la información de la conformación óptica de la 
luz. Llamo a esto un proceso de captación de información que implica la actividad explora-
toria de buscar, explorar y mirar las cosas (Gibson 1979: 147).
Cabe destacar su oposición a cualquier tipo de mediación basada en representaciones y 
su concepción de la percepción como un proceso activo. Esta oposición le ha enfrentado 
a las teorías del procesamiento de la información que han predominado desde mediados 
del siglo XX. También le ha enfrentado a la investigación neurofisiológica, que trata de 
estudiar de forma analítica los componentes de los sistemas perceptivos y su función en 
la percepción. 
La concepción de la percepción como proceso activo manifiesta dos cuestiones: en primer 
lugar, la importancia del movimiento del sujeto durante la percepción, con el consecuente 
cambió de patrón estimular y, en segundo lugar, la relevancia de la motivación para captar 
una determinada propiedad funcional en el estímulo. 
Su teoría es más fuerte en lo referente a su posición ecológica que en su defensa de la per-
cepción directa. Su influencia ha sido importante en el estudio de la percepción, aunque 
sus posturas extremas sobre el papel de las representaciones no son en absoluto comparti-
das por la mayoría. Tal desdén por los datos fisiológicos no es común entre los psicólogos 
y estudiosos de la percepción. De hecho, la mayor crítica a su teoría es precisamente que 
deja al margen de su objeto de estudio lo que se llamaría la vía cerebral de la percepción. 
Gibson no entra a analizar la influencia de todo lo que está más allá de la representación 
retiniana de los estímulos, es decir, los mecanismos internos del proceso de percepción, 
que sí fueron y son objeto de estudio de la Gestalt, desde una óptica fenoménica, y de las 
teorías neurofisiológicas, desde un punto de vista funcional. No obstante, esta omisión no 
invalida por completo la teoría de la percepción ecológica, pero sí que la convierte en una 
explicación muy parcial del proceso de percepción visual (Villafañe 2006: 67).
Con vistas a nuestra investigación, recogemos aspectos de esta aproximación como la ne-
cesidad de exponer a los sujetos a estímulos que se aproximen todo lo posible a la realidad 
del entorno natural. Otro de los aspectos por los que aboga, el del estudio de la percepción 
en condiciones de dinamismo e interacción con el medio del propio sujeto, resulta menos 
viable con los medios actuales. No obstante, apostamos por que los futuros avances técni-
cos en el campo de la neuroimagen persigan estos objetivos de tipo ecológico.
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3.2.3. Teorías contemporáneas 
A mediados del siglo XX comienza a producirse un cambio de paradigma en la investiga-
ción en psicología que también afecta al ámbito de estudio de la percepción visual. Como 
síntoma de la superación de las posiciones conductistas imperantes durante el periodo 
anterior, los investigadores comenzaron a interesarte por los procesos que subyacen a 
la conducta humana. Como nos podemos imaginar, estos procesos apuntan al carácter 
eminentemente cognitivo de nuestro comportamiento. Así surgió la moderna psicología 
cognitiva que, por así decirlo, aireó el encopetado marco de estudio en el que se habían 
encerrado los investigadores conductistas y permitió reformular muchas nociones per-
tenecientes a la teoría clásica. Del mismo modo, el nuevo paradigma permitió también 
integrar dos corrientes de investigación científica determinantes para el impulso de la in-
vestigación en percepción: el ‘cognitivismo’ y el ‘computacionalismo’. A continuación se 
expone una síntesis de las principales cuestiones que aborda este paradigma basándonos 
en Luna y Tudela (2006).
3.2.3.1. El cognitivismo
La psicología cognitiva hace referencia a una corriente particular de la psicología que 
surgió a mediados del siglo XX y que también se conoce como procesamiento de in-
formación. Esta versión asimila el funcionamiento de la mente humana (y sus procesos 
cognitivos) al de un sistema con capacidad para gestionar símbolos de forma similar a 
como lo hace un ordenador. Para esta teoría, la metáfora del ordenador constituye una 
guía esencial para el estudio de los procesos mentales. 
Los procesos mentales, al igual que los programas de ordenador, pueden ser estudiados 
como un conjunto de fases. Cada fase opera conforme al orden siguiente: el sistema reci-
be una información de entrada, procesa esa información, transformándola de algún modo, 
y genera una información de salida. El funcionamiento global del sistema será resultado 
del conjunto de operaciones que transforman la información inicial a través de las distin-
tas fases. Para el cognitivismo, el objeto de estudio de la psicología de la percepción sería 
el análisis de los procesos que transforman el input de información visual y producen 
un output con determinadas características. De este modo, la percepción visual se puede 
considerar un sistema de procesamiento de la información al que accedemos a través de la 
visión y que permite a la mente construir una representación de su entorno a fin de guiar 
su actividad. Según la psicología cognitiva, la representación se obtiene a partir de los 
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procesos convergentes de la información procedente de los estímulos externos por una 
parte y de las operaciones que el propio cerebro aplica sobre dicha información para su 
transformación.
En estos términos es posible analizar cualquier sistema de procesamiento de información. 
Podemos aplicar la lógica analítica cognitiva al sistema de acceso a la información en el 
que operan las personas ciegas cuando procesan la audiodescripción de una película y 
a partir de ello derivan un output que podríamos categorizar como la reconstrucción de 
la escena visual cinematográfica a partir de la información lingüística introducida en el 
sistema. Este mismo esquema es aplicable al proceso de traducción intersemiótica que 
efectúa un audiodescriptor. Es decir, estamos ante un esquema de análisis muy amoldable 
a cualquier práctica de procesamiento informativo efectuado por humanos. Consideramos 
que se trata de un esquema suficientemente válido para ser aplicado a la investigación 
sobre la traducción de los elementos básicos de la imagen dinámica, con lo cual, las pro-
puestas teóricas y metodológicas realizadas en el trabajo de tesis se verán influenciadas 
de un modo u otro por los esquemas cognitivistas.
3.2.3.1.1. Sistemas de procesamiento de la información
La psicología cognitiva, en su vorágine de comparación de los procesos de trabajo de la 
mente humana con el funcionamiento de un ordenador, considera que la cognición es el 
resultado de la interacción de las partes del sistema. Se concede mayor importancia a la 
estructura y organización funcional resultante de dicha interacción que al análisis de los 
componentes del sistema. 
No es casualidad que la representación gráfica más recurrente para mostrar el funciona-
miento de estos sistemas haya sido el diagrama de flujo, dado que su estructura refleja el 
funcionamiento de un sistema de procesamiento de información con gran solvencia. Un 
diagrama de flujo es, por tanto, una forma abstracta de representar la organización de los 
componentes de un sistema y su funcionamiento. Este tipo de diagrama permite representar 
los sistemas relacionados con la percepción como conjuntos de subsistemas que están com-
puestos de una información de entrada, una serie de procesos que son representados por los 
rectángulos, y una información de salida, como se puede observar en la siguiente figura.
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Los sistemas de procesamiento de información poseen una propiedad importante, la lla-
mada descomposición recursiva, esto es, cada sistema puede subdividirse en otros subsis-
temas dotados de sus propios componentes (input, proceso y output). La figura anterior 
consta de tres subsistemas. A modo de ejemplo, podríamos decir que el subsistema (a) 
procesa información visual relacionada con la percepción de la forma de los objetos y el 
subsistema (b), información sobre la percepción del color, de modo que (c) refleja una 
procesamiento conjunto de los dos tipos de información, produciendo una información de 
salida integrada de ambas. Estamos ante un esquema de análisis recursivo que se puede 
aplicar reiterativamente hasta que se llegue a un último nivel que no se pueda descom-
poner más, donde encontraríamos las “características primitivas” de los componentes del 
sistema.
Si aplicamos este esquema al estudio del reconocimiento de imágenes dinámicas de una 
forma muy simple, podríamos establecer que, por ejemplo, la entrada genérica de in-
formación consiste en la imagen de un autobús rojo desplazándose por la calle (Figura 
3.4.). Este input será descompuesto por las operaciones mentales de percepción visual en 
una serie atributos básicos de la como el color (rojo), la forma (rectangular, alargada), el 
movimiento (desplazamiento en un sentido frontal) y la profundidad (se trata de un ob-
jeto volumétrico que a su vez se desplaza por un entorno tridimensional). A su vez, otra 
serie de operaciones permitirá vincular tales componentes para determinar que el autobús 
conforma una figura u objeto situado en un determinado escenario o contexto, que sería 
la calle. La información saliente o el resultado de las operaciones perceptivas del cerebro 
podría ser el reconocimiento consciente de que el objeto autobús está recorriendo la calle 
 
Figura 3.3. Diagrama de flujo prototípico. 
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Figura 3.4. Imagen de un autobús.  
 
Figura 3.3. Diagrama de flujo prototípico.
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frente al observador. Esto, a su vez, puede generar otra serie de procesos susceptibles de 
ser analizados bajo el mismo esquema, habida cuenta de la estructura recursiva que pro-
picia el sistema de procesamiento de información visual.
3.2.3.1.2. Codificación y representación de la información
Como toda teoría, el procesamiento de información trató de delimitar el concepto de 
información en un sentido técnico, refiriéndose a ella como la probabilidad de emisión 
de un mensaje. Sin embargo, no se alcanzó una definición satisfactoria para todos; los 
intentos de formalización se abandonaron y se pasó a utilizar el concepto de información 
como sinónimo de conocimiento. En consecuencia, la información sería la cantidad de 
conocimiento que recibe y mantiene una persona en relación con el medio que le rodea. 
En el caso de la percepción visual, la información se medirá sobre la base de la cantidad 
de conocimiento que puede llegar a adquirir un observador a partir de la estimulación 
visual que recibe a través del sentido de la vista. Si esta lógica se aplica a la interpretación 
de la AD que realiza un espectador ciego, la información se estimará en base a la cantidad 
de conocimiento que puede adquirir el individuo mediante la descripción oral que recibe a 
través del oído. Podemos complicar un poco la ecuación añadiendo el valor cognitivo que 
implica el hecho de que esa descripción sea a su vez una representación del conocimiento 
visual adquirido por el audiodescriptor en relación a una determinad obra audiovisual. Es 
precisamente hacia este punto intermedio donde se dirige nuestro análisis. 
Los conceptos de codificación y representación son propios de esta forma de concebir la 
información. Según la teoría del procesamiento de información, la mente humana organi-
Figura 3.4. Imagen de un autobús. 
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za el conocimiento en forma de imágenes o bajo otro tipo de formatos de representación 
(la discusiones sobre dichos formatos de representación son bastante controvertidas, pero 
no se entrará en ellas en este momento). Por tanto, la información que nos llega del exte-
rior necesita ser transustanciada a dichos formatos o códigos de representación a través 
de unos “procesos de codificación”. Precisamente, según esta teoría, la percepción es un 
conjunto procesos que producen una representación gráfica del entorno en la mente del 
observador y, como tal, ha de ser el resultado de un sistema cognitivo con unas propieda-
des determinadas.
El tipo de sistema bajo el que opera la percepción visual ha sido categorizado por los 
cognitivistas como uno que le permite conocer y entender la realidad a través de la visión. 
Se trata de un tipo de sistema cognitivo de naturaleza sintética, ya que permite acceder al 
conocimiento directamente, sin la necesidad de usar a la razón. Es decir, cuando vemos, 
instantáneamente conocemos lo que vemos. Este tipo de sistema cognitivo se contrapone 
al que subyace a las inteligencias matemática y lingüística, por ejemplo, que es de natu-
raleza analítica y recurre a la razón como medio de conocimiento. Por tanto, dos tipos de 
sistemas de procesamiento operan en la cognición, uno de tipo racional y otro intuitivo, 
bajo el que mayormente se alinea la percepción visual y la inteligencia que actúa en los 
procesos de visión (Williams 2005). En relación al tipo de recursos usados por la inteli-
gencia visual, este mismo autor apunta lo siguiente:
Visual knowing uses complex and multifaceted cognitive processes that draw on perception, 
memory, imagination, and logic. Visual knowing can involve both intuitive and rational inte-
lligences that are processed by both the unconscious and the conscious mind. In fact, neuros-
cientists have proven that primary visual cognition happens on unconscious cognitive levels 
and guides behavior before the rational mind is aware that information has been received and 
processed (ibid.: 194).
Pese a que inicialmente los procesos intuitivos se puedan considerar poco accesibles para 
el investigador, en la actualidad la neurociencia permite explicarlos desde un punto de 
vista neurobiológico en términos de codificación y representación de una información 
visual que adquiere un determinado valor emocional, tal como hemos expuesto en apar-
tados anteriores. En este sentido, una investigación que aspire a delimitar el papel de la 
intuición y otros factores inconscientes y emocionales en la traducción intersemiótica, 
deberá plantear un estudio empírico con técnicas que permitan detectar la activación de 
áreas como el tálamo, la amígdala y ciertas regiones de la corteza prefrontal vinculadas a 
la memoria inconsciente de imágenes. La investigación presentada en esta tesis tiene, no 
obstante, objetivos mucho más humildes.
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3.2.3.1.3. Propiedades de los procesos
Un sistema como el visual, de tipo cognitivo-intuitivo, desarrolla procesos que pueden es-
tar organizados en serie o en paralelo. Los procesos de organización serial se efectúan se-
cuencialmente, uno después de otro. Es decir, cada uno recibe como input el output final 
del proceso que le precede. La organización en paralelo implica una actuación simultánea 
de los distintos procesos, siendo el input de un proceso independiente del output de otros 
procesos. La organización del sistema perceptivo a través de procesos seriales y paralelos 
predetermina ciertas características de estos como se expone a continuación:
a) Modularización
La gran cantidad de procesos perceptivos visuales, así como la complejidad de estos, 
parece requerir una estructura del sistema visual que permita numerosas operaciones si-
multáneas. A su vez, la estructura exigiría una división del trabajo en la que los compo-
nentes del sistema se especializaran en desempeñar unas funciones determinadas. Un 
componente del sistema podría especializarse en el reconocimiento de líneas verticales, 
mientras que otro estaría especializado en detectar el movimiento y un tercero la textura 
de los objetos. Este tipo de estructura organizada por elementos especializados se califica 
como modular. Tal como se ha expuesto a lo largo de los apartados anteriores, el sistema 
de percepción visual posee numerosos módulos especializados que desempeñan tareas 
muy específicas. De acuerdo con Zeki, esta ordenación modular responde a la necesidad 
del cerebro de extraer información sobre los distintos atributos de la visión. 
There is compelling evidence that the different parallel systems, and the nodes comprising 
them, are specialized for different visual functions […]. I have traced this specialization to 
the brain’s need to undertake different operations to acquire knowledge about different attri-
butes and believe that it has found it more efficient to separate the different machineries for 
these operations into separate areas or systems (Zeki 2001: 59).
Dado que consideramos esta cualidad determinante para los procesos de percepción vi-
sual, una de las preguntas de investigación del trabajo plantea determinar la influencia del 
procesamiento segregado en atributos visuales en el proceso traductor y en el producto 
traducido, esto es, el texto audiodescriptivo.
b) Procesos de abajo arriba y de arriba abajo
Otra de las propiedades de los sistemas de procesamiento de información que se ha de 
explicitar es la relacionada con la dirección del flujo informativo. Se dice que el proce-
samiento de datos tiene lugar de abajo hacia arriba cuando las operaciones perceptuales 
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están guiadas por los datos entrantes aportados por la estimulación sensitiva, de modo 
que las representaciones adquieren complejidad gradualmente con el avance del procesa-
miento. Por el contrario, el procesamiento se efectúa de arriba hacia abajo cuando la di-
rección de la información se invierte y representaciones mentales de tipo complejo, tales 
como nuestro conocimiento previo, objetivos o creencias, guían las operaciones del sis-
tema, buscando activamente y extrayendo la información sensitiva. Como apuntan Smith 
y Kosslyn (2008: 57) “cada acto de percepción implica ambos tipos de procesamiento”. 
Reparando en lo mencionado anteriormente, la imagen que se muestra a continuación se 
puede procesar de dos modos. El procesamiento ascendente (de abajo arriba), nos permi-
tiría decir que estamos ante un recuadro que contiene dos líneas verticales paralelas en el 
centro y dos pequeñas elipses en el lado exterior de cada una de las líneas verticales. No 
obstante, si se juega mentalmente con la imagen y se especula con lo que puede significar 
este conjunto de patrones, habrá quien pueda aventurar que se trata de un oso o un koala 
que está trepando por detrás del tronco de un árbol (ibíd.: 57). Ahí es donde entra en jugo 
el procesamiento descendente (de abajo arriba). 
La mayoría de las teorías de la percepción defienden la coexistencia de los dos tipos de 
procesamiento. Este tipo de teorías se denominan interactivas. Tal es el caso de la teoría 
cognitiva y el procesamiento de información. Es lógico suponer que el tipo de represen-
tación de conocimiento visual realizado por los audiodescriptores también ha de implicar 
procesos neuronales interactivos que recurran a áreas del cerebro vinculadas no solo con 
el lenguaje, sino con los elementos semánticos de la imagen codificados a partir de la 
percepción de los elementos visuales de la obra con la que trabajan. Del mismo modo, 
y puesto que es una propiedad generalizada en el funcionamiento del cerebro humano, 
los ciegos dependerán de conexiones ascendente y descendentes en su decodificación del 
discurso audiodescriptivo.
Figura 3.5. ¿Un koala subiendo por el tronco de un árbol? Adaptada de Smith & Kosslyn (2008: 57).
	  
Figura 3.5. ¿Un koala subiendo p r el tronco de un ár  daptada de Smith & Kosslyn (2008: 57). 
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y descendentes en su decodificación del discurso audiodescriptivo. 
 
c) Procesos automáticos y procesos controlados 
La psicología cognitiva ha utilizado frecuentemente una última caracterización de los 
procesos que distingue entre procesos automáticos y procesos bajo control atencional 
o controlados. Esta clasificación se relaciona con el grado de control que ejerce la 
atención sobre el proceso. Los procesos automáticos son conjuntos o secuencias de 
operaciones que se ponen en funcionamiento ante la presencia de un estímulo. El flujo 
informativo puede desarrollarse de abajo arriba o de arriba abajo en estas operaciones.  
Podría decirse que el innatismo de estos procesos es un indicador de que se trata de 
procesos automáticos, aunque también es posible la automatización de los procesos 
como resultado de la práctica. En estos casos, se entiende que la automaticidad es una 
cuestión gradual. Por otra parte, aquellos procesos que requieren la influencia de la 
atención para conectar un conjunto de operaciones utilizan un tipo de procesamiento 
controlado. Huelga decir que la automaticidad y la dependencia de la atención son 
3. Percepción visual y neurociencia
123
c) Procesos automáticos y procesos controlados
La psicología cognitiva ha utilizado frecuentemente una última caracterización de los 
procesos que distingue entre procesos automáticos y procesos bajo control atencional o 
controlados. Esta clasificación se relaciona con el grado de control que ejerce la atención 
sobre el proceso. Los procesos automáticos son conjuntos o secuencias de operaciones 
que se ponen en funcionamiento ante la presencia de un estímulo. El flujo informativo 
puede desarrollarse de abajo arriba o de arriba abajo en estas operaciones. 
Podría decirse que el innatismo de estos procesos es un indicador de que se trata de pro-
cesos automáticos, aunque también es posible la automatización de los procesos como 
resultado de la práctica. En estos casos, se entiende que la automaticidad es una cues-
tión gradual. Por otra parte, aquellos procesos que requieren la influencia de la atención 
para conectar un conjunto de operaciones utilizan un tipo de procesamiento controlado. 
Huelga decir que la automaticidad y la dependencia de la atención son propiedades que 
se complementan en los procesos de percepción. Mayor grado de automaticidad supone 
menor control atencional y a la inversa. 
Podemos trazar un paralelismo con los procesos traductores que intervienen en la AD, 
puesto que pese a que la atención dedicada a seleccionar los aspectos visuales que serán 
transferidos al guión es crucial, en cierta medida la experiencia del audiodescriptor debe 
de constituir una baza a favor de la automaticidad del proceso. Por ello, uno de los facto-
res que se someterán a evaluación en el apartado experimental será precisamente deter-
minar en qué sentido afecta la experiencia audiodescriptora a la representación o output 
de los audiodescriptores profesionales. 
3.2.3.2. El computacionalismo y la teoría de David Marr
El computacionalismo busca dilucidar los principios teóricos que posibilitan la percep-
ción, de modo que su objeto de estudio fundamental es el análisis del input sensorial en 
el contexto de nuestra experiencia perceptual previa del entorno. El segundo de sus obje-
tivos implica el desarrollo de modelos informáticos que reflejen el funcionamiento de los 
mecanismos de la percepción. Por otro lado, el computacionalismo simboliza la madurez 
teórica del procesamiento de información. Como no podía ser de otro modo, el ordenador 
es a la vez una herramienta de trabajo y una valiosa metáfora de investigación del cerebro 
para los científicos adheridos esta corriente de la psicología cognitiva. Para algunos de 
ellos, como Newell y Simon (1972), esta noción trasciende lo metafórico y afirman que 
La imagen dinámica. Parámetros de análisis para su traducción
124
el ordenador y la mente humana son casos particulares de sistemas de procesamiento de 
información, los llamados sistemas de símbolos físicos (Newell, 1980). A fin de estudiar 
estos sistemas surgió una nueva empresa científica, la ciencia cognitiva. Se trata de una 
aproximación multidisciplinar que da cabida a la investigación de procesos cognitivos 
en disciplinas tan dispares como la psicología cognitiva, la neurociencia, la inteligencia 
artificial, la lingüística, la filosofía de la mente o la antropología, entre otras.
Dentro del computacionalismo, cabe destacar la aportación teórica de David Marr, cuya 
obra angular es Vision de 1982, considerada una de las grandes contribuciones del siglo 
XX al estudio de la percepción visual en tanto que sistema de símbolos. Marr consideraba 
que una revisión computacional de la percepción visual debía proporcionar explicaciones 
sobre el funcionamiento de los sistemas complejos de procesamiento de información, 
léase la mente humana o el sistema visual, en tres niveles de análisis: 1)  nivel compu-
tacional, 2) nivel algorítmico, y 3) nivel de implementación. Cada nivel de análisis está 
determinado por un tipo de pregunta que nos hacemos sobre el sistema.
El nivel computacional especifica de forma abstracta el problema que tiene que resolver 
un sistema de procesamiento de información. El nivel está determinado por la pregunta 
acerca de lo que hace el sistema. La respuesta tiene que explicar los objetivos del sistema. 
En el caso de la visión, la teoría computacional deberá especificar los objetivos funda-
mentales del sistema visual, por ejemplo, descubrir a partir de imágenes qué  existe en el 
mundo y dónde se sitúa en el espacio (Marr 1982). 
En traducción intersemiótica, por ejemplo, el objetivo del sistema sería la transformación 
de un discurso basado en la imagen dinámica (la obra cinematográfica) en un discurso 
lingüístico transmitido de forma oral, el cual debe adaptarse a las constricciones que 
imponen los diálogo y sonidos presentes en la banda sonora la obra audiovisual original.
Por su parte, el nivel algorítmico se pregunta por y busca explicaciones relacionadas 
con el modo en que un sistema resuelve los problemas. Es necesario especificar una 
representación que codifique el input y el output del sistema y un algoritmo que efec-
túe la concordancia entre el input y el output. En el caso de un ordenador, el algoritmo 
será el programa informático en el que se especifican, en un lenguaje de programación 
concreto, los pasos para resolver un problema. Respecto a la traducción intersemiótica, 
la definición del nivel algorítmico puede resultar más compleja, puesto que depende de 
operaciones mentales a la cuales resulta difícil tener un acceso. Sin embargo, se pueden 
plantear modelos de procesamiento que ayuden a esclarecer las operaciones implicadas, 
como sucede habitualmente respecto a determinadas temáticas tratadas por la psicología 
cognitiva o la neurociencia. 
3. Percepción visual y neurociencia
125
Por último, el nivel de implementación se pregunta acerca de la naturaleza o tecnología 
física que utiliza el sistema para la realización de sus operaciones o procesos. En el caso 
de un sistema visual biológico como el del ser humano, se trataría de neuronas, que trans-
miten la información mediante impulsos electroquímicos y se almacenan en estructuras 
pertenecientes a la corteza cerebral.
La decisión metodológica de dividir el estudio de los sistemas de procesamiento de la in-
formación en estos tres niveles tiene que ver con un planteamiento de rigor científico que 
evite proporcionar respuestas únicas para dar explicación al comportamiento de sistemas 
tan complejos como puede ser el de la visión. En este sentido, también es conveniente 
abordar el estudio de la AD desde distintos ángulos metodológicos para asegurar una 
definición multidimensional del fenómeno, ya sea utilizando los niveles planteados por 
esta teoría u otros.
A su vez, el enfoque computacional de Marr contemplaba que el procesamiento del siste-
ma visual humano se divide en tres niveles de organización:
a) El esbozo primario. El objetivo de esta fase es extraer las propiedades visuales ele-
mentales de la imagen bidimensional tales como bordes, color e intensidad, así como 
el agrupamiento de estas propiedades en agregados útiles de acuerdo con principios de 
organización similares a los propuestos por la Gestalt.
b) El esbozo 2,5-D. En esta fase el sistema perceptivo explicita la información sobre 
orientación, profundidad de superficies, contornos y discontinuidades en orientación y 
profundidad. El sistema de coordenadas está centrado en el observador. Debido preci-
samente a que los valores de orientación y profundidad se  referidos al observador, no 
se llega a conformar la escena visual en un espacio totalmente tridimensional, de ahí la 
denominación de esta fase, esbozo 2,5-D.
En esta fase el procesamiento de los datos visuales se desempeña de forma modular y 
paralela, es decir, un módulo se especializa en procesar la orientación, otro la intensidad 
lumínica, otro el color, etc. y todo ello se lleva a cabo en el mismo espacio temporal y de 
modo independiente para cada módulo.
c) El modelo 3-D. Esta fase final del sistema visual ejecuta una representación de las 
formas, sus identidades, estructuras y su distribución espacial en un marco de referencia 
centrado en el objeto mismo, haciendo uso de una representación jerárquica y modular de 
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unidades volumétricas simples y de superficie. El resultado final son modelos tridimen-
sionales organizados jerárquicamente.
Las aportaciones de David Marr a la investigación en percepción han sido fundamentales, 
ya que planteó un marco teórico global sobre el que desarrollar el estudio de la percepción 
visual que dio un gran impulso a la neurociencia computacional. Muchos puntos concre-
tos de la teoría han quedado obsoletos ante los avances de la disciplina, sin embargo, esto 
no le resta valor a su gran contribución. 
En relación con nuestro trabajo, existen varios aspectos del computacionalismo de Marr 
que se pueden reutilizar en una investigación los parámetros visuales que la definen los 
procesos de AD, por ejemplo, las nociones de modularidad y paralelismo en el funciona-
miento del cerebro visual (aplicables al sistema complejo de procesamiento de la infor-
mación que representa al audiodescriptor. Estos conceptos han sido recuperados por los 
neurocientíficos actuales y validadas empíricamente como principios fundamentales del 
funcionamiento de las áreas visuales (Bartels & Zeki 1998).
3.2.3.3. El conexionismo
El conexionismo, o teoría de redes neuronales, apareció en la ciencia cognitiva a comien-
zos de los años ochenta del siglo pasado como una alternativa a las teorías computaciona-
les simbólicas, entre ellas la teoría de Marr. Su objetivo fundamental era acercar la teoría 
cognitiva a la teoría del cerebro, por lo que sus adalides propusieron desarrollar modelos 
con inspiración neuronal y procesos que funcionaran al estilo del cerebro. Dicho objetivo 
se plasmó en la construcción de la llamadas redes neuronales, compuestas por conjuntos 
de unidades elementales de procesamiento parecidas a las neuronas del cerebro que están 
conectadas entre sí de una forma determinada, configurando así patrones de conectividad 
que pueden cambiar como consecuencia de sucesivas experiencias vitales, de conformi-
dad con una regla de aprendizaje. 
Uno de los principales postulados este enfoque es que la inteligencia ha de ser entendida 
como el resultado de la transmisión de niveles de activación que se estructuran en redes 
grandes de unidades simples densamente interconectadas (Pinker & Mehler 1988). 
Si suponemos, por ejemplo, que una red está dedicada al reconocimiento de objetos, cada 
unidad puede responder a un aspecto determinado del objeto (forma, color, textura…). 
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Ante la presencia de un objeto, piénsese en una naranja, las unidades de la red responde-
rán cada una al aspecto correspondiente a la forma, el color, la textura, etc. De este modo, 
la naranja no estará representada por una sola unidad, sino por un conjunto de unidades 
cuyo patrón de activación global será indicativo de que se está visualizando una naranja. 
Esto no implica que esas mismas unidades no puedan formar parte de otros patrones de 
activación diferentes, correspondientes a otros objetos del mundo.
Como otros vistos anteriormente, este esquema encaja perfectamente con la noción de 
modularidad y segregación del procesamiento visual en áreas específicas. Por tanto, re-
sulta totalmente apta para su aplicación al análisis de los procesos de descodificación 
(percepción de la obra audiovisual) y representación (producción de un texto audiodes-
criptivo) realizados por el audiodescriptor. 
Esta teoría ha permitido aproximar los conceptos mentales propios de la psicología cog-
nitiva y los conceptos fisiológicos relacionados con la neurociencia, puesto que sus pos-
tulados proporcionan una concepción acerca del funcionamiento del cerebro en la que 
convergen ambas líneas de estudio.
3.2.3.4. La neurociencia cognitiva: el uso de la neuroimagen como método de estudio
Han sido precisamente los avances y descubrimientos fisiológicos de la neurociencia los 
que han llevado a los investigadores al convencimiento de que cada neurona del sistema 
visual es capaz de desempeñar tareas muy específicas. Por ejemplo, además de transmitir 
información sobre la intensidad lumínica de una imagen, una neurona (o una agrupación 
de estas) es capaz de informar sobre propiedades básicas de un patrón y sobre la organi-
zación jerárquica de los objetos de la escena visual. Se ha confirmado que las neuronas 
constituyen las unidades elementales de un sistema complejo de procesamiento de infor-
mación mayor, que podría ser denominado módulo de procesamiento funcional, que a su 
vez forma parte del cerebro.
Como se comentaba en el apartado anterior, este progreso teórico en el que se dan la mano 
psicología cognitiva y neurociencia, ha posibilitado un intercambio de ideas recíproco 
entre ambas disciplinas, que ha dado origen a la moderna Neurociencia Cognitiva, dedi-
cada a investigar la relación entre procesos psicológicos y estructuras cerebrales mediante 
utilización de técnicas de neuroimagen no invasivas (el siguiente punto hace una enume-
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ración de las mismas). Las metodologías híbridas de esta nueva empresa interdisciplinar 
están resultando imprescindible para el avance en la comprensión de la organización fun-
cional del cerebro y, por ende, del sistema de percepción visual. 
Pese a que compartimos la convicción de que la mejor manera de comprender el funcio-
namiento de la mente visual es mediante el uso de técnicas como las utilizadas en neu-
roimagen, la cuales proporcionan datos mesurables acerca de los procesos neuronales que 
preceden la comprensión del mundo visualizado y los comportamientos que se generan 
a partir de ello, lamentablemente no está dentro del alcance de esta investigación el ac-
ceso a tales tecnologías tan costosas y complejas. Sí que hemos optado, sin embargo, por 
utilizar los esquemas metodológicos propios de los diseños experimentales aplicados en 
neurociencia, es decir, la presentación de estímulos visuales y el registro de las repuestas 
de distintos grupos de sujetos, entre ellos un grupo de audiodescriptores profesionales.
3.2.4. Modelo teórico de Kosslyn 
Gracias a tecnologías desarrolladas en los últimos 35 años como la imagen por resonancia 
magnética funcional (IRMf), la tomografía axial computerizada (TAC), la tomografía por 
emisión de positrones o PET (por las siglas en inglés, Positron Emission Tomography) y 
la espectroscopia del infrarrojo cercano (NIRS en sus siglas en inglés), ahora podemos 
observar imágenes cerebrales con un gran nivel de detalle y saber qué partes se activan 
a la hora de realizar tareas visuales, orales y de otro tipo. Estos avances han permitido 
superar una etapa histórica en el estudio del problema de la identificación de objetos en la 
que el paradigma era el de la coincidencia con un modelo o template matching. 
Un modelo es una representación almacenada en la memoria relacionada con un objeto. 
Se suponía que para identificar visualmente cualquier objeto existe un modelo en nuestra 
memoria coincidente con la forma particular del objeto que del cual se recibe input visual. 
El modelo que mejor se ajuste al objeto concreto, será el elegido como mejor correspon-
dencia. Observamos aquí la importante influencia de los procesos de arriba abajo en la 
facilitación de la percepción visual.
Sin embargo, este paradigma se descartó rápidamente cuando los investigadores obser-
varon en primer lugar que debería existir un modelo almacenado para cada una de las 
posibles formas que adoptan los millones de objetos que podemos llegar a reconocer a 
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través de la visión. Por lo tanto, la capacidad de almacenamiento de cerebro debería ser 
prodigiosa. No obstante, y en segundo lugar, el problema fundamental de este enfoque es 
que vemos formas novedosas en todo momento y en circunstancias muy diversas y aún 
así somos capaces de identificarlas. 
El prolífico Stephen Kosslyn, psicólogo especializado en los campos de la psicología cog-
nitiva y la neurociencia cognitiva, ha propuesto un modelo que recoge los frutos de toda 
esta tradición de estudio de la visión y de la formación de imágenes mentales mediante 
técnicas como IRMf (fMRI en sus siglas en inglés) o PET. Este modelo intenta dilucidar 
el funcionamiento de los mecanismos de la visión de alto nivel, es decir, aquellos asocia-
dos con el procesamiento de la información visual que realizan los distintos sistemas de la 
corteza visual. Como se observa a continuación, Kosslyn (2005: 335) expone su modelo 
de percepción visual en una división de siete componentes principales.
Figura 3.6. Principales sistemas de procesamiento implicados en las fases superiores de percepción visual. 
Extraído de Kosslyn (2005: 335).
El uso de este modelo como uno de los fundamentos teóricos de este trabajo se justifica 
tanto por su solidez científica, resultante de toda una trayectoria investigadora de corte 
empírico sobre la percepción visual mediante las tecnologías mencionadas anteriormente, 
como por la adecuación de sus estructuras teóricas al tipo de investigación que se desa-
rrolla en la tesis. Entendemos que las operaciones cerebrales intervinientes en la traduc-
ción de imágenes, esto es, la percepción visual, el almacenamiento del material visual 
percibido en la memoria de trabajo, la transmutación de éste en contenido semántico y 
los distintos sistemas de la corteza visual. Como se observa a continuación, Kosslyn 
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El uso de este modelo como uno de los fundamentos teóricos de este trabajo se 
justifica tanto por su solidez científica, resultante de toda una trayectoria 
investigadora de corte empírico sobre la percepción visual mediante las tecnologías 
mencionadas anteriormente, como por la adecuación de sus estructuras teóricas al tipo 
de investigación que se desarrolla en la tesis. Entendemos que las operaciones 
cerebrales intervinientes en la traducción de imágenes, esto es, la percepción visual, el 
almacenamiento del material visual percibido en la memoria de trabajo, la 
transmutación de éste en contenido semántico y la representación en un discurso 
verbal, pueden encajar en el tipo de esquema planteado por Kosslyn.  
Kosslyn mantiene un enfoque empirista en sus investigaciones del cerebro en relación 
con la percepción visual, aunque también en otros temas como la generación de 
imágenes mentales. Sus conclusiones se basan en estudios experimentales, tanto 
propios como ajenos. En ese sentido, la tradicional especulación filosófica 
históricamente tan afín al campo de la percepción visual pretende ser limitada y 
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la representación en un discurso verbal, pueden encajar en el tipo de esquema planteado 
por Kosslyn. 
Kosslyn mantiene un enfoque empirista en sus investigaciones del cerebro en relación 
con la percepción visual, aunque también en otros temas como la generación de imáge-
nes mentales. Sus conclusiones se basan en estudios experimentales, tanto propios como 
ajenos. En ese sentido, la tradicional especulación filosófica históricamente tan afín al 
campo de la percepción visual pretende ser limitada y evitada, puesto queda este tipo de 
investigación se fundamentada en resultados experimentales contrastados. El modelo que 
se expone se ha adaptado a partir de su exposición inicial en su obra Image and the Brain 
(1994), con la oportunas modificaciones propuestas por el propio Kosslyn en contribucio-
nes posteriores (Kosslyn et al. 2001; Kosslyn et al. 2006).
a) El búfer visual
El input óptico produce patrones de actividad localizados en áreas visuales que se orga-
nizan topográficamente (en el lóbulo occipital) y que se utilizan para distinguir figura y 
fondo. Estas áreas se han agrupado en una estructura denominada “búfer visual” o visual 
buffer. Estudios con primates han demostrado que la mitad de las áreas de la corteza 
implicadas en la visión están organizadas topográficamente, incluidas las Áreas 17 y 18 
(Felleman & Van Essen, 1991; Heeger, 1999; Sengpiel & Huebener, 1999). El área 17 
(corteza visual primaria, corteza estriada, área OC o área V1), la mayor de estas, también 
se organiza topográficamente en el cerebro humano (Fox et al., 1991; Heeger 1999).
Una buena analogía para el búfer visual sería la de un tablero con agujeros para insertar 
fichas. En cada localización del búfer organizado topográficamente hay un conjunto de 
códigos “simbólicos” que indican información como color o luminancia de un punto 
específico. Por tanto, además de proyectar el aspecto del objeto representado como una 
imagen o mapa en el área V1, el búfer visual también especifica información que es in-
terpretada como propiedades no espaciales asociadas con cada localización. No se trata 
de una pantalla pasiva, sino que organiza los inputs de varias formas, por ejemplo deli-
neando figura y fondo. Entendemos que tales operaciones también son efectuadas por 
los audiodescriptores en el desempeño de su trabajo y se transmiten de algún modo a sus 
productos, de modo que usarán estrategias discursivas para describir figura y fondo en la 
imagen. Por ejemplo, el recurso habitual a la ubicación en la escena: en primer término, 
una figura corpulenta se recorta contra el sol...; al fondo se extiende un paisaje desérti-
co…, etc.
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b) Ventana de atención
En el búfer visual se aglutina más información de la que este puede procesar en detalle. 
Así pues, se hace necesario una ventana o marco de atención dedicado a filtrar la infor-
mación de una región determinada del búfer visual y, posteriormente, enviar patrones de 
activación a otras áreas para su posterior procesamiento (Brefczynski y DeYoe 1999). 
Vemos que se trata de una operación facilitada por un esquema de activación de arriba 
abajo, de modo que un factor como la atención selectiva desarrolla un papel fundamental 
dentro de la ventana de atención. El origen de estas señales facilitadoras sería el siguiente 
según Ungerleider (2000: 315): “the source of top-down biasing signals derives from a 
network of areas in frontal and parietal cortex”.
Esta ventana de atención permitiría escanear imágenes enteras en el búfer visual sin mo-
ver los ojos. Nuestra habilidad para dirigir la atención de forma encubierta a regiones 
diferentes puede contribuir a identificar objetos cuando las imágenes proyectadas por 
estos en la corteza visual primaria se sitúan en localizaciones diferentes. En este sentido, 
podemos atisbar que en su acceso a la imagen cinematográfica y al conocimiento que ge-
nera, el traductor se ve empujado por los mecanismos de atención a una búsqueda activa 
de aquellos elementos significativos dentro del campo visual. Igualmente, deducimos que 
en estos casos la experiencia puede jugar un papel modulador también muy relevante. 
La señal de información visual se dirige posteriormente a dos sistemas principales para 
seguir siendo procesada: uno encargado de procesar los objetos visuales y otro dedicado 
a procesar las propiedades espaciales de la escena. Tales esquemas son bastante estan-
darizados en las diferentes propuestas sobre la composición de los elementos del campo 
visual (Mishkin, Ungerleider & Macko 1983; Milner & Goodale 1995; Zeki 1995). En 
consecuencia, podrían ser considerados como posibles candidatos a formar parte del mo-
delo taxonómico que se expondrá en el siguiente capítulo.
c) Procesamiento de propiedades de objetos y d) procesamiento de propiedades es-
paciales
La información del buffer visual se procesa a través de dos vías. Una recorre ventral-
mente el lóbulo occipital hasta el lóbulo temporal inferior, mientras que la otra transcurre 
dorsalmente hasta el lóbulo parietal posterior. Se ha demostrado que la vía ventral actúa 
como un subsistema de procesamiento de las propiedades de los objetos mientras que la 
vía dorsal actúa como subsistema procesador de las propiedades espaciales (Andersen, 
Essick y Seigel 1985; Maunsell y Newsome 1987). Las “propiedades de los objetos” son 
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principalmente la forma, el color y la textura, las cuales se abordarán en profundidad en 
futuros capítulos; las “propiedades espaciales” se refieren a las posiciones relativas en el 
espacio de dos o más objetos o partes de objetos. La relación de ambos aspectos es tan 
íntima que pese a que los procesos relativos a propiedades distintas tengan lugar en áreas 
separadas de la corteza visual, su activación sincrónica o cuasi-sincrónica (dado que los 
tiempos de activación divergen ligeramente entre áreas) determina la percepción unifica-
da de todos estos aspectos.
Aunque las diferencias entre propiedades y localización de los objetos no estén siempre 
delimitadas claramente, se puede hacer una distinción entre ambos tipos de la siguiente 
forma: las relaciones espaciales o localizaciones siempre implican la existencia de un 
punto con un papel privilegiado; es el punto de origen desde el que se comparan las lo-
calizaciones de otros puntos. La formas, por contra, surgen de las relaciones entre todos 
los puntos posibles –ningún punto tiene una posición privilegiada.  En lugar de eso, las 
relaciones espaciales locales generan patrones de orden superior, como contornos, y son 
estos patrones los que definen una forma. Por locales entendemos aquellas que operan 
en el nivel del mismo objeto. Observamos, por tanto, que el movimiento (de los objetos 
de la escena y del punto de mira del observador) también ejerce un papel crucial en la 
configuración de relaciones espaciales entre los distintos objetos, así como en la genera-
ción de formas de objetos. Aunque no podamos relacionarlo directamente, al menos de 
forma empírica con los medios de que disponemos, podemos explicar parcialmente la 
gran frecuencia de uso de términos emparentados semánticamente con el área cognitiva 
del movimiento en los textos audiodescriptivos.
Algunos estudios de neuroimagen sugieren que la circunvolución temporal media, la 
circunvolución temporal inferior y la circunvolución fusiforme son el epicentro de la 
memoria visual en cerebro humano (Haxby et al., 1991; Sergent, Ohta & MacDonald, 
1992).  Tanaka y otros colegas (Fujita, Tanaka, Ito & Chen, 1992) hicieron hallazgos que 
sugieren que la información almacenada en el sistema de procesamiento de las propieda-
des del objeto se comprime mediante un “código de población”. Las formas se almacenan 
codificando la presencia o ausencia de un amplio conjunto de atributos.
Según la teoría de Kosslyn, las imágenes no se almacenan en la memoria a largo plazo; 
más bien, las imágenes del búfer visual deben ser creadas activando en parte los recuer-
dos almacenados de forma tal que la información relativa a los objetos se “descomprima” 
(Kosslyn, 1994) y facilite la percepción. Existen conexiones entre las áreas que almace-
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nan la memoria visual (no topográficas) y la corteza visual primaria (organizada topo-
gráficamente). Se producen conexiones aferentes y eferentes (de ida y vuelta) entre cada 
una de las áreas involucradas en la visión. Esto implica que una buena cantidad de infor-
mación fluye de vuelta en el sistema visual, viajando desde áreas de “nivel superior” a 
áreas de “nivel inferior” organizadas  topográficamente (Douglas y Rockland, 1992). Esto 
respalda la hipótesis de que las imágenes mentales se forman recurriendo a información 
almacenada para reconstruir patrones espaciales en las zonas de la corteza organizadas 
topográficamente (Damasio et al. 1990). 
Todavía no se ha demostrado experimentalmente si los ciegos con un determinado resto 
de visión y aquellos que alguna vez hayan visto recurran a las áreas topográficas de sus 
cerebros visuales para construir imágenes mentales relacionadas con las imágenes de la 
obra fílmica a partir del poder evocativo de las audiodescripciones.
Por otra parte, según esta teoría, las representaciones espaciales del sistema dorsal se usan 
habitualmente (aunque no siempre) a fin de guiar los movimientos (Milner y Goodale, 
1995). A este fin, la representación espacial se acompaña de un “mapa” en el que se repre-
sentan localizaciones de partes y objetos a través de puntos distintivos.
e) Memoria asociativa
Por las investigaciones más avanzadas sobre memoria (Schacter, 1996) se sabe que dis-
tintos tipos de recuerdos se almacenan en diferentes regiones del cerebro y se puede 
inferir que debe haber una representación de la memoria a largo plazo que asocie las 
propiedades de objetos con sus propiedades espaciales (por ejemplo, solemos recordar 
donde se sitúa cada mueble en nuestra casa). Esta representación de la memoria es mul-
timodal, porque no solo asocia objetos visuales con propiedades espaciales, sino también 
con información auditiva, táctil y de otro tipo. Además, el sistema de procesamiento de 
propiedades de objetos permite codificar las partes de objetos complejos de forma sepa-
rada, dado que puede ser necesario realizar numerosos movimientos oculares para crear 
la representación final de la estructura del objeto construida en la memoria asociativa 
mientras los ojos se mueven. Esta memoria asociativa parece localizarse en la región de la 
circunvolución angular y parte del Área 19 de Broadman, que se encuentra en la corteza 
de asociación visual (Kosslyn et al. 1995). 
Este tipo de memoria de las vinculaciones entre atributos de los objetos y propiedades 
espaciales de la escena debe de suponer una baza importante tanto para la recuperación 
La imagen dinámica. Parámetros de análisis para su traducción
134
de datos visuales del filme y su plasmación en el GAD por parte del audiodescriptor. Del 
mismo modo, podría ser una aspecto significativo en la recreación de los objetos descritos 
y sus movimientos que puedan efectuar los espectadores a raíz del texto descriptivo.
f) Búsqueda activa de información
En ocasiones, la información codificada por un único golpe de vista sobre un objeto no 
es suficiente para asociarlo con la representación almacenada del mismo. Sin embargo, el 
input proporciona alguna indicación sobre lo que se está viendo, en este caso, se necesi-
ta información adicional para identificar el objeto. Aparentemente, ciertos procesos que 
tienen lugar en el lóbulo frontal acceden a información de la memoria asociativa a largo 
plazo y redirigen esta información hacia procesos que guían otra serie de codificaciones, 
permitiendo al sujeto identificar una determinada característica de un objeto necesaria 
para su identificación. Muchos investigadores han demostrado que los lóbulos frontales 
están activos cuando uno debe acceder a información en la memoria (Berthoz, 1996; 
Nyberb, Cabeza y Tulvin, 1996). En otras palabras, zonas del cerebro que no intervienen 
habitualmente en los procesos de identificación visual son activadas para contribuir a la 
localización de propiedades de objetos en la memoria.
g) Redirección de la atención
Finalmente, el sistema de cambio de atención dirige la atención a la localización de una 
parte posiblemente distintiva del objeto durante la percepción, lo que permite al sujeto co-
dificarla. He aquí la idea crucial de la teoría de generación de imágenes: al mismo tiempo 
que se redirige la atención a la localización de una parte o característica, se prepara la re-
presentación de esa parte o característica en el sistema de procesamiento de propiedades 
del objeto. Dicha preparación (priming) permite codificar la parte o propiedad buscada 
con mayor facilidad (Kosslyn, 1994, pp.287-289; McAuliffe y Knowlton, 2000; McDer-
mott y Roediger, 1994). Es decir, se produce una importante efecto modulador o facilita-
dor en los procesos perceptuales a partir de aspectos codificados en áreas superiores como 
la memoria o la atención selectiva.
Según la teoría, para crear una representación de una imagen en el búfer visual sobre la 
base de información almacenada, algunos procesos del lóbulo frontal acceden a la repre-
sentación de la estructura de un objeto almacenada en la memoria asociativa, y emiten 
una señal al sistema de procesamiento del objeto en los lóbulos temporales inferiores para 
activar una representación de las propiedades visuales del objeto. 
3. Percepción visual y neurociencia
135
Al visualizar objetos o escenas, las representaciones en la memoria asociativa de relacio-
nes espaciales entre las partes o características (u objetos dentro de escenas) conducen 
al sujeto a dirigir la atención a la ubicación adecuada del objeto visionado, y a visualizar 
cada parte o característica en las ubicaciones relativas correctas, de modo que se puede 
construir una imagen compuesta de forma secuencial a lo largo de un periodo de tiempo. 
Algunas de las predicciones generadas por esta teoría han sido sometidas a prueba 
(Kosslyn et al. 1994; 1995; 1997). Tras estas pruebas, la teoría sigue considerándose 
viable. Es plausible que la corteza visual primaria –el apuntalamiento neuronal del búfer 
visual– sea usada tanto en los procesos de percepción visual como en la generación de 
imágenes mentales.
3.3.	Percepción	de	la	imagen	cinematográfica	
La percepción visual de imágenes cinematográficas hace referencia al terreno de los pro-
cesos cognitivos empleados para la visualización de las escenas, los eventos y las narra-
tivas propias de las imágenes de corte fílmico, es decir, toda imagen dinámica que haya 
sido sometida a un mínimo proceso de edición o montaje. Los medios visuales que alber-
gan este tipo de imágenes (cine, televisión, cine de animación, secciones cinemáticas en 
videojuegos, etc.) se han convertido en parte integrante de la vida cotidiana de gran parte 
de las sociedades contemporáneas, viéndose reforzada esta situación por una tendencia 
hacia la convergencia social y cultural tan marcada como la globalización. El estudio 
pormenorizado del modo de funcionamiento de nuestro sistema perceptual en la visua-
lización de este tipo de imágenes (en comparación con la visualización de imágenes del 
mundo real) debería ser de gran utilidad para la comprensión de las diferencias existente 
en ambos tipos de percepción visual. 
La percepción de la imagen cinematográfica plantea al menos dos factores diferenciado-
res con respecto a la percepción de la imagen real:
• La imagen cinematográfica crea la ilusión de movimiento gracias a una presenta-
ción acelerada de imágenes en movimiento.
• El cine produce igualmente la ilusión de continuidad pese a los cortes de mon-
taje.
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A continuación se exponen con más lujo de detalle las implicaciones de ambas peculiari-
dades de la percepción de la imagen cinematográfica:
a)	Persistencia	de	la	visión	y	movimiento	aparente	en	la	imagen	cinematográfica
La películas están compuestas por una serie de imágenes estáticas llamadas fotogramas 
(frames), proyectadas sobre una pantalla a un ritmo de 24 fotogramas por segundo. Esta 
velocidad de proyección hace que experimentemos la imagen cinematográfica como una 
imagen continua que posee las características del movimiento real. Los dos fenómenos 
perceptivos que posibilitan esta experiencia son la persistencia de la visión y el movi-
miento aparente.
El primero de ellos se relaciona con la percepción continuada de luz después de que un 
estímulo lumínico haya desaparecido. Durante la proyección de una película, la luz se 
oscurece por el cierre de un obturador cuando se pasa de un fotograma al siguiente. Esto 
crea una alternancia entre luz (obturador abierto – proyección de imagen del fotograma) 
y oscuridad (obturador cerrado) de 24 veces por segundo. La persistencia de la visión, 
también llamada persistencia retiniana, rellena o completa el intervalo oscuro, aunque 
solo parcialmente, dado que este ritmo de proyección produce un parpadeo apreciable, 
aunque en los proyectores modernos se haya erradicado gracias a que cada fotograma se 
ciega tres veces, lo que aumenta la tasa de parpadeo por encima de los 60 hercios y asegu-
ra que la percepción de la luz sea continua por el fenómeno de la persistencia de la visión.
En segundo lugar, el movimiento percibido en la películas es aparente porque se basa en 
información visual estática en lugar de información visual procedente de movimiento 
real. El tipo de movimiento aparente de la imagen cinematográfica se clasifica además 
dentro del grupo de movimientos de corto recorrido, es decir, aquellos que ocurren cuan-
do las imágenes estáticas de cada fotograma (que contienen ligeras diferencias en la lo-
calización de los objetos) se presentan de forma rápida (>13 Hz). El procesamiento del 
movimiento de corto recorrido tiene lugar en un estadio inicial del sistema visual, por lo 
que no requiere inferencias perceptuales (procesos de alto nivel o de arriba abajo) para 
la comprensión del movimiento. Se trata del mismo sistema utilizado para detectar el 
movimiento real. Por tanto, en términos de percepción sensorial, la experiencia del movi-
miento aparente de la imagen cinematográfica es indiscernible de la realidad.
b) El montaje y la ilusión de continuidad
En una película, la percepción de escenas y eventos forma un continuo, aunque las imá-
genes se presenten mediante artificios como múltiples puntos de vista que se articulan 
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instantáneamente a través de los mecanismos propios de la edición cinematográfica (cor-
tes y alternancia de planos, cámaras en distintas angulaciones, travelling, grúas, etc.). 
Esta sensación perceptiva suele denominarse continuidad. Como cabe imaginarse, no 
se trata más que de una ilusión puesto que los desajustes con respecto a la percepción 
de continuidad en la visualización de imágenes provenientes de la realidad son más que 
patentes.  El primero en observar y dejar constancia de los desajustes existentes entre la 
continuidad percibida en términos psicológicos y la naturaleza discontinua (tanto espacial 
como temporal) de la información visual de la películas, fue el psicólogo Hugo Münster-
berg (1916). Éste barajaba la hipótesis de que algunas de estas violaciones son aceptables 
porque puede que los cambios de punto de vista dentro de una escena imiten los cambios 
en la atención que un observador efectúa de forma natural al visualizar la misma escena 
en el mundo real.
Autores un poco más cercanos en el tiempo (Hochberg & Brooks, 1978) sugieren, en una 
interpretación ciertamente constructivista del montaje fílmico, que si los cambios de mon-
taje son tomados como mecanismos similares a los cambios de atención, los observadores 
deberían ser capaces de anticipar dichos cambios para actualizar sus representaciones 
mentales de la escena presentada. Es decir, las preguntas surgidas a partir de los eventos 
representados en el plano anterior motivarían un corte hacia un plano que respondería a 
tales preguntas y que permitiría al observador enlazar los dos planos conceptualmente. 
3.3.1. Investigación mediante sistemas de eye-tracking
En consonancia con la línea anterior, una investigación más reciente (Smith & Hender-
son, 2008) ha demostrado que cuando los cortes van precedidos por el inicio de un movi-
miento, los observadores se orientan con mayor velocidad al contenido del nuevo plano y 
son menos conscientes del montaje en comparación con los cortes en los que no se apor-
tan estas pistas para la focalización de la atención. El fenómeno ha sido descrito como 
edit blindness (ceguera al montaje), esto es, falta de percepción consciente de los cambios 
propios del montaje (cortes que implican cambios de plano, punto de vista, o incluso de 
escena). Estos investigadores describen dicho fenómeno como se apunta a continuación:
Although we experience the visual world as a continuous, richly detailed space we often fail 
to notice large and significant changes in it. Such change blindness has been demonstrated for 
local object changes and changes to the visual form of whole images, however it is assumed 
that total changes from one image to another would be easily detected. Film editing presents 
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such total changes several times a minute yet we rarely seem to be aware of them, a pheno-
menon we refer to here as edit blindness. (Smith & Henderson, 2008: 1).
Su estudio, que se basa en una metodología empírica para la detección del movimiento 
ocular en el transcurso de los cambios de montaje (mediante el uso de técnicas de eye 
tracking, es decir, seguimiento de los  movimientos oculares), expone un índice elevado 
de ceguera al montaje que parece estar motivado por la focalización de la atención del 
observador sobre la narrativa representada:
A quarter of edits joining two viewpoints of the same scene were undetected and this in-
creased to a third when the edit coincided with a sudden onset of motion. Some cuts may be 
missed due to suppression of the cut transients by coinciding with eyeblinks or saccadic eye 
movements but the majority seem to be due to inattentional blindness as viewers attend to the 
depicted narrative. (ibíd.:1).
Esta metodología de estudio puede constituir un recurso empírico válido y fiable para la 
evaluación de la efectividad de un filme a la hora de generar la sensación de continuidad 
en el espectador y, en consecuencia, una visualización más dinámica (más similar a la 
visualización de imágenes del mundo real) de las imágenes cinematográficas. Además de 
para los estudiosos de la percepción de la imagen fílmica, este método puede resultar de 
gran utilidad para la propia industria cinematográfica a fin de calibrar el éxito del montaje 
en las películas que produce.
3.3.2. Investigación mediante técnicas de neuroimagen: ‘neurocinemática’
Otro tipo de metodología de estudio de la percepción de imágenes cinematográficas de 
calado más profundo –y probablemente también más acorde con la realidad de la percep-
ción en términos científicos, si comparamos con las técnicas de eye tracking– tiene que 
ver con la utilización de técnicas de neuroimagen. Si bien los estudios mencionados en 
los párrafos anteriores parecían indicar que la ilusión de continuidad en la visualización 
de películas es resultado de decisiones de montaje que buscan dirigir la atención de los 
observadores hacia elementos concretos de la imagen, la reciente investigación de Has-
son et al. (2008) mediante fMRI (resonancia magnética funcional) indica además, que la 
sincronización en la atención de los espectadores podría hacerse extensiva al modo en el 
que el cerebro procesa la película. 
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Este estudio hizo uso de la fMRI y de un tipo de análisis denominado ISC (las siglas en 
inglés de inter-subject correlation analysis) para monitorizar y registrar la activación 
cerebral de múltiples observadores durante la visualización de los mismos fragmentos de 
varias películas. El ISC consiste en un procesamiento de los datos proporcionados por la 
resonancia que permite medir las similitudes en las respuestas espaciotemporales de los 
cerebros de los observadores durante la visualización de la película. Esta metodología de 
trabajo permite al investigador evaluar un aspecto esencial de las películas, el nivel de 
control que una determinada película ejerce sobre la mente del espectador. En este caso, 
el control está relacionado con la capacidad del filme para generar una secuencia de es-
tados neuronales similares entre los espectadores. Una de las películas utilizadas para el 
estudio, El bueno, el feo y el malo (Sergio Leone, 1966), mostró un índice agregado de 
activación de la corteza cerebral de aproximadamente un 45%, entre 30 sujetos (Hasson 
et al., 2008: 3), ciertamente un dato muy elevado si se tiene en cuenta que se trataba de 
una tarea de visualización libre de dicha película. Las regiones del cerebro que mostraron 
una mayor activación incluían áreas visuales, áreas auditivas y regiones relacionadas con 
el procesamiento del lenguaje y la emoción.
Aunque este nivel de sincronización no indica necesariamente que los observadores ex-
perimentan la película del mismo modo, sí que apoya la idea de que existe un grado alto 
de consistencia entre los mecanismos perceptuales que utilizan estos al procesar escenas 
cinematográficas.
Las aspiraciones de Hasson et al. sobre lo que definen como “a new paradigm […] for 
measuring the effect of films on viewers’s minds” (ibíd.: 21), son sin duda relativamente 
altas:
We propose that ISC may be useful to film studies by providing a quantitative neuroscientific 
assessment of the impact of different styles of filmmaking on viewers’ brains, and a valuable 
method for the film industry to better assess its products. Finally, we suggest that this method 
brings together two separate and largely unrelated disciplines, cognitive neuroscience and 
film studies, and may open the way for a new interdisciplinary field of “neurocinematic” 
studies. (ibíd.: 1)
Según los autores citados, este paradigma puede cimentar el camino de un enfoque inves-
tigador innovador, los estudios sobre neurocinemática, constituyendo así una plataforma 
de intercambio entre los Estudios sobre Cine y la Neurociencia Cognitiva.
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3.4. Recapitulación
El principal objetivo del presente capítulo ha sido introducir al lector en la compleja te-
mática de la percepción visual y en las distintas disciplinas que han venido ocupándose 
de ella, en especial la neurociencia. De este modo, se ha realizado una exposición amplia 
sobre los principales mecanismos neurofisiológicos que intervienen en el procesamiento 
de la información visual. Posteriormente, hemos efectuado un repaso histórico y panorá-
mico de las principales teorías sobre la percepción visual, desde las teorías clásicas hasta 
algunas de las más actuales, como el modelo de Stephen Kosslyn. En este recorrido he-
mos señalado todas las aportaciones de dichas teorías que puedan resultar relevantes para 
nuestra investigación, con el objetivo de aplicarlas al modelo taxonómico sobre la imagen 
dinámica que se propondrá en el siguiente capítulo. Del mismo modo, hemos discutido 
los aspectos de la percepción visual relacionados los tipos de procesos que tienen lugar 
en AD en la fase de acceso a la información visual, así como su presumible influencia en 
el proceso de representación que culmina con la producción del texto audiodescriptivo. 
Además, hemos señalado puntos de estas teorías que tendremos en cuenta en el desarrollo 
el estudio experimental que efectuaremos en este trabajo. Finalmente, hemos expuesto 
algunas líneas de investigación dedicadas exclusivamente al estudio de los procesos de 
percepción visual de imágenes cinematográficas, puesto que se trata del tipo de imagen 
que precisamente más nos concierne de cara al análisis del proceso de audiodescripción 
de cine.
No obstante, los fundamentos teóricos del trabajo no estarían completos si no profundiza-
mos más en los sistemas específicos que intervienen en la procesamiento de los atributos 
visuales básicos (color, movimiento, forma, etc.) que serán analizados para su incorpo-
ración a la taxonomía de la imagen dinámica, con la que se cerrará el capítulo. En este 
sentido, prestaremos especial atención a las contribuciones de uno de los mayores espe-
cialistas en este ámbito, el profesor Semir Zeki.
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4. ATRIBUTOS VISUALES BÁSICOS Y SU PROCESAMIENTO
.............................................................................................................................................
4.1. Contribuciones multidisciplinares para el desarrollo de una taxonomía de la 
imagen dinámica
La taxonomía de elementos composicionales de la imagen dinámica que se propone al 
final de este apartado toma como punto de partida las aportaciones realizadas por Rudol-
ph Arnheim, Donis A. Dondis y Bruce A. Block,  cuyas investigaciones, pese a abordar 
el tema de la percepción visual desde diferentes ámbitos, vienen a desembocar en un 
campo de interés común: propuestas para elaborar una gramática de la imagen visual. 
En el caso que nos ocupa, esta sistematización tiene como objetivo principal establecer 
un patrón que permita realizar un análisis organizado de la imagen dinámica. Para ello 
es fundamental recorrer el hilo investigativo que los autores antes mencionados han ido 
tejiendo, desde su enfoque más general hasta llegar a la aplicación más específica: la au-
diodescripción fílmica en este caso. 
Las contribuciones de estos autores nos conducirán, a su vez, a un apartado en el que se 
describen los componentes de la imagen dinámica en función de los sistemas del cerebro 
visual dedicados a su procesamiento. El planteamiento del modelo teórico del profesor 
Zeki, que expondremos en dicho apartado, es que tenemos acceso a los elementos compo-
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sicionales de la imagen porque estamos dotados de una serie de estructuras perceptuales 
que se especializan a escala neuronal en interpretar la realidad visual de la forma en que 
finalmente se presenta ante nuestra conciencia. Por ejemplo, somos capaces de entender 
el concepto de color y de ver un mundo de color porque el área V4 de la corteza visual 
garantiza la percepción de este elemento físico de la forma en que lo hace. Por el contra-
rio, no somos capaces de procesar la luz ultravioleta, de ahí que pese a poder entender el 
concepto que ha detrás no seamos capaz de experimentar su realidad fenoménica.
Así pues, en el apartado siguiente se expone una breve presentación referente a las con-
tribuciones diversas de Arnheim, Dondis y Block, para posteriormente desarrollar los 
respectivos argumentos que serán puestos en relación mediante un método expositivo que 
permita, en último lugar, clasificar los elementos composicionales de la imagen dinámica 
a los que remitiremos a lo largo de este apartado.
4.2. Elementos composicionales de la comunicación visual
Los estudios de psicología del arte tuvieron a su máximo representante en la figura de 
Rudolph Arnheim, quien en la década de los 50, tras su revisión de los principios de la 
Gestalt (W. Köhler y K. Koffka) escribió Art and Visual Perception: A Psychology of the 
Creative Eye (1954), uno de los libros más influyentes en el arte del siglo veinte. Ya en 
los años 60, Anton Ehrenzweig (1967, The hidden order of art) y Herschel Chipp (1968, 
Theories of Modern Art) completan la tríada de especialistas que vinieron a dotar de base 
científica una parcela del conocimiento que había sido desprendida de sus fundamentos 
teóricos, a causa de la ruptura de los códigos del lenguaje visual y en favor del desarrollo 
de propósitos de carácter ideológico.
Posteriormente, la diseñadora Donis A. Dondis (1973, A primer of visual literacy) se en-
cargó de recoger el relevo de Arnheim aplicando las conclusiones a su propio ámbito de 
trabajo. Tomando como precedente los estudios de la Bauhaus –Moholy-Nagy y Kandins-
ki– (Naylor 1985) Dondis quiso establecer los principios de una teoría de la coordinación 
de los elementos plásticos que asentara las bases de una futura gramática de las imágenes. 
Para ello estudió el comportamiento de dichos elementos básicos de comunicación visual 
en los diferentes medios, analizando además la relación de los componentes sintáctico y 
semántico.
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Más recientemente, Bruce A. Block (2007, The Visual Story: Creating the Visual Struc-
ture of Film, TV and Digital Media), recurre a los mismos presupuestos que asienta Ar-
nheim, en esta ocasión, con el fin de elaborar una guía para la creación de estructuras 
visuales para cine, vídeo y medios digitales de tipo audiovisual. 
El grueso de la información vertida en esta investigación deriva de las obras correspon-
dientes a los tres autores citados al inicio de la misma. La incógnita que se pretende resol-
ver aquí consiste en localizar los elementos visuales básicos que permiten descomponer 
la estructura de la imagen en sus categorías principales, esto es, la figura y el fondo, tal 
como era entendida por los teóricos de la Gestalt. A partir de estas dos categorías se 
ejecutan los procesos de adquisición y representación de conocimiento en la visión y el 
lenguaje.
La experiencia visual es dinámica. Partiendo de esta premisa Arnheim desgrana uno por 
uno los perceptos que configuran dicha experiencia. Esta afirmación inicial puede ser 
ampliada argumentando que el dinamismo en la experiencia visual es imprescindible en 
la medida en que esta comienza con la activación del mecanismo fisiológico que nos per-
mite separar los párpados, abrir los ojos y poner en funcionamiento el órgano de la visión. 
Ya en el primer capítulo, que habla sobre el equilibrio, Arnheim advierte la importancia 
de la figura y el fondo en el análisis del acto de percepción visual; categorías en torno 
a las cuales se engarzan simultáneamente los elementos básicos que en este estudio se 
persiguen. Pero antes de abordar las cuestiones relativas a la figura y el fondo con más 
detenimiento es conveniente reparar en los componentes que los definen.
En primer lugar, es interesante la dedicación que Arnheim presta a dos conceptos que en 
lengua española traducimos indistintamente a través de la palabra 'forma': shape y form. 
El primero, shape, define la forma material y perceptible a través de los sentidos, mientras 
que la voz form hace referencia a la forma como configuración, incluyendo lo estructural, 
más allá de su relación con el sujeto contemplador. En cuanto a la percepción de la forma 
(shape), Arnheim recurre a las leyes de la Gestalt para aclarar que todo esquema estimu-
lador tiende a ser visto de manera tal que la estructura resultante sea tan sencilla como 
lo permitan las condiciones dadas (2002: 69). Esta afirmación está emparentada con el 
significado del término alemán Prägnanz, traducido al inglés como pregnance, y de ahí 
al español, pregnancia; cuya definición contiene la esencia de la ley de la Gestalt antes 
mencionada. Según Arnheim, mientras la forma física es determinada por sus contornos, 
la forma perceptible es: 
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[…] the outcome of an interplay between the physical object, the medium of light acting as 
the transmitter of information, and the conditions prevailing in the nervous system of the 
viewer (Arnheim 1974: 47). 
Como podemos comprobar, el autor define el concepto forma en relación a dos varia-
bles: su representación física y las condiciones necesarias para percibirla a través de los 
órganos de la visión. Evidentemente ambos conceptos de forma están interrelacionados, 
dado que no habría percepción de la forma sin forma material y a la inversa. Una premi-
sa implícita en este trabajo de investigación consiste en determinar la vinculación de la 
realidad material de los componentes visuales, con el tipo de procesos perceptuales que 
nos permiten ser conscientes de ellos y, a su vez, con su representación o traducción lin-
güística dentro del texto audiodescriptivo. Justamente por ello se propone una taxonomía 
de los elementos visuales asentada en aspectos compositivos por un lado y en aspectos 
empíricos relativos a la percepción visual, como los expuestos en el siguiente apartado al 
respecto del modelo teórico de Zeki. 
El color es otro de los elementos composicionales de la imagen dinámica que describe 
Arnheim. Como sabemos, no se puede concebir el color si no es en presencia de la luz. 
En el proceso perceptivo no existen jerarquías claras en cuanto al papel que juegan los 
elementos participantes. Si bien es cierto que en determinadas condiciones primará la pre-
sencia de unos elementos sobre otros en función de cada caso, la tónica general consistirá 
en la interacción recíproca: el acto de percibir una imagen como un todo indivisible no 
sería posible si el mecanismo utiliza un método de operación fragmentado. Zeki y mu-
chos otros neurocientíficos discreparían sobre esta consideración puesto que en términos 
de procesamiento de la señal visual, el sistema perceptivo de nuestro cerebro es modular y 
está funcionalmente especializado en elementos concretos, pese a que también ejecuta las 
operaciones de integración necesarias para producir una imagen unitaria de los elementos 
visualizados (Zeki 2009). 
Según Arnheim, la forma de un objeto, por sí sola, sería difícilmente captada por el órga-
no de la visión: los sistemas de camuflaje de algunos animales pueden dar fe de ello. La 
capacidad del ojo para distinguir zonas de luminosidad y color diferentes es la que hace 
visible los límites que determinan la forma de los objetos.
Strictly speaking, all visual appearance owes its existence to brightness and color. The boun-
daries determining the shape of objects derive from the eyes’ capacity to distinguish between 
areas of different brightness and color (Arnheim 1974: 332).
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Ciertamente la luz reflejada por las superficies de los objetos es necesaria para su visua-
lización y para determinar la forma de los mismos. En este ejemplo extraído de la audio-
descripción española de la película Ghost (Jerry Zucker, 1992) se puede observar hasta 
qué punto se define la forma de la figura del personaje en función de las características 
relacionadas con el color: Pero el camillero no puede verle, así que tira hacia delante y 
atraviesa el cuerpo de Sam, que es un magma de tejidos rojos. 
Este y otros ejemplos similares son indicativos de que el lenguaje traducido a partir de la 
imagen ha de transmitir las cualidades de la imagen en la medida de lo posible, de ahí que 
se recurra a distintos atributos visuales para describir objetos complejos. Al fin y al cabo, 
las cualidades integradoras de la percepción conducen a la sensación de unidad a partir 
del procesamiento de múltiples atributos diversos.
Por si esto no fuera suficiente, de acuerdo con Arnheim, las oscilaciones del estímulo cro-
mático dentro de un gradiente de luz dado indican que se está produciendo el movimiento 
de un objeto con respecto al espacio que ocupa. Esto nos proporciona información sufi-
ciente para reconocer formas y aislarlas de su contexto de tal manera que somos capaces 
de detectar su ubicación con respecto a la nuestra. 
Como se verá en el apartado relativo al modelo teórico de Zeki, incidimos en que las 
composiciones visuales complejas son el producto de varios elementos visuales. El hecho 
de que podamos descomponer tales elementos en realidad depende de la capacidad de 
presentación independiente de cada elemento visual. Es decir, un objeto puede definirse 
exclusivamente por un elemento como el color, el movimiento, la forma, sin interacción 
de otros. Por su parte, el cerebro visual ha desarrollado una solución sorprendente por 
la cual es capaz discriminar cada uno de estos elementos y procesarlos en áreas visuales 
funcionalmente especializadas.
Por otro lado, a propósito del movimiento, Arnheim no solo lo concibe como una cuali-
dad de las formas y colores (2002: 449), sino que afirma que es “la incitación visual más 
fuerte a la atención” (2002: 377). Se puede apreciar en este sentido cómo la capacidad del 
sentido de la visión para percibir el movimiento va más allá de su relevancia en el campo 
del arte, entendiéndose primeramente –con un enfoque más propio de un biólogo– como 
una respuesta fisiológica desarrollada para la supervivencia.
It is understandable that a strong and automatic response to motion should have developed in 
animal and man. Motion implies a change in the conditions of the environment, and change 
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may require reaction. It may mean the approach of danger, the appearance of a friend or of 
desirable prey (Arnheim 1974: 372).
En efecto, esto también se traduce en términos de procesamiento neuronal, puesto que 
existe todo un sistema visual dedicado a procesar las distintas propiedades del movimien-
to. En cine, el movimiento es un elemento definitorio de la imagen, tal como cabe suponer 
y este hecho se percibe en la traducción efectuada para crear un texto audiodescriptivo. 
Prueba de ello es la gran abundancia de verbos relacionados con el área cognitiva de 
movimiento en cualquier película audiodescrita y, especialmente, en el género de acción.
En definitiva, cada uno de los elementos composicionales que acabamos de analizar en 
base a los postulados de Arnheim, viene a servir de testimonio del proceso perceptivo 
en el ejercicio de organización de la imagen visual en las dos áreas o categorías básicas 
propuestas: la figura y el fondo. Acudiendo de nuevo al marco referencial de Arnheim, 
resultan determinantes las contribuciones de Edgar Rubin en lo relativo al tándem figura-
fondo. De su compendio, titulado Reglas para la probabilidad de que una superficie 
sea percibida como figura, podemos extraer un abanico de observaciones que permi-
tan obtener dicho estímulo perceptivo en el presente campo de aplicación. La dicotomía 
figura-fondo es muy importante en términos de percepción. Según distintos autores (Ull-
man 2007; Gilbert and Sigman 2007; Zeki et al. 2011) esta distinción podría deberse a 
procesos en los que se produce actividad de tipo descendente, es decir, regulada por áreas 
superiores o de tipo cognitivo. La complejidad visual y la comprensión de la utilidad del 
objeto que actúa como figura parecen ser indicadores fiables de que la discriminación 
está condicionada o modulada cognitivamente (Zeki et al. 2011: 559). Como se podrá ver 
en la taxonomía propuesta, figura y fondo resultarán relevantes para nuestro modelo de 
análisis de la imagen.
Volviendo a los elementos composicionales de la imagen dinámica, Donis A. Dondis 
aclara, previamente al análisis de estos, que existen una serie de fundamentos que deter-
minan las características formales del estímulo visual percibido y que son comunes a los 
agentes que intervienen en el acto de comunicación (artista y espectador en este caso) 
puesto que ambos comparten el mismo mecanismo fisiológico: la visión. En base a estos 
fundamentos, la respuesta que a un estímulo visual propuesto puedan dar una serie de 
individuos es susceptible de ser registrada con un cierto grado de objetividad.
En la confección de mensajes visuales, el significado no estriba sólo en los efectos acumu-
lativos de la disposición de los elementos básicos sino también en el mecanismo perceptivo 
que comparte universalmente el organismo humano. Por decirlo con palabras más sencillas: 
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creamos un diseño a partir de muchos colores, contornos, texturas, tonos y proporciones rela-
tivas. Interrelacionamos activamente estos elementos; y pretendemos un significado (Dondis 
1976: 33-34).
Así describe Dondis el proceso de creación visual a partir de los elementos básicos. Desde 
el campo de acción en el que opera, los denominados fundamentos sintácticos de alfabe-
tización visual son los siguientes:
El equilibrio es la influencia psicológica y física más importante sobre la percepción hu-
mana. En la expresión o interpretación visual este proceso de estabilización impone un 
eje vertical con un referente secundario horizontal. 
El equilibrio es, pues, la referencia visual más fuerte y firme […] para la formulación de jui-
cios visuales. Lo extraordinario es que, aunque todos los patterns visuales tienen un centro de 
gravedad técnicamente calculable, no hay un método tan rápido, exacto y automático como 
la sensación intuitiva de equilibrio […] (Dondis 1976: 36).
Es indudable que nuestro sistema perceptual está configurado sobre un cuerpo que ha 
evolucionado para describir un eje vertical frente a la horizontalidad del terreno. El ac-
ceso a todo conocimiento visual sobre el entorno se realiza en dicha posición. De hecho, 
posiciones diferentes, como la horizontalidad, se asocian a actividades (descanso, sueño, 
estados contemplativos, etc.) donde no es tan necesario adquirir conocimiento visual so-
bre la realidad circundante.
Mientras que el equilibrio es una constante inconsciente, el siguiente fundamento es con-
siderado un factor compositivo. Dicho fundamento, la tensión, se manifiesta en mayor o 
menor grado en todas las disposiciones espaciales que difieren de la estabilidad que pro-
porciona la ortogonalidad de los ejes vertical y horizontal. Al mismo tiempo, ese mayor 
o menor grado de tensión de una imagen visual está relacionado con los opuestos que en 
psicología se denominan 'nivelación y aguzamiento'. Existe una tercera situación entre 
estos opuestos, la llamada ambigüedad visual, que entorpece los intereses compositivos y 
semánticos de una imagen. Es un estímulo indeseable desde el punto de vista de una sin-
taxis visual correcta, tanto que transgrede la ley de la simplicidad perceptiva propugnada 
por la psicología de la Gestalt: el individuo organiza sus campos perceptuales con rasgos 
simples y regulares y tiende a formas buenas (Smith 1988).
La preferencia por el ángulo inferior izquierdo viene de nuevo a enfatizar la tensión 
visual de una imagen. Tras el establecimiento del equilibrio, se activa en segundo plano 
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este particular componente de atracción que parece estar más relacionado con cuestiones 
culturales (como el sentido de la lectura y escritura en occidente) que fisiológicas. 
El quinto de estos fundamentos, la atracción y agrupamiento se ampara de nuevo en 
otro principio de la Gestalt; la ley de agrupamiento. Los objetos de tamaño y forma 
similar, cercanos entre sí y equidistantes son concebidos como conjunto en el proceso 
de percepción, procurando la construcción de formas de carácter básico a través de co-
nexiones virtuales. Por último, los componentes positivo y negativo de una imagen están 
íntimamente relacionados con los pares figura y fondo, que en la mayoría de los casos se 
corresponderían respectivamente. Pero en lo que respecta a la imagen secuencial no se 
dicta la misma lógica. En términos cinematográficos, un encuadre estático puede inter-
cambiar las cualidades positiva y negativa de su figura y fondo manipulando el enfoque 
de la cámara o introduciendo un elemento dinámico por pequeño que sea. En estos casos, 
una audiodescripción tenderá siempre a resaltar la figura por encima del fondo en tanto 
que elemento positivo y dinámico del campo visual.
Precisamente, el proceso para hallar la figura y fondo de una imagen pasa según Dondis 
por la interacción de los recién mencionados fundamentos sintácticos de alfabetización 
visual y los elementos básicos de la comunicación visual que a continuación analizare-
mos. El abanico de estímulos perceptivos a los que  unos hacen referencia depende del 
uso específico de los otros, con todas sus variables.
La clasificación de elementos visuales básicos que propone Dondis se apoya en la que 
consolidó Arnheim en la década de los 50. Siendo la propuesta de Dondis una adaptación 
de la fuente primera (como en el caso de Block) al ámbito de operación del diseño, la 
siguiente exposición se limitará a resaltar los aspectos que proporcionen un enfoque enri-
quecedor para la versión taxonómica que aquí se pretende.
Los elementos visuales constituyen la sustancia básica de lo que vemos […]. Aunque sean 
pocos, son la materia prima de toda la información visual que está formada pro elecciones y 
combinaciones selectivas (Dondis 1976: 53).
Ante todo, Dondis subraya la importancia de la luz en el acto de ver, afirmando categó-
ricamente que es a través de esta como se revelan todos los elementos básicos de comu-
nicación visual, de los cuales el elemento tono es el más importante, ya que determina la 
presencia o ausencia de luz. La transposición de la luz y sus cualidades como tal al texto 
audiodescriptivo no suele ser un recurso habitual, puesto que los elementos descritos es-
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tán relacionados con la historia narrada. No obstante, en los casos en que la iluminación 
de una escena resulta excesiva o escasa, sí que se hace referencia a ello, como si lo que 
se saliera del patrón lumínico general de la película fuera digno de mención. Además, las 
cualidades asociadas culturalmente a luz y oscuridad, también suelen acompañar a dichas 
audiodescripciones, mediante el uso de una adjetivación consecuente:
- Al fondo, sobre un montículo y envuelto en tinieblas, se divisa un inmenso y sinies-
tro caserón. Audiodescripción de Ciudadano Kane (Orson Welles, 1941) (AD: Javier 
Navarrete 2003).
- Los copos luminosos caen como la nieve sobre el paciente y una nube blanca que 
sube de su cuerpo es misteriosamente abducida hasta desaparecer. Audiodescripción 
de Ghost (Jerry Zucker, 1992) (AD: Aitor Gabilondo, 1999).
Si Arnheim hacía distinción entre dos tipologías de forma –shape y form–, Dondis se 
encuentra en la tesitura de descomponer dicho percepto a fin de obtener los elementos es-
tructurales propios de la representación bidimensional: el punto como unidad más simple 
e irreductible; la línea como progresión del punto en el espacio o registro gráfico de su 
movimiento; y el contorno, línea con los extremos conectados que da lugar a otra serie de 
figuras. Existe un cuarto elemento, la dirección, que no tiene una función estructural, sino 
que es una cualidad que caracteriza a estos contornos básicos.
Cada una de las direcciones visuales tiene un fuerte significado asociativo y es una herra-
mienta valiosa para la confección de mensajes visuales (Dondis 1976: 60).
Cuando la dirección del movimiento de cámara es de tipo horizontal-vertical, la traduc-
ción del audiodescriptor suele interpretar el carácter ordenado de ese desplazamiento, 
mientras que si la dirección es diagonal, circular o errática, es probable que la AD trans-
mita tales cualidades asociándolas, quizá inconscientemente, al desafío al orden que tales 
movimientos plantean, como en escenas de persecuciones policiales por toda la ciudad, 
donde podrían usarse términos como: “gira bruscamente”, “esquiva el coche que viene de 
frente”, “adelanta zigzagueando”, etc.
En el caso del color como elemento básico de la comunicación visual, encontramos de 
nuevo líneas de estudio divergentes; nada extraño cuando aún no existe una teoría unifi-
cada ni un sistema único sobre las relaciones entre colores. Arnheim mantiene un enfoque 
fisiológico y relaciona el color con la capacidad del ojo para percibirlo. Dondis recurre de 
nuevo a la descomposición del percepto extrayendo tres dimensiones específicas: el ma-
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tiz, que refiere a la variedad de color dentro del espectro visible; la saturación o pureza del 
color con respecto al gris medio; y el brillo, que determina la cantidad de luz de un color, 
desde el blanco hasta la ausencia de luz. Este tipo de variaciones también son recogidas 
en ciertas ocasiones por los textos audiodescriptivos, aunque como es lógico, la traduc-
ción efectuada no se adapta a estos parámetros matemáticamente, y se puede recurrir a 
la asimilación del color en cuestión con un tipo de iluminación fácilmente comprensible 
para el usuario ciego:
- En la ventana de la oficina se recorta la figura de Brenda sobre el rojo anoche-
cer. Audiodescripción de Bagdag Café (Percy Adlon, 1997) (AD: Javier Navarrete, 
1998).
- La bicicleta se recorta flotando sobre la blanca y redonda luz de la luna. Audiodes-
cripción de E.T. (Steven Spielberg, 1982) (AD: Javier Navarrete, 2007).
Por otro lado, Dondis entiende el movimiento como un elemento perteneciente a aquellos 
medios en los que resulta inherente a su sistema de representación de la realidad, tales 
como el cine, la televisión o diseños móviles, aunque reconoce otras técnicas para produ-
cir sensación de movimiento como las ilusiones ópticas.
Se proponen otros dos elementos básicos de la comunicación visual: la textura, la escala 
y la dimensión. La taxonomía que aquí se persigue contempla a dos de estos elementos, 
textura y dimensión (asociado en este caso con la profundidad). Estos elementos quizá no 
resulten tan determinantes como otros atributos básicos de la imagen (color, movimiento, 
forma), pero también actúan como auténticos elementos básicos y son representados por 
la AD en cierta medida. De hecho, como veremos, son considerados indicios de profun-
didad en la creación del llamado espacio profundo que plantea Block. Por lo general aquí 
vienen a reforzar las diferencias entre las categorías de figura y fondo. Habitualmente se 
trasladan al texto audiodescriptivo como complementos de las formas u objetos visuales, 
como en este ejemplo en que la textura se asocia con un panel: El panel es una irregular 
superficie pulida semejante al latón que refleja en perspectivas deformes la mortecina 
luz del local. Audiodescripción de Cabaret (Bob Fosse, 1972).
Aunque suele asociarse con el tacto, la textura también es una propiedad reconocible por 
medio de la vista. La textura contribuye a concentrar mayor atención en la figura con 
respecto a un fondo sin nitidez, además interviene en la percepción del volumen de los 
objetos en la representación bidimensional, como los representados en el cine.
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La lente tiene propiedades muy parecidas a las del ojo, y la simulación de la dimensión es una 
de sus capacidades principales (Dondis: 1976: 76).
La escala también influye en los componentes de la imagen a través de las relaciones de 
tamaño que establecen entre sí y con respecto al campo visual. Su presencia es relevante 
en la discriminación de la figura y el fondo. Dimensión, por último, es la denominación 
del estímulo perceptivo que nos procura la visión estereoscópica binocular. También se 
puede llamar profundidad, tal como hacen otros autores y nosotros en el apartado referido 
a la taxonomía de elementos visuales. En la representación bidimensional las luces y las 
sombras juegan un rol importante, pero son los sistemas de perspectiva los que resultan 
fundamentales en la captación del volumen sobre dimensiones planas, como es el caso de 
la imagen cinematográfica. Es posible que los valores dimensionales de la imagen sean 
los que menos se trasladan explícitamente a los textos audiodescriptivos, puesto que la 
idea de profundidad está incluida en la descripción de cualquier objeto representado so-
bre una pantalla, dado que el cine, como la fotografía y la pintura hace uso de numerosos 
indicios de profundidad para “engañar” a nuestro sistema perceptivo y hacernos ver un 
espacio profundo allá donde solo hay una pantalla bidimensional.
Si bien las aportaciones de los tres autores son determinantes en la tarea de elaborar una 
taxonomía de elementos composicionales de la imagen dinámica, el trabajo de Bruce 
Block lo será más intrínsecamente por albergar una síntesis de los fundamentos teóricos 
de manera tal que su aplicación práctica se muestra más inmediata, pues su propuesta está 
especialmente concebida para desarrollar elementos visuales para el cine.
Block recoge la clasificación de elementos básicos de la imagen más fiel a Arnheim y 
realiza una descomposición de dichos elementos similar a la de Dondis, procurando ob-
servaciones comunes con esta última. El objetivo siguiente consiste en aglutinar estos 
elementos en la construcción del 'espacio', concepto que adquiere una significación par-
ticular en relación con el medio al que se aplica. Habiendo descrito sobradamente el 
conjunto de elementos básicos de la imagen, desde lo general hasta lo más específico, tan 
solo haremos hincapié en aquellos puntos que vengan a enriquecer la investigación en 
dirección al enfoque neurocientífico, descartando los hallazgos destinados a catalogar las 
posibilidades expresivas, como en el caso de los métodos de control del tono con inten-
ción dramática en el medio audiovisual.
Para Block la línea antecede a la forma y es un componente de su posterior definición. 
La línea es susceptible de ser catalogada en diferentes tipos perceptivos en función de la 
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repercusión que tenga sobre el elemento jerárquicamente superior. De acuerdo a esto, los 
tipos perceptivos se clasifican en: 'borde', 'contorno', 'cierre', 'intersección de planos' y 
'eje'. Cada uno de estos tipos viene también a dar luz a la diferenciación de las categorías 
básicas de figura y fondo.
Reconocidos los puntos de encuentro entre Block y Dondis en relación a los elementos 
'forma', 'tono' y 'color', podemos hacer alguna apreciación sobre el movimiento y la dis-
tinción que establece entre movimiento real y aparente. El primero se da en el mundo en 
que vivimos. El segundo tipo de movimiento se produce cuando se reemplaza un objeto 
estático por otro similar en el espacio que ocupa el primero o fuera de él. El cambio entre 
ambos objetos se percibe como el movimiento de uno solo. Este es el principio bajo el 
que opera el cine y demás medios audiovisuales. Dentro del movimiento aparente, Block 
distingue otros tipos de movimientos simples y complejos, que a su vez se dividen en 
nuevas subclases. Se trata de herramientas de creación específicas del medio audiovisual 
a las que no será necesario atender ya que exceden las pretensiones de esta investigación.
Sin duda, la aportación más heterodoxa con respecto a la clasificación convencional de 
elementos composicionales de la imagen dinámica es la que realiza Block a partir de su 
concepto del espacio. 
El espacio es un componente visual muy complejo. No sólo designa la pantalla donde van a 
ser vistos el resto de componentes, sino que el espacio mismo tiene un gran número de sub-
componentes que necesitan ser explicados (Block 2008: 18).
Por un lado designa el marco físico que contiene a las imágenes; por otro lado es conside-
rado un elemento en sí mismo, equiparable a las categorías  principales de figura y fondo. 
Block distingue dos tipos de espacio principalmente: el espacio profundo y el espacio 
plano. Si bien esta ordenación resulta especialmente útil en la creación de estructuras de 
la imagen para medios audiovisuales, también lo es para explicar el funcionamiento de la 
figura y el fondo: dos conceptos que siempre interactúan en un espacio compartido y que 
están permanentemente expuestos a las influencias de los elementos composicionales de 
la imagen dinámica.
El espacio profundo contribuye a generar la ilusión tridimensional de una imagen plana. 
Para ello cuenta con una serie de indicios de profundidad equivalentes a los elementos y 
subelementos que intervenían en la discriminación de la figura y el fondo. De esta forma, 
indicios como la perspectiva, la diferencia de tamaño, el movimiento, la difusión textural, 
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el cambio de forma de los objetos, la separación tonal y de color, el solapamiento de obje-
tos y el foco, todos ellos, con sus múltiples combinaciones y variantes, crean la sensación 
de profundidad que define a esta tipología de espacio.
En la traducción efectuada por el audiodescriptor, las referencias al espacio profundo 
vienen dadas por las ubicaciones dispares de personajes, objetos y paisajes en escenas 
que muestran distinta profundidad. En tales casos, habitualmente se trata de ubicar al 
espectador ciego indicando desde el principio la localización de cada elemento mediante 
complementos circunstanciales, como sucede en estos ejemplos extraídos de la AD de la 
película Ciudadano Kane:
- Al fondo, sobre un montículo y envuelto en tinieblas, se divisa un inmenso y siniestro 
caserón. 
- Desde el extremo del pasillo, el administrador contempla la silueta de Kane recor-
tada en el dintel de la puerta del dormitorio de Susan. 
En otras ocasiones, la sensación de profundidad es complementaria a la de desplazamien-
to del objeto, tal como es recogida por las cámaras. En tales casos, la AD se vale de verbos 
que describen bien el concepto de movimiento a través del espacio profundo, como en 
este ejemplo extraído del GAD de Bagdag Café:
- El enorme contenedor avanza por el áspero paisaje rocoso.
La búsqueda del espacio plano, por el contrario, consiste en un empobrecimiento delibe-
rado de las cualidades tridimensionales en favor de la cercanía uniforme de los objetos de 
la imagen. Para ello existen una serie de recursos que contrarrestan el efecto de los indi-
cios de profundidad. De entre los mencionados por Block, los más relevantes son el uso 
de planos frontales, la constancia de tamaño, el movimiento de objetos paralelo al plano 
de la imagen, movimientos de cámara como la panorámica y el zoom, la difusión textu-
ral, el aspecto formal permanente, el uso de tonos uniformes y bajo contraste de color, la 
reducción del solapamiento y la homogeneización del foco.
Independientemente de la nomenclatura utilizada, las clasificaciones propuestas por los 
tres autores clave de este apartado tienen la intención de contribuir a la identificación de 
la sustancia primera generadora de la imagen visual. Color, forma, movimiento, profun-
didad y textura son los cinco elementos básicos identificados como intervinientes en el 
proceso de percepción visual de forma más frecuente por los distintos autores. De hecho, 
la coincidencia entre las propuestas de elementos composicionales realizadas por estos 
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teóricos del arte, el diseño gráfico y la composición visual para cine, con los atributos 
analizados por los estudios de percepción visual por científicos especializados en neuro-
biología, psicología o neurociencia resulta bastante coherente y compacta, como se puede 
observar en la tabla 4.1. El resto de los elementos descritos en este apartado se podrían 
describir como características accesorias derivadas de dichos elementos básicos. En fun-
ción del medio en que se vaya a trabajar o a aplicar los principios y elementos composi-
cionales expuestos, nos convendrá emplear las nociones, el lenguaje y los códigos de una 
u otra propuesta. 
Tabla 4.1. Clasificación de componentes visuales básicos por autor.
En cualquier caso, todos estos autores, pese a sus distintos ámbitos de trabajo, conven-
drían con nosotros en que el objetivo de los procesos de percepción visual es recopilar 
información sobre el entorno material y darle sentido. En el campo de la traducción inter-
semiótica y, en relación a una determinada textualidad, máxime con respecto a un texto 
audiovisual, el objetivo del profesional es trasladar a un usuario final el sentido que se 
le otorga al los elementos visuales, a las relaciones entre estos y a la narración que son 
capaces de propiciar. Por ello pensamos que es muy necesario para los estudios sobre tra-
ducción audiovisual y para este trabajo en concreto, explorar el concepto de percepción 
visual en su dimensión más puramente científica, especialmente en el caso de una moda-
lidad como la audiodescripción que adquiere sentido precisamente por estar subordinada 
a la imagen. Entre otros, esos motivos nos han llevado a redactar el siguiente apartado. 
4.3. El modelo teórico de Zeki
Este apartado está planteado como una síntesis de las contribuciones teóricas de Semir 
Zeki, catedrático en neurobiología del University College London (UCL), quien ha desa-
rrollado numerosas investigaciones de corte experimental sobre los procesos neuronales 
que originan la experiencia visual a lo largo de su dilatada trayectoria científica desde 
los tres autores clave de este apartado tienen la intención de contribuir a la 
identificación de la sustancia primera generadora de la imagen visual. Color, forma, 
movimiento, profundidad y textura son los cinco elementos básicos identificados 
como intervinientes en el proceso de percepción visual de forma más frecuente por los 
distintos autores. De hecho, la coincidencia entre las propuestas de elementos 
composicionales realizadas por estos teóricos del arte, el diseño gráfico y la 
composición visual para cine, con los atributos analizados por los estudios de 
percepción visual por científicos especializados en neurobiología, psicología o 
neurociencia resulta bastante coherente y compacta, como se puede observar en la 
tabla 4.1. El resto de los elementos descritos en este apartado se podrían describir 
como características accesorias derivadas de dichos elementos básicos. En función del 
medio en que se vaya a trabajar o a aplicar los principios y elementos 
composicionales expuestos, nos convendrá emplear las nociones, el lenguaje y los 
códigos de na u otra pr pu sta.  
 
 COMPONENTES VISUALES 







Arnheim    X X X X        
Dondis  X X   X X X X X X X X  
Block   X X X X X X      X 
Smith & 
Kosslyn 
 X  X  X X   X   X  
Zeki & 
Lamb 
X   X  X X        
Tabla 4.1. Clasificación de componentes visuales básicos por autor. 
 
En cualquier caso, todos estos autores, pese a sus distintos ámbitos de trabajo, 
convendrían con nosotros en que el objetivo de los procesos de percepción visual es 
recop lar información sobre el entor o material y darle sentido. En el ampo de la 
traducción intersemiótica y, en relación a una eterminada textualidad, máxime con 
respecto a un texto audiovisual, el objetivo del profesional es trasladar a un usuario 
final el sentido que se le otorga al los elementos visuales, a las relaciones entre estos y 
a la narración que son capaces de propiciar. Por ello pensamos que es muy necesario 
para los estudios sobre traducción audiovisual y para este trabajo en concreto, 
explorar el concepto de percepción visual en su dimensión más puramente científica, 
especialmente en el caso de una modalidad como la audiodescripción que adquiere 
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finales de los años setenta hasta la actualidad. Las expresiones teóricas de estos estudios 
y los resultados que las fundamentan y resultan relevantes para nuestra exposición serán 
expuestas en las páginas siguientes. Entre sus logros más significativos se pueden contar 
el descubrimiento de varias áreas visuales del cerebro y de su especialización funcional 
en el procesamiento de atributos visuales como el color y el movimiento, la demostración 
de que las áreas de procesamiento de la corteza visual también son áreas de percepción, 
la verificación de la asincronía en la percepción de los diferentes atributos visuales, o 
el estudio de los correlatos neuronales de estados mentales subjetivos como el amor, la 
belleza y el odio.  Es necesario apuntar aquí que Zeki es el fundador de una disciplina 
denominada Neuroestética, descrita como la combinación de investigación neurológica 
con los estudios de estética para indagar en la experiencia de lo bello y la apreciación de 
obras de arte, situando el foco sobre las funciones del cerebro y los estados mentales que 
se generan en la percepción visual de tales objetos.
Zeki […] should be credited for introducing neuroaesthetics into scientific discourse. He 
exemplifies the parallelism approach and argues forcefully that no theory of aesthetics is 
complete without an understanding of its neural underpinnings. He suggested that the goals 
of the nervous system and of artists are similar. Both are driven to understand essential visual 
attributes of the world. The nervous system decomposes visual information into such attri-
butes as color, luminance, and motion. Similarly, many artists, particularly within the last 
century, isolate and enhance different visual attributes (Chatterjee 2011: 53).
No obstante, los trabajos de Zeki no se limitan exclusivamente a estudiar temas de tipo 
estético, sino que abordan otras muchas cuestiones en las se analizan las bases neurales 
de la percepción visual. Lo que viene a continuación es una exposición estructurada de 
los principales postulados teóricos de Zeki –y sus respectivas implicaciones metodoló-
gicas– que, como se podrá observar, han ejercido un impacto evidente sobre las ideas 
y propuestas expresadas en este trabajo. En este sentido, para el lector interesado, gran 
parte de lo reflejado en los siguientes apartados puede ser localizado dentro de las publi-
caciones fundamentales de este autor, en concreto en las monografías tituladas Una visión 
del cerebro (1995), Visión interior. Una investigación sobre el arte y el cerebro (2005) y 
Splendors and miseries of the brain: love, creativity and the quest for human happiness 
(2009) y, en cierta medida, en varios de los numerosísimos artículos, capítulos de libros o 
discursos elaborados por este eminente neurobiólogo.
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4.3.1. La representación de la retina en la corteza visual primaria
La retina constituye un dispositivo fundamental dentro del sistema visual. Se podría des-
cribir como una suerte de película fotosensible que construye un mapa del campo visual 
que a su vez se representa topográficamente en la corteza cerebral, es decir, es plasmado 
con la misma disposición espacial en ésta. Para entender el modo en que se producen es-
tos procesos, se puede dividir la retina de cada ojo en cuatro segmentos: nasal y temporal, 
superior e inferior. 
Figura 4.1. Subdivisiones de la retina y modo en que se conectan con la corteza cerebral. Tomado de Zeki 
(1995: 42).
Como se observa en la Figura 4.1., a causa a la curvatura de la esfera ocular, la retina 
nasal de cada ojo mira al campo visual temporal y viceversa. Como consecuencia de ello, 
 
Figura 4.1. Subdivisiones de la retina y modo en que se conectan con la corteza 
cerebral. Tomado de Zeki (1995: 42). 
 
Como se observa en la Figura 4.1., a causa a la curvatura de la esfera ocular, la retina 
nasal de cada ojo mira al campo visual temporal y viceversa. Como consecuencia de 
ello, la retina nasal del ojo izquierdo y la temporal del ojo derecho comparten el 
campo visual izquierdo o hemicampo izquierdo, mientras que la retina temporal del 
ojo derecho y la nasal del ojo izquierdo hacen lo propio con el campo visual derecho 
(hemicampo derecho). Por la misma razón, la parte inferior del ojo mira al campo 
visual superior y viceversa. Es decir, también se puede establecer una subdivisión de 
cada hemicampo en dos cuadrantes, uno superior y otro inferior.  
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la retina nasal del ojo izquierdo y la temporal del ojo derecho comparten el campo visual 
izquierdo o hemicampo izquierdo, mientras que la retina temporal del ojo derecho y la na-
sal del ojo izquierdo hacen lo propio con el campo visual derecho (hemicampo derecho). 
Por la misma razón, la parte inferior del ojo mira al campo visual superior y viceversa. Es 
decir, también se puede establecer una subdivisión de cada hemicampo en dos cuadrantes, 
uno superior y otro inferior. 
Otro tipo de división de la retina complementario al anterior es el relacionado con la parte 
central y la periférica. La retina central contiene la fóvea, la región más sensible del ojo 
compuesta exclusivamente de conos, los receptores para la visión diurna. Se suele expre-
sar la representación de la retina en función de los grados que distan del grado central de 
visión, que está constituido por la fóvea (1º); también se denomina punto de fijación. Es 
habitual extender la visión central hasta los cinco grados centrales de la retina, puesto que 
aquí se produce la fijación y la visión detallada, y también la visión en color de la que se 
encargan los conos. En el resto de la retina disminuye gradualmente el número de conos 
y aumenta el de bastones (que activan con niveles de iluminación bajos) conforme el es-
tímulo se aleja del punto central de visión. Por tanto, las regiones que exceden los cinco 
grados centrales son denominadas partes periféricas. La definición de un punto exacto en 
la retina se realiza con referencia al punto de fijación y en relación al cuadrante en el que 
se sitúe dicho punto. Por ejemplo, se puede decir que un estímulo se sitúa periféricamente 
con una excentricidad de 25º a partir el punto de fijación del cuadrante superior derecho, 
abarcando un ángulo de 15º (véase Figura 4.2.). La extensión completa del campo visual 
abarca desde los 60º nasales hasta los 90º temporales y desde 60º superiores hasta 70º 
inferiores (Guinot 2002: 86).
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Figura 4.2. Ubicación de un estímulo en las retinas. Se representa la visión central y la periférica. Adaptado 
a partir de Zeki (1995: 43)
Las proyecciones de la señal visual desde la retina al cerebro son ciertamente particulares. 
Las fibras del nervio óptico que se originan en la retina nasal de cada ojo se entrecruzan 
en el quiasma óptico y alcanzan el hemisferio del cerebro opuesto al ojo del que proceden. 
Por su parte, las fibras procedentes de la retina temporal alcanzan la corteza por el mismo 
lado del cerebro. Por lo tanto, las fibras originadas en la retina temporal del ojo izquierdo 
y las procedentes de la retina nasal del ojo derecho envían sus impulsos al hemisferio ce-
rebral izquierdo. En jerga neurofisiológica, el hemisferio izquierdo mira al campo visual 
contralateral, es decir, a la mitad derecha de éste (lo que antes se ha llamado hemicampo 
derecho). Esto mismo ocurre con respecto al hemisferio derecho del cerebro, que recibe 
los impulsos procedentes de las fibras temporales de la retina temporal derecha y las de la 
retina nasal izquierda, por tanto este hemisferio mira también al campo visual contralate-
ral, en este caso, a la mitad izquierda o hemicampo izquierdo (Zeki 1995: 44).
Podemos observar en la figura 4.3. la disposición fisiológica de las conexiones entre el 
ojos y áreas visuales. Se trata de una configuración que se adapta perfectamente a las 
necesidades de interacción con el medio del ser humano como ser bípedo preparado para 
desplazarse en sentido frontal, ya que el acceso a la información sobre los elementos del 
entorno que se extiende hasta aproximadamente 180º en horizontal y 130º en vertical. 
Es decir, el desarrollo evolutivo de los órganos visuales ha diseñado una solución muy 
equilibrada que distribuye las señales ópticas de la dos retinas en dos hemisferios. Meca-
Otro tipo de división de la retina complementario al anterior es el relacionado con la 
parte central y la periférica. La retina central contiene la fóvea, la región más sensible 
del ojo compuesta exclusivamente de conos, los receptores para la visión diurna. Se 
suele expresar la representación de la retina en función de los grados que distan del 
grado central de visión, que está constituido por la fóvea (1o); también se denomina 
punto de fijación. Es habitual extender la visión central hasta los cinco grados 
centrales de la retina, puesto que aquí se produce la fijación y la visión detallada, y 
también la visión en color de la que se encargan los conos. En el resto de la retina 
disminuye gradualmente el número de conos y aumenta el de bastones (que activan 
con niveles de iluminación bajos) conforme el estímulo se aleja del punto central de 
visión. Por tanto, las regiones que exceden los cinco grados centrales son 
denominadas partes periféricas. La definición de un punto exacto en la retina se 
realiza con referencia al punto de fijación y en relación al cuadrante en el que se sitúe 
dicho punto. Por ejemplo, se puede decir que un estímulo se sitúa periféricamente con 
una excentricidad de 25o a partir el punto de fijación del cuadrante superior derecho, 
abarcando un ángulo de 15o (véase Figura 4.2.). La extensión completa del campo 
visual abarca desde los 60o nasales hasta los 90o temporales y desde 60o superiores 
hasta 70o inferiores (Guinot 2002: 86). 
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nismos fisiológicos como la convergencia binocular de las líneas de visión en un punto 
de fijación, el la fusión binocular (la estimulación de puntos correspondiente en las dos 
retinas) y disparidad binocular proporcionan las claves para definir la visión tridimensio-
nal del campo visual en la que los estímulos observados son vistos como un objeto único 
en el espacio, a pesar de la duplicidad de operaciones que tiene lugar en las retinas y en la 
corteza visual. Cualquier experimento sobre percepción visual ha de tener en cuenta este 
tipo de variables para su diseño e implementación.
Fig. 4.3. Conexiones entre retina y hemisferios cerebrales.1 
Cuando las vías visuales superan el quiasma óptico, pasan a denominarse tractos ópticos 
y transmiten sus señales hasta el núcleo geniculado lateral (NGL). Se trata de una estruc-
tura compleja perteneciente al tálamo subcortical. Se compone de seis capas y muestra 
dos rasgos especialmente notorios y relevantes. Por un lado, las fibras del nervio óptico 
procedentes del ojo ipsilateral (que se encuentra en el mismo lado del NGL en cuestión) 
se dividen en tres partes que acaban en las capas 5, 3 y 2 del NGL, mientras que las fibras 
el ojo contralateral terminan en las capas 6, 4 y 1 de esta estructura. Las capas del NGL 
están apiladas unas sobre otras, de forma que todos los puntos del espacio visual registra-
1 Imagen extraída de http://kaileresearch.blogspot.com.es/2008/11/human-visual-system-101.html. Fecha de consul-
ta: 15-12-2012.
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dos en una capa coinciden con los puntos adyacentes del resto de capas. La especificidad 
de las conexiones es un rasgo que se puede observar en todo el sistema nervioso. La 
consecuencia de ello en este caso es un registro muy preciso de la representación de la re-
tina. Según Zeki, la multiplicidad de capas que se da en los núcleos geniculados laterales 
podría implicar también una separación funcional que se expresaría posteriormente en la 
corteza visual (ibíd.: 46). 
El segundo rasgo destacable en relación al NGL es que la composición anatómica de sus 
cuatro capas superiores y de sus dos inferiores difiere en cuanto al tipo de células que 
las conforman. Las cuatro capas superiores están compuestas de neuronas con cuerpos 
celulares pequeños, mientras que las dos capas inferiores contienen neuronas de cuerpos 
celulares grandes. Las primeras se denominan capas parvocelulares y las segundas, capas 
magnocelulares. Esta división, como ocurre con todo los elementos del sistema visual, 
parece no ser gratuita ya que las cuatro capas superiores tienen características que las 
hacen apropiadas para la visión de la forma y del color, mientras que no ocurre lo mismo 
con las dos inferiores, cuyas propiedades detectan mejor la forma dinámica y el movi-
miento (ibíd.: 223). Esta idea se desarrollará con mayor amplitud en el apartado 4.3.3. 
de este trabajo, no obstante, baste con adelantar en este punto que la noción de que estas 
diferencias anatómicas también determinan diferencias funcionales ha resultado no ser 
totalmente válida. 
Estudios como el de Goodale y Milner (1992) establecieron que las proyecciones de 
la vías magnocelular y parvocelular también determinan una división funcional, según 
la cual el canal ventral del sistema visual desarrollaría un papel relevante en la identi-
ficación de objetos, mientras que el canal dorsal intervendría en las transformaciones 
sensoriales y motoras que conducen a la manipulación de los objetos visualizados. Sin 
embargo, otros estudios han puesto en tela de juicio la idea del paralelismo funcional de 
los dos canales visuales al hallar pruebas sobre la convergencia de señales de ambos tipos 
en distintas regiones de la corteza visual primaria y también más allá de ésta. Por ejemplo, 
el trabajo de Vidyasagar et al. (2002: 945) muestra que: “At least a quarter of the cells in 
our cortical sample appear to receive convergent P and M inputs”.
Tras alcanzar el NGL, los impulsos procedentes de la retina viajan a través de la radia-
ción óptica para acabar en la corteza, concretamente en la corteza del lóbulo occipital del 
mismo hemisferio en el que está situado el NGL. En consecuencia, la corteza de cada he-
misferio recibe la señal de la mitad contralateral del campo visual. El tipo de proyección 
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que alcanza la corteza cerebral, al igual que ocurre en el NGL, forma un mapa topográfico 
procedente de la retina en la corteza. Como se ha dicho en otras ocasiones, esto quiere 
decir que las imágenes captadas por la retina tienen su representación, punto por punto, en 
una porción de la corteza situada en los lóbulos occipitales (la parte posterior del cerebro) 
que se denomina habitualmente corteza visual primaria, corteza estriada o bien V1. 
No obstante, se ha demostrado que también se produce una pequeña proyección desde el 
NGL a otras áreas visuales distintas de V1. Este descubrimiento guarda relación con el 
fenómeno de la ‘visión ciega’ que muestran ciertos pacientes que pueden ‘ver’ de forma 
muy rudimentaria, aunque sin tener consciencia de haber visto (ibíd.: 48-49). Tal como 
ocurría con las proyecciones hacia el NGL, el área V1 del hemisferio izquierdo recibe la 
proyección de las imágenes registradas en el hemicampo visual derecho, mientras que 
las recogidas en el hemicampo visual derecho son proyectadas contralateralmente hacia 
el área V1 del hemisferio izquierdo. El hallazgo de la visión ciega del movimiento en 
pacientes que tienen daños en V1, por ejemplo, es un apunte muy clarificador puesto que 
nos informa de que el input visual puede alcanzar el área V5 sin pasar por V1 y de que 
esto es suficiente para la discriminación del estímulo visual móvil y para tener conciencia 
al respecto del mismo (Barbur et al. 1993). Por tanto, el área V5 se perfila como uno de 
los módulos especializados en el procesamiento del movimiento, en tanto que elemento 
determinante de la imagen dinámica. 
En este sentido, una taxonomía de los elementos visuales que responda al funcionamiento 
de los procesos perceptuales debe sustentarse en parte en la noción de separación fun-
cional ofrecida por hallazgos como la existencia de dos canales visuales principales en 
el cerebro, el ventral y el dorsal, y su respectiva división de tareas en el procesamiento 
de la imagen. Una de las claves que puede aportarnos en relación a la articulación los 
componentes del sistema visual y a las relaciones entre estos es que el procesamiento de 
los atributos visuales que precede a la identificación de objetos visuales parece efectuarse 
a lo largo del canal ventral. De ahí que la categoría objeto deba ser recogida por dicha 
taxonomía de algún modo. 
No obstante, existen muchas otras pruebas, como la citada poco antes al respecto de la 
ubicación del procesamiento consciente del movimiento en el área V5, que apuntan a la 
modularización del procesamiento de la señal visual en muchos más subsistemas y, en 
consecuencia, antes de plantear un modelo teórico sobre los atributos visuales y sus inte-
racciones en términos estructurales o semánticos, habría que determinar la naturaleza de 
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esos procesos y el tipo de componentes visuales que gestiona cada módulo especializado. 
Esto proporcionaría un fundamento empírico mucho más sólido a una posible modeliza-
ción, que a la postre ofrecería parámetros de análisis válidos para el estudio de los ele-
mentos visuales traducidos en la audiodescripción. A continuación se introduce al lector 
en el concepto de especialización funcional en el cerebro visual y las claves que aporta a 
nuestra investigación sobre los componentes de la imagen dinámica.
4.3.2. La especialización funcional en la corteza visual humana
Según Zeki, en el caso de la visión, la naturaleza unitaria de la imagen visual en la que sus 
atributos básicos (forma, color, movimiento, profundidad) se perciben conjuntamente en 
el espacio y el tiempo, llevó a los neurobiólogos a pensar erróneamente que estos elemen-
tos deben ser procesados en una misma área de la corteza, y a descartar cualquier prueba 
que sugiriese una especialización para el procesamiento del color o de otros atributos 
de la visión por separado. Tenían serias dificultades para creer que una imagen unitaria 
no equivalía a un proceso visual unitario, desarrollado específicamente en una sola área 
visual (ibíd.: 39). 
The error was reinforced by the anatomical organization of the visual pathways. The corti-
cal input from the retina is funneled through the striate cortex […], lesions in which lead to 
absolute blindness, usually without dissociation of visual submodalities. It therefore seemed 
natural […] to consider that striate cortex (area V1) was the sole visual “perceptive center” 
in humans, while the cortex surrounding it associated the “received” visual “impressions”, 
contrasting them with previous “impressions” of a similar kind (Zeki et al. 1991).
El hecho de que existan varias áreas visuales en la corteza cerebral es una demostración 
de la complejidad de la visión como proceso, complejidad con la que no contaban los 
estudiosos de la visión en el cerebro hasta que se toparon con pruebas fehacientes de una 
especialización funcional de varias áreas limítrofes a V1 y V2 (las mal llamadas por Fle-
chsig y sus discípulos áreas de la corteza de asociación visual, que a todas luces se consi-
deran hoy áreas visuales de pleno derecho) (Zeki 1995), que hasta aquel momento habían 
tratado de ignorar sistemáticamente. Finalmente tuvieron que admitir que hay vida más 
allá del área visual primaria y existen otras regiones visuales a parte de ésta en la corteza. 
Sin embargo, en un primer instante, la función que le fue asignada a esas áreas fue la de 
meras continuadoras del trabajo efectuado por V1, integrando el conjunto de procesos 
que tienen lugar en la áreas visuales en un modelo de tipo jerárquico que derivaría en otro 
tipo de procesos de nivel superior. Si partiéramos de esta suposición, una investigación 
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como ésta que pretende, entre otras cuestiones, definir los distintos atributos de la imagen 
dinámica a raíz de los numerosos sistemas neuronales que son selectivos a cada uno de 
ellos, carecería de sentido alguno. Quedaría claro que todos los procesos no responden 
más que a la acción de un área integradora única hacia la que derivan todas las señales 
visuales relativas a un mismo estímulo. 
Por los motivos aducidos, aproximadamente hasta principios de los años setenta el para-
digma de procesamiento visual imperante fue de tipo jerárquico. Grosso modo, el modelo 
jerárquico conjeturaba que el procesamiento de los impulsos visuales en la corteza visual 
es de tipo ascendente y piramidal, de tal forma que cuando la señal visual alcanza el área 
V1, sus células se encargan de procesarla toscamente para derivarla a otras áreas del 
cerebro que realizan un procesamiento más refinado de forma secuencial hasta alcanzar 
una estación terminal en la que convergen los impulsos de todas las áreas y subáreas 
visuales. Zeki (1995: 153) esgrime que en un sistema como este el estadio final sería 
algo así como una célula pontifical que tendría características muy complejas que la ca-
pacitaría para responder a estímulos también enormemente complejos. Sin embargo, las 
evidencias anatómicas desmienten la existencia de cualquier área hacia la que deriven las 
señales de todas las áreas visuales y que se encargue de actuar como un centro integrador 
capaz de unir todas esas señales y generar una conciencia unificada del mundo visual que 
percibimos (Bartels & Zeki 1998). Esta interpretación es más bien la consecuencia del 
enquistamiento del viejo discurso de índole filosófica que equipara la sensación de uni-
dad de la visión con la existencia necesaria de un solo sistema de procesamiento de todos 
los atributos visuales. Se trata de una cuestión heredada de la supuesta existencia de un 
principio universal que organiza el acceso al conocimiento, en este caso al conocimiento 
visual. Las reflexiones de Zeki a este respecto resultan convincentes:
In the light of present evidence, the neurobiological question cannot assume the unity of 
knowledge as its starting point. It must begin by asking: Is there one or are there many di-
fferent kinds of organizing principle, each one tailored to the acquisition of a particular kind 
of knowledge (say about shapes, or colours, or geometrical relations)?, and then proceed 
to define the organizing principle in neurobiological terms. […] Indeed, the history of neu-
rophysiology has taught us that the acquisition of knowledge is a distributed process, with 
different cortical areas contributing in specialized ways and according to an anatomical and 
functional organization tailored to the needs of acquiring different kinds of knowledge (Zeki 
1999: 2058).
Hasta la fecha no se ha demostrado la existencia de ninguna estación final en la corteza 
cerebral. Por el contrario, cada vez se ha ido perfilando mejor una red de áreas visuales 
especializadas. Cada área especializada recibe múltiples señales  y emite otras tantas a 
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distintas áreas de la corteza y también a áreas subcorticales, como el tálamo o la amígda-
la. En consecuencia, cada área es solo parte de un sistema de procesamiento visual más 
extenso y que excede los límites de las áreas consideradas tradicionalmente de tipo visual 
(V1), incluyendo además de ciertas áreas subcorticales, otras pertenecientes a la corteza 
temporal, la parietal y la frontal (Bartels & Zeki 1998). Esto nos indica que el sistema 
de adquisición de conocimiento visual está ampliamente distribuido por la corteza, pese 
a que las áreas que mayor cantidad de señales visuales procesan son principalmente las 
ubicadas en el lóbulo occipital (V1, V2, V3, V4 y V5, representadas en la figura 4.4.), y de 
ello se puede deducir que la visión es una de las tareas más complejas y absorbentes para 
el cerebro; del mismo modo, resulta fundamental para adquirir conocimiento, puesto que 
al procesar los atributos de la imagen, las áreas especializadas también están generando 
un correlato consciente al respecto de dichos elementos. Zeki denomina estas operacio-
nes microconciencias. Como se expondrá más adelante con mayor lujo de detalles, los 
procesos especializados que ejecutan las células presentes en un nodo determinado de un 
área visual como V4, que se relaciona con el procesamiento de los colores, permiten ser 
consciente del tono que posee un objeto visualizado en un determinado momento. Ese 
nodo se activará exclusivamente ante una determinada longitud de onda para permitirnos 
ser conscientes de que la hoja de una planta, por ejemplo, es verde. Sin embargo, el nodo 
contiguo al que se activa con el verde de la hoja probablemente no estará activo al visuali-
zarla, sino que estará especializado funcionalmente en el procesamiento de otro tono, por 
ejemplo, el amarillo. La magia del sistema visual radica justamente en que pese a esta se-
gregación funcional, podemos percibir una imagen del mundo tremendamente unificada, 
aunque con matices, porque generalmente somos conscientes de la imagen que estamos 
atendiendo en un momento dado y quizá solo a través de la comunicación que permite el 
lenguaje podemos ser conscientes de que somos consientes (Zeki 2003). Las razones, o 
mejor dicho, las bases neurofisiológicas que determinan la aparente unidad de la visión se 
irán exponiendo a lo largo del capítulo.
El detonante del cambio hacia un paradigma de procesamiento modular en paralelo fue el 
descubrimiento de la especialización funcional de la corteza visual –recordemos que se 
venía de un modelo jerárquico en el que se suponía la existencia de una única área visual 
y de un pretendido centro integrador de la conciencia, tanto de la visual como las de otra 
índole. El primer paso se dio a través de estudios de las áreas visuales de monos macacos, 
cuyos cerebros visuales guardan gran similitud con el cerebro humano. En concreto, el 
área V5 fue la primera en arrojar cierta luz. Los experimentos llevados a cabo consistían 
en la inserción de microelectrodos en el área de estudio y el análisis de la respuesta (en 
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términos de activación) a distintos estímulos proyectados en una pantalla colocada frente 
al primate. En su experimento sobre V5, Zeki observó que sorprendentemente todas las 
células de esta área respondían al movimiento y que más del 90% respondían al mo-
vimiento en una dirección pero no en la contraria, se trata de células direccionalmente 
selectivas (Zeki 1974). Sin embargo, cuando se producía la activación de estas células 
ocurría independientemente de los cambios de color del estímulo o del fondo de la panta-
lla. Precisamente por este comportamiento de las neuronas de V5 se pudo confirmar que 
en esta pequeña región de la corteza visual reside la capacidad de procesar de forma espe-
cializada y anatómicamente segregada el atributo visual movimiento. En la figura 4.4. se 
puede observar una representación gráfica de V5, también llamada MT (medial temporal, 
en sus siglas en inglés); es la zona coloreada en rojo.
Figura 4.4. Áreas visuales funcionalmente especializadas, representadas sobre la corteza cerebral. 2
El hecho de que los mecanismos visuales operen bajo el patrón de la especialización 
funcional en las áreas visuales reviste una importancia tremenda y vital para nuestra in-
vestigación. Aunque inicialmente la relación entre percepción visual y traducción parece 
no ser muy directa, la noción de que se parte implica que la forma en que se procesan los 
estímulos visuales en el cerebro predetermina el tipo de conocimiento que se extrae de la 
realidad observada y, a su vez, las estructuras semánticas y sintácticas que se ponen en 
funcionamiento en el proceso traductor audiodescriptivo. En este sentido, la AD refleja 
2 Imagen tomada de: http://wiki.bethanycrane.com/introducingtheeye. Fecha de consulta: 12-12-2012.
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un mundo visual, el de la obra que actúa como texto meta, que necesariamente se somete 
los mecanismos de percepción, entre ellos el de la especialización funcional. Un análisis 
no demasiado exhaustivo de cualquier GAD bastará para poner de relieve un universo de 
formas, colores, texturas y movimientos vinculados a los objetos visuales que pueblan el 
entramado discursivo del texto origen; todo ello transfigurado al plano del lenguaje. 
Esta noción nos empuja a investigar la viabilidad de una taxonomía de los elementos 
composicionales de la imagen dinámica de base neurofisiológica. Sustentar esta clasifica-
ción y sus posibles aplicaciones metodológicas en cualquier otra esfera del conocimiento 
alejada de los principios y procesos bajo los que opera la visión y, por ende, el cerebro, 
resultaría en nuestra opinión un ejercicio un tanto gratuito, a la vez que improductivo. No 
quiere decir esto que las conclusiones alcanzadas por líneas de investigación de naturaleza 
semiótica, filosófica o de otro tipo, que se han dedicado al estudio de la imagen dinámica 
carezcan de valor, profundidad y rigor metodológico, sino que en sus planteamientos hay 
más cabida para la arbitrariedad y la especulación, ya que no parten de planteamientos 
empíricos y cognitivos como los utilizados por esta propuesta investigadora. 
4.3.3. La doctrina del qué y del dónde y las vías parvocelular y magnocelular
Mishkin y Ungerleider (1982) elaboraron una propuesta sobre la estructura de los proce-
sos corticales involucrados en la visión que derivaba de observaciones de corte clínico 
(estudios de lesiones). Pese a la complejidad de las interconexiones existentes entre las 
áreas visuales que van más allá de V1, su descripción identificó dos vías generales que 
proyectarían impulsos más allá de esta área en el cerebro del macaco. Como se ha men-
cionado en un apartado anterior, la primera vía se denomina habitualmente ventral porque 
está situada más ventralmente y termina en la parte inferior del lóbulo temporal. Esta vía 
favorecería la identificación y el reconocimiento de objetos. La segunda es la vía dorsal, 
que termina en la corteza parietal y que se especializa en la visión espacial, es decir, en 
la localización y procesamiento de los objetos en el espacio visual. Debido a esta dicoto-
mía en el procesamiento visual algunos se han referido a estas vías como la vía del qué 
(la visión del objeto) y la vía del dónde (la visión espacial), respectivamente, (Goodale 
& Milner 1992) y de ahí surge el referirse a ello como a la doctrina del qué y del dónde. 
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Figura 4.5. Vías ventral (qué) y dorsal (dónde) originadas en la corteza visual.3 
La diferenciación funcional de los procesos de percepción visual que se efectuaría en cada 
una de las vías implica que nuestro cerebro está dotado de dos sistemas a gran escala que 
le permiten segregar y gestionar el conocimiento visual de dos formas. En primer lugar, 
las operaciones efectuadas a lo largo de la vía ventral se perfilarían como las responsables 
de la discriminación entre figura y fondo, de modo que la identificación de los objetos 
dentro del campo visual y de las cualidades de éstos conformarían el output cognitivo de 
los procesos visuales de la vía ventral. De cara a la configuración de la taxonomía que 
vamos a desarrollar, esta podría permitir establecer una categoría formal denominada ob-
jeto, por ejemplo. Por otro lado, se podría seguir una lógica similar con los mecanismos 
y procesos neurofisiológicos que actúan en la vía dorsal del sistema visual, responsable 
de la localización del objeto en el espacio visual. Consecuentemente, una categoría vin-
culada al impacto cognitivo de estos procesos debería incluirse en el modelo taxonómico, 
quizá bajo una nomenclatura como relaciones espaciales.
De acuerdo con Zeki (1995: 222), la hipótesis de vías duales planteada por Mishkin y 
Ungerleider procede de observaciones clínicas en monos cuyas lesiones en la corteza 
temporal inferior y posterior, por donde discurre la vía ventral, conducen a serios defectos 
en el reconocimiento de objetos, mientras que las lesiones que afectan a la corteza pa-
rietal posterior, en ella radica la vía dorsal, incluyen entre sus síntomas la desorientación 
espacial y otros trastornos en los que resulta difícil percibir correctamente las relaciones 
3 Imagen extraída de: http://www.d.umn.edu/~jfitzake/Lectures/DMED/Perception/VisualCortex/AssociationCortex.
html. Fecha de consulta: 20-12-12.
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entre los objetos del campo visual. Poco después de su identificación, se intentó conside-
rar estas dos vías como prolongaciones de otras que surgen en la retina, transitan por el 
NGL y alcanzan la corteza visual (Livingstone & Hubel 1987). Se trata en concreto de las 
capas de células ganglionares llamadas parvocelulares (P) y magnocelulares (M), cuya 
existencia ya se había mencionado en el apartado 4.3.1. de este trabajo en relación con la 
estructura del NGL. La noción de que las vías ventral y dorsal constituyen proyecciones 
de las capas P y M a lo largo de la corteza cerebral está respaldada fisiológicamente por 
las conexiones existentes entre las capas P y M del NGL y el área V1. 
Más allá de V1 se sabe de la existencia de dichas proyecciones de las vías parvocelula-
res y magnocelulares hacia áreas visuales especializadas en procesar atributos visuales 
básicos como V5, en el caso del movimiento, o V4, con respecto al color. Sin embargo, 
reconocer que solo existen dos vías que emanan de V1 resultaría una afirmación equívoca 
y reduccionista, porque V1 tiene outputs tanto directos como indirectos a las áreas citadas 
y también aV3, V3A y V6 como poco (ibíd.: 223). 
En definitiva, de cara a nuestra propuesta teórica habrá que tener en cuenta que existen 
ciertas vías visuales cuya actividad determina la visión de objetos y las relaciones espa-
ciales, pero no son las únicas vías existentes, pese al fuerte arraigo de la doctrina de qué y 
del dónde. Por ello se hace necesario seguir ahondando en la naturaleza multidimensional 
de las estructuras de la corteza visual y en el tipo de acceso al conocimiento que determi-
na. Como se tratará de explicar en el apartado siguiente, según los postulados del equipo 
de investigación de Zeki (Zeki 1995, 1999, 2001, 2009; Bartels & Zeki 1998, 2004, 2006; 
Zeki & Bartels 1998a, 1998b, 1999; Moutoussis & Zeki 1997; etc.), la estructura de la 
corteza visual y sus proyecciones más allá de ésta estarían compuestas por un conjunto de 
sistemas de procesamiento funcionalmente especializados que trascenderían la dicotomía 
propuesta por la mencionada doctrina. 
En definitiva, existen muchos hechos objetivos que deslegitimizan esta doctrina, como 
las múltiples interacciones anatómicas existentes entre los sistemas P y M dentro de la 
corteza visual, lo que nos lleva a plantear un modelo más abierto y dinámico que la pro-
puesta dualista que se ha visto en este apartado. En dicho modelo deberán tener cabida 
las interpretaciones más plausibles al respecto de las conexiones dinámicas entre áreas 
especializadas, así como su funcionamiento segregado en paralelo, que a la postre prede-
terminaría el tipo de conocimiento visual con el que está dotada la mente humana. Estas 
cuestiones serán explorada en los siguientes apartados. 
4.  Atributos visuales básicos y su procesamiento
169
4.3.4. Integración de tipo multiestación en los procesos de la corteza visual
Una de las formalizaciones teóricas más aplaudidas del laboratorio de Zeki es la llamada 
teoría de la integración multiestación (theory of multistage integration o TMI). Esta pro-
puesta se basa en la existencia de varios sistemas de procesamiento autónomos y parale-
los dentro de la corteza visual del cerebro (Bartels and Zeki 1998a). Cada uno de estos 
sistemas se caracteriza por estar especializado funcionalmente en el procesamiento de un 
determinado atributo visual, como puede ser el color o el movimiento. Otra característica 
de cada sistema es que posee estaciones o nodos que reciben y distribuyen los impulsos 
visuales dentro del propio sistema o entre sistemas distintos. Esta teoría también supone 
que la actividad que tiene lugar en un determinado nodo es perceptualmente explícita, es 
decir, genera una experiencia consciente sobre el atributo visual procesado por el nodo en 
cuestión (ibíd.). Para referirse a este hecho, Zeki ha acuñado el término microconciencia. 
[…] each node of a processing-perceptual system creates its own microconsciousness. We 
propose that, if any binding occurs to give us our integrated image of the visual world, it must 
be a binding between microconsciousnesses generated at different nodes (Zeki & Bartels 
1999: 225). 
En este sentido, toda propuesta sobre un modelo de elementos composicionales de la ima-
gen o sobre un modelo sobre el sistema de acceso al conocimiento visual debe remitirse 
al concepto de especialización funcional con el que se identifican las microconciencias, 
dado que una microconciencia producida en el área V5 sólo puede ser el reflejo de la 
actividad de las células presentes en un nodo visual especializado en el procesamiento de 
alguna propiedad sobre el color, en dicho caso, por ejemplo el tono o el brillo del objeto 
visualizado. En el caso de la taxonomía que se propone al final de este capítulo, esta in-
fluencia será determinante.
Siguiendo con el discurso de la TMI, debido al procesamiento en paralelo de cada sistema 
autónomo, la actividad de cada nodo alcanza un punto final en un momento distinto para 
cada sistema, de modo que los atributos visuales se perciben en tiempos distintos según se 
ha podido observar por la activación de los sistemas que los procesan a través de técnicas de 
neuroimagen (PET, fMRI, etc.). Por ejemplo, el color se percibe antes que la orientación de 
las formas, que a su vez se percibe antes que el movimiento, con unos lapsos de tiempo de 
aprox. 30ms y 40ms, respectivamente (Moutoussiss & Zeki 1997). Esto no es óbice para que 
la experiencia subjetiva del elemento visual que contiene tales atributos sea coherente y unifi-
cada, o lo que es lo mismo, que pese a la asincronía en la percepción de los atributos visuales, 
experimentamos una conciencia visual unificada. El motivo de que esto suceda así es que:
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Of course, it is also true that over longer periods of time, in excess of 500 ms, we do see diffe-
rent attributes in perfect temporal and spatial registration (the attributes are ‘bound’ together) 
(Zeki 2003: 215).
En suma, estos hallazgos apoyan la noción de una asincronía general en la percepción 
visual que viene definida por la temporalidad con la que se procesan los distintos atributos 
visuales, o lo que los estudios de Zeki han descrito como la cronoarquitectura del cerebro 
humano:
[…] the cerebral cortex can also be subdivided into different components temporally, without 
any a priori hypotheses, based on the principle of functional independence. This states that 
distinct functional subdivisions have activity time courses (ATCs) that are, if not indepen-
dent, at least characteristic to each when the brain is exposed to natural conditions (Bartels 
& Zeki 2004a: 419). 
Tras esta exposición somera del armazón argumental de la TMI cabría preguntarse cuál es 
la contribución que una teoría de estas características puede hacer al estudio académico 
de una submodalidad traductora como la audiodescripción cinematográfica y, específica-
mente, a la parcela de la imagen. Dicho con otras palabras, qué herramientas de análisis 
y conceptos de la TMI son aplicables al tema de estudio. Quizá resulte pertinente traer a 
colación ahora una frase de Zeki que puede aportarnos varias claves: 
[…] the visual brain is an epistemic system whose function is to acquire knowledge about 
the world, which it does not so much by “representing” the visual world as by constructing it 
according to its own laws as well as to laws inherent in the physical world” (Zeki 2001: 57). 
Por una parte, se está topicalizando aquí el concepto de adquisición de conocimiento 
visual. Ser conscientes de los mecanismos de adquisición de conocimiento del cerebro 
visual resulta fundamental para estudioso del proceso de audiodescripción (de cualquier 
tipo) en tanto que proceso de trasposición de elementos visuales hacia un código lingüísti-
co. Por otro lado, se hace referencia al modo en el que el cerebro visual accede al conoci-
miento, equiparándolo con un proceso de construcción más que con un acto de represen-
tación. De esta idea se puede extraer un fundamento valioso siguiendo este paralelismo: 
mediante la audiodescripción, no tanto se efectúa una representación de un conocimiento 
visual en otro código distinto al de la imagen, sino que más bien se construye un discurso 
verbal basado en las leyes sobre el procesamiento de la imagen por parte del cerebro, en 
las leyes de expresión verbal de una determinada lengua y en las propias leyes del mundo 
físico que son las que determinan el objeto de conocimiento, es decir, el campo visual y 
los elementos que lo componen. En el caso del cine, este último sería la propia imagen 
cinematográfica.
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Observamos que un esquema como el anterior encaja con una concepción modular de la 
arquitectura de la mente humana y de sus sistemas de procesamiento. La idea de un siste-
ma de procesamiento de la visión multidimensional ya nos es familiar en la corteza visual. 
Igualmente, la noción de modularidad deberá ser extensible a otras áreas especializadas 
del cerebro y, por tanto, habrá de existir un sistema de procesamiento dedicado gestionar 
las relaciones entre la visión y otros sistemas de procesamiento, como el lenguaje, la 
percepción auditiva, la memoria semántica, etc. Es decir, los distintos sistemas deberían 
mantener cierto grado de independencia y a la vez ser capaces de interactuar o funcionar 
de forma coordinada entre ellos. Esta conceptualización modular sobre la arquitectura 
y el funcionamiento del cerebro –y la mente– está totalmente en consonancia con los 
postulados de Zeki con respecto a las distintas dimensiones de la visión (procesamiento, 
percepción y experiencia consciente), las cuales generalmente son también aplicables al 
resto de sistemas de procesamiento del cerebro en tanto que partes de un sistema de ad-
quisición de conocimiento distribuido por todo el cerebro:
[…] the acquisition of knowledge is a principal function of the brain, and that it does so, first, 
by using an organizing principle so that the input into the brain generates and experience and, 
next, by using the experience so generated to form concepts. To the extent that many different 
brain areas are involved in organizing the incoming signals, each according to its specializa-
tion, the knowledge-acquiring system of the brain must be widely distributed throughout the 
cerebral cortex (Zeki 2009: 35).
Estos conceptos se amoldan perfectamente a una concepción de la psicología evolutiva 
al respecto de la estructura y el funcionamiento de la mente humana denominada modu-
laridad masiva; según ésta, la mente se compone de un gran número de módulos semi-
independientes:
[…] there is a strong case for saying that the mind will consist of a great many different 
processing systems, which exist and operate to some degree independently of one another. 
Each of these systems will have a distinctive function, or set of functions; and each will have 
a distinct neural realization (albeit one that may be dispersed across a number of different 
brain regions). […] Moreover, the processing that takes place within each of these systems 
will generally be inaccessible elsewhere. Only the results, or outputs, of that processing will 
be made available for use by other systems (Carruthers 2006: 62).
Habitualmente se utiliza la corteza visual y sus conexiones como modelo prototípico de 
un sistema de procesamiento modular. Para ello quizá haya influido el hecho de que sea 
uno de los sistemas del cerebro más estudiados.
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A partir de este punto, conviene exponer con mayor profundidad los postulados más re-
levantes de la teoría de la integración multiestación, la cual discurre en la línea de la 
modularidad masiva, pero con sus propias puntualizaciones. Todo ello será recogido para 
su aplicación al desarrollo de una taxonomía general sobre los componentes de la imagen 
dinámica y la relación entre ellos. 
4.3.4.1. Sistemas autónomos de procesamiento en paralelo y funcionalmente espe-
cializados
Estudios y experimentos sobre el cerebro visual desarrollados desde finales de los años 
sesenta han conducido a la demostración de la existencia de muchas áreas visuales dife-
rentes, cada una de las cuales posee patrones de conectividad distintivos y desarrolla sus 
funciones de forma simultánea y en paralelo con respecto a otras áreas visuales (Zeki 
1975). La multiplicidad de áreas visuales constituye un principio contrastado y al que 
se adscriben la mayoría de investigadores en las disciplinas neurocientíficas (Zeki 1971; 
Allman & Kaas 1971, 1974; Felleman & Van Essen 1991), pese a que no se conoce el 
número exacto de áreas visuales diferenciadas. No obstante, sí se tiene certeza de que 
cada área especializada posee conexiones muy específicas con V1 y V2 por una parte y 
con otras áreas ubicadas en los lóbulos temporales, parietales y frontales por otro lado. 
Ejemplo de estas conexiones serían las existentes entre los ‘blobs’ (secciones de la cor-
teza en las que los grupos de neuronas se ensamblan mediante formas cilíndricas) de 
V1 y las bandas delgadas de V2 y V4, relacionadas todas ellas con el procesamiento del 
color. Por su parte, las conexiones entre la capa 4B de V1, las bandas gruesas de V2 y el 
área V5 son las que portan los impulsos que procesan el movimiento en la corteza visual 
(Zeki and Bartels 1999). Podríamos decir que estos dos tipos de proyecciones anatómicas 
conforman un sistema de procesamiento especializado en el procesamiento de atributos 
visuales, el color y el movimiento, en este caso. Además, consta de varios nodos que en 
este ejemplo se equiparan con las áreas anatómicas de la corteza visual citadas (V1 –sus 
blobs, bandas gruesas e interbandas–, V2, V4 y V5).
Por tanto, un sistema de procesamiento especializado será aquel que incluya las célu-
las especializadas de V1 y V2 y las proyecciones de éstas a áreas especializadas y, por 
extensión, las subsiguientes proyecciones de las áreas especializadas hacia otras áreas 
que trascienden la corteza visual. Este tipo de proyecciones las podemos encontrar en la 
corteza relacionada con el movimiento que rodea el área V5 y que está interconectada 
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recíprocamente con ésta (Howard, Brammer, Wright, Woodruff et al. 1996) o en las áreas 
del lóbulo temporal medial hacia las que proyecta su señal V4 (Zeki & Marini 1998). 
Estos sistemas autónomos no coinciden realmente con las vías magnocelular y parvo-
celular como han especulado ciertas investigaciones (Mishkin, M., Ungerleider, L. G. 
And Macko, K. A. 1983). Varios estudios han demostrado que gran parte de los sistemas 
que anteriormente se creían exclusivamente derivados de la vía magnocelular tienen un 
aporte significativo de la vía parvocelular y viceversa, como es el caso de V5, el nodo es-
pecializado en procesar el movimiento, que de acuerdo a pruebas anteriores debería estar 
compuesto mayormente por células derivadas de la vía magnocelular:
Based on the fact that a great majority of cells in the middle temporal (MT) [V5] area of 
the macaque respond to movement of luminance contours with directional selectivity, this 
area has been thought to be concerned with the analysis of visual motion. However, objects 
can be discriminated from the background not only by differences in luminance but also by 
differences in color. It is possible that color signals are also used for motion analysis in MT 
(Saito et al. 1989: 1). 
En definitiva, siguiendo a Zeki y Bartels (1999), se puede establecer una proposición fun-
damental, a saber, que el cerebro visual está conformado por sistemas de procesamiento 
funcionalmente especializados que realizan sus respectivos procesos en paralelo y de 
forma distribuida. Esto se puede ilustrar con un ejemplo. En el área V4, que es uno de los 
nodos que conforman el sistema de procesamiento del color, ciertas neuronas se activan 
exclusivamente ante longitudes de onda determinadas, por ejemplo 450 nm (azul oscuro), 
mientras que otro grupo de células de este nodo sólo tienen actividad en una longitud de 
600 nm (amarillo). Ambas columnas de neuronas se activaran paralelamente cuando se 
procesa un objeto que refleja esas dos longitudes de onda. Se trata además de grupos de 
neuronas que están distribuidos en localizaciones del área V4 dispares. Este mecanismo 
que funciona a pequeña escala respecto al procesamiento del color, es extrapolable al res-
pecto la percepción de los distintos atributos visuales por parte de los distintos sistemas 
de procesamiento (forma, movimiento, textura, etc.), es decir, funciona a gran escala en 
todas las áreas visuales y presumiblemente en todo el cerebro.
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Figura 4.6. Mapa de las áreas visuales especializadas en humanos sobre superficie aplanada de la corteza 
del hemisferio derecho. Adaptado de Tootell, Tsao y Vanduffel (2003: 3982).
A continuación se presenta una síntesis de los elementos que estructuran dos de estos 
sistemas, los especializados en el procesamiento del color y el movimiento. La razón 
principal para exponer el funcionamiento de estos dos sistemas de forma más detallada 
es que son los más estudiados dentro del ámbito de la percepción visual y que estimamos 
que es suficiente señalar la composición de estos dos sistemas para ilustrar conceptos que 
definen a todos los sistemas de procesamiento visual, por ejemplo, la modularidad, la 
segregación funcional, el procesamiento paralelo, su correlación con la conciencia de los 
atributos visuales que procesan (microconciencias), etc. Por tanto, obviamos en este pun-
to otra serie de sistemas que resultan igualmente relevantes para el conjunto de la visión, 
como los relativos a la forma, la profundidad, la orientación, la textura, etc. No obstante, 
se realizará una exposición detallada del funcionamiento de los módulos especializados 
en procesar los elementos descartados aquí en el apartado relativo al modelo taxonómico 
que se propone en este capítulo. Ambas exposiciones (la que sigue a continuación y la 
que se realizará en dicho apartado) difieren en su intencionalidad; ésta busca ilustrar el 
concepto teórico que se expone aquí, esto es, el referente a la organización modular, la 
especialización funcional y la actuación en paralelo de los sistemas de procesamiento vi-
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sual; aquella tiene como objeto sentar los fundamentos teóricos del modelo de taxonomía 
de los elementos visuales desarrollado en esta tesis.
Color
El del color constituye uno de los sistemas modulares de la corteza visual que resultan 
esenciales y determinantes para el procesamiento del campo visual en el cerebro humano 
y, por ende, para el conocimiento del entorno. Parece lógico deducir que su arquitectura 
y funcionamiento condicionarán en cierta medida el tipo de conocimiento que el cerebro 
humano codifica en relación al color de los objetos, así como las representaciones lingüís-
ticas que genera el cerebro a partir de los conceptos adquiridos sobre el mismo. 
En términos neuroanatómicos, la distribución de los nodos o estaciones de este sistema 
implica el viaje de la señal visual desde los blobs de V1 hacia las bandas delgadas de V2 
y desde ahí hasta el área V4 (todas ellas contienen neuronas selectivas a la longitud de 
onda de la luz) y el área V4α, situada en un punto anterior con respecto a V4 (Bartels and 
Zeki 2000). La unión de estas dos últimas áreas forma el complejo V4. Más allá de este 
complejo, la señal viaja hacia la corteza temporal inferior. Cada una de esas estaciones 
constituiría un nodo dentro del sistema de procesamiento del color, siendo las conexiones 
entre los distintos nodos del tipo de igual a igual, esto quiere decir que las células que 
se encuentran en los distintos nodos son selectivas al mismo tipo de información, en este 
caso, tanto las neuronas presentes en las bandas delgadas de V2 como las que se encuen-
tran en el área V4 son selectivas al color. Por tanto, la característica que equipara a todos 
los nodos del sistema es que poseen células que se activan en función de la longitud de 
onda de la luz reflejada por los objetos y, en consecuencia, no se activan (o siendo más 
precisos, la activación es significativamente menor) cuando entran en juego el resto de 
componentes visuales presentes en un estímulo, como el movimiento o la forma, en lugar 
del color. 
Cabe destacar las operaciones que lleva a cabo este sistema para garantizar la constancia 
en la percepción del color de los objetos visualizados. Se cree que el centro del color, 
como han denominado al complejo V4, resulta crítico para las operaciones que permiten 
al cerebro comparar la composición de la longitud de onda de la luz reflejada desde una 
superficie con la reflejada por las superficies que rodean a la primera para asignar un color 
constante a dicha superficie (Land 1974). Es decir, las propiedades de las neuronas de V4 
tienen la capacidad de generar colores constantes dado que responden a los colores re-
flejados por una superficie independientemente de la composición exacta de la radiación 
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electromagnética que absorbe la retina. Estos datos avalan la hipótesis de que la natu-
raleza de los mecanismos cerebrales dedicados al procesamiento del color es altamente 
especializada y probablemente también esté genéticamente programada para extraer un 
conocimiento conceptual acerca del color. Sería esta conceptualización producida por el 
sistema visual del color la que, una vez percibida, es recodificada por el audiodescriptor 
a la hora de representar esa información mediante una producción lingüística que remite 
a la realidad física que ha sido descodificada por las áreas visuales especializadas en el 
color. En este sentido, y siguiendo a Zeki (2009) podríamos decir que las neuronas de los 
sistemas visuales especializados poseen la asombrosa capacidad de abstraer información 
sobre las cualidades físicas concretas de los objetos del mundo exterior: 
The cells […] are capable of abstracting, as explained earlier, in the sense that a color cell in 
V4 that responds selectively to red is not concerned with the precise nature of the stimulus 
that is red, but only that it should be red (ibíd.: 36).
Movimiento
Por su parte, el sistema del movimiento del cerebro humano está compuesto por la capa 
4B de V1, las bandas gruesas de V2, el área visual especializada V5 y otras áreas rela-
cionadas con el movimiento que rodean a ésta y que junto con V5 se conocen genérica-
mente como el “complejo V5” (Howard et al. 1996). Cada uno de los nodos que forma 
el sistema del movimiento es rico en neuronas direccionalmente selectivas, es decir, se 
activan siempre que el estímulo se mueve siguiendo un ángulo determinado, de modo 
que su máxima activación tiene lugar cuando el ángulo de movimientos es el correcto y 
disminuye conforme la trayectoria difiere de ese gradiente, llegando a ser nula cuando es 
la opuesta. Además de ser uno de los componentes básicos en la percepción de la escena 
visual, el procesamiento del movimiento contribuye al establecimiento de la estructura 
en tres dimensiones del espacio visual y también sirve para guiar el equilibrio, el control 
postural y la vía de locomoción del sujeto en su interacción con el medio.
Hay que mencionar otra cualidad que poseen las conexiones ascendentes (procesos de 
abajo arriba) que se dan entre los nodos de un mismo sistema de procesamiento en rela-
ción al atributo visual que procesan: conforme avanza el procesamiento de la señal óptica, 
el tamaño de los campos receptores y la complejidad de las neuronas del nodo aumentan 
con respecto al nodo anterior. El campo receptor consiste en la parcela de campo visual 
que puede abarcar una célula en modo activo. En el caso del color, por ejemplo, el campo 
receptivo de una neurona del área especializada V4 es capaz de cubrir y procesar toda la 
información relativa al color rojo, por mencionar alguno, que esté presente en la superfi-
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cie de un objeto situado a una distancia media. Por el contrario, en un punto anterior como 
la retina, el campo receptor de una célula visual abarca sólo un puntito del espacio visual. 
No obstante, las proyecciones ascendentes dentro de los sistemas no son el único tipo de 
conexión existente en el sistema visual o en la corteza cerebral en conjunto. Como ya se 
ha mencionado en otros apartados, las conexiones de retorno o descendentes son aquellas 
que regresan desde puntos de la corteza que están más allá de las áreas visuales especia-
lizadas (V3, V4 y V5) o desde las mismas y alcanzan los puntos de partida en V1 y V2. 
Por lo general, estas conexiones son más difusas que las ascendentes y no necesariamente 
obedecen al principio de conexión entre poblaciones de neuronas que desarrollan funcio-
nes similares. Es el caso de la conexión descendente que retorna desde V5 hasta la capa 
4B de V1, la cual no se ciñe al territorio de las neuronas direccionalmente selectivas de di-
cha capa, sino que es más difusa y alcanza otras células neuronales (Shipp & Zeki 1989). 
Una tercera variedad de conexiones es la que se produce entre nodos de sistemas distin-
tos: entre los blobs e interblobs de V1, entre las bandas gruesas y las bandas delgadas de 
V2, o directamente entre áreas especializadas como V4 y V5. En general, estas conexio-
nes se denominan laterales (Zeki and Bartels 1999). Esto evidencia la capacidad anatómi-
ca que tienen los sistemas del color y del movimiento para comunicarse entre sí a través 
de estas proyecciones, pero no implica que los distintos sistemas pierdan su integridad 
funcional, dado que las neuronas de cada nodo continúan activándose exclusivamente 
cuando el componente visual en cuestión es procesado, con independencia de que otro 
tipo componente visual pueda estar siendo procesado en un nodo hacia el que primero 
proyecta lateralmente. 
[…] in spite of these lateral connections, the majority of cells within a given processing 
system continue to be concerned with a given attribute of the visual scene rather than with 
all attributes. If these lateral connections mediate any integrative role, then that role and its 
consequence have yet to be discovered, […] (Zeki 1999: 229).
Como vemos, las conexiones entre sistemas de procesamiento visual anatómicamente 
distintos no menoscaba la organización modular y funcionalmente especializada de cada 
uno los sistemas especializados. En cualquier caso, a diferencia de las proyecciones as-
cendentes, se sabe que las laterales no pueden ser de tipo jerárquico. 
Otro asunto relacionado con la integración de los diversos atributos visuales es el de 
la existencia de nodos que puedan constituir una estación final dentro de un sistema de 
procesamiento. Las pruebas son concluyentes en este caso, no existe ningún nodo que 
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actúe como receptor solamente. Todo nodo recibe y envía señales desde y hacia otros 
nodos distintos. Las pruebas anatómicas también determinan que no existe ningún área 
que pueda actuar como integrador de todos los procesos visuales de forma global, a la 
cual debamos nuestra percepción unificada del mundo visual (Zeki & Bartels 1999). No 
obstante, la cuestión de la integración visual será tratada con mayor lujo de detalle en el 
siguiente apartado.
Todo lo anterior nos demuestra que el cerebro visual está dotado de un sistema de adqui-
sición de conocimiento muy eficiente. Ya hemos dicho que la especialización funcional, 
ilustrada aquí a través de los sistemas de procesamiento del color y del movimiento, es 
una de las características más importantes de dicho sistema. Según lo expuesto, color y 
movimiento tienen distintos centros de procesamiento en el cerebro y, en sí mismo este 
hecho constituye una característica suficiente para validar el principio de especialización 
funcional. Sin embargo, hay más argumentos que además de reforzar este principio, apor-
tan información muy valiosa y clarificadora al respecto de dos variables que determinan 
sustancialmente el modo en el que la mente humana accede al conocimiento: espacio y 
tiempo. 
Según establece Zeki (2009: 37), elementos como el color y el movimiento exigen un 
procesamiento temporal diferente a los sistemas que se encargan de ello: 
With color, signals coming from many different parts of the field of view have to be compa-
red simultaneously, […]. With motion, signals coming from different points successively in 
time must be compared. 
Es decir, el color es omnipresente en la imagen, mientras que el movimientos sólo se 
procesa en relación a los elementos que están en movimiento en un momento dado, de ahí 
que cada uno implique un tratamiento neuronal diferenciado.
Estas exigencias diversas y la ubicación separada de las áreas cerebrales que procesan 
cada elemento se traducen al terreno de lo temporal, de modo que se ha demostrado que el 
color se percibe antes que el movimiento en unos 80-100 ms (Moutoussis & Zeki 1997). 
La diferencia puede parecer pequeña si se observa desde fuera, pero en términos de acti-
vación neuronal es bastante tiempo, dado que una sinapsis tarda en producirse entre 0,5 y 
1 ms. Por tanto, los distintos procesos visuales están sometidos tanto a una jerarquía tanto 
en el espacio como en el tiempo, y esta última produce una asincronía perceptual pequeña 
pero reveladora. Este hecho explica fenómenos perceptuales como la incapacidad de ver 
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con precisión el batir de las alas de muchos pájaros e insectos, o la dificultad que expe-
rimentan los tenistas para cazar una pelota, por ejemplo. Pero más allá de esto, tiempo y 
espacio se definen como elementos que nuestra mente es capaz de procesar puesto que 
está dotada de sistemas visuales especializados en los elementos que se rigen por coorde-
nadas espaciotemporales. Ambos elementos, espacio y tiempo, deberán tenerse en cuenta 
necesariamente para el desarrollo de una taxonomía de la imagen dinámica
4.3.4.2. Integración intra- e intersistémica
En realidad, todo el apartado 4.3.4. gira entorno al concepto de integración desarrollado 
por Zeki (1993). Por ello resulta prioritario definir claramente dicha noción desde el pun-
to de vista del procesamiento de los atributos visuales. El término integración se refiere 
en primera instancia, por tratarse del tipo de unión más esencial, a la generación de una 
actividad neuronal que es producto de la combinación de la actividad de dos o más células 
en una tercera neurona. Según la teoría sobre la que trabajamos, este tipo de integración se 
refiere a “[…] the ‘‘binding’’ of the responses of cells within a single processing system” 
(Zeki 1999: 231). 
En tales casos, la actividad de la neurona receptora depende de los impulsos procedentes 
de las neuronas emisoras. Este tipo de integración tiene lugar exclusivamente dentro de 
un mismo sistema de procesamiento, entre neuronas que comparten una determinada ca-
racterística (selectividad a la longitud de onda, selectividad a la dirección del estímulo, 
etc.). Además va acompañada de una ampliación del campo receptivo de la célula, es de-
cir, el área del campo visual que provoca la actividad de las neuronas 1 y 2 es menor que 
el área del campo visual que activará la neurona 3, receptora de los impulsos procedentes 
de 1 y 2. Como cabe inferir por lo dicho hasta ahora, este tipo de integración ocurre en 
conexiones de tipo ascendente. En tales casos, se denomina integración intrasistémica o 
generativa:
[…] generative binding […] is always hierarchical and preconscious. It generates cells with 
new receptive field properties, is accompanied by receptive field enlargement, and is media-
ted by a ‘‘like-with-like,’’ ‘‘bottom-up’’ input (Zeki and Bartels 1999: 232).
Un buen ejemplo de integración generativa lo podemos encontrar en el sistema del color. 
La ampliación del campo receptivo de las neuronas selectivas a la longitud de onda cuan-
do la señal viaja de V1 a V4 supone también un salto cualitativo en el tratamiento de la 
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señal, mientras que en V1 responden solo a la longitud de onda de la luz, algunas células 
de V4 se correlacionan además con el color percibido (Zeki 1983), de modo que este 
mecanismo permite desarrollar los procesos de comparación necesarios para producir la 
percepción constante de los colores, esto es, que pese a las distintas situaciones lumínicas, 
un objeto verde nos siga pareciendo siempre verde (Land 1986). A este fenómeno se le 
llama habitualmente constancia del color. 
This refers to the fact that the color of a surface changes little, if at all, when the surface is 
viewed in different illuminants. […]. Leaves often reflect more red than green light at dawn 
or at dusk, when there is a lot more of the long (red) wavebands in the light that is reflected 
from a leaf. Yet if our perception of that leaf as green were to change with every change in 
the wavelength composition of light reflected from it, then the leaf would no longer be recog-
nizable and identifiable by its color […]. Color would then lose its significance as a reliable 
biological signalling mechanism (Zeki 2009: 20-22)
El segundo tipo de integración alude a la interacción de los impulsos procesados por 
sistemas especializados distintos, en otras palabras, a la unión de atributos visuales perci-
bidos por un sistema de procesamiento especializado (forma, color, movimiento, textura, 
profundidad, dirección, etc.). Éste vendría a ser el concepto de integración intersistémica 
o integración paralela (Zeki and Bartels 1999) expresado de un modo muy simple. Se 
considera que la unión de atributos visuales básicos es un proceso posterior a la percep-
ción consciente del atributo en cuestión que se produce a escala intrasistémica gracias a 
la integración generativa. De acuerdo con los postulados de esta teoría, este tipo de inte-
gración es la causante de la generación de un correlato consciente, o lo que es lo mismo, 
que la actividad de cada nodo dentro de un sistema de procesamiento visual pueda ser 
perceptualmente explícita (sin requerir otro tipo de computación adicional para crear la 
conciencia del atributo visual percibido –microconciencia). Partiendo de esta base, Bar-
tels & Zeki (1998) establecen que la conciencia visual general (unificada) estaría formada 
por la integración una multitud de microconciencias. Esto indica que toda integración 
intersistémica o paralela es en realidad la unión de experiencias que ya son conscientes y 
han sido generadas en cada módulo de procesamiento especializado. En consecuencia, la 
integración paralela no es un proceso jerárquico y tiene lugar cuando una microconcien-
cia generada en un determinado nodo (percepción del color azul, por ejemplo) se integra 
con una microconciencia procedente de un nodo perteneciente a otro sistema (percepción 
de una figura con forma rectangular). En tal caso se percibiría el fenómeno unificado de 
un rectángulo de color azul. Estos procesos integradores determinan la visión real de los 
elementos del entorno visual, o de una producción cinematográfica. En consecuencia, 
también han de tenerse en cuenta para el desarrollo del modelo de análisis de los elemen-
tos visuales que se planteará al final de este capítulo.
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Por tanto, uno de los escenarios en los que este tipo de integración podría actuar es en la 
definición de objetos. Self y Zeki (2005) estudiaron el complejo occipital lateral (LOC 
en sus siglas en inglés), un área del cerebro visual relacionada con el procesamiento de 
objetos. De acuerdo con el estudio, en esta área se integran las señales del color y el movi-
miento. Se pudo verificar que las neuronas de este complejo son más activas cuando tanto 
el color como el movimiento definen la forma del objeto, en contraste con una activación 
producida sólo por uno de los dos atributos visuales. De este modo, las formas compues-
tas por los dos atributos (color y movimiento) tienen una ventaja perceptual respecto 
a las formas unimodales. Por tanto, la integración entre atributos computados por dos 
sistemas especializados puede resultar muy trascendente para el análisis del proceso de 
audiodescripción, ya que la probabilidad de que un determinado objeto sea audiodescrito 
debe de ser sustancialmente mayor cuando éste está dotado de color y movimiento que 
cuando sólo lo define uno de los componentes básicos. Por ello, en la fase experimental 
de la investigación se utilizarán estímulos visuales consistentes en imágenes dinámicas 
que representen objetos compuestos por ambos atributos visuales, siguiendo patrones de 
consonancia entre ambos o de predominio de uno respecto al otro. Esto se contrastará con 
descripciones verbales de los mismos que bien se ajusten al patrón visual de coincidencia 
entre atributos o que difiera del mismo. Se buscará con ello observar la capacidad de los 
sujetos para 1) detectar dichas cualidades visuales y 2) relacionarlas de forma precisa 
con las traducciones intersemióticas ofrecidas a modo de respuesta múltiple y evaluable 
según escala de adecuación.
Finalmente, se ha postulado también que la integración paralela desarrolla un papel im-
portante en la capacidad del sistema visual para discriminar objeto y fondo, así como para 
contribuir a la naturaleza uniforme y coherente de nuestra percepción de los objetos del 
entorno visual (ibíd.: 9). De lo contrario nuestra percepción de los objetos sería fragmen-
taria. En vez de percibir una pelota de tenis en su conjunto, veríamos por separado una 
esfera, un color verde amarillento y la trayectoria que este objeto describe.
Otra propiedad del sistema visual directamente emparentada con la integración es la de 
la temporalización en percepción de los distintos atributos visuales. Ya lo hemos mencio-
nado en párrafos anteriores refiriéndonos a ello como asincronía de la conciencia visual, 
que a su vez ha sido relacionado con conceptos como el de cronoarquitectura del cerebro 
humano (Bartels & Zeki 2004a) o con el de desunión de la conciencia (Zeki 2003). El 
siguiente párrafo expone los aspectos más relevantes de la asincronía de la conciencia 
visual y las implicaciones que pueda tener para nuestra investigación.
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4.3.4.3. Asincronía de la conciencia visual 
Pese a que en nuestro día a día percibimos las distintas modalidades de información con 
una coordinación espaciotemporal coherente, existen numerosas pruebas que señalan a 
la existencia de variaciones temporales en la percepción de las mismas (por ejemplo, en 
el caso del sonido y la visión) desde el momento en que se produce el estímulo (Wood-
worth & Schlosberg 1965). Esto también ocurre con atributos pertenecientes a una mis-
ma modalidad. En el caso de la visión, un buen ejemplo procede de la experimentación 
psicofísica y tiene lugar cuando a los sujetos se les pide que emparejen dos estados que 
alternan con rapidez dos atributos diferentes, como es el caso de una barra que tiene uno o 
dos colores y una o dos orientaciones. Los sujetos suelen ser incapaces de realizar bien la 
tarea porque en realidad los tiempos de percepción de los dos atributos son distintos (Zeki 
& Bartels 1998a). Se ha demostrado que existe un lapso entre la percepción del color y 
la percepción de la orientación de la barra de entre 30 y 40 milisegundos (Moutoussis & 
Zeki 1997). Dichos resultados confirman mediante estudios psicofísicos que el proce-
samiento de los distintos atributos visuales se realiza de forma segregada en el cerebro 
visual. De hecho, el tiempo de procesamiento del movimiento es mayor que el del color, 
y el color se percibe antes que el movimiento (esto es indicativo de la complejidad de los 
microprocesos encargados del movimiento).
The different attributes characterizing an object at a certain time must be brought together at 
the correct spatial and temporal registration, so that an object is perceive as having the colour, 
form, motion and stereoscopic depth it really had at a particular time. With our method we 
have manipulated the temporal dimension of this binding to show that colour and motion are 
not only processed but also perceived independently from one another. This implies that the 
brain does not have a mechanism to compensate for the perceptual time differences between 
its specialized systems (ibíd.: 397).
La principal consecuencia de esta asincronía perceptual para la experiencia visual huma-
na es que durante periodos de tiempo muy breves (lapsos inferiores a 250 ms), los sujetos 
disocian componentes visuales que materialmente ocurren al mismo tiempo (Zeki and 
Bartels 1999). Es decir, por ciertas razones que aún no están muy claras, durante esos 
breves periodos el cerebro no considera necesario esperar a que todos los sistemas de 
procesamiento hayan concluido sus tareas para generar un correlato consciente de cada 
atributo. 
Al hilo de lo expuesto en el apartado anterior, se puede observar que esta circunstancia es 
resultado de un tipo de integración paralela que no hace más que confirmar la autonomía 
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relativa de los sistemas de procesamiento que configuran la arquitectura del cerebro y la 
mente: “The color system of the brain does not apparently have to wait for the motion 
system to terminate its task” (Zeki 2009: 38).
No obstante, tales lapsos perceptuales no concurren cuando los elementos visualizados 
pertenecen al mismo sistema de procesamiento y, por lo tanto, se trata del mismo tipo de 
atributo visual. Esto ocurre, por ejemplo, en experimentos en los que el sujeto tiene que 
emparejar un movimiento de izquierda a derecha en una mitad de la pantalla con otro mo-
vimiento, en este caso de arriba abajo, en la otra mitad de la pantalla, ambos presentados 
simultáneamente (Moutoussis & Zeki 1997). 
Por otra parte, la independencia de los procesos especializados que tienen lugar en los 
sistemas visuales indica que no hay muchos argumentos neurfisiológicos a favor de lo que 
podríamos denominar unidad de la conciencia visual, dado que además de estar distri-
buida geográficamente (en las distintas áreas visuales especializadas (V3, V4, V5, LOC, 
etc.), lo está temporalmente como hemos podido ver. Por tanto, en realidad existen mu-
chas conciencias visuales o microconciencias que se conjugan para proporcionarnos una 
sensación de unidad próxima a esa conciencia visual unitaria, lo cual difiere de una ver-
dadera unidad perceptual, pues ello equivaldría a que todos los procesos asociados a la vi-
sión tendrían los mismos tiempos de salida y, por tanto, la misma correlación perceptual. 
La aplicación del concepto de asincronía visual a la taxonomía de los elementos visuales 
y a sus relaciones nos interesa en tanto que confirma la existencia de atributos visuales 
particulares, tal cual se planteará en el modelo propuesto. En relación con el acceso al 
conocimiento visual, el fenómeno de la asincronía nos indica que ante la ocurrencia in-
dependiente de dos atributos en la naturaleza, el cerebro ha desarrollado una solución 
consistente en procesar tales atributos por separado. A modo de ejemplo, una pelota, que 
es una forma circular y volumétrica, puede tener distintas direcciones de movimiento, 
por tanto, su forma y el tipo de movimientos que describe son necesarios para definir el 
objeto visual pelota. Si, por el contrario, una pelota se pudiera mover exclusivamente en 
una dirección en todo momento, por ejemplo a la derecha, sólo uno de los dos atributos 
mencionados bastaría para definir conceptualmente el objeto pelota.
En el marco del modelo teórico de Zeki (2009), se considera que un sistema funcional-
mente especializado como el del cerebro visual forma parte de una estrategia general del 
cerebro para adquirir conocimiento sobre la realidad externa y sus múltiples propiedades 
(ibíd.: 40):
La imagen dinámica. Parámetros de análisis para su traducción
184
It [la especialización funcional visual] allows us to generalize, by saying that there are many 
inherited concepts that the brain applies in acquiring knowledge, and that each concept is 
tailored to processing a specific attribute.
Por otra parte, no todos los procesos visuales son asincrónicos. Un ejemplo ilustrativo 
de sincronía en la percepción de elementos procesados por el mismo sistema se puede 
observar al respecto de otros dos atributos (profundidad y orientación) procesados en el 
área V3, dado que ésta contiene células selectivas a ambos. Se trata por tanto de un tipo 
de integración intersistémica o generativa. Dado que se procesan dentro de un mismo 
sistema especializado, también se perciben a la vez. Las pruebas anteriores han llevado a 
Zeki y Bartels a establecer una proposición según la cual:
When two visual events that occur at the same time are perceived at the same time, it is 
because they are processed at the same site (node) and when they are perceived at different 
times, it is because they are processed at different sites (nodes) (Zeki & Bartels 1999: 237).
Como hemos expuesto, la autonomía de los distintos sistemas visuales en términos de 
procesamiento de los distintos atributos de la imagen se traduce en tiempos de percepción 
ligeramente dispares, por ello es necesario plantearse cómo surge la conciencia visual 
aparentemente unitaria que poseemos y qué procesos cerebrales causan que sea así, lo que 
nos conduce al siguiente apartado.
4.3.4.4. La conciencia visual como conjunto de microconciencias y macroconciencias
La línea expositiva de los apartados anteriores apoya el concepto de un cerebro visual 
conformado por sistemas distribuidos de adquisición de conocimiento y descarta la exis-
tencia de un centro integrador de la conciencia al que sean remitidas en última instancia 
todas la microconciencias específicas de cada subsistema visual. De hecho, esta conclu-
sión es resultado de un largo proceso de hallazgos en el ámbito de la neurobiología y la 
percepción visual que revirtió la tesis de la unidad de la visión:
Given the unity and wholeness of our vision, we had supposed that different attributes of the 
visual scene are processed at the same time or at least that an integrator area or process would 
bring the results of the processings undertaken by the different systems together to provide 
an integrated image, one in which all the attributes of vision are seen in perfect temporal and 
spatial registration. But the assumption had not been tested. When we did so, we were sur-
prised to find that when two attributes of vision, for example color and motion, occur at the 
same time, they are not necessarily perceived at the same time […]. This argued for an auto-
nomy of the two processing systems and, by extension, for an autonomy of other processing 
systems as well (Zeki & Bartels 1999: 226-227).
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Como se ha indicado en apartados anteriores, determinados nodos de los sistemas que 
componen la corteza visual son considerados también puntos de percepción consciente 
(pese a la tautología que implica llamarlos de ese modo, ya que toda percepción debe ser 
necesariamente consciente; entre tales puntos encontraríamos las áreas V3, V4, V5, LOC, 
etc.) dado que generan microconciencias muy concretas de los atributos visuales  que 
procesan. De acuerdo con Zeki (2003: 214):
One conclusion from the clinical evidence is that a micro-consciousness for color or visual 
motion is generated through activity at a distinct processing site.
Los estudios realizados indican que la visión consciente de un determinado atributo viene 
dada por el aumento de la actividad en el sistema de procesamiento especializado y que 
la ausencia de esta actividad (o una actividad menor) se relaciona con la falta de una ex-
periencia consciente; esta noción también ha sido confirmada también en otros sistemas 
distintos de los visuales (Dehaene 2001). 
Zeki (ibíd..) propone una distinción de tres niveles de jerarquías en la conciencia visual: 
el nivel de la microconciencia, el de la macroconciencia y el de la conciencia unificada. 
Son niveles jerárquicos porque cada uno de ellos depende de la presencia del anterior. Las 
microconciencias son producto de la integración generativa o intrasistémica, por tanto 
implican la percepción explícita de un atributo visual determinado (color, orientación, 
movimiento, profundidad, etc.), mientras que las macroconciencias serían consecuencia 
del tipo de integración interistémica o paralela y estarían relacionadas con la percepción 
de estímulos o elementos visuales que están compuestos por más de un atributo (una pe-
lota azul rodando, un dado rojo siendo lanzado, un botón, etc.). La jerarquía también es 
aplicable al tiempo de integración que requiere cada tipo de conciencia (aumentando éste 
de acuerdo con la cantidad de elementos visuales que la constituyen).
The temporal hierarchy in perception thus obeys neither the anatomical nor the physiological 
picture; instead, it cuts across both, raising the suspicion that it depends no so much on speed 
of input as on (micro)processing time in the cortex, and giving us hits about how the visual 
brain operates (Zeki 2001: 71).
Vemos que estos procesos operan bajo una integración temporal de los distintos tipos de 
conciencias. Pero a nivel de ubicación en el cerebro, la jerarquía no es realmente aplica-
ble, puesto que para que la integración sea viable es necesario que las distintas áreas espe-
cializadas, situadas en distintos puntos de la corteza, produzcan un correlato consciente. 
Habida cuenta de la influencia y participación de los distintos nodos del sistema visual, es 
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lógico que la teoría defendida por Zeki y expuesta a lo largo de este apartado sea llamada 
teoría de la integración multiestación. Es decir, no existe una jerarquía perceptual puesto 
que la actividad de neuronas situadas en las células de más bajo nivel de un sistema pue-
de integrarse con la actividad de células situadas a un nivel superior en otro sistema de 
procesamiento (Bartels & Zeki 1998).
Bartels y Zeki (1999: 252) señalan que no es sorprendente por tanto el hecho de que no 
exista una estación final en la corteza visual que se encargue de unificar todos procesos, 
puesto que se sabe que la actividad en cada nodo especializado produce su propia con-
ciencia perceptualmente explícita en relación al atributo o conjunto de atributos procesa-
do por el nodo en cuestión. 
No obstante, no está tan clara la forma fisiológica en que las distintas micro- y macro-
conciencias terminan produciendo una imagen conjunta e integrada. Los resultados ob-
tenidos hasta ahora demuestran de la integración es un proceso que no depende de los 
estímulos visualizados, sino de las conciencias producidas por la actividad de cada nodo 
y que, por tanto, la integración de atributos del mismo o de distinto tipo ocurre en una fase 
posterior a la percepción (Bartels & Zeki 2006: 7). Estos autores concluyen lo siguiente 
en relación a la integración:
These findings thus lead us to suggest that spatial binding is a stimulus-specific process that 
occurs after the generation of a conscious percept of the constituent attributes, thus fortifying 
our previous suggestion that binding is a distributed and post-conscious process. (ibíd.)
Por otro lado, se especula con que la integración de microconciencias y macroconciencias 
determinaría la conciencia final unificada, que no sería otra cosa que la conciencia de uno 
mismo como ser que percibe una realidad que le rodea. Según Zeki (2003: 217), “this and 
this alone qualifies as the unified consciousness, and this alone can be described in the 
singular”. Es decir, la conciencia unificada consistiría en una autoconciencia del sujeto 
como receptor de lo percibido. Zeki apunta a este respecto que el lenguaje y la capacidad 
de comunicación desarrollan un papel importante para el desarrollo efectivo de tal con-
ciencia (Bartels & Zeki 1999: 238): 
In general, we are not aware of being aware. Instead, we are aware of events, or more genera-
lly of that which we are attending to at a given time. It is generally thought that a good guide 
to being aware is communication through language.
La consideraciones anteriores serán tenidas en cuenta en el desarrollo de la taxonomía 
de los elementos composicionales de la imagen dinámica. Los datos empíricos citados 
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a lo largo del apartado están estrechamente relacionados con la percepción de la imagen 
dinámica, puesto que describen detalladamente la arquitectura y el funcionamiento del 
cerebro visual. En el siguiente apartado ahondaremos en algunos conceptos clave como 
la modularidad, la especialización funcional, la integración, la conciencia visual, etc. re-
lacionados con los elementos composicionales que se incluyen en el modelo taxonómico 
porpuesto.
4.4. Modelo taxonómico sobre los elementos composicionales de la imagen dinámica
Las categorizaciones nacen como un intento de imponer orden sobre elementos en los 
que opera el caos o bien sobre elementos cuyo orden simplemente se desconoce, y quizá 
este último escenario sea al que nos enfrentamos. Si enfocamos la cuestión desde una 
perspectiva mucho más antropológica, categorizar la realidad es una necesidad epistémi-
ca por la que se trasladan cierto estado de cosas del mundo a parámetros que se ajustan 
a las capacidades cognitivas del ser humano. En este caso concreto, el estado de cosas 
del mundo sobre el que intencionadamente se quiere instaurar un orden es el del mundo 
visual, es decir, la imagen perceptual. Se recalca este adjetivo para descartar imágenes de 
otro tipo, como las mentales y las oníricas, que pese a estar relacionadas con las primeras 
por sus elementos compartidos, distan de ellas en que no son un producto primario del 
acceso directo al entorno visual por medio del sentido de la vista. 
La imagen perceptual es dinámica o móvil en tanto en cuanto los elementos que la con-
forman están dotados de movimiento autónomo o bien, sin estarlo (al menos a un nivel 
aparente), son susceptibles de ser movidos por los elementos que sí pueden moverse de 
forma autónoma. Gracias a las peculiaridades de sistema perceptivo somos conscientes 
de tales circunstancias. 
Por otra parte, es necesario puntualizar que la imagen cinematográfica también es un caso 
de imagen dinámica perceptual, pese a que como se ha expresado en el apartado 3.3. de 
este trabajo se trate de una representación acelerada de imágenes estáticas que crea la 
ilusión de movimiento gracias a los fenómenos de la persistencia de la visión y el movi-
miento aparente.
La taxonomía de elementos composicionales de la imagen dinámica que se propone aquí 
aborda de un modo directo la relación entre visión y lenguaje. Autores como López Gar-
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cía y Veyrat (2012), Lieberman (2002) o Martin et al. (1995) abordan esta relación en 
términos de conexiones o proyecciones comunes hacia otras áreas. Justamente el tema de 
estudio de esta tesis hace que sea perentorio dilucidar, en la medida de lo posible, el tipo 
de vínculo que se da entre ambos fenómenos. Huelga decir que ambos son producto de la 
actividad neurológica del cerebro. Aquí se encuentra la primera coincidencia. El lenguaje, 
por una parte, es el principal medio del que estamos dotados para representar la realidad, 
o mejor dicho, para codificar el conocimiento que se obtiene del mundo exterior a tra-
vés de los mecanismos sensoriales entre los que se encuentra en una posición destacada 
respecto a los demás sentidos, la visión. Resulta evidente que la vista es el sentido más 
desarrollado del ser humano y prueba de ello es su extensión, puesto que ocupa casi un 
cuarta parte de éste; de ahí el que nos llamemos criaturas visuales. La visión, por tanto, es 
una de los medios más eficientes para adquirir conocimiento. 
En relación con las conexiones físicas y funcionales entre las áreas visuales y las áreas 
lingüísticas, López García y Veyrat (2012: 190) plantean la hipótesis de un desarrollo 
evolutivo de las áreas de la corteza dedicadas a la visión (corteza visual, situada en el 
lóbulo occipital) hacia las dedicadas al lenguaje, como son el área de Broca, el área de 
Wernicke y el fascículo de conexiones nerviosas que las une (situadas en los lóbulos fron-
tal y temporal respectivamente). Esta hipótesis se hace en parte plausible debido a que 
las vías dorsal y ventral se prolongan desde el nervio óptico, discurren por las áreas V1 
y V2, los sistemas visuales especializados y las áreas de la corteza de asociación visual, 
hasta alcanzar el resto del cerebro. De acuerdo con los autores citados, en ese tránsito, 
la rama superior (dorsal), que como se indicaba en el apartado 3.2.3. de este trabajo se 
encargaría de la localización de los objetos en el espacio visual o, por así decirlo, de la 
sintaxis visual, pasa junto al área de Broca, cuya actividad neuronal está relacionada con 
la sintaxis verbal. Mientras que la vía inferior (ventral) se ocuparía de la identificación 
de objetos, es decir, de la conceptualización de los elementos visuales (semántica visual). 
Esta vía pasa junto al área de Wernicke, que asimismo es la responsable de la semántica 
verbal. Este hecho permitiría plantear la idea de una posible evolución o transferencia de 
esquemas de procesamiento de la actividad neuronal desde las áreas visuales hacia las 
áreas lingüísticas de la corteza cerebral.
No obstante, esta asimilación de funciones en la evolución del lenguaje a partir de las 
áreas visuales quizá sea demasiado reduccionista porque, en primer lugar, se debe aclarar 
que las áreas de Broca y de Wernicke no monopolizan los procesos neuronales relativos 
al lenguaje, pese a que su activación suele ser una constante en la realización de activida-
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des lingüísticas. Otras muchas áreas de la corteza cerebral están implicadas. En concreto, 
respecto a la consideración del área de Broca como el centro que procesa la sintaxis, ha-
bría que sumar la aportación de otras áreas a esta labor como son las regiones parietales 
posteriores, la circunvolución del cíngulo anterior, la corteza premotora y el área motora 
suplementaria (Liberman 2002: 48). En definitiva, las bases neuronales del lenguaje son 
complejas y dinámicas y suelen implicar muy distintos circuitos neuronales, en muchas 
ocasiones contiguos. De acuerdo con Damasio et al. (2004: 180): 
The problem with the classical anatomical account is not that it is wrong but that it is quite in-
complete. In discussing the macro-architecture of the neural systems underlying language or 
the clinical aspects of aphasias, it is certainly appropriate to refer to Broca’s and Wernicke’s 
areas […]. It is no longer reasonable, however, to accept the idea that these two language-
related areas alone, connected by a direct and unidirectional pathway, translate thoughts into 
words and vice versa. Any current consideration of the macrosystems involved in the proces-
sing of language requires the involvement of many other brain regions, connected by bidirec-
tional pathways, forming systems that can subsequently cross-interact.
Quizá sea útil recurrir al modelo teórico de Zeki (2009) para poner en contexto datos 
como los que se acaban de enunciar. Habitualmente la neurociencia ha tratado de locali-
zar y delimitar de manera muy exacta y poco asociativa las bases neuronales de una u otra 
función específica, pero a menudo se pasa por alto la plasticidad de la corteza cerebral –la 
capacidad de una determinada área de procesar estímulos gestionados habitualmente por 
otras áreas por causa de alguna lesión o disfunción de éstas últimas– así como determina-
das características comunes a todas las neuronas de la corteza. 
Indeed, the description of how cells in different areas of the cerebral cortex differ in their 
responses is one of the great triumphs of physiology. But in thus emphasizing the specifi-
city in the responses of cells within different cortical areas, physiologists have overlooked 
another critical feature, namely the capacity of these specific cells […] to abstract. […] What 
I mean by abstraction is the emphasis on the general properties at the expense of the particu-
lar (ibíd.: 13).
En el caso de la visión y el lenguaje, partimos de una diferenciación funcional que a priori 
resulta evidente: mientras que las células de la corteza visual se activan cuando procesan 
estímulos visuales, las células de las áreas lingüísticas hacen lo propio cuando procesan 
distintas tareas asociadas con el lenguaje. Sin embargo, siguiendo la proposición anterior 
de Zeki, en la búsqueda de las diferencias particulares entre células de sistemas de proce-
samiento distintos, se ha obviado una cualidad de todas ellas, la capacidad de abstraer. El 
concepto de abstracción en relación con las neuronas de la corteza cerebral implica que 
éstas se centran en una cualidad determinada de toda la información procesada, indepen-
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dientemente de las particularidades de cada caso concreto de información. Piénsese en 
una célula que sólo se activa ante cierta longitud de onda de la luz (color), por ejemplo, 
un rojo borgoña. Esa célula se activará siempre, independientemente del objeto que posea 
esa coloración, puede tratarse de un vino, de un tapiz, un mueble o una mariposa. Este 
tipo de comportamiento de las neuronas no se limita a las áreas sensoriales, sino que es 
extensible a las áreas lingüísticas, cognitivas, motoras, etc. Por ejemplo, un área situada 
en el lóbulo frontal se activa al detectar patrones que cambian de forma irregular e im-
predeciblemente a lo largo de un periodo de tiempo, sin importar el tipo de estímulo que 
varíe de esa manera (letras, números, colores, líneas rectas, etc.) (ibíd.: 16). Otro caso 
significativo de abstracción se puede encontrar en una región de la corteza orbitofrontal 
que se activa ante imágenes que se juzgan —esto implica también un componente cog-
nitivo— como visualmente bellas, con independencia de que se trate de rostros, paisajes, 
objetos, esculturas o pinturas abstractas (Kawabata & Zeki 2004: 1702):
[…] in accordance with the mass of imaging data showing the association of specific feelings 
and emotional states with specific brain structures, the judgment of a painting as beautiful or 
not correlates with specific brain structures, principally the orbitofrontal cortex, known to be 
engaged during the perception of rewarding stimuli.
No obstante, el razonamiento sobre la capacidad de abstracción compartida por las áreas 
visuales y las áreas lingüísticas no justificaría por sí sólo un desarrollo evolutivo de las 
primeras a las segundas, ya que se trata de una propiedad compartida por la mayoría de 
neuronas de la corteza cerebral. Las pruebas han de ser buscadas en las similitudes exis-
tentes entre el funcionamiento profundo de las áreas implicadas. Quizá la prueba más 
contundente sea la existencia de estructuras de semántica profunda que ambas modalida-
des (la visual y la lingüística) comparten. Estudios de neuroimagen han mostrado que su 
vinculación se atiene a la siguiente premisa (Lieberman 2002: 49): 
[…] knowledge “coded” in words is stored and accessed by activating the neuroanatomical 
structures and circuits that constitute the means by which we attain and/or make use of the 
knowledge coded by words.
Por tanto, si ese conocimiento se ha adquirido por la vía de la percepción visual, es proba-
ble que ciertas áreas relacionadas con la visión se activen cuando por ejemplo se le pide a 
un sujeto que nombre el color asociado a un objeto (azul para un bolígrafo), –en el citado 
estudio se observó la activación de una región del lóbulo temporal ventral situada junto 
al área que procesa la percepción del color (V4); o bien cuando se le pide al sujeto que 
mencione la acción asociada a un objeto (pintar para un pincel), –en este caso se activó 
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una región de la circunvolución temporal izquierda que está junto al área que procesa el 
movimiento (V5) (Martin et al. 1995). En este sentido, se podría afirmar que la relación 
entre lo visual y lo lingüístico se articula a un nivel conceptual en el que ambas modalida-
des interactúan gracias a la activación de determinados circuitos neuronales compartidos. 
El lexicón mental o conceptual parece conectar el conocimiento adquirido sobre el mun-
do real a través de la percepción visual con los patrones de sonido a través de los que se 
comunican los conceptos codificados por las palabras (Lieberman 2002: 51).
Dentro de esta línea argumental, la audiodescripción se postula como una práctica tra-
ductora que explota las estructuras semánticas y conceptuales compartidas por ambas 
modalidades con el fin de producir una representación lingüística de un conocimiento ad-
quirido a través de la percepción visual. En nuestra opinión, ciertos autores han acertado 
de pleno al caracterizar la audiodescripción como una modalidad traductora cuya esencia 
reside en la noción de representación del conocimiento general que se adquiere al visua-
lizar una obra audiovisual (Jiménez Hurtado 2007: 148):
[…] se trata de un tipo de descripciones en las que, de forma recurrente, se recoge lo que real-
mente es importante conocer cuando se está percibiendo cualquier tipo de realidad. El guión 
audiodescrito destaca aquellos conceptos que son absolutamente relevantes para comprender 
el acontecer de cualquier tipo de evento. 
Aquí entra en escena la noción de representación del conocimiento que implica codificar 
mediante el lenguaje descripciones que se corresponden con el mundo o con un estado de 
cosas del mundo (Brachman & Lavesque 1985). En este sentido, la representación del co-
nocimiento que se efectúa en la AD incluiría la rápida asimilación de elementos visuales 
por parte de las áreas de procesamiento visual del cerebro y su extensión a niveles más 
específicos (esquemas conceptuales y semánticos), así como la capacidad de relacionar 
de forma precisa el conocimiento visual con codificaciones lingüísticas generales o perte-
necientes a un área de especialidad. 
En definitiva, el proceso traductor ejecutado en estas circunstancias abarcaría el alma-
cenamiento en memoria de conceptos relativos a los elementos visuales —esto parece 
suceder directamente en las áreas visuales funcionalmente especializadas que se activan 
durante el proceso de percepción, lo cual genera un correlato consciente del elemento 
visual—, el acceso al lexicón conceptual, los automatismos propios del acceso terminoló-
gico y la capacidad de codificación que implica la formación de términos y la articulación 
de un discurso verbal.4 En el siguiente apartado intentaremos definir en qué consisten los 
4 Faber (2004) hace referencia a un proceso de representación del conocimiento similar, aunque en su caso relaciona-
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procesos anteriores mediante una descripción pormenorizada de los elementos visuales, 
las áreas que intervienen en su procesamiento, su prolongación semántica y conceptual 
y, finalmente, la transformación de código que tiene lugar durante la traducción de estos 
elementos.
4.4.1. Niveles del modelo taxonómico
A continuación, tomando como punto de partida los fundamentos teóricos que se han ex-
presado a lo largo de este capítulo, se propone un nuevo modelo de taxonomía funcional 
de los elementos constituyentes de la imagen dinámica basado en nuestra propias con-
clusiones acerca de las características de los sistemas de procesamiento visual que hemos 
expuesto a lo largo del presente capítulo. En este modelo cobran especial relevancia como 
soporte teórico las evidencias relativas al funcionamiento de los mecanismos de percep-
ción visual procedentes del campo de la neurociencia, dado que son el resultado de un 
corpus científico contrastable y dotado de toda la objetividad permitida por los métodos 
de estudio empírico sobre el funcionamiento del cerebro en seres humanos y otros anima-
les, en especial de las áreas visuales.
Nuestro modelo adopta la forma de una taxonomía general que identifica una serie de ele-
mentos visuales básicos susceptibles de participar en la imagen dinámica perceptual, en la 
que se incluye la imagen cinematográfica. Justamente, esta taxonomía puede resultar de 
utilidad para aquellos que necesiten interpretar el valor y la relevancia de los elementos 
visuales en una película. Un perfil profesional que podría estar interesado en nuestra pro-
puesta es el de los audiodescriptores. Por este motivo y por formar parte del tema de esta 
investigación, el modelo está dirigido en primera instancia a este grupo profesional. No 
obstante, otro tipo de profesionales interesados en el análisis estructural de la composi-
ción de la imagen dinámica también podrían aplicarlo en sus respectivas áreas de trabajo. 
El modelo propuesto trata de evitar en la medida de lo posible el componente especula-
tivo propio de los aspectos más teóricos de todo modelo al sustentarse principalmente en 
pruebas extraídas de estudios de neurociencia en relación a las estructuras neuronales que 
determinan la percepción visual. Estas pruebas son indicadoras de que la corteza visual 
humana está dotada de un sistema modular para el procesamiento de la imagen percep-
tual. 
Como se ha explicado en apartados anteriores, en la corteza cerebral existen módulos de 
do con la traducción interlingüística especializada.
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procesamiento visual funcionalmente especializados que poseen un grado de autonomía 
elevado los unos respecto a los otros y constituyen la base del acceso al conocimiento 
visual. En este sentido, se sabe que el sistema de acceso al conocimiento del cerebro 
visual se distribuye por varias regiones de la corteza cerebral (Zeki 2001). La noción de 
autonomía que se aplica a estos módulos o nodos del sistema visual es respaldada por 
las pruebas que indican que algunos atributos se perciben antes que otros, por ejemplo el 
color con respecto al movimiento (Moutoussis & Zeki 1997), lo cual se interpreta como 
que el procesamiento de cada atributo específico alcanza su meta perceptual en un tiempo 
diferente al de los demás. 
Los procesos modulares ocurren generalmente de forma serial, aunque también bajo es-
quemas jerárquicos que tienen lugar dentro de cada sistema de procesamiento. Por otro 
lado, se sabe que cada módulo tiene entradas y salidas múltiples, dentro de la corteza y 
a un nivel subcortical, de lo que se deriva que no existe una estación final encargada de 
coordinar todos estos procesos, al menos en términos neuroanatómicos (Zeki 1995). De 
acuerdo con el principio universal de conectividad cortical: un área A que proyecta su se-
ñal hacia un área B también recibe proyecciones desde B (Felleman & Van Essen 1991), 
esto hace posible que los correlatos conscientes (microconciencias) de cada módulo espe-
cializado puedan integrarse entre sí, independientemente de la ubicación de los módulos 
en la jerarquía del proceso. 
En conjunto, estas ideas formalizan la teoría de la integración multiestación (Bartels and 
Zeki 1998a), de la que en parte es deudora la taxonomía de elementos composicionales de 
la imagen dinámica que se propone aquí como modelo teórico y metodológico.
4.4.1.1. Nivel estructural
En esta taxonomía se fijan varios niveles de análisis interrelacionados. Primeramente se 
define el nivel que engloba los elementos visuales básicos identificados en los procesos de 
percepción visual. Consideramos necesario categorizar tales elementos dentro del nivel 
más básico e inicial del modelo, puesto que el procesamiento modular que realizan las 
áreas especializadas al respecto de estos atributos es indicativo de que el cerebro visual 
procesa, percibe y reconoce los elementos visuales siguiendo un principio de indepen-
dencia funcional (Zeki 2009: 39) al que hemos ido aludiendo a lo largo de este capítulo: 
el cerebro ha desarrollado una solución para gestionar la ocurrencia autónoma de los 
distintos elementos visuales en el entorno físico que consiste en procesarlos en áreas 
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anatómicas localizables en partes del cerebro diferentes y geográficamente distintas. En 
esencia, los elementos que se describirán a continuación están íntimamente vinculados 
con las funciones específicas que desarrollan determinadas áreas visuales durante los pro-
cesos perceptivos. 
Notará el lector que las referencias a los diversos aspectos de los procesos de percepción 
visual expuestos a largo del capítulo son numerosas, hecho éste motivado por la utiliza-
ción de los principales postulados y hallazgos de la neurociencia como fundamento de 
esta taxonomía. Por asimilación con la tradición lingüística de la que se parte, nos referi-
remos a este estrato del modelo como nivel estructural de la taxonomía. Tal nivel incluye 
los siguientes elementos visuales esenciales: color, movimiento, forma, profundidad y 
textura. 
Es muy probable que esta propuesta se quede corta en cuanto al número de atributos 
incluidos en este estrato, dado que estudios relacionados con la selectividad de las áreas 
visuales han identificado más de una docena de regiones con propiedades funcionales que 
se propagan por la corteza visual (véase Tootell, Tsao y Vanduffel 2003 para revisión). No 
obstante, esta selección está motivada por: 
1) el consenso alcanzado por las principales propuestas en relación a estos atributos en 
neurociencia, 
2) tratarse de los elementos procesados en los puntos más próximos físicamente a las 
áreas V1 y V2 de la corteza visual –desde donde provienen sus proyecciones– y 
3) la coincidencia con las categorizaciones procedentes de estudios sobre creación, dise-
ño y composición visual. 
Por otra parte, este modelo ha de ser recibido como una propuesta inicial, por lo que no se 
descarta ampliar los elementos básicos expuestos aquí en desarrollos futuros del modelo.
4.4.1.1.1. Elemento visual color
A lo largo de este capítulo se ha abordado ampliamente este elemento de la imagen en 
tanto que atributo procesado por uno de los sistemas funcionalmente especializados de 
la corteza visual. Este subapartado intenta condensar las aportaciones anteriores e incluir 
otra serie de datos de orden empírico para definir el color como elemento composicional 
básico de la imagen dinámica. 
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Sin duda, el color es una de las propiedades visuales más estudiadas por los expertos en 
neurofisiología y percepción visual. A pesar de ello, existe un cierto debate a la hora de 
delimitar una región del cerebro (el área V4 o V8) como la responsable del procesamiento 
de este atributo (Bartels & Zeki 2000; Hadjikhani et al. 1998, Tootell et al. 2003; Wade 
et al. 2002; Wandell 1999; Zeki et al. 1991). En las últimas dos décadas, los análisis 
con neuroimagen han generado un mapa relativamente detallado de las localizaciones de 
ciertas áreas visuales (V1, V2, V3, V4/V8) retinotópicas, es decir, aquellas que muestran 
representaciones más o menos robustas de los elementos del campo visual registrados 
por la retina. No obstante, otras aún están por ser definidas, así como su función exacta 
en el procesamiento de los elementos visuales y esa es la causa de la controversia sobre 
la localización exacta de un centro del color en el cerebro humano. Varios estudios clí-
nicos (Damasio et al. 1980; Pearlman et al. 1979; Zeki 1990) y de neuroimagen revelan 
que ciertas regiones de la corteza visual ventral próximas al área anatómica llamada V4v 
responden a estímulos definidos primordialmente por el color. Estas regiones se denomi-
nan en conjunto V4 o complejo V4 (Bartels & Zeki 2000; Lueck et al. 1989; McKeefry 
& Zeki 1997), V8 (Hadjikhani et al. 1998; Tootell & Hadjikhani 2001), y a veces, VO 
(Wandell 1999). Parece claro que el complejo V4 desempeña una papel bastante relevante 
en la percepción del color más allá de las áreas visuales generales (V1 y V2), pero cabe 
destacar que el procesamiento conjunto de esta propiedad es el resultado de toda una vía 
de procesamiento que comienza en los fotoreceptores de la retina, pasa por V1, V2, y las 
áreas especializadas de la corteza visual, incluido el propio complejo V4.
De acuerdo con Zeki & Marini (1998) existirían tres estaciones o fases generales en el 
procesamiento del color. La primera, basada en las áreas V1 y V2, se dedica principal-
mente a registrar la presencia y la intensidad de diferentes longitudes de onda y a diferen-
ciarlas. Una segunda estación implicaría al área V4, dedicada a realizar las operaciones 
automáticas conducentes a mantener la constancia del color, sin relacionar esto a parcelas 
como la memoria, el juico y el aprendizaje, es decir, en esta fase el cerebro computa el 
color en sentido abstracto. La tercera fase, basada en las cortezas inferior temporal y 
frontal, o sea, áreas superiores al complejo V4, permite relacionar el color con los objetos 
que poseen dicho color, de lo que se deduce que entran en juego operaciones de recono-
cimiento y memorización de objetos.
Esta descripción de las operaciones corticales conducentes a la percepción del color le-
gitima el tratamiento de tal atributo como uno de los elementos visuales básicos de esta 
taxonomía. Como elemento básico puede formar parte de un macroelemento, esto es, un 
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objeto visual compuesto por varios de estos atributos en el mundo físico mediante proce-
sos de integración y convergencia de naturaleza múltiple.
4.4.1.1.2. Elemento visual forma
Aunque otras taxonomías y propuestas teóricas sobre los elementos compositivos ya han 
colocado en un nivel similar forma y color, lo que diferencia a este modelo de otros es su 
fundamentación empírica. Los atibutos incluidos en este nivel de la taxonomía tienen en 
común que existen áreas del cerebro visual exclusivamente especializadas en su recono-
cimiento, de ahí que sea obligatorio situarlos dentro de un mismo estrato, en este caso el 
más básico de la taxonomía.
El procesamiento de la forma visual, al igual que el del color y el movimiento, activa nu-
merosas áreas visuales conectadas entre sí por señales ascendentes y descendentes. Según 
Cardin et al. (2011), la localización exacta de las áreas activadas dependerá de la naturale-
za del estímulo, de modo que las formas con propiedades más reconocibles, es decir, más 
relevantes en términos semánticos (imágenes de árboles, carritos, etc.) causan activacio-
nes en áreas visuales más anteriores de la corteza (más cercanas a los lóbulos frontales) y 
desactivaciones en áreas visuales posteriores (V1 y V2). Por su parte, las formas carentes 
de significado para el observador (líneas desordenadas no colineares) suelen activar pre-
cisamente las áreas visuales generales. Obsérvese en la figura 3.6. la localización del área 
visual FFA (fusiform face area), por ejemplo. Se ha confirmado que la activación de esta 
región es selectiva al reconocimiento de caras humanas (Kanwisher et al., 1997). FFA se 
sitúa en un punto más anterior que la mayoría de áreas visuales, y esto parece confirmar 
la hipótesis anterior, precisamente debido a la complejidad estructural y cognitiva del 
procesamiento que conduce al reconocimiento de rostros en tanto que objetos visuales. 
En relación a la percepción del atributo visual forma, se ha observado que las áreas del 
cerebro visual que responden a estímulos consistentes en formas de diversa naturaleza 
son las localizadas en la corteza occipital inferior (áreas visuales básicas V1 y V2), las 
dispuestas dorsalmente en la corteza occipital media (V3) y las situadas ventralmente en 
el giro fusiforme anterior y también las áreas asociadas con la memoria, la semántica y 
la toma de decisiones basadas en objetos (hipocampo y giro temporal inferior). Todo ello 
parece indicar que las señales que procesan la forma visual se transmiten de forma con-
tinua y en paralelo entre los distintos módulos del cerebro visual (Cardin & Zeki 2005; 
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Cardin, Friston & Zeki 2011), y para que la información alcance un determinado estadio, 
debe completarse en el nivel anterior.
Se podría decir que la “coherencia” del estímulo visual (su grado de parecido a estímulos 
procesados por el cerebro con anterioridad) resulta clave para la localización de las áreas 
activadas. Cuanto más coherente sea la forma visualizada, mayor activación de áreas an-
teriores de la corteza y, por ende, mayor implicación semántica y cognitiva del cerebro. 
Este comportamiento de las áreas visuales en el caso de la forma, como elemento compo-
sicional, es extensible a los atributos visuales expuestos en este apartado y es congruente 
con los flujos de procesamiento de las señales visuales propios de un esquema jerárquico, 
en el que intervienen procesos de tipo bottom-up y top-down. Las áreas superiores de-
dicadas a la gestión cognitiva de la información se activan cada vez que el estímulo se 
vuelve más complejo y abstracto. De acuerdo con Cardin, Friston y Zeki (2011: 550):
Top-down signals can help to disambiguate percepts and make the processing in lower areas 
more efficient, either by reducing the activity that is inconsistent with the high-level inter-
pretation or by enhancing the activity of populations encoding percepts efficiently or more 
sparsely.
Este tipo de procesamiento superior quizá sea más intenso y habitual en el caso del atri-
buto forma, frente a otros elementos básicos puesto que la forma resulta fundamental en 
el reconocimiento y la categorización semántica de un objeto, frente al resto de atributos 
básicos. Veámoslo con un ejemplo muy simple: el indicio visual que nos permite discri-
minar de un modo más eficaz un balón de baloncesto frente a uno de rugbi es su forma. De 
hecho, el resto de atributos visuales de ambos balones es bastante similar generalmente, el 
color marrón, la textura rugosa, los movimientos que pueden describir, etc.
4.4.1.1.3. Elemento visual movimiento
El procesamiento del movimiento engloba distintos tipos de información como la deriva-
ción de la velocidad y la dirección de un móvil, los límites de movilidad asociados a un 
objeto, o los juicios al respecto de la dirección del movimiento a partir de indicios ópti-
cos. A lo largo de la vía dorsal se han detectado varias regiones que se activan con mayor 
fuerza cuando los sujetos visualizan estímulos en movimiento frente a otros estaciona-
rios. Se trata de las áreas MT o V5, MST y V3a, además de las áreas visuales generales 
V1 y V2 (Grill-Spector & Malach 2004). No obstante, muchos estudios coinciden en que 
el foco central del movimiento en el cerebro humano se localiza en la región MT/V5, 
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también denominada región MT+ humana (Tootell et al. 1995). Es probable que esta área 
contenga poblaciones neuronales selectivas al movimiento similares a las encontradas 
en monos. La vinculación de esta área con la percepción de movimiento está contrastada 
gracias a estudios clínicos sobre la acinetopsia (la incapacidad de percibir el movimiento) 
que la asocian con lesiones en las regiones donde se sitúa el área V5.
Por otro lado, ya en un nivel epistemológico, es importante destacar la relación entre 
la capacidad para percibir el movimiento y la excepcional adaptación del cerebro para 
conceptualizar una realidad de carácter dinámico, en la que la dimensión temporal resulta 
fundamental. De hecho, esta vinculación se refleja en los usos lingüísticos de modo que 
podemos observar habitualmente que se habla de elementos intangibles definidos por el 
tiempo recurriendo a claves espaciales: el pájaro vuela - el tiempo vuela; el agua del río 
discurre por su cauce - las negociaciones discurren por el cauce esperado. De acuerdo 
con los expertos, esto puede deberse a que recurrimos a nuestro conocimiento concreto 
del las realidades que podemos experimentar (el espacio físico, el movimiento de los 
objetos o nuestros movimientos corporales) para dar sentido a dominios o aspectos más 
intangibles de como el tiempo (Matlock, Ramscar & Boroditsky 2005). Siguiendo esta 
línea expositiva, nos arriesgamos a decir que la noción que poseemos acerca del tiempo 
bien pudiera derivarse de la capacidad para visualizar el movimiento de los objetos en 
el espacio, en tanto que atributo visual elemental. En este sentido, estamos ante un claro 
ejemplo de cómo los procesos visuales determinan la conceptualización de una realidad y 
las representaciones lingüísticas asociadas a la descripción de dicha realidad.
En esta línea discurren las reflexiones de Zacks et al. (2006, 2007), que basándose en 
resultados experimentales (correlatos de activación neuronal) propone una explicación 
sobre percepción de eventos relacionándola íntimamente a la capacidad de procesar el 
movimiento. Según esta propuesta, los cambios distintivos en el movimiento de los ob-
jetos o de los actores puede contribuir a la percepción de que un evento visual finaliza y 
de que comienza otro. Nuestra propuesta taxonómica comparte esta visión y la extiende 
hasta el terreno de los esquemas semánticos que nos permiten comprender el significado 
de las escenas visuales. 
En definitiva, el movimiento constituye el elemento más definitorio de la imagen dinámi-
ca y, por ello, será uno de los que seleccionaremos para ser utilizado como parámetro de 
análisis en nuestra propuesta metodológica y experimental.
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4.4.1.1.4. Elemento visual profundidad
El atributo profundidad constituye otro de los elementos que incluimos en este modelo 
debido a la gran relevancia que reviste para la percepción de imágenes reales de tipo tridi-
mensional. Es más, en formatos de representación bidimensionales como el cine, existen 
indicios de profundidad que dan como resultado un tipo de percepción similar al de las 
imágenes procedentes del entorno.
En comparación con el corpus de estudio existente en relación a atributos como el movi-
miento, el color o la forma, el número de estudios sobre el procesamiento de la profundi-
dad y la estructura tridimensional de los elementos visuales es significativamente inferior 
(Stanley & Rubin 2003; Kourtzi et al.  2003; Moore & Engel 2001). Los motivos para ello 
estriban en la complejidad del elemento en cuestión y las dificultades que se presentan a 
la hora de abordar su estudio. El análisis de la respuesta del sujeto ante distintas profun-
didades u enfoques en el campo visual en laboratorio requiere del uso de estímulos más 
complejos que simples puntos, líneas o colores. Se usan objetos tridimensionales para 
definir las distintas distancias focales. Según estos trabajos, se ha observado que además 
de las áreas V1 y V2, que como en otros casos siempre se activan, las áreas especializadas 
que muestran mayor activación ante estos elementos son V3, VP (la prolongación ventral 
de V3), V5 y V3a ante ambos tipos de estímulos visuales. 
Podemos observar que el procesamiento de este elemento visual resulta esencial para la 
correcta determinación del tamaño de los objetos situados a distancias diferentes en el 
campo visual del observador. Por tanto, este elemento contribuye en gran medida a confi-
gurar otra de las famosas constantes visuales, la del tamaño. Es decir, pese a los distintos 
tamaños relativos de una persona, con una altura de 1,70 metros y situada a 10 metros del 
observador, y otra persona de las mismas características colocada a 40 metros dentro del 
mismo campo visual, nuestro cerebro nos indica directamente y con un grado de precisión 
muy alto que se trata de objetos con una altura. 
4.4.1.1.5. Elemento visual textura
Este atributo visual también ha sido mucho menos estudiado en laboratorio (con técnicas 
de neuroimagen y/o encefalografía) que las grandes estrellas del universo de los atributos 
de la percepción visual (forma, color y movimiento). Estamos igualmente ante un ele-
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mento complejo para su estudio, por la dificultad que supone aislarlo de otros atributos 
en el laboratorio. No obstante, algunos trabajos han analizado la segregación de escenas 
visuales basadas en la información del contorno de los elementos presentes en las esce-
nas. Tal acción parece definir una operación básica dentro de los procesos de percepción 
visual primaria. Los contornos pueden estar definidos por elementos muy simples, como 
su luminancia, pero también por otros más complejos como la textura. 
Un estudio mediante resonancia magnética funcional (Kastner et al. 2000) investigó el 
nivel en que se pueden localizar los correlatos neuronales de la segregación por textura 
dentro de la corteza visual humana. Los estímulos utilizados fueron líneas texturizadas 
y rodeadas o no por contornos también texturizados. Los registros medios de los sujetos 
mostraron la activación de las áreas especializadas VP, V4, el área denominada TEO (una 
subdivisión de la corteza temporal inferior) y V3a ante ambos tipos de estímulos. No 
obstante, la activación de la áreas generales (V1 y V2) solo tuvo lugar ante los estímulos 
formados por líneas texturizadas, en los que el contorno era totalmente liso (no texturi-
zado). De acuerdo con los autores del estudio (ibíd., 2453), estos resultados indican que 
áreas de tipo superior –que poseen campos receptivos más grandes– desarrollan un papel 
crucial en la segregación de escenas visuales mediante contornos definidos por el compo-
nente visual textura. 
Una vez más la especialización funcional de las áreas mencionadas ha demostrado ser 
la clave para la inclusión de este elemento visual básico dentro de la taxonomía que 
proponemos. En este sentido, la selección de otros elementos básicos aparte de los cinco 
presentados anteriormente, podría haberse visto ampliada a otros atributos que son pro-
cesados de forma específica y funcionalmente especializada por determinadas regiones 
de la corteza visual, como es el caso del procesamiento de elementos visuales como caras 
(en el área FFA, que se ha mencionado en el apartado relativo a elemento forma) o lugares 
(en un área llamada PPA –parahippocampal place area). Sin embargo, parece ser que la 
activación de estas áreas está más bien relacionada con la codificación en memoria de 
tales elementos que con el procesamiento conducente a la percepción (Aguirre, Sighn & 
D’Esposito 1999). Por ello se ha descartado finalmente incluir otros elementos visuales 
básicos en este primer nivel de la taxonomía más allá de los seleccionados. Entre esos ele-
mentos candidatos a ser incluidos en próximas revisiones de este modelo podríamos men-
cionar la dirección y el ritmo (atributos asociados al movimiento) o el tono y la intensidad 
(propiedades visuales vinculadas al color). No obstante, revisaremos la contribución de 
las operaciones ejecutadas en estas regiones para delimitar los componentes del siguiente 
plano, el nivel formal.
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4.4.1.2. Nivel formal
El segundo estrato de este modelo sublima los elementos del nivel anterior en una entidad 
que transita entre los elementos estructurales procesados a bajo nivel y niveles de proce-
samiento neuronal de orden semántico, asociados éstos a áreas superiores del cerebro en-
cargadas de modular el reconocimiento visual de arriba abajo. Nos referimos a lo que se 
denomina objeto visual en el campo de la percepción. Este elemento se ha incluido en el 
nivel formal porque todo objeto visual se erige como la unidad indivisible que determina 
las posibles interpretaciones conceptuales de la escena visual. 
Hemos calificado al segundo de estos niveles del modelo taxonómico con el adjetivo 
formal porque para la transición existente entre los esquemas de procesamiento de tipo 
básico, que se encargan de las señales visuales relacionadas con los atributos del nivel 
estructural, y los esquemas superiores de tipo semántico, era necesario discernir las ca-
tegorías intermedias, la cuales de definen esencialmente por su forma (ya explicamos 
anteriormente la relevancia de este elemento para distinguir objetos visuales). Los objetos 
visuales son, por tanto, macroelementos que adquieren una forma concreta y distintiva 
mediante la conjunción de elementos estructurales. 
Como se verá, el objeto puede desarrollar un papel activo dentro en un evento visual, o 
bien verse afectado por los efectos de las acciones que tiene lugar en la escena. Es decir, 
por una parte es un eje en el que se aglutinan los elementos estructurales y, por otra, da 
forma a escenas visuales coherentes. Por tanto, la categoría objeto define en principio una 
segunda entidad: el contexto. 
Se trata éste de un concepto subordinado en cierta medida a la categoría objeto, aun-
que no se podría afirmar con rotundidad que todo contexto es necesariamente activado 
o dependiente de uno o varios objetos puesto que se sabe que es posible construir una 
representación genérica de una escena que sobrepase las identidades de los objetos, don-
de el contexto constituya la entidad única de la escena (Bar 2004). Lo más habitual en 
el procesamiento de escenas visuales es que la activación y el reconocimiento de objeto 
y contexto siga un patrón de acción bidireccional, configurando una dependencia mutua 
entre ambos elementos. 
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4.4.1.2.1. Macroelemento visual objeto
En términos de activación neuronal y por lo que respecta a los objetos, se han identificado 
una serie de regiones selectivas a objetos por contraste con la activación de tales regiones 
durante la visualización de texturas o ruido visual (Grill-Spector et al. 2001). Estas re-
giones conforman una amplia constelación de áreas situadas tanto en la vía visual ventral 
como en la dorsal en una ubicación más anterior que las áreas visuales retinotópicas (V1-
V5). Se han categorizado en tres subdivisiones principales: 
a) El complejo lateral occipital (LOC, en sus siglas en inglés). Se ha constatado activa-
ción de la región en estudios de fMRI ante objetos familiares y no familiares, en compa-
ración con la presentación de estímulos que no son objetuales. (Kanwisher et al. 1996; 
Malach et al. 1995).
b) Regiones occipito-temporales de la vía ventral (VOT, siglas en inglés) también aso-
ciadas con el procesamiento de palabras y el conocimiento semántico (Moore & Price, 
1999). Estas regiones ofrecen una respuesta altamente selectiva ante imágenes de objetos, 
rostros (especialmente el área FFA, de la que ya hemos hablado, considerada especial-
mente implicada en el procesamiento de estímulos faciales) (Kanwisher et al. 1997) y 
lugares (en el área PPA) (Epstein & Kanwisher 1998). 
c) Varios focos de la vía dorsal asociados teóricamente con la manipulación de objetos 
(Culham et al. 2003; Goodale et al. 1991). Una de estas áreas se ubica en un punto infe-
rior y lateral con respecto a V3a (Hasson et al. 2002) y otra se encuentra a lo largo del área 
TOS (Transverse Occipital Sulcus) (ibíd.).
En teoría, para que el reconocimiento de objetos sea efectivo, las áreas anteriormente 
mencionadas se deben activar independientemente de las condiciones externas de visua-
lización de los objetos. De hecho, esto se ha demostrado en distintos estudios cuando los 
estímulos están definidos por elementos básicos como la luminancia (Grill-Spector et al. 
1998), la textura (Kastner et al. 2000), el movimiento (Kriegeskorte et al. 2003) o varios 
de los anteriores a la vez ( Gilaie-Dotan et al. 2002). 
Otra serie de estudios han tratado de delimitar el umbral de reconocimiento de los obje-
tos, es decir, el punto en que el sujeto es capaz de identificar (manifestándolo explícita-
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mente) el objeto presentado como estímulo. Para ello se han diseñado experimentos que 
degradan la capacidad de reconocimiento de los objetos, es decir, utilizan estímulos que 
en un primer momento resultan irreconocibles porque están borrosos u oscurecidos pero 
que paulatinamente se van aclarando dejando ver las características de los elementos vi-
suales que esconden.
Estos experimentos demostraron la correlación entre percepción y activación de las áreas 
laterales y ventrales dedicadas al procesamiento de los objetos. En ellos destacan la dis-
minución del tiempo de presentación de imágenes de objetos (Grill-Spector et al. 2000), 
la ocultación de parte del objeto tras un determinado elemento (James et al. 2000), la 
disminución del contraste del objeto (Avidan et al. 2002), o la presentación de los objetos 
mezclados con ruido visual (Kleinschmidt et al. 2002). Por ello sabemos que la fuerza 
con que se activan las regiones selectivas a objetos es menor cuando no tiene lugar el 
reconocimiento del objeto y se incrementa de forma no-lineal a partir del umbral de reco-
nocimiento (Grill-Spector et al. 2004). 
En definitiva, por lo expuesto anteriormente podemos concluir que la actividad en áreas 
visuales generales o especializadas en elementos visuales básicos (V1 y V4, por ejemplo) 
se correlaciona con las propiedades físicas de la imagen, esto es, los elementos visuales 
básicos, mientras que la actividad que tiene lugar en áreas superiores (área lateral occipi-
tal o área FFA) se correlaciona con tareas de visualización que implican el reconocimien-
to de caras y objetos. 
En consecuencia, las pruebas de laboratorio permiten establecer la categoría ‘objeto’ 
como una de las estructuras formales básicas para el acceso al conocimiento en escenas 
visuales complejas. El objeto y sus cualidades determinan el contexto y, por ende, la 
escena completa, sentando así ambas categorías las bases para una buena traslación del 
contenido visualizado hacia el plano lingüístico. 
4.4.1.2.2. Macroelemento visual contexto
Como venimos diciendo, pese a que podamos concebir la categoría objeto como la más 
relevante, hemos de aceptar que los objetos coocurren con un mundo visual enriquecido 
y normalmente están incrustados en un contexto que contiene otros objetos relacionados 
con el objeto enfocado. Mientras que el conocimiento existente acerca de los mecanismos 
cerebrales que propician el reconocimiento de objetos individuales está bastante desarro-
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llado, poco se sabe sobre las bases neuronales del análisis contextual y de la percepción 
de escenas.
Autores como Bar (2004: 617) opinan que nuestros cerebros hacen predicciones inmedia-
tas sobre las escenas visuales basadas en el contexto y en la experiencia previa, de modo 
que pre-activan la imagen de los objetos que potencialmente se pueden encontrar en dicho 
contexto e incluso la configuración de éstos. Piénsese en un contexto de aula de clase, por 
ejemplo, y en la imagen mental de la configuración de sus distintos elementos u objetos 
visuales (pizarra, mesa del profesor, pupitres de los alumnos, etc.) que generalmente se 
activa en nuestra mente. Este sistema de facilitación contextual podría explicar por qué el 
reconocimiento de un objeto que está muy asociado a cierto contexto propicia el recono-
cimiento de objetos que comparten el mismo contexto (Bar & Ullman 1996).
Por lo que respecta a las regiones involucradas en el procesamiento neuronal de la in-
formación visual contextual, los estudios realizados se han centrado en el llamado pro-
cesamiento asociativo, que podría considerarse la base de la noción de contexto. Entre 
las estructuras identificadas en laboratorio como responsables de este procesamiento, se 
encuentran distintas zonas del lóbulo temporal medio entre las que se incluyen el hipo-
campo, la corteza parahipocampal (PHP en sus siglas en inglés), la corteza perirhinal, y 
la corteza entorrinal (Squire et al. 2004).
Los elementos objeto y contexto constituyen a la postre las categorías principales que 
habilitan el marco compartido para la estructuración de los procesos de adquisición y 
representación de conocimiento en la visión y también en el lenguaje. Para ilustrar las 
categorías de objeto visual y contexto podemos pensar en un coche que circula a lo largo 
de una carretera de tierra bordeada por una espesa vegetación en dirección a unas colinas 
que delimitan el horizonte. La siguiente imagen permite delimitar ambas unidades dentro 
de la escena visual. El todoterreno representa la categoría objeto, mientras que el resto de 
elementos visuales observados (camino, árboles, vegetación, colinas, cielo, etc.), confi-
guran el elemento contextual.
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Figura 4.7. Objeto y contexto visuales. 
4.4.1.3. Nivel semántico
La evolución del procesamiento de la señal óptica, desde su percepción como informa-
ción visual estructural (percepción de elementos visuales básicos) hasta convertirse en 
información semántica relevante trasciende los procesos meramente visuales e implica la 
participación de áreas y estructuras propias de los mecanismos de atención, memoria o 
aprendizaje del cerebro (Bar 2007). Tales mecanismos, propiciados por procesos cogni-
tivos superiores, configuran redes neuronales basadas en conceptos semánticos ya codi-
ficados en la memoria; estos procesos sirven para facilitar y modular el reconocimiento 
visual por un lado y para generar pensamiento prospectivo acerca del futuro (Bar et al. 
2006; Buckner, Andrews-Hanna, & Schacter 2008; Schacter, Addis & Buckner 2007). En 
palabras de Bar (2009): 1235): 
[…] we do not interpret our world merely by analysing incoming information, but rather we 
try to understand it using a proactive link of incoming features to existing, familiar infor-
mation (e.g. objects, people, situations). Once an analogy is found (e.g. ‘this is the driver's 
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seat of a car’), associated representations are activated rapidly, a process that provides the 
platform for predictions that pre-sensitize the representations of what is most likely to occur 
and be encountered next (e.g. ‘this must be the stick-shift, this must be the headlight switch, 
and I am sure there is a cup holder here somewhere’).
Siguiendo este tipo de funcionamiento, la ubicación de las regiones dedicadas a la inte-
gración de información visual en los procesos de corte semántico suele ser más frontal 
dentro de la corteza cerebral. Se estima que tales regiones se dedican a facilitar el recono-
cimiento de objetos y contexto mediante procesos descendentes (top-down) (Bar 2004). 
Entre los mecanismos que modulan la visualización de los elementos podemos mencio-
nar, por ejemplo, la focalización de la atención del sujeto sobre el estímulo visualizado. 
Se ha comprobado que dirigir la atención hacia distintos puntos del campo visual aumenta 
la activación de las áreas dedicadas a procesar dichos puntos de la escena visual y dismi-
nuye la activación de las regiones que procesan las localizaciones a las que no se presta 
atención (Macaluso et al. 2000; Tootell & Hadjikhani 2000). Ocurre algo similar con las 
áreas especializadas en procesar atributos visuales básicos si se dirige la atención hacia 
elementos del estímulo como el color, el movimiento o la forma (Culham et al. 1998). 
Esto demuestra que la información no óptica no sólo se procesa en sentido ascendente, 
sino que regresa desde regiones superiores de la corteza parietal y prefontral para ejercer 
cierto control sobre los módulos de procesamiento inicial. 
Este arsenal de indicios, junto con lo expresado al principio del apartado al respecto de 
activaciones coincidentes en las áreas dedicadas al procesamiento de la imagen y del 
lenguaje (Lieberman 2002), respectivamente, así como la existencia de redes neuronales 
compartidas por ambas modalidades, permiten proponer la tesis de que en cierto momen-
to del procesamiento de la señal óptica, la imagen visual se codifica como información 
conceptual. Todo parece indicar que dicha conversión se efectúa tras el reconocimiento 
visual de objetos y contextos por parte de las estructuras de la corteza mencionadas en 
el punto anterior. En este sentido, como comentamos en nivel estructural al respecto del 
atributo movimiento, el reconocimiento de cambios en los patrones de movimiento de los 
objetos podrían marcar los límites de los eventos o procesos que generan esos eventos. 
Zacks et al. (2007: 273) han apuntado a ciertas estructuras de la corteza donde podrían 
tener lugar estos procesos se corte semántico:
[…] the perception of events depends on both sensory cues and knowledge structures that 
represent previously learned information about event parts and inferences about actors’ goals 
and plans. Neurological and neurophysiological data suggest that representations of events 
may be implemented by structures in the lateral prefrontal cortex and that perceptual predic-
4.  Atributos visuales básicos y su procesamiento
207
tion error is calculated and evaluated by a processing pathway including the anterior cingu-
late cortex and subcortical neuromodulatory systems.
Por tanto, en esa conversión las áreas frontales que controlan el reconocimiento cons-
ciente, la atención, la memoria, el aprendizaje y otros procesos superiores, generarían 
una representación semántica a partir de la información visual, de modo que las escenas 
visuales serían categorizadas en forma de marcos conceptuales. Aquí recurrimos a la idea 
de Fillmore (2007) de que existen ciertos marcos o esquemas mentales que le aportan 
estructura o coherencia a determinados aspectos de la experiencia humana de la realidad. 
Pese a que este autor aplicaba esta noción a la lingüística, su extensión a la categorización 
de escenas visuales resulta más que plausible. De hecho, en su grado más profundo, la 
coincidencia informativa entre lo visual y lo lingüístico puede contemplarse como un solo 
tipo de información de orden conceptual o semántico.
Las categorías específicas observadas en el plano formal, es decir, objeto y contexto, son 
exportables al tipo de organización que siguen los esquemas o marcos (Fillmore 1976, 
1982, 1985; Fillmore & Atkins 1992). En consecuencia, la prolongación del plano formal 
hacia el plano semántico se articularía tal que así:
- La escena visual o contexto sería equiparable a un evento/marco/escenario. 
- Un objeto puede desempeñar el rol de agente o el de paciente en dicha escena visual 
dependiendo de su actividad en la escena, el ángulo de visión, la interpretación del obser-
vador y otras variables.
- La categoría semántica proceso correspondería al potencial de acción del objeto, que 
se puede considerar como una prolongación conceptual del elemento visual básico mo-
vimiento. 
Esta última noción está en línea con los resultados de distintos estudios y experimentos 
psicolingüísticos (Zacks et al. 2006, 2007; O'Reilly, Mesulam & Nobre, 2008; Casasanto 
& Boroditsky 2008; Kranjec et al. 2012) al respecto de la relación de semántica profunda 
que parece producirse entre el tiempo –como factor determinante del concepto de proce-
so– y el movimiento en el espacio visual. Es una relación que trasciende lo conceptual y 
se manifiesta habitualmente en términos lingüísticos, prueba de ello es que comúnmente 
se hable del tiempo mediante claves espaciales. Los resultados del estudio experimental 
de Ramscar, Matlock y Dye (2010: 589) sugieren que:
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[…] the similar ways in which people talk about motion through space and motion through 
time play an important part in their common underlying conceptualisation. This has impor-
tant implications for our understanding of what comprises literal and metaphorical uses of 
language, and for the relationship between language, language use, and thought.
Volviendo al ejemplo de la fotografía mencionado anteriormente, podemos considerar 
el objeto “todoterreno” como agente, dentro de una escena cinematográfica en la que el 
coche estuviera circulando, dado que además está situado en primer término del campo 
visual y, por tanto, se identifica visualmente como la figura principal del encuadre. El 
hecho de que sea un vehículo motorizado resalta aún más su condición de iniciador de 
una acción puesto que el vehículo tiene capacidad de movimiento (proceso), pese a que 
a partir de este fotograma estático no podamos aseverar que efectivamente el coche esté 
en movimiento. 
Figura 4.8. Objetos-agentes dentro de contexto visuales.
Si justo delante de este coche encontrásemos una vaca obstaculizando su paso, la in-
terpretación de la imagen cambiaría. El cerebro visual categorizaría al animal como un 
segundo objeto destacado dentro de la escena y dentro del esquema semántico adoptaría 
el rol de paciente. 
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Si por otro lado se altera el punto de vista o encuadre de modo que el observador visuali-
ce al animal en primer plano lanzándose hacia la carretera, el objeto “vaca” adoptaría un 
rol de agente, como causante de una frenada repentina del objeto “coche”, que desde esa 
perspectiva pasaría a ser el receptor de la acción generada por el agente “vaca”.  
Incluimos a continuación un esquema sintético de los elementos que componen el nivel 
semántico del modelo taxonómico:
Tabla 4.2. Nivel semántico de la taxonomía sobre los elementos composicionales de la imagen dinámica.
4.4.1.4. Nivel traductor
El último estadio de este proceso es la representación de la información visual-semántica 
en un plano lingüístico, lo que en otros contextos se denomina representación del cono-
cimiento y que equiparamos con el proceso de audiodescripción. En este caso, la natura-
leza de la representación implica una transformación modal (el conocimiento adquirido 
a partir de imágenes es trasladado a un lenguaje natural determinado). Además, a dife-
rencia del campo del conocimiento especializado que se gestiona terminología, el tipo 
de conocimiento representado es considerado de tipo general, puesto que no se aborda 
sistemáticamente un campo de especialización. Este último nivel será el explorado meto-
dológicamente en los siguientes apartados del estudio.
Siguiendo el paradigma establecido, podemos describir la audiodescripción como un pro-
ceso de traducción por el cual el conocimiento adquirido sobre los elementos visuales 
(color, movimiento, forma, objetos, etc.) es representado a través del lenguaje.
La noción de representación del conocimiento implica escribir en un determinado idioma 
descripciones que guardan correspondencia con la realidad o con une estado de la reali-
dad (Brachman & Lavesque 1985). En este sentido, en el proceso de AD, la representa-
ción del conocimiento incluiría la rápida asimilación de información visual dentro de las 
estructuras cognitivas de que dispone el cerebro y la extensión de la información hacia 
niveles más específicos, así como la capacidad de relacionar este conocimiento con repre-
Nivel semántico 
Marco / Escenario 
Proceso 
Agente 
Paciente / Resultado 
Tabla 4.2. Nivel semántico de la taxonomía sobre los elementos composicionales de 
la imagen dinámica. 
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El último estadio de este proceso es la representación de la información visual-
semántica en un plano lingüístico, lo que en otros contextos se denomina 
representación del conocimiento y que equiparamos con el proceso de 
audiodescripción. En este caso, la naturaleza de la representación implica una 
transformación modal (el conocimiento adquirido a partir de imágenes es trasladado a 
un lenguaje natural determinado). Además, a diferencia del campo del conocimiento 
especializado que se gestiona terminología, el tipo de conocimiento representado es 
considerado de tipo general, puesto que no se aborda sistemáticamente un campo de 
especialización. Este último nivel será el explorado metodológicamente en los 
siguie tes apartados del estudio. 
Tras la percepción y el reconocimiento visual, el audiodescriptor traduce su texto de 
manera ordenada (cadena de texto verbal) articulando en su producción una 
descripción de los componentes visuales detectados en la imagen en la que se 
fusionan los tres planos del discurso visual postulados en el modelo taxonómico. En 
este punto, nos preguntamos cómo se reflejan los elementos visuales en esa selección 
lingüística ordenada que realiza el audiodescriptor.  
La división tripartita de los elementos visuales mostrada en la taxonomía no excluye 
entre sí los distintos planos de la imagen sino todo lo contrario, configura un esquema 
que responde a una relación jerárquica entre los distintos niveles postulados. De este 
modo, el plano estructural fundamenta el plano formal y éste, a su vez, el semántico. 
Esta taxonomía los plantea como niveles interdependientes en sentido ascendente. 
Cualquier consideración acerca de las estructuras de la imagen dinámica y sus 
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Figura 4.9. Esquema de la taxonomía de los elementos composicionales de la
imagen dinámica. Representa ubicación, función y la relaciones de cada elemento.
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sentaciones lingüísticas particulares de una forma precisa. De acuerdo con Faber (2004), 
un proceso de estas características implicaría el almacenamiento de conceptos sobre los 
elementos visuales en la memoria –y su asimilación en el lexicón mental–, automatismos 
relacionados con el acceso terminológico y la creatividad vinculada a la formación de 
términos y a la expresión lingüística. 
Con el propósito de visualizar todo el proceso de acceso y representación de conocimien-
to al que nos referimos, se podría trazar una línea cuyo punto final sea la representación 
de información visual. Seguiría este orden: percepción de elementos visuales, reconoci-
miento consciente, almacenamiento conceptual en memoria, asimilación de conocimiento 
semántico en lexicón mental y representación lingüística. Huelga decir que esta división 
un tanto estructuralista pretende delimitar una serie de procesos cerebrales complejos con 
el fin de potenciar la comprensión de los mismos y de las relaciones existentes entre ellos. 
Del mismo modo, cabe subrayar que el procesos de traducción intersemiótica puede ser 
descrito y caracterizado en función de este conjunto.
Mirada bajo este prisma, la AD se nos antoja como un escenario ideal para someter a aná-
lisis estas especulaciones teóricas, puesto que el proceso de traducción completo cubriría 
todos los pasos de la línea expresada anteriormente. A ello se dedicarán los apartados 
siguientes, en los que aplicamos los elementos visuales color y movimiento, presentes en 
el nivel estructural de nuestra taxonomía, a un procedimiento experimental que incluye 





5.1. Establecimiento de parámetros de análisis a partir de la taxonomía de elementos 
composicionales de la imagen dinámica
En el capítulo anterior se ha concluido la exposición del marco teórico con la propuesta 
de un modelo que se fundamenta en los conocimientos más actualizados al respecto de la 
estructura, el funcionamiento y la distribución en la corteza de los sistemas de percepción 
visual del cerebro humano (especialmente aquellos entorno a los cuales existe un mayor 
consenso entre de la comunidad científica en dicho ámbito) y que utiliza una estructura 
de base taxonómica. Este modelo relaciona los principales atributos visuales en los que 
se dividen las imágenes dinámicas con los mecanismos de percepción del cerebro que 
específicamente se encargan de procesar cada atributo de forma autónoma.
Asimismo, en este modelo hemos establecido las relaciones clave entre los componen-
tes visuales de más bajo nivel y ciertos elementos visuales de mayor complejidad, de 
modo que los primeros se erijan como partes integrantes de los segundos. En concreto, 
los atributos básicos forma, textura, color, movimiento y profundidad están presentes en 
la composición de las estructuras visuales más elaboradas que quedan recogidas en los 
conceptos de objeto y contexto. Estos últimos macroelementos son procesados por áreas 
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visuales situadas en regiones de la corteza cerebral anteriores –lo que equivale a un ni-
vel de proceso superior– con respecto a las áreas visuales especializadas en procesar los 
atributos más simples. Recordemos que estas últimas áreas forman parte de la llamada 
corteza visual y entre ellas encontramos V3 (forma), V4 (color) o V5/MT (movimiento). 
El siguiente paso en la descripción taxonómica implicó determinar las relaciones con-
ceptuales o semánticas que existen entre los procesos desarrollados por las áreas visuales 
con las operaciones cerebrales de naturaleza no visual (atención, memoria, cognición, 
etc.), las cuales, en última instancia, se encargan de generar el conocimiento que el ce-
rebro deriva de la información obtenida por el canal visual. Estas estructuras, que se han 
cobijado bajo el paraguas de las categorías semánticas, prologarían las funciones de los 
macroelementos objeto y contexto visuales a un escenario narrativo, como veremos a 
continuación.
Llegados a este punto, saltamos desde el plano formal de la taxonomía hasta el plano 
semántico. En él se activan los procesos ejecutados por la categoría objeto (que hemos 
incluido en el plano formal), la cual puede adoptar un rol de agente o bien ser la destina-
taria de un proceso ejecutado por otro objeto y, en ese caso, su función pasaría a ser la de 
un paciente o receptor de los resultados de un determinado proceso. Todo este evento se 
circunscribe a un marco o escenario en el que transcurre la acción y que se corresponde 
con la categoría contexto en el plano formal de la taxonomía. 
Por último, el paso final en la estructura del modelo taxonómico vincula las categorías 
semánticas con las estructuras lingüísticas a través de las que se culmina el proceso de 
traducción intersemiótica iniciado en la fase de percepción visual.
Trataremos de ilustrar estos conceptos a través de un ejemplo sencillo extraído de una es-
cena cinematográfica. En la siguiente captura de pantalla podemos observar la imagen de 
un objeto, en concreto un avión. En tanto que objeto visual, se trata de un macroelemento, 
formado por una serie de elementos visuales más básicos: formas circulares, rectilíneas, 
volumétricas; colores diversos como grises, negros, rojos y amarillos de las luces traseras; 
texturas metálicas y pulidas en su superficie; aunque aquí no se aprecie, un determinado 
patrón de movimiento, descendente en este caso; y debido a ello y a la tridimensionalidad 
de sus formas, también percibimos la profundidad de esta imagen. El contexto es el de un 
cielo grisáceo, lo que solo nos aporta la información de que el objeto está volando en ese 





Figura 5.1. Fotograma de la película Luces Rojas (2012) de Rodrigo Cortés.
Si observamos otro fotograma algo posterior a éste, podremos describir los componentes 
de esta imagen en términos semánticos y proponer una traducción multimodal expresada 
mediante el lenguaje en función de las categorías observadas. Veámoslo a continuación:
 Figura 5.2. Esquema semántico de una escena de Luces Rojas (2012).
En esta imagen el avión ha recorrido una pequeña distancia en descenso con respecto al 
fotograma de la Figura 5.1 y la cámara ha hecho una panorámica vertical. Nuestro cere-
bro visual nos permite identificar el objeto ‘avión’ como el agente del proceso que está 
teniendo lugar, en concreto, el aterrizaje de dicho objeto. Tal evento se está desarrollando 
además en un marco prototípico y coherente en relación a la acción, una pista de aterrizaje 
junto a un aeropuerto, en el que se pueden observar los aviones apostados en la esquina 
inferior izquierda de la imagen.
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Una traducción intersemiótica basada en esta categorización podría ser la siguiente, por 
ejemplo: Un avión [agente] aterriza [proceso] en la pista de un aeropuerto [marco]. 
Como vemos, se ha seleccionado el contenido semántico mas relevante de la imagen para 
la transmisión evento visual al plano lingüístico.
Tras la exposición de esta síntesis sobre el modelo taxonómico y su relación con el pro-
ceso audiodescriptivo, es conveniente apuntar que la utilización de una metodología de 
trabajo apropiada depende en gran medida de que ésta contribuya a alcanzar los objetivos 
que nos hemos marcado y a responder las preguntas de investigación. Para ello, retoma-
mos en este punto las preguntas y los objetivos de la investigación que deberían darles 
respuesta tal como se han planteado en el capítulo 2 de este trabajo, en concreto nos 
referimos al bloque de preguntas de investigación número 2 y a los objetivos específicos 
del trabajo, que son los que específicamente guardan relación con la metodología experi-
mental que expondremos.
Bloque de preguntas de investigación Nº 2:
De acuerdo con los resultados obtenidos a través de los estudios y análisis de corpus con-
ducidos en las investigaciones del grupo TRACCE (Jiménez, Rodríguez y Seibel 2010) 
podemos plantear la hipótesis de que factores como la exposición al material audiovisual 
cinematográfico y la experiencia traductora en el ámbito de la AD tienen como con-
secuencia una especialización en las operaciones mentales de acceso al conocimiento 
visual que anteceden al proceso traducción. Estos procesos de especialización deberían 
ejercer un impacto significativo sobre el contenido y la calidad de la audiodescripción. 
a. ¿Produce la experiencia previa de los audiodescriptores profesionales diferencias cua-
litativas en las operaciones de acceso al conocimiento visual y representación del 
mismo?
b. ¿Es posible medir tales diferencias? ¿Cómo?
c. ¿De qué modo se manifiestan estas diferencias en relación con la traducción de ele-
mentos visuales básicos como la forma, el color, el movimiento, la textura, etc.?
Objetivos específicos:
1. Se aplicarán los parámetros establecidos por el modelo taxonómico al que se hace 
referencia en los objetivos generales a los métodos de estudio que se utilicen en este 
trabajo de tesis en relación con el análisis de los procesos de traducción intersemióti-
ca que tienen lugar durante la audiodescripción de imágenes dinámicas.
2. A fin de responder a las cuestiones que se incluyen en la pregunta investigadora núme-
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ro dos, se realizará un experimento de corte psicofísico sobre los sujetos de un grupo 
experimental de audiodescriptores profesionales y un grupo de control. El experimen-
to consistirá en la percepción visual de escenas fílmicas que desplieguen de un modo 
saliente ciertos atributos visuales básicos, en concreto el color y el movimiento. Pos-
teriormente se evaluará la respuesta de los dos grupos de sujetos ante varios tipos de 
descripciones verbales referidas a los estímulos visuales presentados.
En definitiva, el objetivo de este capítulo será el planteamiento de una metodología lo 
suficientemente robusta y asentada en los fundamentos teóricos expuestos en capítulos 
anteriores a fin de intentar responder a las preguntas de investigación referentes a la hi-
pótesis planteada, es decir, la influencia de la experiencia y el conocimiento experto de 
los audiodescriptores profesionales sobre los procesos de acceso y representación del 
conocimiento que intervienen en audiodescripción.
En última instancia, un análisis pormenorizado de los resultados arrojados por el proce-
dimiento metodológico que se seleccione nos permitirá determinar si se han alcanzado 
los objetivos específicos que completarían el ciclo investigador. Por tanto, de ahora en 
adelante nos centraremos en desarrollar dichos puntos. 
En primer lugar y de forma esquemática, se explicitarán los parámetros contemplados en 
los distintos estratos de la taxonomía sobre la imagen dinámica, cuyas manifestaciones 
en el plano lingüístico (texto audiodescriptivo) son el objeto de estudio y análisis de este 
trabajo. A partir de estos elementos de sebe concretar una metodología de análisis que 
responda al segundo bloque de preguntas de investigación. En síntesis, los parámetros 
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Como se ha comentado anteriormente, el texto meta resultante del proceso de audiodes-
cripción es de tipo lingüístico, lo que nos obliga a relacionar los elementos icónicos de la 
imagen dinámica que hemos categorizado en el esquema anterior con el reflejo de estos 
en el texto audiodescriptivo. Es decir, no se realizará un análisis de la imagen propiamen-
te, sino del producto resultante del proceso de traducción intersemiótica. Las imágenes 
cinematográficas tienen un correlato lingüístico en la audiodescripción. Se estudiarán en 
definitiva las formas lingüísticas que correspondan a los elementos visuales citados en el 
esquema anterior. 
Por exigencias metodológicas relacionadas con la pregunta c) recogida en el segundo 
bloque de preguntas de investigación que hemos expuesto anteriormente, así como por la 
necesidad de limitar las variables incluidas en el estudio, en el proceso experimental que 
pasamos a narrar a continuación se focalizan solo dos de los elementos composicionales 
pertenecientes al plano estructural de la taxonomía, en concreto, color y movimiento. 
Esta decisión que inicialmente puede parecer reduccionista, nos permite en realidad aco-
tar mejor el objeto de estudio, simplificar el diseño experimental y aumenta las posibi-
lidades de replicación y validación de los resultados de cara a futuros experimentos. En 
cualquier proceso de diseño de un experimento en el que intervienen factores de percep-
ción visual, resulta fundamental basar la selección de los estímulos en criterios suficiente-
mente simples para posibilitar un análisis  riguroso. La inclusión del resto de parámetros 
visuales presentes en la taxonomía hubiera imposibilitado el uso de la metodología de 
tipo psicofísico con la que finalmente hemos trabajado. Normalmente las aproximaciones 
de las que tenemos constancia en estudios de neurociencia que han utilizado estímulos tan 
complejos como las imágenes cinematográficas, sin ningún tipo de limitación en cuanto 
a sus propiedades visuales (Bartels & Zeki 2004a,b; Hasson et al. 2008), han requerido 
igualmente técnicas complejas de neuroimagen para el análisis de los resultados.
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5.2. Metodología experimental 
A fin de dar respuesta al bloque de preguntas de investigación expuesto y alcanzar los 
objetivos específicos que se han revisado en el apartado anterior, se decidió diseñar y 
realizar un experimento de corte psicofísico con audiodescriptores profesionales durante 
tareas de reconocimiento visual de imágenes en movimiento que desplegaran determina-
dos atributos visuales básicos, particularmente y en mayor medida, color y movimiento. 
Puesto que nuestra hipótesis de partida radica en que la especialización de los audiodes-
criptores debería ejercer un cierto impacto sobre los procesos de percepción visual, así 
como sobre los procesos de traducción y, por ende, sobre los contenidos y la calidad de la 
audiodescripción, este experimento nos debería confirmar que existen diferencias cualita-
tivas en las operaciones de acceso al conocimiento visual y la representación de éste entre 
un grupo de expertos en AD y un grupo de control.
La metodología experimental adoptada permite medir las valoraciones subjetivas de los 
sujetos ante una serie de descripciones lingüísticas que están relacionadas con sus respec-
tivos estímulos visuales. Por tanto, este método nos permitirá evaluar las diferencias exis-
tentes entre los grupos experimentales en general y también en relación a las respuestas 
relacionadas con las descripciones que se centran en los atributos visuales focalizados en 
el estímulo, esto es, color y/o movimiento.
Entendemos que se trata del primer estudio experimental que contrasta las respuestas de 
especialistas en audiodescripción con las de no expertos al respecto de factores implica-
dos en el proceso de representación de la información visual que tiene lugar en la praxis 
de la AD. En los siguientes apartados se explicará la metodología que se ha seguido para 
desarrollar el experimento.
5.2.1. Definición de las variables
Este experimento pretende cuantificar las respuesta de los sujetos a través de la valoración 
de descripciones verbales referidas a los estímulos visuales presentados. La experiencia 
profesional de los audiodescriptores, que podemos entender como un conjunto diverso 
de habilidades que guarda relación con factores como la familiarización con las pecu-
liaridades del lenguaje audiovisual y especialmente el cinematográfico, con las nociones 
sobre el mundo de la ceguera y la accesibilidad a los medios audiovisuales, con el grado 
de práctica en este tipo de proceso traductor, etc., constituye la variable independiente. 
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Tal como se mencionaba en la hipótesis de investigación de que partimos, entendemos 
que las todas las competencias profesionales del audiodescriptor, agrupadas a modo de 
variable en este caso, pueden modular y guiar los procesos de percepción y reconoci-
miento de estímulos visuales que anteceden a la fase de representación de información 
vinculada al proceso de audiodescripción de la imagen. La forma en la que se produciría 
esta intervención es mediante señales de tipo descendente desde áreas de la corteza supe-
riores relacionadas con la cognición, la semántica, la atención o la memoria. En la Figura 
5.3. podemos observar un esquema que ilustra el modo en que la memoria a largo plazo 
contribuiría a la modulación de la percepción a través de la memoria de trabajo, entendi-
da como un sistema de capacidad limitada que alberga información temporalmente bajo 
el control de la atención durante la planificación y la ejecución de una tarea (Baddeley 
2007).
Figura 5.3. Interacciones de otros procesos en la memoria de trabajo. Tomada de Dudai (2008: 25)
En consecuencia, la modificación de esta variable independiente debería alterar el pro-
ducto del proceso traductor, que es la variable dependiente, concretamente la producción 
audiodescrita. En este experimento, tal alteración se va a manifestar mediante las valo-
raciones de las descripciones propuestas. Si se producen, las diferencias entre los grupos 
se podrán medir contrastando las respuestas de los profesionales al respecto de una serie 
de descripciones verbales de los estímulos visuales, con la valoración que puedan pro-
porcionar las respuestas del grupo de no profesionales. Hay que especificar que el modo 
de cuantificar las diferencias en la variable dependiente consiste solicitar una valoración 
numérica a los sujetos al respecto de conjuntos de tres descripciones (traducciones) sobre 
un mismo estímulo visual.
5. Marco metodológico
221
Estas diferencias se podrían traducir, por ejemplo, en que el grupo de profesionales pu-
diera ser más crítico y otorgara peor puntuación a las descripciones que el grupo de no 
profesionales, que no cuenta con experiencia previa en audiodescripción, aunque esto no 
es más que una mera especulación.
Habida cuenta de que las aproximaciones metodológicas al fenómeno de la audiodes-
cripción de imágenes dinámicas mediante técnicas psicofísicas no son habituales, salvo 
contadas excepciones con técnicas de eye-tracking (Orero & Vilaró, 2012), este trabajo 
ha tomado prestado un diseño experimental más propio de disciplinas como la psicología 
o la fisiología de la percepción visual. El diseño está basado en la técnica de la ventana 
móvil para la elicitación de datos. Esta técnica permite presentar vídeo, audio, fragmentos 
textuales o escalas de evaluación en la pantalla del ordenador de forma sucesiva, para así 
obtener datos cuantitativos de la respuesta de los sujetos a través del teclado o el ratón. 
Es la técnica usada habitualmente por programas como E-Prime. En esta investigación 
se ha recurrido al software PsychoPy, como se expondrá más adelante en el apartado de 
Instrumento. 
A continuación, se expondrán de forma detallada los elementos que componen el expe-
rimento y el protocolo seguido para llevarlo a cabo. En primer lugar expondremos la es-
tructura del diseño experimental y las tareas de que consta. Posteriormente detallaremos 
los materiales: la selección y la edición de los estímulos y la creación y revisión de las 
descripciones. Más adelante se describirán las muestras de sujetos y se justificará su se-
lección. Después pasaremos a especificar los instrumentos utilizados para el análisis. Por 
último, relataremos el procedimiento seguido al llevar a cabo el experimento.
5.2.2. Diseño experimental y tareas 
La gestación del diseño experimental utilizado en este estudio tuvo lugar durante la es-
tancia investigadora en el Wellcome Laboratory of Neurobiology (http://www.vislab.ucl.
ac.uk), dirigido por el Prof. Zeki. y perteneciente a la University College London (UCL), 
en verano de 2012. Este laboratorio atesora una larga trayectoria en el estudio de la per-
cepción visual mediante métodos psicofísicos y de neuroimagen.
Tras manifestar a los responsables del laboratorio el deseo de desarrollar un diseño ex-
perimental durante la estancia, se empezó a trabajar en su desarrollo bajo la supervisión 
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de varios miembros del laboratorio, entre ellos el propio director, los doctores Tomohiro 
Ishizu y Yoshihiro Shigihara y el investigador Dimitris Mylonas. 
En su estado más embrionario, el experimento buscaba explotar la idea básica de que se 
producen relaciones entre las áreas visuales y las áreas de procesamiento del lenguaje 
del cerebro, utilizando como tema de investigación la audiodescripción, un proceso de 
traducción intermodal en el que el conocimiento adquirido sobre los atributos visuales 
termina siendo representado de forma lingüística y barajando la hipótesis (que seguimos 
sosteniendo en la actualidad) de que este proceso de representación del conocimiento está 
determinado inicialmente y de forma fundamental por los procesos de percepción visual 
de atributos visuales básicos como la forma, el color, el movimiento, etc.
Conforme fue avanzando la planificación del diseño y el posible escenario de investiga-
ción en el que se aplicaría, las distintas tareas del experimento tomaron forma y se perfila-
ron el tipo de materiales y los instrumentos que se utilizarían. En un principio se barajó la 
posibilidad de solicitar a los sujetos una descripción por escrito del estímulo presentado, 
sin embargo, esta opción se descartó al considerar que por un lado, no era viable valorar 
de un modo cuantitativo tales respuestas de tipo cualitativo. Por otra parte, un diseño 
como ese, en el que los participantes tuvieran que producir textos por escrito, requeriría 
un experimento mucho más exigente con respecto a los tiempos de ejecución, lo que im-
plicaría una reducción considerable en el número de módulos o pruebas del experimento.
Como se ha mencionado en apartados anteriores, el estudio realizado hizo uso de un 
diseño de tipo experimental inspirado en experimentos de corte psicofísico utilizados en 
psicología de la percepción visual y en estudios de psicofísica. El objetivo principal del 
diseño empleado era despejar la hipótesis planteada en el apartado de preguntas de inves-
tigación acerca del posible impacto ejercido sobre el contenido y la calidad de los textos 
audiodescriptivos por los factores englobados bajo el concepto paraguas de la experiencia 
traductora en el ámbito de la AD. 
A continuación describimos la estructura de las tareas por las que finalmente nos decan-
tamos. El experimento constaría de una fase pre-experimental a modo de prueba piloto y 
una fase experimental en la que se incluiría a un grupo de expertos y a un grupo de con-
trol. Se decidió que tanto en la prueba piloto como en la fase experimental se utilizaría 
el mismo diseño experimental. La prueba piloto serviría para testear los parámetros de 
análisis, el diseño experimental y la herramienta de medición, de modo que tras ella se 
realizarían los ajustes pertinentes de cara a que el desarrollo del experimento fuera correc-
to durante la siguiente fase.
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Por tanto, en ambas fases se solicita a los participantes que visualicen un total de 40 
fragmentos de vídeo, que estarán formados por imágenes dinámicas de tipo cinemático, 
y sin audio. Estos materiales son considerados los estímulos iniciales del diseño. A nivel 
práctico, en un escenario de audiodescripción equivaldrían al texto origen. 
Inmediatamente después de una única reproducción del estímulo, se muestran tres des-
cripciones lingüísticas diferentes en una misma pantalla. Estas descripciones se conciben 
dentro del proceso traductor como diferentes opciones de traducción lingüística de la 
escena visual que se puede contemplar en las imágenes dinámicas utilizadas como estí-
mulos iniciales. La motivación de estos aspectos se expondrá más adelante.
En esa pantalla correspondiente a la ‘fase de producción lingüística’, las descripciones 
están marcadas como las opciones A, B y C. Se solicita al sujeto que proporcione un valor 
numérico de 1 a 9 (siendo 9 la mayor nota) para cada descripción mediante una escala 
móvil. Para ello, los sujetos debe, tener en consideración el grado de correspondencia o 
equivalencia que creen que existe entre la escena visual y cada una de las tres descrip-
ciones. Para marcar las respuestas hay que utilizar el ratón o el teclado. En ese momento 
concluye la primera tarea.
En la siguiente pantalla de la secuencia, se procede a la ejecución de una segunda tarea 
relacionada con las descripciones incluidas en la primera tarea. En concreto, se solicita al 
sujeto que elija la opción que le parecería más apropiada de entre las tres anteriores en el 
caso de tener que trasladar la información de la escena visual a una persona ciega. Para 
seleccionar una de las tres opciones, el sujeto tiene que pulsar una de estas tres teclas: ‘a’, 
‘b’ o ‘c’ para indicar su selección. 
Este procedimiento se repite en 40 módulos o pruebas y cada uno de ellos corresponde 
a un estímulo. El procedimiento está dividido en dos bloques de 20 módulos. Entre el 
primer y el segundo bloque, el sujeto puede descansar brevemente mientras que el inves-
tigador inicia el segundo bloque. Además, tras los primeros 10 módulos de cada bloque, 
el diseño insta al sujeto a tomarse un descanso si lo estima necesario. La división del 
experimento en dos bloques de 20 módulos estuvo determinada por una cuestión técnica, 
relacionada con la necesidad de aligerar los archivos que contienen la programación de 
las tareas. Se aporta copia de tales archivos en formato .psyexp (PsychoPy) en el Anexo 
1 del DVD que acompaña a este trabajo.
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A continuación se pueden observar las instrucciones que se proporciona al sujeto al prin-
cipio de la prueba:
Este experimento consta de dos bloques. El primer bloque contiene 20 pruebas. Cada prueba 
se compone de un fragmento de vídeo seguido de tres descripciones verbales del mismo.
Se te pedirá que compares las tres descripciones y le des una nota de 1 a 9 (siendo 9 la mejor 
nota) a cada una dependiendo del grado de correspondencia existente entre la escena visual 
y la descripción y según tu propio criterio.
Posteriormente tendrás que elegir la descripción que consideres más adecuada para una 
persona ciega o deficiente visual. Ten en cuenta que cada vídeo se reproduce sólo una vez. 
Presta mucha atención, por favor.
Pulsa cualquier tecla para continuar.
En las siguientes capturas de pantalla se puede observar una muestra de las distintas inter-
faces correspondientes al estímulo inicial (Figura 5.4.), a la Tarea 1 relacionada con ese 
estímulo (Figura 5.5.) y a la Tarea 2 (Figura 5.6.), respectivamente.
Figura 5.4. Captura de pantalla de fragmento de vídeo utilizado en el experimento.
La resolución de pantalla establecida para la reproducción del estímulo fue de 1280*720 
píxeles, es decir, un formato panorámico de alta resolución. Se perseguía obtener una 
calidad de imagen alta para que los sujetos tuvieran una experiencia visual de gran inmer-
sión, pese al tamaño reducido de los monitores donde se pudiera reproducir.
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Figura 5.5. Interfaz de la Tarea 2. Muestra las descripciones y las escalas de valoración. 
En la figura anterior se observan las tres descripciones relacionadas con el estímulo y sus 
correspondientes escalas de valoración numérica de 1 a 9. 
Figura 5.6. Interfaz de la Tarea 2 del diseño experimental. 
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Las descripciones utilizadas en el experimento siguen un patrón definido. Las descripcio-
nes de tipo A se caracterizan por su simplicidad; las descripciones de tipo B son más ela-
boradas y detalladas que las de tipo A; por su parte, las de tipo C intentan enfatizar los as-
pectos visuales más sobresalientes del estímulo, es decir, color y/o movimiento, de modo 
que estamos replicando en el polo de la variable dependiente los dos parámetros con un 
mayor saliente visual en los estímulos, los cuales han sido tomados del nivel estructural 
del modelo taxonómico. Más adelante, en el apartado 5.2.3.2. exponemos las propiedades 
semánticas, sintácticas, léxicas y de estilo relacionadas con estas descripciones.
En consecuencia, los 40 módulos de que consta el diseño presentaban una estructura ge-
neral común en relación a las descripciones de tipo A y B, mientras que en las de tipo C 
se producían tres variaciones: color, 2) movimiento y 3) color + movimiento. Este tipo de 
descripciones se redactaron de forma que sus estructuras léxico-semántica y gramatical 
reflejaran en el plano lingüístico el predominio del elemento visual correspondiente. Ex-
plicaremos más adelante las características de esta redacción.
A continuación se expone esquemáticamente la estructura de los módulos del experimen-
to con el fin de ilustrar mejor el diseño:
- Presentación del estímulo (el vídeo se reproduce una sola vez1).
- Tarea 1: Evaluación de las tres descripciones presentadas en una escala de 1 a 9 (sien-




c) Énfasis en color y/o movimiento.
- Tarea 2: Selección de la opción considerada más apropiada para una persona ciega entre 
las que figuran en la Tarea 1.
Obsérvese el siguiente ejemplo extraído del experimento:
- Presentación del estímulo:
1 Los vídeos utilizados como estímulos se incluyen en el Anexo 2 del DVD que acompaña el trabajo.
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- Tarea 1:  
A) Se abre una flor amarilla. 
Se trata de una descripción neutra y simple, entre otros motivos, por la selección léxi-
ca, una sintaxis simple y directa y un estilo que no busca artificios.
B) Sobre unas hojas verdes, un capullo de hibisco comienza a florecer y muestra sus 
pétalos amarillos y su estambre rojizo. El proceso está filmado en "time-lapse". 
En estas descripciones más detalladas y elaboradas, la selección léxica es especiali-
zada, el orden sintáctico se altera para topicalizar cierta información, la atribución se 
manifiesta a través de fórmulas más complejas y se busca un estilo más depurado.
C) Una flor de un amarillo muy intenso florece y muestra su estambre rojizo encum-
brado por anteras del mismo tono que los pétalos. 
Se siguen criterios similares a lo utilizados en la descripción B, pero persiguiendo dar 
énfasis al contenido relacionado con el elemento visual color. 
- Tarea 2. Si tuvieras que trasladar la información visual del fragmento de vídeo a una 
persona ciega, ¿cuál de las tres descripciones anteriores considerarías más apropiada? 
Elige una: ‘a’; ‘b’; ‘c’.
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5.2.3. Materiales
5.2.3.1. Selección y edición de los estímulos
Para analizar el impacto de la experiencia traductora sobre el proceso de audiodescrip-
ción de imágenes dinámicas, se consideró necesario recopilar un corpus de textos audio-
visuales de corte cinematográfico. Dentro de los estudios psicofísicos se han utilizado 
fragmentos de películas en experimentos en los que se intentaba determinar los patrones 
de activación de las áreas visuales comunes a todo un grupo de sujetos (Bartels & Zeki 
2004b, 2005b; Hasson et al. 2004; Malinen, Hlushchuk & Hari 2007; Hasson et al. 2008). 
Este tipo de estímulos se ha considerado más natural y ecológico que los estímulos de 
naturaleza artificial y simplificada que se han utilizado tradicionalmente en neurociencia 
de la visión. Tal es el caso de puntos, líneas, figuras geométricas simples, colores planos, 
y otra serie de elementos visuales simples. La intención de los estudios que utilizan di-
chos estímulos es activar los sistemas visuales específicos que se dedican a procesarlos de 
forma autónoma o semi-autónoma. 
Para la selección de los estímulos se aprovechó el consejo y la supervisión de los miem-
bros del Wellcome Laboratory of Neurobiology, en especial la del Prof. Semir Zeki.
En el proceso de recopilación y selección de estímulos tuvimos en cuenta los siguientes 
criterios:
1. Como ya hemos indicado, que los vídeos mostraran imágenes dinámicas naturales o 
que reproduzcan escenas naturales de forma realista.
2. Que en las imágenes destacaran uno o ambos atributos visuales básicos ya seña-
lados, color y/o movimiento, extraídos del modelo taxonómico establecido en el 
capítulo anterior, por encima del resto de atributos y elementos visuales (forma, 
textura y profundidad)
3. Que el fragmento de vídeo carezca de audio con el fin de que los sujetos centren 
su atención exclusivamente en la información visual, puesto que de este modo se 
resalta el valor icónico del vídeo y de los elementos visuales en él incluidos.
4. Que los estímulos no incluyan escenas con propiedades narrativas, puesto que estas 
podrían desviar la atención de los elementos icónicos y estéticos de la imagen di-
námica. Para ello atendimos a las consideraciones de Cohn et al. (2012) al respecto 
de las estructuras narrativas de la imagen. Presumiblemente y de acuerdo con los 
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modelos sobre el funcionamiento de la percepción visual revisados en los capítulos 
anteriores, el cumplimiento de este criterio debería conducir a una activación de las 
áreas perceptuales relacionadas con estos elementos visuales básicos, frente a otras 
áreas superiores encargadas de procesos más complejos.
5. Que la duración del estímulo visual sea breve, de entre cuatro y seis segundos, 
para que los sujetos realicen sus valoraciones a partir de su primera impresión. 
Recordemos que una exposición demasiado extensa de estos estímulos aumenta la 
posibilidades de activación de áreas más cognitivas, frente a las de tipo perceptual, 
que son las encargadas de procesar la señal visual en primer lugar en la corteza. Es 
decir, una exposición corta evita la racionalización del estímulo y la modulación de 
su procesamiento por las áreas superiores, con la intervención en sentido descen-
dente de dichas áreas. Una visualización de escasos segundos ayuda a mantener un 
recuerdo más visual e impresionista de la escena en definitiva.
La Figura 5.7. ejemplifica uno de los estímulos seleccionados en el que se da un predo-
minio del elemento visual color. Por otro lado, en la Figura 5.8. predomina el atributo 
movimiento. Por su parte, en la Figura 5.9., ambos elementos resultan visualmente so-
bresalientes. Es necesario comentar que la clasificación de los estímulos dentro de uno 
u otro grupo se realizó a través de la observación directa de sus características icónicas, 
dado que no conocíamos ningún sistema que pudiera realizar tales operaciones de forma 
automática. Sin embargo, la compilación de dichos fragmentos sí fue fruto de un proceso 
de recuperación documental, como veremos a continuación.
Figura 5.7. Fotograma de uno de los fragmentos vídeo utilizados en el que predomina el color
La imagen dinámica. Parámetros de análisis para su traducción
230
Figura 5.8. Fotograma de uno de los fragmentos vídeo utilizados en el que predomina el movimiento.
Figura 5.9. Fotograma de uno de los fragmentos vídeo utilizados en el que predominan el movimiento y el 
color.
En el proceso de compilación se reunió un corpus de aproximadamente 80 fragmentos de 
vídeo, realizando búsquedas mediante palabras clave en la base de datos de imágenes diná-
micas de Getty Images (http://www.gettyimages.co.uk/footage). Finalmente sólo 40 clips 
fueron seleccionados por el investigador siguiendo los criterios citados anteriormente, en es-
pecial los relacionados con la preponderancia de los elementos icónicos color y movimiento. 
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En las recuperaciones documentales se utilizaron descriptores semánticos relacionados 
directamente con los elementos visuales citados en lengua inglesa, así como otros empa-
rentados de forma léxica con éstos. Los siguientes términos de búsqueda son ejemplos 
de ello: 
A. COLOR: color, colour, hue, pigment, tint, pigment, tone, tincture, tinge, paint etc. 
B. MOVIMIENTO: motion, movement, move, action, change, displacement, drive, 
progress, speed, sweep, run, turn, revolve, etc. 
En la tabla siguiente (5.1.) podemos observar los elementos visuales predominantes en 
relación a cada uno de los estímulos y módulos del diseño experimental:
criterios citados anteriormente, en especial los relacionados con la preponderancia de 
los elementos icónicos color y movimiento.  
En las recuperaciones documentales se utilizaron descriptores semánticos 
relacionados directamente con los elementos visuales citados en lengu  ingl sa, así 
como otros emparentados de forma léxica con éstos. Los siguientes términos de 
búsqueda son ejemplos de ello:  
A. COLOR: color, col ur, hue, pigment, ti , pigment, tone, tincture, tinge, paint 
etc.  
B. MOVIMIENTO: motion, movement, move, action, change, displacement, 
drive, progress, speed, sweep, run, turn, revolve, etc.  
 
En la tabla siguiente (5.1.) podemos observar los elementos visuales predominantes 
en relación  cada uno de los estímulos y módulos del diseño experimental: 






6 color + movimiento 
7 movimiento + color 
8 color 
9 color 






16 color + movimiento 
17 color 
18 movimiento 
19 movimiento + color 





















Tabla 5.1. Estructura de los elementos visuales predominantes en los estímulos del experimento. 
 
Después de haber seleccionado los 40 estímulos finales, los vídeos fueron cortados 
para que su duración oscilara entre cuatro y seis segundos en todos los casos, como se 
apuntaba en los criterios de selección de los vídeos. Para ello se recurrió al programa 
de edición de vídeo Final Cut Express en su versión Mac OS X 10.6.9. Todos los 
vídeos utilizados en el experimento se pueden consultar en el Anexo 2, incluido en el 
DVD que acompaña a este trabajo. 
 
5.2.3.2. Creación y revisión de las descripciones 
Una vez configurados los estímulos, procedimos a realizar las descripciones 
correspondientes a cada uno de ellos. Recordemos que era necesario crear tres 
descripciones sujetas al patrón experimental definido en el aparado de Materiales para 
cada estímulo. Inicialmente se barajó la posibilidad de solicitar la producción de estas 
descripciones a un audiodescriptor profesional para obtener una mayor validez 
ecológica. Sin embargo, descartamos esta idea porque el encargo implica la creación 
de descripciones que se diferencian en sentidos diversos (remitimos a las 
particularidades expuestas en los apartados anteriores) de la tipología de 
audiodescripción cinematográfica prototípica o estandarizada. 
Por lo tanto, tomamos la decisión de realizar las descripciones nosotros mismos, 
siguiendo una serie de pautas sobre el contenido y los parámetros léxicos incluidos en 
cada tipo de descripción, siendo éstos consensuados con los colegas del laboratorio de 
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Tabla 5.1. Estructura de los elementos visuales predominantes en los estímulos del experimento.
Después de haber seleccionado los 40 estímulos finales, los vídeos fueron cortados para 
que su duración oscilara entre cuatro y seis segundos en todos los casos, como se apunta-
ba en los criterios de selección de los vídeos. Para ello se recurrió al programa de edición 
de vídeo Final Cut Express en su versión Mac OS X 10.6.9. Todos los vídeos utilizados 
en el experimento se pueden consultar en el Anexo 2, incluido en el DVD que acompaña 
a este trabajo.
5.2.3.2. Creación y revisión de las descripciones
Una vez configurados los estímulos, procedimos a realizar las descripciones correspon-
dientes a cada uno de ellos. Recordemos que era necesario crear tres descripciones su-
jetas al patrón experimental definido en el aparado de Materiales para cada estímulo. 
Inicialmente se barajó la posibilidad de solicitar la producción de estas descripciones a un 
audiodescriptor profesional para obtener una mayor validez ecológica. Sin embargo, des-
cartamos esta idea porque el encargo implica la creación de descripciones que se diferen-
cian en sentidos diversos (remitimos a las particularidades expuestas en los apartados an-
teriores) de la tipología de audiodescripción cinematográfica prototípica o estandarizada.
Por lo tanto, tomamos la decisión de realizar las descripciones nosotros mismos, siguien-
do una serie de pautas sobre el contenido y los parámetros léxicos incluidos en cada tipo 
de descripción, siendo éstos consensuados con los colegas del laboratorio de Londres. En 
relación con estos factores, las descripciones responderían a los siguientes parámetros:
•	 Tipo A: una descripción neutra (que evita transmitir cualquier punto de vista sub-
jetivo) y breve, que se ajustara a los requisitos de la norma UNE 152030 sobre 
audiodescripción y mantuviera la objetivad que caracteriza a las prácticas actuales 
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Desp és de haber seleccionado los 40 estímulos finales, los vídeos fueron cortados 
p ra que su duración oscilara entre cuatro y seis segundos en todos los casos, como se 
apuntaba en los criterios de selección de los vídeos. Para ello se recurrió al programa 
de edición de vídeo Final Cut Express en su versión Mac OS X 10.6.9. Todos los 
vídeos utilizados en el experimento se pueden consultar en el Anexo 2, incluido en el 
DVD que acompaña a este trabajo. 
 
5.2.3.2. Creación y revisión de las descripciones 
Una vez configurados los estímulos, procedimos a realizar las descripciones 
correspondientes a cada uno de ellos. Recordemos que ra necesario crear tres 
descripcion s sujet s al patrón experimental definid  en el aparado de Materiales para 
cada estímulo. Inicialmente se barajó la posibilidad de solicitar la producción de estas 
descripciones a un audiodescriptor profesional para obtener una mayor validez 
ecológica. Sin embargo, descartamos esta idea porque el encargo implica la creación 
de descripciones que se diferencian en sentidos diversos (remitimos a las 
particularidades expuestas en los apartados anteriores) de la tipología de 
audiodescripción cinematográfi a prototípica o estanda izada. 
Por lo tanto, tomamos la decisión de realizar las descripciones nosotros mismos, 
siguiendo una serie de pautas sobre el contenido y los parámetros léxicos incluidos en 
cada tipo de descripción, siendo éstos consensuados con los colegas del laboratorio de 
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grave, puesto que los fragmentos de vídeo están desposeídos de trama narrativa y 
dada su brevedad no se prestan demasiado a que se pueda introducir una interpre-
tación de los datos visuales o valoraciones personales al respecto. En este sentido, 
se siguen los preceptos de la norma UNE referentes al estilo de escritura, que es 
sencillo y con frases de construcción directa, evitando cacofonías y redundancias. 
El tipo de léxico utilizado en este tipo de descripciones también se caracterizaba 
por su neutralidad y simplicidad, prefiriéndose términos del léxico común, aunque 
suficientemente específicos para evitar descripciones imprecisas –nivel de proto-
tipo según la terminología de Rosch (1975) – frente a aquellos con una mayor 
complejidad semántica. Entre los ejemplos de estas descripciones podemos citar 
los correspondientes a las figuras que ilustran este capítulo: Humo azul frente a un 
fondo blanco (Figura 5.4); Una ráfaga de líneas de colores atraviesa la pantalla 
(Figura 5.5.); Se ve el tráfico y los peatones en hora punta en el centro de una 
ciudad. (Figura 5.6.).
•	 Tipo B: una descripción que mantuviera parcialmente la línea de objetividad y 
neutralidad de las descripciones de Tipo A, pero que abundara en todos los detalles 
visuales de la escena, incluyendo, si fuera necesario, información sobre la planifica-
ción y el modo de exposición de la cámara (cámara lenta, rápida, time-lapse, etc.), 
es decir, detalles sobre el lenguaje de la cámara. Se permitió libertad en cuanto a 
la utilización de características propias del lenguaje literario para que la recreación 
del espacio visual se enriqueciera todo lo posible (inclusive figuras retóricas como 
símiles y metáforas). A nivel léxico, se potenciaba el uso de terminología con un 
mayor poder de evocación visual, especialmente en relación a verbos y adjetivos 
(sumergirse vs. hundirse; surcar vs. cruzar; florecer vs. abrirse; impactar vs. cho-
char; etc.) y adjetivos (mansas aguas; cálida luz; danza imponente e hipnótica; 
el típico taxi amarillo; hojas otoñales; etc.). A continuación podemos observar los 
ejemplos vinculados a las mismas Figuras: Una pequeña nube de humo azul se 
dilata y se expande lentamente frente a un fondo blanco (Figura 5.4.); Una serie 
de formas multicolor se desplaza a gran velocidad de izquierda a derecha por la 
escena, como si estuviésemos observando el espacio circundante desde un objeto 
giratorio (Figura 5.5.); Plano general de un cruce de calles en el centro de una 
ciudad a la hora punta de la tarde. La reproducción a cámara rápida crea largos 
rastros procedentes de luces de faros y traseras de los vehículos (Figura 5.6).
• Tipo C: en este caso se buscó una descripción que adoptara los patrones léxico-
semánticos observados en el corpus de TRACCE para conseguir una descripción 
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pormenorizada de los elementos visuales color y movimiento. No obstante, se as-
piraba a ir paso más allá de los usos propios del AD y exagerar en cierta medida 
estos patrones para realzar las cualidades visuales de color y movimiento. Como 
se expuso en el capítulo introductorio, el léxico relacionado con el color se utiliza 
para describir el aspecto físico de personajes y objetos, de la atmósfera que genera 
determinada tonalidad en la iluminación y, por otro lado, también activa signi-
ficados connotativos que pueden aportar información con una carga emocional 
determinada. Con respecto al movimiento, los parámetros léxicos observados en 
el corpus indican que su descripción se realiza recurriendo a verbos relacionados 
con las áreas semánticas de ‘movimiento’, ‘cambio’ y ‘acción’, en mayor medida, 
de ahí que se haya recurrido a este tipo de verbos en las descripciones: ir, venir, 
moverse, volver, caer, acercarse, descender, desplazarse, deslizarse, girar, chocar, 
balancearse, esparcirse, circular, hundirse, etc. Otro de los parámetros que se al-
teró para conseguir potenciar la descripción de los elementos visuales fue la topi-
calización sintáctica de las partes de las oraciones relacionados con los elementos 
visuales, sobre todo en el caso del movimiento. Es decir, se iniciaron las frases con 
adverbios y complementos circunstanciales de modo relacionados con el movi-
miento. Por ejemplo, lentamente, a cámara rápida, con un movimiento uniforme, 
etc. Con respecto a los valores de neutralidad y objetividad de las descripciones, 
las de tipo C se mantienen en la misma línea que las de tipo B. Veamos a continua-
ción los ejemplos correspondientes a las Figuras que se muestran en este capítulo: 
Diferentes matices de azul aparecen en una nube de humo mientras esta se esparce 
por un espacio blanco (Figura 5.4.); A cámara muy rápida, unas imágenes borro-
sas de colores atraviesan la pantalla de izquierda a derecha. (Figura 5.5.); La cá-
mara rápida reproduce alargados haces de luces rojas y blancas de vehículos que 
circulan a media tarde por la ciudad. Los edificios también muestran una amplia 
gama de matices (Figura 5.6.).
El autor del trabajo no cuenta con experiencia profesional en el campo de la audiodescrip-
ción, aunque está formado en la materia y tiene experiencia a nivel aficionado al haber 
realizado la audiodescripción de dos obras de teatro. Por estas razones, se envió la prime-
ra versión de las descripciones a dos audiodescriptores profesionales que colaboran con el 
equipo de producción de guiones audiodescriptivos del que se sirve la ONCE para surtir 
su videoteca de películas audiodescritas, pero que por motivos de ubicación no podrían 
participar en la fase experimental. Además, estos audiodescriptores no debían participar 
en el experimento por razones obvias de validez del mismo. Se les solicitó que revisaran 
la calidad de las descripciones ajustándose a los criterios y parámetros léxico-semánticos 
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a los que hemos hecho referencia anteriormente. Una vez corregidas las descripciones por 
parte de estos profesionales, se aplicaron los cambios que fueron sugeridos y se mantuvo 
ese diseño final en las distintas fases experimentales del estudio. Tan solo se alterarían le-
vemente después de la realización de la prueba piloto, por la cuestiones de ortotipografía 
reportadas por los sujetos.
Las descripciones presentes en el experimento se incluyen en el Anexo 1 del texto para 
consulta de los interesados. En ese documento se ha incluido también la estructura ge-
neral del diseño experimental así como una tabla donde se especifica a qué paradigma 
concreto de predominio visual (color, movimiento o color y movimiento) corresponde 
cada módulo del experimento.
5.2.4. Muestras
En consonancia con la metodología aplicada en estudios psicofísicos, resultaba necesario 
someter el diseño experimental y el instrumento de medición que se utilizaron en el expe-
rimento a una prueba piloto. Por tanto, en primer lugar hubo que solicitar la participación 
de una muestra de voluntarios para la fase pre-experimental, que alcanzó una cifra de 
12 sujetos. Para la realización de dicha prueba contamos concretamente con estudiantes 
voluntarios que cursaban la carrera de Traducción e Interpretación.
Por su parte, en la fase experimental era necesario contar con un grupo de expertos en 
AD por un lado y con un grupo de control no especializado en AD, por otro. En ambas 
muestras, el número de participantes alcanzado ascendió a 7. La muestra de voluntarios 
del grupo de control también estaba compuesta inicialmente por 12 voluntarios con perfil 
docente en Traducción e Interpretación, pero se redujo a 7 para que la dimensión estadís-
tica fuera comparable en todos sus términos entre ambos grupos. De ese modo podríamos 
comparar de forma equilibrada los resultados y valoraciones del grupo de expertos y 
el grupo de control. El número de sujetos de las muestras experimentales, aunque algo 
limitado por la imposibilidad de localizar a más profesionales, se considera bueno para 
ofrecer una potencia estadística suficiente. El número global de sujetos en la muestra 
ascendió, por lo tanto, a 26 personas entre los tres grupos independientes mencionados:
• Grupo piloto: 12 participantes con perfil estudiantil.
• Grupo experimental experto: 7 participantes con perfil de audiodescriptor profesional.
• Grupo experimental de control: 7 participantes con perfil docente.
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Ya hemos mencionado la dificultad de acceso al colectivo de audiodescriptores profesio-
nales en España. La selección de la muestra se hizo en base a la disponibilidad de estos 
expertos. Si consideramos que la población total de audiodescriptores profesionales en 
activo en el sector no debe de ser mayor de 25 personas en el ámbito español, debemos 
dar por buena la representatividad de esta muestra.
La búsqueda de sujetos para la prueba piloto y para el grupo de control no revistió de-
masiados problemas. En el caso de la prueba piloto, se accedió a los estudiantes de la 
Facultad de Traducción e Interpretación de Granada por medio del profesorado que nos 
facilitó el acceso a varias clases. Era importante que estos alumnos no tuvieran experien-
cia directa en el ámbito de la AD, pese pudieran conocer la temática, dada su inclusión en 
los últimos años en ciertas materias de la carrera. 
Por su parte, resultó mucho más complicado ponerse en contacto con los audiodescripto-
res y reunir un grupo suficientemente amplio que se prestara voluntariamente a ser some-
tidos a un estudio sobre la materia que mejor dominan. Temíamos que se pudieran sentir 
incomodados por el hecho de que su labor traductora estuviera siendo sometida a control 
de algún modo a través de este experimento. No obstante, en ningún caso parecieron 
sentirse incómodos según lo que pudimos deducir de los comentarios que nos hicieron 
los propios. 
El primer paso para ponernos en contacto con ellos fue recurrir a los contactos que ya 
teníamos dentro de este colectivo, especialmente con el director de la empresa que realiza 
las audiodescripciones para la ONCE, Aristia Producciones y Espectáculos, S.L. Éste 
tuvo la amabilidad de remitir la información sobre el experimento a los audiodescriptores 
con los que colabora habitualmente y, a partir de ahí, realizamos los contactos oportunos 
para finalmente reunir el grupo de 7 participantes.
Finalmente, el grupo de control se benefició de la voluntariedad y amabilidad del profeso-
rado de la Facultad de Traducción e Interpretación, que participó sin reserva en el experi-
mento. Era importante que los participantes no tuvieran experiencia directa en AD, pese 
a que todos ellos conocían perfectamente en qué consistía esta modalidad de traducción 
audiovisual.
El estudio se llevó a cabo en lugares de características similares en todos los casos: salas 
aisladas de ruidos y molestias que disponían de mesas de estudio y butacas cómodas. 
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El grupo piloto y el grupo de control realizaron el experimento en una sala reservada 
del Dpto. de Traducción e Interpretación de la Universidad de Granada. Por su parte, el 
grupo de audiodescriptores hizo lo propio en una sala facilitada por Aristia en su sede de 
Madrid.
5.2.4.1. Perfil sociodemográfico de los sujetos
Los datos sociales, demográficos y culturales de los sujetos contribuyen a crear un perfil 
de la composición de los grupos elegidos, con la intención de reunir muestras homogé-
neas y representativas. Por estas razones, se utilizó una versión modificada del cuestiona-
rio realizado por Luque (2009) para determinar datos como el sexo, la edad, el nivel de 
estudios y la ocupación. Este cuestionario se pasó con posterioridad a la realización del 
experimento. Los datos obtenidos se resumen a continuación.
El experimento piloto se realizó sobre una muestra de 12 voluntarios, estudiantes de Li-
cenciatura y Grado en Traducción e Interpretación de la Universidad de Granada. Sus 
edades oscilaban entre los 21 y los 29 años, con una edad media de 23,9 años. Por sexo, 
la distribución fue de 5 hombres y 7 mujeres. Todos estaban cursando estudios superiores 
en traducción en el momento del experimento y su lengua materna era el español. 
Para la fase propiamente experimental, se emplearon dos grupos distintos, siendo uno de 
ellos de control. El grupo experimental estaba formado por siete audiodescriptores profe-
sionales (3 hombres y 4 mujeres), de entre 25 y 68 años (40,4 años de media), todos ellos 
con estudios superiores y nativos de lengua española. Seis de ellos se dedicaban en ese 
momento a la audiodescripción de forma profesional y uno estaba ya jubilado.
Por su parte, el grupo de control fue diseñado con el fin de asemejarse a la muestra del 
grupo experimental, de modo que se seleccionaron siete participantes de un conjunto de 
12 voluntarios. El grupo estaba formado por 2 hombres y 5 mujeres, de entre 26 y 65 años 
(edad media 38,5 años) con estudios superiores y cuya actividad principal es la docencia 
universitaria en el campo de traducción e interpretación, siendo su lengua materna el 
español. 
En general, los grupos eran homogéneos y representativos, obteniéndose muestras bas-
tante equilibradas, aunque con pequeñas diferencias sociodemográficas entre sí, como 
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cabía esperar. Todos los participantes, tanto de la prueba piloto como del experimento, 
fueron informados de las condiciones de desarrollo del estudio y accedieron a realizarlo 
siguiendo las instrucciones proporcionadas. 
5.2.5. Instrumento
Tras la exposición de los datos relativos a la muestra, en este apartado explicaremos los 
instrumentos utilizados para obtener una serie de resultados fiables en un experimento 
como el que nos concierne, en el que se estableció un diseño que aspiraba a cuantificar 
las respuestas y las valoraciones de los sujetos en relación a las descripciones propuestas. 
Para ello ha sido necesario localizar un programa especializado en medir la respuesta 
subjetiva de los sujetos en relación a los estímulos. A continuación, realizaremos una 
exposición detallada de las propiedades del instrumento utilizado.
El instrumento de medición sobre el que se ha montado el diseño experimental es el soft-
ware PsychoPy (Peirce 2007), escrito en lenguaje de programación Python (una alternati-
va a Matlab). Se trata de una aplicación de código abierto y de licencia libre que permite 
la presentación de estímulos a través de la técnica de la ventana móvil y la recogida de 
datos mediante los inputs registrados por el teclado o el ratón del equipo para un amplio 
espectro de experimentos de neurociencia, psicología y psicofísica. 
Es un sistema multiplataforma, disponible y testado en Windows (XP, Vista, Windows 7, 
Windows 8) y Mac OS X (versiones 10.3 en adelante). El requisito mínimo de hardware 
para el uso de PsychoPy es simplemente una tarjeta gráfica que soporte drivers OpenGL 
y texturas múltiples. Esto se puede encontrar en la actualidad en cualquiera de las tarjetas 
gráficas que se montan en equipos de sobremesa y portátiles.
Es una alternativa gratuita a programas como E-Prime o Presentation. En este caso el 
diseño se desarrolló con máquina MacBook Pro 15”, con procesador 2.2 GHz Intel Core 
i7 y 4GB de memoria. Varias de las sesiones de experimentación se realizaron con di-
cho ordenador. PsychoPy registra la selección de datos del sujeto y también sus tiempos 
de respuesta, aunque para este estudio el tiempo no ha sido un factor a tener en cuenta 
porque las respuestas eran demasiado amplias como para poder considerar el esfuerzo 
cognitivo una variable que se pueda medir en este caso.
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Las funciones primarias de PsychoPy fueron diseñadas para operar con estímulos y tiem-
pos de presentación, de modo que el usuario puede generar un ventana o una presentación 
a pantalla completa. Este programa permite crear algunos estímulos básicos directamente 
(por ejemplo, cinematogramas de puntos aleatorios, cuadrículas en movimiento, textos 
e imágenes estáticas). Las imágenes dinámicas han de ser cargadas desde una ubicación 
externa al programa. Además de presentaciones visuales, el programa permite reproducir 
estímulos auditivos en estéreo. Las respuestas de los usuarios se pueden recuperar a tra-
vés del teclado, el ratón y otro tipo de periféricos de entrada.
Otra de las grandes ventajas técnicas de este software con respecto a otros para los usua-
rios sin experiencia en programación como es nuestro caso, es que proporciona una in-
terfaz gráfica de usuario (GUI en sus siglas en inglés) llamada Builder (Figura 5.10.) que 
permite gestionar de forma relativamente intuitiva la programación del diseño experi-
mental. 
Figura 5.10. Interfaz de programación de los datos experimentales de PsychoPy.
El usuario puede introducir diferentes módulos en el diseño, encadenarlos entre sí para 
que la presentación sea continua, seleccionar estímulos externos, crear estímulos a partir 
del catálogo del programa, fijar los tiempos de entrada y salida de los estímulos, fijar las 
dimensiones de la ventana de presentación, etc. Incluso se incorpora un módulo (Monitor 
Center) para gestionar el calibrado del monitor en relación a los sistemas de coordenadas 
La imagen dinámica. Parámetros de análisis para su traducción
240
utilizados (grados de ángulos visual, centímetros, píxeles) y a los parámetros de correc-
ción del color (Figura 5.11). En nuestro experimento, todos los monitores usados fueron 
calibrados siguiendo los mismos parámetros.
Como se ha dicho anteriormente, la programación de los módulos es secuencial y cada 
uno de ellos dispone de una interfaz propia que muestra una cronografía de los tiempos de 
entrada y de salida relativos a cada uno de los elementos presentes en el módulo (vídeo, 
texto, teclas usadas en la respuesta, etc.). Al seleccionar cada uno de estos elementos, se 
abre una ventana propia que nos permite configurar las propiedades de dicho elemento. 
En la Figura 5.12. podemos observar la correspondiente al elemento que se encargaba de 
introducir las descripciones vinculadas al estimulo nº 2 del experimento.
Figura 5.11. Interfaz Monitor Center de PsychoPy.
Durante la programación del experimento también pudimos recibir los amables consejos 
de los miembros del Wellcome Laboratory of Neurobiology en relación a la implemen-
tación técnica de los distintos componentes de las pruebas para que el resultado final en 
pantalla fuera el esperado. De hecho, se realizaron varios ensayos con algunos de estos 
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miembros (y utilizando descripciones en lengua inglesa similares a las que finalmente se 
aplicaron en español). Estos investigadores dieron su visto bueno en cuanto a la estructura 
de la presentación y a los tipos de archivos de recogida de datos que genera el software 
(archivos .csv y .xlsx).
En ocasiones, ante los múltiples fallos técnicos que en un principio se produjeron (mayor-
mente debido a la ignorancia del autor del trabajo al respecto), fue necesario consultar de 
forma concienzuda la documentación sobre el funcionamiento del software en la página 
del software (http://www.PsychoPy.org/), así como los tutoriales y foros (https://groups.
google.com/forum/#!forum/PsychoPy-users) que se pueden encontrar en internet sobre 
este programa y sus múltiples adiciones.
Figura 5.12. Interfaz para la edición de las propiedades textuales en PsychoPy.
5.2.6. Procedimiento
Tal como se ha expuesto en el apartado de descripción de los sujetos, el diseño contem-
pló una estructura basada en una prueba piloto con un grupo de 12 participantes que se 
desarrolló el día 15 de enero de 2013 en un despacho de la Facultad de Traducción e 
Interpretación de la Universidad de Granada, el cual estaba provisto de cinco equipos 
de sobremesa con sistema operativo Windows y el propio equipo del investigador. El 
software PsychoPy fue instalado y puesto a prueba en cada uno de estos equipos y se rea-
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lizaron controles previos de ajuste del diseño para asegurar que el funcionamiento y los 
parámetros establecidos eran los correctos en todos los casos. 
Posteriormente se procedió a realizar la prueba piloto. Se aprovechó la disposición del 
espacio y el número de equipos disponibles para presentar y realizar el experimento si-
multáneamente en dos tandas de seis sujetos. En primer lugar, se daba la bienvenida a los 
sujetos, se les pedía que tomaran asiento y se agradecía su colaboración con el experimen-
to. Después se le explicaban las instrucciones y las acciones que tenían que realizar para 
que los datos quedasen correctamente registrados en el programa. Una vez que los sujetos 
informaban de que estaban listos para empezar, se iniciaba la prueba.
La duración del experimento osciló entre los 30 y los 50 minutos, dependiendo esta varia-
ción de la agilidad en la respuesta del sujeto. Los sujetos no estaban sometidos a limita-
ciones temporales a la hora de proporcionar sus respuestas y les estaba permitido consul-
tar al investigador al respecto del desarrollo de las pruebas. Dado que el diseño consta de 
dos bloques de 20 módulos cada uno, entre ellos el sujeto podía hacer un breve descanso 
mientras el investigador iniciaba el segundo módulo. Durante este descanso y después 
de la sesión, se preguntó de forma informal a los sujetos al respecto de la ergonomía del 
diseño y sobre los contenidos. Sus comentarios fueron anotados para posterior revisión.
Tras la realización del experimento piloto, se solicitó a los sujetos que rellenaran el cues-
tionario sobre sus datos sociodemográficos. Posteriormente se compilaron los datos de 
los sujetos registrados en los archivos .xlxs generados por el programa y se volcaron a 
otras hojas de Excel (véase apartado de Resultados) individuales y posteriormente a una 
común. Se comprobaron los registros a fin de detectar irregularidades en el almacena-
miento de las respuestas, sin observarse ninguna en relación a la grabación de los datos.
Unas semanas más tarde, se inició la fase experimental comparativa. Para ello se aplicó 
el diseño utilizado en la experiencia piloto, al cual se le habían introducido previamente 
pequeñas modificaciones de estilo y ortotipografía en las descripciones lingüísticas. Éstas 
se realizaron tras la revisión de los comentarios de los sujetos de la sesión piloto. 
De cara a la sesión experimental con audiodescriptores expertos, se citó a 10 participantes 
que se adecuaran al perfil profesional exigido por el experimento para la realización del 
mismo el día 25 de febrero en las dependencias de la empresa de audiodescripción Aristia 
Producciones y Espectáculos S.L., con sede en Madrid. A la convocatoria acudieron 7 
sujetos en total de forma totalmente voluntaria. Éstos realizaron el experimento siguiendo 
los mismo pasos que el grupo piloto. Todos los sujetos utilizaron el equipo portátil del 
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investigador en sus respectivas sesiones. A la finalización de cada sesión, rellenaron la 
plantilla de datos sociodemográficos y aprovechamos la ocasión para sondear las impre-
siones subjetivas de los participantes, que expresaron opiniones y sensaciones diversas al 
respecto de la experiencia. Todo ello quedó recogido en las anotaciones del investigador. 
Por último se compilaron los datos y se volcaron en hojas de Excel siguiendo el mismo 
procedimiento que en la prueba piloto (véase capítulo de Resultados).
Finalmente, el grupo de sujetos no expertos, constituido por siete voluntarios (con carac-
terísticas socioculturales y de edad similares a las del grupo de sujetos expertos), desa-
rrolló sus sesiones en las mismas dependencias utilizadas durante la experiencia piloto 
durante los días 4 y 5 de marzo de 2013. Las fechas pretendían adaptarse a la agenda de 
los participantes. Las condiciones en que se desarrolló la experiencia fueron similares a 
las descritas con respecto a la prueba piloto y a la sesión con audiodescriptores profesio-
nales. Al finalizar las sesiones, se compilaron sus datos y se volcaron en Excel (véase el 
capítulo de Resultados).
5.2.7. Conclusiones
Hasta aquí ha llegado la exposición del marco metodológico. En ella hemos detallado 
todos los componentes del experimento llevado a cabo. Se han recordado las preguntas 
de investigación y los objetivos del trabajo a fin de exponer las variables del experimento. 
Se ha realizado una exposición pormenoriza de las tareas de que consta el diseño expe-
rimental y de los motivos para seleccionar este tipo de diseño. También se han descrito 
los materiales utilizados y las muestras de sujetos. Además, se ha informado sobre el 
instrumento de medición de las respuestas de los sujetos en el que se ha implementado 
el diseño experimental. Por último, hemos descrito el procedimiento seguido durante la 
ejecución del estudio.
En el siguiente capítulo se realizará la exposición y descripción de los resultados con el 
fin de proporcionar un análisis estadístico de los mismos que nos permita detectar las 
diferencias generales y particulares en las respuestas ofrecidas por los distintos grupos 
experimentales. Esto nos permitirá determinar si la experiencia profesional en AD con-
diciona los procesos de adquisición y representación del conocimiento visual, influyendo 
por tanto en el proceso de audiodescripción y en su producto. Este y otros aspectos de los 
resultados serán interpretados y valorados en el capítulo de Discusión. 
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6. RESULTADOS DEL ESTUDIO EXPERIMENTAL
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A continuación presentamos los datos resultantes del experimento descrito en el capítulo 
anterior. En primer lugar se expondrán los datos arrojados por la prueba piloto, que permi-
tirán observar la validez del diseño y del procedimiento experimentales. Posteriormente 
se expondrán y se describirán los datos proporcionados por los experimentos conducidos 
sobre el grupo de profesionales de la audiodescripción y el grupo de control.
Tanto los resultados obtenidos en el experimento principal como los de la prueba pilo-
to pueden ser examinados en términos globales y en función de la estructura del dise-
ño experimental. Recordemos que los módulos del experimento estaban organizados de 
acuerdo a una estructura según la cual los estímulos mostraban una presencia dominante 
de uno de los dos elementos visuales básicos seleccionados para el desarrollo del diseño 
experimental en el capítulo de metodología (color y movimiento), o bien de ambos en un 
grado similar. En consecuencia, una de las tres descripciones valoradas por los sujetos 
en relación al estímulo (la de tipo C) trataba de reflejar dicho predominio en términos 
lingüísticos en todos los módulos. Si focalizamos el análisis de resultados en función de 
los valores dados por los sujetos a tales descripciones, se podrá observar en qué medida 
existe congruencia entre los elementos visuales destacados en la imagen y las preferen-
cias descriptivas de los sujetos. 
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Con respecto a los grupos experimentales, se ofrecerán los valores globales definidos por 
grupos: grupo de audiodescriptores expertos vs. grupo de control. Como comentamos 
en el capítulo anterior, las diferencias que se observen entre los resultados globales de 
ambos grupos deberían proporcionarnos información relevante sobre la manera en que 
abordan los profesionales el proceso de traducción intersemiótica implícito en la AD. Si 
las diferencias son considerables, se podrá confirmar la hipótesis expresada en el capítulo 
primero, esto es, que la experiencia previa de los audiodescriptores profesionales, moti-
vada por su exposición al material cinematográfico, al conocimiento de las necesidades 
informativas de los usuarios finales y la experiencia traductora en el ámbito de la AD, 
es consecuencia de la especialización de las operaciones mentales relacionadas con la 
adquisición de conocimiento visual en este colectivo (que anteceden a la fase de repre-
sentación lingüística) y, en consecuencia, esto repercute significativamente en el proceso 
de traducción y en su producto. 
6.1. Resultados de la prueba piloto y validación del procedimiento experimental
Recordemos que el desarrollo de un estudio piloto tiene como objeto, en primer lugar, 
someter a prueba el diseño del experimento para mejorar posibles errores o deficiencias 
en la programación (tiempo de exposición de los estímulos, grabación de los datos, fun-
cionamiento de las teclas programadas para dar entrada a las respuestas del sujeto, etc.), 
así como corregir errores de ortotipografía en los textos introducidos en el programa. 
En términos metodológicos, esta fase se considera pre-experimental, puesto que los re-
sultados obtenidos son fruto de una sola medición y de un solo grupo, lo que en cierta 
medida invalida los registros. No obstante, como decíamos anteriormente, la finalidad de 
la prueba piloto es exclusivamente la validación del procedimiento experimental per se, 
pese a que pueda proporcionar datos orientativos sobre las preferencias de los sujetos sin 
experiencia previa en AD.
6.1.1. Resultados globales de la prueba piloto
Como se ha expuesto en el capítulo anterior, la prueba piloto se realizó sobre una muestra 
de 12 voluntarios, estudiantes de Licenciatura y Grado en Traducción e Interpretación de 
la Universidad de Granada. Sus edades oscilaban entre los 21 y los 29 años, con una edad 
media de 23,9 años. Por sexo, la distribución fue de 5 hombres y 7 mujeres. Todos estaban 
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cursando estudios superiores en Traducción e Interpretación en el momento de la prueba 
y su lengua materna era el español.
Los datos volcados por la prueba piloto fueron compilados en hojas de Excel siguiendo 
una estructura individualizada para cada sujeto. Con respecto a la Tarea 1 del experimen-
to, se reflejaron las respuestas relacionadas con las descripciones A, B y C de los 40 mó-
dulos mediante un gráfico que muestra la distribución de tales respuestas, como se puede 
observar en el siguiente ejemplo (Gráfico 6.1.) correspondiente al sujeto número uno de 
la prueba.
Gráfico 6.1. Distribución de las respuestas a la Tarea 1 correspondientes al Sujeto nº1 de la prueba piloto
En el gráfico se puede observar una disposición de los módulos del experimento de tipo 
circular y en sentido de las agujas del reloj (1-40). Cada módulo traza un radio que alcan-
za el centro del círculo. Junto al radio del primer módulo se representan los valores de la 
escala del experimento, de forma que se generan círculos concéntricos a partir del punto 
en el que se sitúa cada valor. De esta forma podemos observar con claridad cómo se han 
distribuido los valores proporcionados por el sujeto a cada tipo de descripción a lo largo 
del experimento.
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Los promedios de las respuestas A, B y C de la Tarea 1 también fueron obtenidos a par-
tir de los datos cada sujeto. Recordemos que la escala de valoración utilizada oscilaba 
entre los valores numéricos 1 y 9, siendo 1 la nota más baja y 9 la más alta y pudiendo 
seleccionarse los valores a través de los números enteros solamente. Dichos promedios se 
transformaron también en gráficos, como el que se incluye a continuación.
Gráfico 6.2. Promedios de las valoraciones a las descripciones A, B y C correspondientes al Su-
jeto 1 de la prueba piloto.
Finalmente, los datos correspondientes a la Tarea 2, relativa a la selección de la descrip-
ción más adecuada para un espectador ciego de entre las que figuraban en la Tarea 1, 
fueron codificados numéricamente a fin de poder procesarlos de un modo estadístico. De 
este forma el valor 1 corresponde a la descripción A, el 2 corresponde a la descripción B 
y el 3 a la C. A continuación se puede ver el gráfico generado para reflejar la selección de 
uno de los sujetos.
Gráfico 6.3. Distribución de las respuestas a la Tarea 2 del Sujeto 3 de la prueba piloto
A fin objetivar la validez de los datos, se utilizan técnicas de estadística descriptiva como 
la media o promedio, la mediana, la frecuencia relativa expresada en tantos por ciento, 
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la desviación estándar y la varianza. Si solo se utilizara una medida como la media (que 
exprese el valor medio de una suma de valores) para determinar la tendencia central de 
las respuestas de los sujetos con respecto a la Tarea 1, el resultado podría verse distorsio-
nado en cierta medida por los valores extremos, por ello se utilizan el resto de medidas 
mencionadas anteriormente.
Con el objetivo de obtener la tendencia central relativa a las descripciones de la Tarea 1, 
se obtuvieron las medias intersubjetivas correspondientes a cada tipo de descripción (A, 
B y C), es decir, el valor promedio de los 12 sujetos por tipo de descripción.
Gráfico 6.4. Medias intersubjetivas descripciones ‘A’ en la Prueba Piloto. 
La comparación de los valores promedios de cada tipo de descripción nos proporciona 
una imagen más clara de la tendencia central en las evaluaciones del grupo piloto. En este 
caso, se observa una tendencia global bastante definida que consiste en evaluar con mejor 
nota las descripciones de tipo B (detallada) y C (énfasis en elemento visual), por encima 
de las de tipo A (simple). El valor medio de todas las descripciones de tipo B fue 7’54 
sobre 9, frente a 7’33 en las descripciones de tipo C y 5’12 en el caso de las descripciones 
simplificadas de tipo A. El siguiente gráfico ilustra la evolución de las medias intersubje-
tivas correspondientes a los tres tipos de descripciones. 
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Gráfico 6.5. Medias intersubjetivas descripciones ‘A’, ‘B’ y ‘C’ en la prueba piloto. 
En términos porcentuales, estos valores corresponden a un 83,77% para las descripciones 
B, un 81,44% para las descripciones C y un 56,88% en la descripciones A. Esto significa, 
que los sujetos de la prueba piloto han otorgado un valor medio de 83,77 puntos sobre 100 
a las respuestas de tipo C, por ejemplo. A la postre, esto indicaría que los participantes 
consideraron que la correspondencia imagen-texto se situaba en un nivel de notable en el 
caso de las descripciones de tipo C.
Gráfico 6.6. Porcentajes globales de promedios de las evaluaciones correspondientes a los tres tipos des-
cripción de la prueba piloto.
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Por su parte, las medianas extraídas a partir de los valores promedios relativos a cada 
tipo de descripción son las siguientes: 5,21 (A), 7,63 (B) y 7,33 (C). Por tanto, los va-
lores son similares a sus respectivas medias. Recordemos que las medianas utilizan una 
cifra real dentro del conjunto de valores para indicar el valor más central de ese grupo. 
Es decir, es una medida que nos sirve para respaldar los valores promedio mencionados 
anteriormente, puesto que si las diferencias entre esos valores y las medianas fueran muy 
amplias, podríamos entender que la distribución de los datos de la muestra está más bien 
descompensada. Sin embargo, esto no ocurre en el grupo piloto según los valores que 
acabamos de mostrar.
Asimismo, las desviaciones estándar correspondientes a las medias intersubjetivas de 
cada descripción son 0,602992153 (A), 0,475124628 (B), y 0,592716806 (C), lo que 
indica que promedio de fluctuación de los datos con respecto a la media es relativamente 
bajo y, por tanto, nos encontramos ante respuestas con un alto índice de homogeneidad 
por parte de los 12 sujetos con respecto a los distintos tipos de descripciones. 
Finalmente, los valores de la varianza de las medias intersubjetivas relativas a las tres 
opciones son los siguientes: 0,363599537 (A), 0,225743412 (B) y 0,351313212 (C).
Los datos anteriores (varianza y desviación típica) hacen referencia a los resultados apor-
tados por la Tarea 1. Quedan por aportar lo resultados relativos a la Tarea 2, en la que se 
pedía a los sujetos que escogieran la descripción considerada más apropiada de entre las 
presentes en la Tarea 1 en caso de tener que transmitir la información visual del estímulo 
a un espectador ciego.
Los datos correspondientes a la Tarea 2 fueron procesados por módulo experimental, ex-
trayéndose los porcentajes intersubjetivos correspondientes a las tres opciones posibles: 
A, B y C. En la tabla 6.1. se pueden observar los valores obtenidos en cada uno de los 
módulos
 
Los datos anteriores (varianza y desviación típica) hacen referencia a los resultados 
aportados por la Tarea 1. Quedan por aportar lo resultados relativos a la Tarea 2, en la 
que se pedía a los sujetos que escogieran la descripción considerada más apropiada de 
entre las presentes en la Tarea 1 en caso de tener que transmitir la información visual 
del estímulo a un espectador ciego. 
Los datos correspondientes a la Tarea 2 fueron procesados por módulo experimental, 
extrayéndose los porcentajes intersubjetivos correspondientes a las tres opciones 
posibles: A, B y C. En la tabla 6.1. se pueden observar los valores obtenidos en cada 
uno de los módulos: 
   PORCENTAJES 
MÓDULOS A B C 
1 33,33 50 16,66 
2 8,33 25 66,66 
3 16,66 58,33 25 
4 8,33 41,66 50 
5 16,66 41,66 41,66 
6 8,33 66,66 25 
7 8,33 66,66 25 
8 16,66 66,66 16,66 
9 16,66 41,66 41,66 
10 8,33 33,33 58,33 
11 8,33 41,66 50 
12 16,66 58,33 25 
13 8,33 41,66 50 
14 8,33 41,66 50 
15 8,33 33,33 58,33 
16 33,33 25 41,66 
17 33,33 0 66,66 
18 16,66 83,33 0 
19 16,66 66,66 16,66 
20 25 50 25 
21 8,33 58,33 33,33 
22 16,66 66,66 16,66 
23 16,66 66,66 16,66 
24 16,66 66,66 16,66 
25 16,66 66,66 16,66 
26 16,66 50 33,33 
27 8,33 41,66 50 
28 16,66 58,33 25 
29 0 41,66 58,33 
30 16,66 83,33 0 
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Tabla 6.1. Porcentajes de respuesta de la Tarea 2 en la Prueba Piloto.
Los valores promedios finales (16% para las descripciones de tipo A, 49% para las des-
cripciones de tipo B y 35% para las descripciones de tipo C) se correlacionan bien con 
los registros medios obtenidos en la Tarea 1, donde los valores siguen el mismo patrón: 
Los datos anteriores (varianza y desviación típica) hacen referencia a los resultados 
aportados por la Tarea 1. Quedan por aportar lo resultados relativos a la Tarea 2, en la 
que se pedía a los sujetos que escogieran la descripción considerada más apropiada de 
entre las presentes en la Tarea 1 en caso de tener que transmitir la información visual 
del estímulo a un espectador ciego. 
Los datos correspondientes a la Tarea 2 fueron procesados por módulo experimental, 
extrayéndose los porcentajes intersubjetivos correspondientes a las tres opciones 
posibles: A, B y C. En la tabla 6.1. se pueden observar los valores obtenidos en cada 
uno de los módulos: 
   PORCENTAJES 
MÓDULOS A B C 
1 33,33 50 16,66 
2 8,33 25 66,66 
3 16,66 58,33 25 
4 8,33 41,66 50 
5 16,66 41,66 41,66 
6 8,33 66,66 25 
7 8,33 66,66 25 
8 16,66 66,66 16,66 
9 16,66 41,66 41,66 
10 8,33 33,33 58,33 
11 8,33 41,66 50 
12 16,66 58,33 25 
13 8,33 41,66 50 
14 8,33 41,66 50 
15 8,33 33,33 58,33 
16 33,33 25 41,66 
17 33,33 0 66,66 
18 16,66 83,33 0 
19 16,66 66,66 16,66 
20 25 50 25 
21 8,33 58,33 33,33 
22 16,66 66,66 16,66 
23 16,66 66,66 16,66 
24 16,66 66,66 16,66 
25 16,66 66,66 16,66 
26 16,66 50 33,33 
27 8,33 41,66 50 
28 16,66 58,33 25 
29 0 41,66 58,33 
30 16,66 83,33 0 
31 25 8,33 66,66 
32 8,33 41,66 50 
33 16,66 41,66 41,66 
34 16,66 60 33,33 
35 33,33 33,33 33,33 
36 41,66 33,33 25 
37 16,66 66,66 16,66 
38 8,33 50 41,66 
39 8,33 41,66 50 
40 16,66 58,33 25 
PROMEDIOS 16 % 49 % 35 % 
Tabla 6.1. Porcentajes de respuesta de la Tarea 2 en la Prueba Piloto. 
 
Los valores promedios finales (16  para las descripciones de tipo A, 49% para las 
descripciones de tipo B y 35% para las descripciones de tipo C) se correlacionan bien 
con los registros medios obtenidos en la Tarea 1, donde los valores siguen el mismo 
patrón: 1º - B, 2º - C y 3º - A. Evidentemente, en este caso las diferencias son más 
acusadas debido al tipo de tarea. Mientras que en la Tarea 1 se evalúan las 
descripciones mediante una escala de valores de 1 a 9, en la Tarea 2 sólo es posible 
elegir una respuesta de entre las tres opciones posibles.  
  
6.1.2. Resultados de la prueba piloto en función del diseño experimental 
Los resultados de la prueba piloto también pueden ser diseccionados en función de la 
nota intermedia otorgada a las descripciones de tipo C, que son consideradas a priori 
las más congruentes a nivel visual con el estímulo, puesto que destacan en el plano 
lingüístico los mismos atributos visuales básicos que predominan en la estructura 
visual de la imagen.  
Podríamos postular que cuanto mayores sean los valores de estos niveles, tanto mayor 
será la percepción subjetiva de congruencia entre estímulo y descripción por parte de 
los sujetos. Se trata de algo que en términos traductológicos podríamos denominar 
correspondencia entre texto origen y texto meta. Dado que no existen datos previos 
que puedan servir de referencia a la hora de estimar qué valores serían necesarios para 
determinar que el nivel de correspondencia o congruencia es satisfactorio o suficiente, 
en este estudio y de forma provisional, situaremos el umbral de congruencia en 
valores superiores al 50%. Con respecto a la prueba piloto, tales valores se pueden 
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1º - B, 2º - C y 3º - A. Evidentemente, en este caso las diferencias son más acusadas debi-
do al tipo de tarea. Mientras que en la Tarea 1 se evalúan las descripciones mediante una 
escala de valores de 1 a 9, en la Tarea 2 sólo es posible elegir una respuesta de entre las 
tres opciones posibles.  
6.1.2. Resultados de la prueba piloto en función del diseño experimental
Los resultados de la prueba piloto también pueden ser diseccionados en función de la nota 
intermedia otorgada a las descripciones de tipo C, que son consideradas a priori las más 
congruentes a nivel visual con el estímulo, puesto que destacan en el plano lingüístico los 
mismos atributos visuales básicos que predominan en la estructura visual de la imagen. 
Podríamos postular que cuanto mayores sean los valores de estos niveles, tanto mayor 
será la percepción subjetiva de congruencia entre estímulo y descripción por parte de los 
sujetos. Se trata de algo que en términos traductológicos podríamos denominar corres-
pondencia entre texto origen y texto meta. Dado que no existen datos previos que puedan 
servir de referencia a la hora de estimar qué valores serían necesarios para determinar que 
el nivel de correspondencia o congruencia es satisfactorio o suficiente, en este estudio y 
de forma provisional, situaremos el umbral de congruencia en valores superiores al 50%. 
Con respecto a la prueba piloto, tales valores se pueden observar en la tabla 6.2. En tér-
minos porcentuales, éstos son superiores al umbral de congruencia antes citado en todos 
los módulos del experimento.




las descripciones C 
sobre 9 puntos 
Valores en tantos por 
ciento 
1 COLOR 5,17 57,41 
2 COLOR 7,17 79,63 
3 COLOR 7,75 86,11 
4 MOVIMIENTO 7,92 87,96 
5 MOVIMIENTO 7,25 80,56 
6 COLOR + MOVIMIENTO 7,33 81,48 
7 MOVIMIENTO + COLOR 7,33 81,48 
8 COLOR 6,92 76,85 
9 COLOR 7,42 82,41 
10 COLOR + MOVIMIENTO 7,58 84,26 
11 COLOR 7,67 85,19 
12 COLOR 7,25 80,56 
13 MOVIMIENTO 8,08 89,81 
14 MOVIMIENTO 7,67 85,19 
15 MOVIMIENTO 7,75 86,11 
16 COLOR + MOVIMIENTO 7,50 83,33 
17 COLOR 7,83 87,04 
18 MOVIMIENTO 6,58 73,15 
19 MOVIMIENTO + COLOR 6,58 73,15 
20 MOVIMIENTO + COLOR 6,50 72,22 
21 COLOR 7,58 84,26 
22 COLOR 6,83 75,93 
23 COLOR 7,33 81,48 
24 COLOR 7,50 83,33 
25 COLOR 7,33 81,48 
26 COLOR + MOVIMIENTO 7,50 83,33 
27 COLOR 8,00 88,89 
28 COLOR 7,50 83,33 
29 COLOR 7,92 87,96 
30 COLOR 6,17 68,52 
31 COLOR 7,50 83,33 
32 MOVIMIENTO 8,17 90,74 
33 COLOR 7,83 87,04 
34 COLOR 7,17 79,63 
35 COLOR 7,67 85,19 
36 MOVIMIENTO + COLOR 7,67 85,19 
37 COLOR 6,33 70,37 
38 MOVIMIENTO 7,50 83,33 
39 COLOR 7,67 85,19 
40 COLOR 6,83 75,93 
Tabla 5.2. Valores de congruencia entre estímulo y respuesta para descripciones de tipo C en la Prueba 
Piloto. 
 
6.1.3. Validación del procedimiento experimental 
El método de obtención de datos puesto en práctica en la prueba piloto se ha mostrado 
satisfactorio en términos globales por varios motivos. En primer lugar, el uso de un 
programa de ventana móvil como PsychoPy nos ha permitido programar el diseño 
experimental en sucesivas ocasiones hasta obtener la versión refinada utilizada en la 
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Tabla 6.2. Valores de congruencia entre estímulo y respuesta para descripciones de tipo C en la Prueba 
Piloto.
6.1.3. Validación del procedimiento experimental
El método de obtención de datos puesto en práctica en la prueba piloto se ha mostrado sa-
tisfactorio en términos globales por varios motivos. En primer lugar, el uso de un progra-
ma de ventana móvil como PsychoPy nos ha permitido programar el diseño experimental 
en sucesivas ocasiones hasta obtener la versión refinada utilizada en la prueba piloto, 
de modo que el registro de los datos por parte de la maquina transcurrió de acuerdo a lo 
previsto. Los sujetos no experimentaron problemas relacionados con las instrucciones 
proporcionadas para el desarrollo de la prueba ni con la introducción de sus respuestas a 
través del teclado o el ratón. Los tiempos totales de realización del experimento oscilaron 
entre los 30 y los 50 minutos, según el sujeto y las pausas realizadas. Conviene recordar 
en este punto que en este experimento no había límite de tiempo en la respuesta ni se 
pretendía obtener los tiempos de reacción de los sujetos (pese a que también fueron regis-
trados por el programa), puesto que no se consideró viable determinar el nivel de esfuerzo 
cognitivo invertido por los participantes (medida utilizada por algunos experimentos en 
traducción) por la excesiva extensión de las descripciones y porque pensamos que no se 
trata de una medida muy exacta para obtener información sobre el tipo de dificultades 
específicas a las que se enfrentaban los sujetos. 




las descripciones C 
sobre 9 puntos 
Valores en tantos por 
ciento 
1 COLOR 5,17 57,41 
2 COLOR 7,17 79,63 
3 COLOR 7,75 86,11 
4 MOVIMIENTO 7,92 87,96 
5 MOVIMIENTO 7,25 80,56 
6 COLOR + MOVIMIENTO 7,33 81,48 
7 MOVIMIENTO + COLOR 7,33 81,48 
8 COLOR 6,92 76,85 
9 COLOR 7,42 82,41 
10 COLOR + MOVIMIENTO 7,58 84,26 
11 COLOR 7,67 85,19 
12 COLOR 7,25 80,56 
13 MOVIMIENTO 8,08 89,81 
14 MOVIMIENTO 7,67 85,19 
15 MOVIMIENTO 7,75 86,11 
16 COLOR + MOVIMIENTO 7,50 83,33 
17 COLOR 7,83 87,04 
18 MOVIMIENTO 6,58 73,15 
19 MOVIMIENTO + COLOR 6,58 73,15 
20 MOVIMIENTO + COLOR 6,50 72,22 
21 COLOR 7,58 84,26 
22 COLOR 6,83 75,93 
23 COLOR 7,33 81,48 
24 COLOR 7,50 83,33 
25 COLOR 7,33 81,48 
26 COLOR + MOVIMIENTO 7,50 83,33 
27 COLOR 8,00 88,89 
28 COLOR 7,50 83,33 
29 COLOR 7,92 87,96 
30 COLOR 6,17 68,52 
31 COLOR 7,50 83,33 
32 MOVIMIENTO 8,17 90,74 
33 COLOR 7,83 87,04 
34 COLOR 7,17 79,63 
35 COLOR 7,67 85,19 
36 MOVIMIENTO + COLOR 7,67 85,19 
37 COLOR 6,33 70,37 
38 MOVIMIENTO 7,50 83,33 
39 COLOR 7,67 85,19 
40 COLOR 6,83 75,93 
Tabla 5.2. Valores de congruencia entre estímulo y respuesta para descripciones de tipo C en la Prueba 
Piloto. 
 
6.1.3. Validación del procedimiento experimental 
El método de obtención de datos puesto en práctica en la prueba piloto se ha mostrado 
satisfactorio en términ s globales p r v rios motivos. En primer lugar, el uso de un 
programa de ventana móvil como PsychoPy nos ha permitido programar el diseño 
experimental en sucesivas ocasiones hasta obtener la versión refinada utilizada en la 
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En nuestra opinión, la medida de los tiempos de realización de las pruebas no equivale ne-
cesariamente al esfuerzo cognitivo del sujeto. El único modo en que quizá se pueda deter-
minar ese parámetro sería mediante el registro de los niveles de activación neuronal y de 
la extensión de tal tipo de activación, lo que implicaría el uso de técnicas de neuroimagen.
El segundo motivo para pensar que nos hallamos ante un diseño experimental robusto 
viene dado por la coherencia de los datos arrojados por las dos Tareas del experimento. 
Las tendencias en las valoraciones de los sujetos son relativamente constantes a lo largo 
de los 40 módulos, como queda reflejado en el Gráfico 6.5. Las notas otorgadas a las des-
cripciones de tipo B (detalladas) y C (con énfasis en elemento visual) se sitúan en niveles 
sensiblemente superiores a las de tipo A (simples). 
En la Tarea 2, los valores medios obtenidos confirman la coherencia de las respuestas 
registradas en la Tarea 1. Las respuestas relativas a las descripciones de tipo B fueron las 
más seleccionadas con un porcentaje promedio del 49%, quedando por detrás las de tipo 
C (35%) y las de tipo A (16%). Esto demuestra a su vez que la concepción de un diseño 
experimental con dos tareas complementarias, como el propuesto en esta investigación, 
permite contrastar la tendencia general de los datos sin necesidad de recurrir a la repeti-
ción del experimento; aspecto éste que es manifiesto si revisamos el patrón de respuestas 
de uno de los sujetos de la prueba piloto. Como se puede observar en la tabla 6.3., la selec-
ción realizada en la Tarea 2 suele coincidir habitualmente con la opción que ha recibido 
mayor nota en la Tarea 1.
observar en la tabla 6.3., la selección realizada en la Tarea 2 suele coincidir 
habitualmente con la opción que ha recibido mayor nota en la Tarea 1. 
 
sujeto_002 TAREA 1 TAREA 2 
MÓDULO A B C SELECCIÓN 
1 5 3  7   C  
2 2 4 7  C  
3 2 8 7 B 
4 2 6 8  C  
5 4 6  7  C 
6 2  7  7   B 
7 1 8 6 B 
8 5 6 8   C 
9 1 7 8 C 
10 2 6 9 C 
11 2 5 8 C 
12 5 8 4 B 
13 2 2   8 C 
14 5 8 6 B 
15 3 7   7 C 
16  8 3 6 A 
17 4 7   8 C 
18 5 7 5 B 
19 3 8 4 B 
20 6 7 5 B 
Tabla 6.3. Coincidencias entre las opciones de las Tareas 1 y 2, extraídas de los resultados del Sujeto 2. 
 
Por último, los resultados propiciados por las evaluaciones de las descripciones de 
tipo C (en las que se enfatiza el predominio de los elementos visuales color y 
movimiento) muestran que los niveles de congruencia entre los estímulos visuales y 
las descripciones lingüísticas han sido superiores en promedio al 50% en todos los 
módulos de la prueba piloto, alcanzando niveles de casi el 90% en algunos casos. Esto 
nos demuestra que el diseño experimental permite analizar la influencia ejercida por 
los elementos visuales básicos sobre la traducción final, sin que para ello sea 
necesario hacer que los sujetos realicen un proceso real de producción 
audiodescriptora. La validez de este análisis residiría en la noción (nunca sometida a 
prueba) de que en el acto de valorar una descripción relativa a un estimulo visual 
concreto, el sujeto realiza un proceso de traducción mental similar al que un traductor 
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 Tabla 6.3. Coincidencias entre las opciones de las Tareas 1 y 2, extraídas de los resultados del Sujeto 2.
Por último, los resultados propiciados por las evaluaciones de las descripciones de tipo 
C (en las que se enfatiza el predominio de los elementos visuales color y movimiento) 
muestran que los niveles de congruencia entre los estímulos visuales y las descripciones 
lingüísticas han sido superiores en promedio al 50% en todos los módulos de la prueba 
piloto, alcanzando niveles de casi el 90% en algunos casos. Esto nos demuestra que el di-
seño experimental permite analizar la influencia ejercida por los elementos visuales bási-
cos sobre la traducción final, sin que para ello sea necesario hacer que los sujetos realicen 
un proceso real de producción audiodescriptora. La validez de este análisis residiría en la 
noción (nunca sometida a prueba) de que en el acto de valorar una descripción relativa a 
un estimulo visual concreto, el sujeto realiza un proceso de traducción mental similar al 
que un traductor pueda llevar a cabo cuando efectúa la revisión de varias versiones de la 
traducción de un mismo texto origen.
En definitiva, la prueba piloto permitió, en primer lugar, dar por válido el diseño experi-
mental de cara a su aplicación en la fase experimental con el grupo de audiodescriptores 
expertos y el grupo de control. También sirvió para corregir algunos errores ortotipográ-
ficos y cuestiones de estilo presentes en las descripciones verbales incluidas en el diseño 
experimental. Por otro lado, aunque parezca un aspecto menor, se observó que el uso de 
distintos monitores y equipos a veces producía tamaños y resoluciones de los estímulos 
diferentes, por lo que se ajustaron los parámetros en cada uno de los equipos de sobre-
mesa utilizados para su reutilización en el futuro con el grupo de control durante la fase 
experimental.
6.2. Resultados globales por grupos experimentales
En este apartado se informará de los resultados de la fase experimental discriminados por 
grupo experimental. La estructura de la exposición permitirá destacar las diferencias que 
puedan existir entre el grupo de audiodescriptores profesionales y el grupo de control.
observar en la tabla 6.3., la selección realizada en la Tarea 2 suele coincidir 
habitualmente con la opción que ha recibido mayor nota en la Tarea 1. 
 
sujeto_002 TAREA 1 TAREA 2 
MÓDULO A B C SELECCIÓN 
1 5 3  7   C  
2 2 4 7  C  
3 2 8 7 B 
4 2 6 8  C  
5 4 6  7  C 
6 2  7  7   B 
7 1 8 6 B 
8 5 6 8   C 
9 1 7 8 C 
10 2 6 9 C 
11 2 5 8 C 
12 5 8 4 B 
13 2 2   8 C 
14 5 8 6 B 
15 3 7   7 C 
16  8 3 6 A 
17 4 7   8 C 
18 5 7 5 B 
19 3 8 4 B 
20 6 7 5 B 
Tabla 6.3. Coincidencias entre las opciones de las Tareas 1 y 2, extraídas de los resultados del Sujeto 2. 
 
Por último, los resultados propiciados por las evaluaciones de las descripciones de 
tipo C (en las que se enfatiza el predominio de los elementos visuales color y 
movimiento) muestran que los niveles de congruencia entre los estímulos visuales y 
las descripciones lingüísticas han sido superiores en promedio al 50% en todos los 
módulos de la prueba piloto, alcanzando niveles de casi el 90% en algunos casos. Esto 
nos demuestra que el diseño experimental permite analizar la influencia ejercida por 
los elementos visuales básicos sobre la traducción final, sin que para ello sea 
necesario hacer que los sujetos r alicen un proceso real de roducción 
audiodescriptora. La validez de este análisis residiría n la noción (nu ca sometida a 
prueba) de que en el acto de valorar una descripción relativa a un estimulo visual 
concreto, el sujeto realiza un proceso de traducción mental similar al que un traductor 
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Recordemos que el grupo de expertos estaba formado por siete audiodescriptores profe-
sionales (3 hombres y 4 mujeres), de entre 25 y 68 años (40,4 años de media), todos ellos 
con estudios superiores y nativos de español, mientras que el grupo de control estaba 
formado por 2 hombres y 5 mujeres, de entre 26 y 65 años (edad media 38,5 años) con 
estudios superiores y cuya actividad principal es la docencia universitaria en el campo 
de traducción e interpretación, siendo su lengua materna el español. El grupo de control 
fue diseñado buscando unas características  demográficas, sociales y culturales similares 
al grupo experimental, como se puede observar por las similitudes de las muestras. Esta 
medida buscaba principalmente disminuir las diferencias estadísticas que pudieran gene-
rar los resultados de cada grupo debido a su diferente perfil profesional. Precisamente, la 
pertenencia a un mismo gremio profesional (audiodescriptores, por un lado, y profeso-
rado universitario del campo de Traducción, por otro) constituía una baza a favor de la 
homogeneidad en las respuestas de ambos grupos. 
 
6.2.1. Tarea 1: escalas de valoraciones de las descripciones propuestas
A continuación se exponen los resultados relativos a la Tarea 1, en la que los sujetos 
puntuaron el grado correspondencia entre estímulo visual y descripciones verbales de la 
imagen. Los resultados se muestran segregados por grupos para realizar posteriormente 
un análisis comparativo entre el grupo experimental y el grupo de control. 
6.2.1.1. Grupo de audiodescriptores profesionales
En los grupos experimentales se siguió el mismo procedimiento de extracción de las 
respuestas de los sujetos que se ha explicado en el apartado anterior; los datos fueron vol-
cados en hojas de Excel por sujeto y a partir de ahí se obtuvieron los valores promedios 
intersubjetivos discriminados por tipología de descripción: A (simple), B (detallada) y C 
(énfasis en los elementos visuales color y/o movimiento).
La evolución de las medias intersubjetivas a lo largo de los 40 módulos del experimento 
es bastante dispar, en el sentido de que no sigue una tendencia clara y se observan nu-
merosos picos en las representaciones gráficas de dichos valores. Estos datos serán inter-
pretados como corresponde en el capítulo de Discusión a fin de determinar sus causas. 
A continuación podemos observar una tabla que muestra la distribución de los valores 
mencionados anteriormente.
La imagen dinámica. Parámetros de análisis para su traducción
260
6.2.1. Tarea 1: escalas de valoraciones de las descripciones propuestas 
A continuación se exponen los resultados relativos a la Tarea 1, en la que los sujetos 
puntuaron el grado correspondencia entre estímulo visual y descripciones verbales de 
la imagen. Los resultados se muestran segregados por grupos para realizar 
posteriormente un análisis comparativo entre el grupo experimental y el grupo de 
control.  
 
6.2.1.1. Grupo de audiodescriptores profesionales 
En los grupos experimentales se siguió el mismo procedimiento de extracción de las 
respuestas de los sujetos que se ha explicado en el apartado anterior; los datos fueron 
volcados en hojas de Excel por sujeto y a partir de ahí se obtuvieron los valores 
promedios intersubjetivos discriminados por tipología de descripción: A (simple), B 
(detallada) y C (énfasis en los elementos visuales color y/o movimiento). 
La evolución de las medias intersubjetivas a lo largo de los 40 módulos del 
experimento es bastante dispar, en el sentido de que no sigue una tendencia clara y se 
observan numerosos picos en las representaciones gráficas de dichos valores. Estos 
datos serán interpretados como corresponde en el capítulo de Discusión a fin de 
determinar sus causas. A continuación podemos observar una tabla que muestra la 











1 2,86 4,43 4,86 
2 2,86 2,86 5,57 
3 3,86 5,71 4,71 
4 4,00 5,14 4,86 
5 6,14 3,57 5,71 
6 5,57 4,57 5,43 
7 5,71 3,00 6,71 
8 6,29 5,14 6,71 
9 5,43 4,57 5,43 
10 5,00 4,29 5,14 
11 5,43 2,86 4,14 
12 8,00 4,57 3,43 
13 6,00 2,57 6,86 
14 6,71 4,86 3,57 
15 4,57 3,71 4,29 
16 6,86 2,86 2,29 
17 6,00 5,00 6,14 
18 6,29 4,29 3,14 
19 3,43 5,57 4,29 
20 5,14 3,71 3,57 
21 2,86 5,57 5,00 
22 6,14 5,29 4,86 
23 4,43 4,71 2,29 
24 6,86 5,71 6,14 
25 3,86 3,71 1,71 
26 6,71 2,00 5,00 
27 4,71 5,14 2,71 
28 3,43 3,71 4,14 
29 2,86 5,00 5,71 
30 7,00 7,00 3,71 
31 6,14 1,57 5,29 
32 3,43 5,71 5,14 
33 4,43 4,29 7,29 
34 5,43 4,57 6,14 
35 4,57 5,14 3,43 
36 7,71 5,43 2,43 
37 6,71 4,29 5,29 
38 6,00 4,57 3,57 
39 3,71 5,57 4,86 
40 3,57 4,57 5,86 
Tabla 6.4. Valores promedios intersubjetivos de la Tarea 1 discriminados por tipo de descripción y 
módulo. Grupo de audiodescriptores profesionales. 
 
Las fluctuaciones en la evolución de los datos se pueden visualizar más claramente en 
el gráfico 6.7.  
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Tabla 6.4. Valores promedios intersubjetivos de la Tarea 1 discriminados por tipo de descripción y módulo. 
Grupo de audiodescriptores profesionales.
Las fluctuaciones en la evolución de los datos se pueden visualizar más claramente en el 
gráfico 6.7. 
Gráfico 6.7. Medias intersubjetivas de las descripciones ‘A’, ‘B’ y ‘C’ en el grupo de expertos.
La tendencia central de estas evaluaciones se expresa a través de los valores promedios 
globales relativos a cada uno de los tres tipos de descripciones. La opción más valorada 
por los usuarios expertos fue la de tipo A, con un valor de 5,17 sobre 9, lo que equivale 
a 57,44% en términos porcentuales. El segundo valor más alto se lo llevó la opción de 
tipo C con, 4,69 puntos de media o un 52,11%. Finalmente, la opción peor valorada fue la 
B, con 4,42 puntos y un 49,11%. Por su parte, las tres medianas correspondientes a este 
grupo de valores referidos las medias intersubjetivas de los distintos módulos fueron las 
siguientes: 5,43 (descripciones A), 4,57 (descripciones B) y 4,86 (descripciones C).
15 4,57 3,71 4,29 
16 6,86 2,86 2,29 
17 6,00 5,00 6,14 
18 6,29 4,29 3,14 
19 3,43 5,57 4,29 
20 5,14 3,71 3,57 
21 2,86 5,57 5,00 
22 6,14 5,29 4,86 
23 4,43 4,71 2,29 
24 6,86 5,71 6,14 
25 3,86 3,71 1,71 
26 6,71 2,00 5,00 
27 4,71 5,14 2,71 
28 3,43 3,71 4,14 
29 2,86 5,00 5,71 
30 7,00 7,00 3,71 
31 6,14 1,57 5,29 
32 3,43 5,71 5,14 
33 4,43 4,29 7,29 
34 5,43 4,57 6,14 
35 4,57 5,14 3,43 
36 7,71 5,43 2,43 
37 6,71 4,29 5,29 
38 6,00 4,57 3,57 
39 3,71 5,57 4,86 
40 3,57 4,57 5,86 
Tabla 6.4. Valores promedios intersubjetivos de la Tarea 1 discriminados por tipo de descripción y 
módulo. Grupo de audiodescriptores profesionales. 
 
Las fluctuaciones en la evolución de los datos se pueden visualizar más claramente en 
el gráfico 6.7.  
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Si comparamos los valores globales del grupo de audiodescriptores expertos con los ob-
tenidos en la prueba piloto, podemos observar un descenso acusado de la nota media 
otorgada a las opciones B y C. No obstante, no conviene utilizar los valores de la prueba 
piloto como contraste, ya que se trata solamente de una medición pre-experimental. Pre-
cisamente para poder obtener datos más válidos para la comparación, este experimento se 
concibió con un grupo de control. 
Los datos relativos a la desviación estándar en los valores promedios intersubjetivos de 
cada tipo de descripción son los siguientes: 1,439114029 para la opción A, 1,133639568 
para la opción B y 1,371459096 para la C. Por tanto, el grado de fluctuación de los datos 
respecto a la media es relativamente alto entre los audiodescriptores, cuestión que habrá 
será analizada e interpretada en el apartado de discusión. Esta tendencia queda demostra-
da por los valores ofrecidos por una medida estadística de dispersión como la varianza, 
que en este caso se elevó a 2,071049189 entre los resultados promedios de las valoracio-
nes de descripciones simples (tipo A), 1,285138671 entre los datos de las descripciones 
detalladas (tipo B) y 1,880900052 en las descripciones de tipo C.
Gráfico 6.8. Porcentajes de los valores medios intersubjetivos correspondientes a las evaluaciones de los 
audiodescriptores profesionales.
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6.2.1.2. Grupo de control
Los resultados proporcionados por el grupo de control muestran una tendencia muy di-
ferente a la observada en el grupo de expertos en audiodescripción. Las medias inter-
subjetivas siguen una evolución mucho más definida en este grupo. Por lo general, las 
descripciones mejor votadas son las de tipo B y C, en ese orden, quedando más escorada 
la de tipo A. Esto queda debidamente reflejado en el gráfico 6.9. Sorprendentemente, nos 
encontramos ante un patrón de valoración muy similar al observado en la prueba piloto.
Gráfico 6.9. Medias intersubjetivas de las descripciones ‘A’, ‘B’ y ‘C’ en el grupo de control.
Los valores promedios por módulo relativos a cada uno de los tres tipos de descripciones 
representan claramente las diferencias existentes entre las puntuaciones otorgadas a unas 
y a otras descripciones por los sujetos. 
Las medias globales de estos conjuntos de valores fueron las siguientes en relación a 
cada uno de los tipos de descripción. La nota más alta la obtuvieron las descripciones 
detalladas (B), con 8,37 puntos sobre 9, lo que equivale a un 93%. La segunda nota más 
alta la alcanzaron las descripciones que trataban de trasladar el predominio de elementos 
visuales como el color y el movimiento al plano lingüístico, con 7,85 puntos, o lo que es 
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lo mismo, un 87,22% de valoración. Por último, las descripciones menos votadas en todos 
los casos fueron las de tipo A (simples), con un valor de 4,73 o 52,55%. Los valores de las 
medianas correspondientes a las medias intersubjetivas fueron 8,43 (B), 8,00 (C) y 4,86 
(A), respectivamente.
Gráfico 6.10. Porcentajes de los valores medios intersubjetivos correspondientes a las evaluaciones del 
grupo de control en la Tarea 1.
Finalmente, los valores relacionados con las fluctuaciones de las medias intersubjetivas 
en relación con los tres tipos de descripciones se muestran en la siguiente tabla:
Tabla 6.5. Desviación estándar y varianza del grupo 
Estos valores nos indican que no existen grandes fluctuaciones en el patrón de respuesta 
de los sujetos del grupo de control, lo que explica la homogeneidad relativa en las distin-
tas medias intersubjetivas expresadas por módulo que se aprecia en el gráfico 6.9.
más alta la alcanzaron las descripciones que trataban de trasladar el predominio de 
elementos visuales como el color y el movimiento al plano lingüístico, con 7,85 
puntos, o lo que es lo mismo, un 87,22% de valoración. Por último, las descripciones 
menos votadas en todos los casos fueron las de tipo A (simples), con un valor de 4,73 
o 52,55%. Los valores de las medianas correspondientes a las medias intersubjetivas 
fueron 8,43 (B), 8,00 (C) y 4,86 (A), respectivamente. 
 
 
Gráfico 6.10. Porcentajes de los valores medios intersubjetivos correspondientes a las evaluaciones del 
grupo de control en la Tarea 1. 
 
Finalmente, los valores relacionados con las fluctuaciones de las medias 
intersubjetivas en relación con los tres tipos de descripciones se muestran en la 
siguiente tabla: 
 A B C 
DESVIACIÓN ESTÁNDAR 0,915125244 0,412884456 0,643274183 
VARIANZA 0,837454212 0,170473574 0,413801675 
Tabla 6.5. Desviación estándar y varianza del grupo  
 
Estos valores nos indican que no existen grandes fluctuaciones en el patrón de 
respuesta de los sujetos del grupo de control, lo que explica la homogeneidad relativa 
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6.2.1.3. Análisis comparativo
Los resultados que acabamos de exponer no son significativos si no se realiza un análisis 
de conjunto que permita comparar los datos relativos a cada uno de los grupos del experi-
mento a fin de poner de relieve las similitudes o diferencias existentes entre las respuestas 
de los sujetos.
El gráfico 6.11. nos muestra una comparación de la evolución de las medias de los tres 
tipos de descripciones del grupo de expertos frente al grupo de control.
Gráfico 6.11. Comparativa de medias intersubjetivas del Grupo de Expertos vs. Grupo de Control
El gráfico anterior refleja el contraste entre la tendencia de los valores intermedios del 
grupo de profesionales, que incluyen grandes diferencias de nota entre los módulos del 
mismo tipo de descripción (los picos más agudos de las líneas de color rojo, verde y mo-
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rado así lo delatan), y los valores del grupo de control que están bien definidos dentro de 
un mismo rango de puntuación y muestran pocas fluctuaciones en sus promedios.
Tales contrastes quedan avalados por las diferencias en los valores de medidas como des-
viación estándar o la varianza en los dos grupos, como se refleja en el Gráfico 6.12. Llama 
igualmente la atención la superioridad de las notas dadas a las descripciones de tipo B por 
parte de los sujetos del grupo de control. Estos resultados manifiestamente divergentes a 
nivel intergrupal serán interpretados en el capítulo 6.
Gráfico 6.12. Varianza y desviación estándar de las medias intersubjetivas del Grupo de Expertos frente al 
Grupo de Control.
Estas diferencias se concretan aún más si comparamos los valores medios del conjunto de 
medias intersubjetivas. Mientras que en el grupo de expertos los valores son de 5,12 (A), 
4,42 (B), y 4,69 (C); en el grupo de control nos encontramos con 4,73 (A), 8,37 (B) y 7,85 
(C). Vemos que las diferencias en los promedios del grupo de expertos no son nada acu-
sadas, produciéndose una leve superioridad en la valoración de las descripciones simples 
(A) sobre las descripciones “visuales” (C) y las detalladas (B), respectivamente. Por su 
parte, en el caso de los valores del grupo de control las diferencias son mucho más paten-
tes (de entre 3 y 3,5 puntos), situándose la opción B a la cabeza por delante de la C y la A.
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6.2.2. Tarea 2: selección de la descripción más idónea para el espectador ciego
En este apartado volcaremos los datos de la Tarea 2 relacionados con el grupo de expertos 
y el grupo de control. Esto nos permitirá observar si existe coherencia entre estos datos y 
los obtenidos en la Tarea 1, así como realizar un análisis comparativo entre los dos grupos 
experimentales.
6.2.2.1. Grupo de audiodescriptores profesionales
Los registros obtenidos por parte del grupo de audiodescriptores en relación a la Tarea 2 
están reflejados en la tabla siguiente.
 
valoración de las descripciones simples (A) sobre las descripciones “visuales” (C) y 
las detalladas (B), respectivamente. Por su parte, en el caso de los valores del grupo 
de control las diferencias son mucho más patentes (de entre 3 y 3,5 puntos), 
situándose la opción B a la cabeza por delante de la C y la A. 
 
6.2.2. Tarea 2: selección de la descripción más idónea para el espectador 
ciego 
En este apartado v lcaremos los datos de la Tarea 2 relacionados co  el grupo de 
expertos y el grupo de control. Est  nos pe mitirá observar si ex ste coh rencia entre 
estos datos y los obtenidos en la Tarea 1, así como realizar un análisis comparativo 
entre los dos grupos experimentales. 
 
6.2.2.1. Grupo de audiodescriptores profesionales 
Los registros obtenidos por parte del grupo de audiodescriptores en relación a la Tarea 
2 están reflejados en la tabla siguiente. 
   PORCENTAJES 
MÓDULOS A B C 
1 14,28 57,14 28,57 
2 14,28 14,28 71,42 
3 14,28 57,14 28,57 
4 14,28 57,14 28,57 
5 42,85 0 57,14 
6 57,14 28,57 14,28 
7 28,57 14,28 57,14 
8 14,28 14,28 71,42 
9 42,85 28,57 28,57 
10 28,57 14,28 57,14 
11 57,15 0 42,85 
12 85,71 14,28 0 
13 42,85 0 57,14 
14 71,42 14,28 14,28 
15 57,14 0 42,85 
16 100 0 0 
17 42,85 14,28 42,85 
18 57,14 28,57 14,28 
19 14,28 42,85 42,85 
20 57,14 14,28 28,57 
21 0 71,42 28,57 
22 42,85 14,28 42,85 
23 42,85 57,14 0 
24 42,85 28,57 28,57 
25 85,71 14,28 0 
26 71,42 14,28 14,28 
27 28,57 57,14 14,28 
28 42,85 28,57 28,57 
29 14,28 28,57 57,14 
30 42,85 57,14 0 
31 71,42 0 28,57 
32 0 57,14 42,85 
33 14,28 0 85,71 
34 42,85 0 57,14 
35 57,14 42,85 0 
36 85,71 14,28 0 
37 57,14 14,28 28,57 
38 42,85 28,57 28,57 
39 42,85 28,57 28,57 
40 14,28 71,42 14,28 
PROMEDIOS 43 % 26 % 31 % 
Tabla 6.6. Porcentajes de respuesta de la Tarea 2 en el grupo de expertos. 
 
Podemos comprobar que la selección más habitual por parte de los audiodescriptores 
fue la descripción de tipo A con un valor del 43%. La segunda opción más 
seleccionada fue la C, con un 31%. En última posición se sitúan las descripciones 
detalladas (B), con una frecuencia del 26%. Si contrastamos estos resultados con los 
obtenidos en la Tarea 1, observaremos que existe coherencia en el orden de los 
valores. Recordemos los valores para la Tarea A del grupo experto: las descripciones 
de tipo A fueron las mejor valoradas con 5,17 puntos sobre, las de tipo C obtuvieron 
4,69 y, finalmente, las de tipo B alcanzaron un valor promedio 4,42 puntos dentro de 
la escala de 9. Traducido a tantos por ciento, tenemos el valor de las descripciones A 
equivale a 36,21%, el de las descripciones C a 32,84% y el de las B a 30,95%. En el 
siguiente gráfico se puede apreciar el nivel de correspondencia entre los valores de 
ambas pruebas. 
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Tabla 6.6. Porcentajes de respuesta de la Tarea 2 en el grupo de expertos.
Podemos comprobar que la selección más habitual por parte de los audiodescriptores fue 
la descripción de tipo A con un valor del 43%. La segunda opción más seleccionada fue 
la C, con un 31%. En última posición se sitúan las descripciones detalladas (B), con una 
frecuencia del 26%. Si contrastamos estos resultados con los obtenidos en la Tarea 1, 
observaremos que existe coherencia en el orden de los valores. Recordemos los valores 
para la Tarea A del grupo experto: las descripciones de tipo A fueron las mejor valoradas 
con 5,17 puntos sobre, las de tipo C obtuvieron 4,69 y, finalmente, las de tipo B alcanza-
ron un valor promedio 4,42 puntos dentro de la escala de 9. Traducido a tantos por ciento, 
Gráfico 6.13. Comparativa de porcentajes promedios del grupo de expertos en las Tareas 1 y 2.
21 0 71,42 28,57 
22 42,85 14,28 42,85 
23 42,85 57,14 0 
24 42,85 28,57 28,57 
25 85,71 14,28 0 
26 71,42 14,28 14,28 
27 28,57 57,14 14,28 
28 42,85 28,57 28,57 
29 14,28 28,57 57,14 
30 42,85 57,14 0 
31 71,42 0 28,57 
32 0 57,14 42,85 
33 14,28 0 85,71 
34 42,85 0 57,14 
35 57,14 42,85 0 
36 85,71 14,28 0 
37 57,14 14,28 28,57 
38 42,85 28,57 28,57 
39 42,85 28,57 28,57 
40 14,28 71,42 14,28 
PROMEDIOS 43 % 26 % 31 % 
Tabla 6.6. Porcentajes de respuesta de la Tarea 2 en el grupo de expertos. 
 
Podemos comprobar que la selección más habitual por parte de los audiodescriptores 
fue la descripción de tipo A con un valor del 43%. La segunda opción más 
seleccionada fue la C, con un 31%. En última posición se sitúan las descripciones 
d talladas (B), con una frecuencia del 26%. Si contrastamos estos r sultad  con lo  
obtenidos en la Tarea 1, observaremos que xiste c herencia en el orden de lo  
valores. Recordemos los valores para la Tarea A del grupo experto: las descripciones 
de tipo A fueron las mejor valoradas con 5,17 puntos sobre, las de tipo C obtuvieron 
4,69 y, finalmente, las de tipo B alcanzaron un valor promedio 4,42 puntos dentro de 
la escala de 9. Traducido a tantos por ciento, tenemos el valor de las descripciones A 
equivale a 36,21%, el de las descripciones C a 32,84% y el de las B a 30,95%. En el 
siguiente gráfico se puede apreciar el nivel de correspondencia entre los valores de 
ambas pruebas. 
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tenemos el valor de las descripciones A equivale a 36,21%, el de las descripciones C a 
32,84% y el de las B a 30,95%. En el siguiente gráfico se puede apreciar el nivel de co-
rrespondencia entre los valores de ambas pruebas.
La correlación en el orden de los resultados de las pruebas con respecto a la Tarea 1 nos 
permite confirmar que el experimento ha sido efectuado de forma válida por los audio-
descriptores profesionales. Como ya dijimos en relación a los datos contrastados de las 
tareas 1 y 2 en la Prueba Piloto, las diferencias entre las magnitudes relativas a cada tipo 
de descripción son fruto de la naturaleza de cada prueba y de los tipos de datos obtenidos 
en cada caso. En la Tarea 1 se evalúan las descripciones mediante una escala de valores de 
1 a 9, en la Tarea 2 sólo es posible elegir una respuesta de entre las tres opciones posibles.
6.2.2.2. Grupo de control
Los valores obtenidos por el grupo de control en la Tarea 2 también se correlacionan co-
rrectamente con los de la Tarea 1. La opción B continuó siendo la preferida entre los suje-
tos, con una frecuencia de selección del 53%. En segundo puesto encontramos la opción 
C, con un valor del 38%. En última posición encontramos las descripciones de tipo C, con 
sólo un 9%. Recordemos que los datos relativos a la Tarea 1 del grupo de control seguían 
un patrón de valoración similar, aunque con diferencias menos acusadas. Las cifras eran 
las siguientes concretamente: 8,37 (B), 7,85 (C) y 4,73 (A). En términos porcentuales 
estaríamos hablando de 39,96% (B), 37,47% (C) y 22,57% (A). En el siguiente gráfico se 
pueden visualizar los resultados mencionados.
Gráfico 6.14. Comparativa de porcentajes promedios del grupo de control en las Tareas 1 y 2
En consecuencia, observamos que, por norma general, en ambos grupos las diferencias 
que se dan en los valores promedios de la Tarea 1 tienden a acentuarse en los parámetros 
correspondientes de la Tarea 2, lo que nos indica que los sujetos utilizaron un patrón de 
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respuesta en esa última tarea que parece reflejar una influencia fuerte por parte del tipo de 
descripción mejor valorada en la Tarea 1.
6.2.2.3. Análisis comparativo
Como se mencionaba en el párrafo anterior, la tendencia general de los datos obtenidos 
en la Tarea 2 con respecto a los tres tipos de descripciones es el mantenimiento del mismo 
orden encontrado en los valores de la Tarea 1. En el grupo de expertos se manifiesta con 
el orden A > C > B, mientras que en el grupo de control el orden varía y encontramos el 
siguiente: B > C > A.
Estas diferencias reflejan una disposición distinta de las preferencias de cada uno de los 
grupos. Los audiodescriptores expertos parecen preferir las descripciones simples antes 
que las detalladas o las que realzan los elementos visuales escogidos para este experi-
mento, aunque el porcentaje promedio de estas últimas constituye la segunda opción más 
votada. La tendencia es muy distinta en el grupo no experto, cuyos sujetos seleccionaron 
consistentemente las descripciones detalladas como su opción favorita, seguida de las 
descripciones en las que se enfatiza el color y/o el movimiento. Por su parte, las descrip-
ciones simples apenas suponen el 10% dentro de sus preferencias, como se puede obser-
var en el gráfico 6.15. 
Gráfico 6.15. Comparativa del promedio de porcentajes de la Tarea 2 entre Grupo Experto y el Grupo de 
Control.
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Entendemos que las diferencias acusadas existentes entre ambos grupos no son fortuitas 
o fruto de las desviaciones que se puedan ocasionar por la gestión estadística de los datos, 
sino consecuencia de diferencias reales en los procesos de comprensión del discurso vi-
sual y del tipo de traducción intersemiótica desarrollado por los profesionales de la audio-
descripción, así como del grado de juicio crítico que los expertos puedan manifestar con 
respecto a las pruebas. Estas cuestiones serán retomadas en el capítulo 7 a fin de proponer 
una explicación plausible para las disparidades que hemos hallado.
Otro rasgo que se ha podido contrastar mediante la comparación de los valores vertidos 
por la Tarea 2 con respecto a los encontrados en la Tarea 1, es que en ambos grupos se 
acentúa la tendencia observada en la primera tarea. La explicación de este hecho puede 
residir en parte en la naturaleza particular de los datos registrados en ambas tareas, pero 
quizá también se pueda intuir un fenómeno de “arrastramiento” ejercido por las descrip-
ciones con mayor porcentaje de éxito entre los sujetos en la Tarea 1. 
6.3. Resultados discriminados en función del diseño experimental
Otro de los ángulo desde el que podemos abordar los resultados de este experimento es 
el que pone de relieve el diseño experimental utilizado. Este tipo de experimentos está 
fuertemente condicionado por los estímulos utilizados. En este caso, la batería de 40 ví-
deos y sus atributos visuales nos llevaron a diseñar las pruebas siguiendo una dinámica de 
descripciones lingüísticas que se hiciera eco de los elementos visuales más sobresalientes 
en tales vídeos. En todos los módulos del experimento, el tipo de descripciones lingüísti-
cas en las que se resaltan los aspectos visuales relacionados con el color y el movimiento 
figuraba como la opción C. Recordemos el orden de las descripciones visuales y el tipo 
de elementos enfatizados en los distintos módulos:
Gráfico 6.15. Comparativa d l promedio de porcentajes d  la Tar a 2 entre Grupo Experto y el Grupo 
de Control. 
 
Otro rasgo que se ha podido contrastar mediante la comparación de los valores 
vertidos por la Tarea 2 con respecto a los encontrados en la Tarea 1, es que en ambos 
grupos se acentúa la tendencia observada en la primer  tarea. La explicación de este 
hecho puede residir en parte en la naturaleza particular de los datos registrados en 
ambas tareas, pero quizá también se pueda intuir un fenómeno de “arrastramiento” 
ejercido por las descripciones con mayor porcentaje de éxito entre los sujetos en la 
Tarea 1.  
 
6.3. Resultados discriminados en función del diseño experimental 
Otro de los ángulo desde el que podemos abordar los resultados de este experimento 
es el que pone de relieve el diseño experimental utilizado. Este tipo de experimentos 
está fuertemente condicionado por los estímulos utilizados. En este caso, la batería de 
40 vídeos y sus atributos visuales nos llevaron a diseñar las pruebas siguiendo una 
dinámica de descripciones lingüísticas que se hiciera eco de los elementos visuales 
más sobresalientes en tales vídeos. En todos los módulos del experimento, el tipo de 
d scripciones lingüística  en las que se resaltan los aspectos visuales relacionados con 
el color y el movimiento figuraba como la opción C. Recordemos el orden de las 
descripciones visuales y el tipo de elementos enfatizados en los distintos módulos: 







6 COLOR + MOVIMIENTO 
7 MOVIMIENTO + COLOR 
8 COLOR 
9 COLOR 






16 COLOR + MOVIMIENTO 
17 COLOR 
18 MOVIMIENTO 
19 MOVIMIENTO + COLOR 
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Tabla 6.7. Orden y distribución de los elementos visuales destacados en las descripciones de tipo C.
En los siguientes apartados se expondrán las respuestas de cada grupo experimental en 
relación a las tres posibles variantes de descripciones de tipo C en las que se recalcan los 
atributos visuales: a) COLOR, b) MOVIMIENTO y c) COLOR y MOVIMIENTO. 
6.3.1. Predominio del elemento visual básico color
Para determinar el valor promedio de las respuestas de tipo C, en las que se enfatiza el 
elemento visual color, se extrajeron los valores de los 24 módulos correspondientes a 
dicho paradigma y se hizo la media. 
En el grupo de expertos, el resultado promedio fue de 4,81 sobre los 9 puntos posibles. 
Por su parte, el valor medio del grupo de control en relación a este paradigma es de 7,72. 
Observamos que los resultados son consistentes con la medias intersubjetivas correspon-
dientes al conjunto de descripciones de tipo C, 4,69 en el caso del grupo de profesionales 
y 7,85 en el grupo de control. También se puede deducir de estos valores una tendencia 
que ha sido la tónica general en el análisis comparativo entre ambos grupos, concreta-
Gráfico 6.15. Comparativa del promedio de porcentajes de la Tarea 2 entre Grupo Experto y el Grupo 
de Control. 
 
Otro rasgo que se ha podido contrastar mediante la comparación de los valores 
vertidos por la Tarea 2 con respecto a los encontrados en la Tarea 1, es que en ambos 
grupos se acentúa la tendencia observada en la primera tarea. La explicación de este 
hecho puede residir en parte en la naturaleza particular de los datos registrados en 
ambas tareas, pero quizá también se pueda intuir un fenómeno de “arrastramiento” 
ejercido por las descripciones con mayor porcentaje de éxito entre los sujetos en la 
Tarea 1.  
 
6.3. Resultados discriminados en función del diseño experimental 
Otro de los ángulo desde el que podemos abordar los resultados de este experimento 
es el que pone de relieve el diseño experimental utilizado. Este tipo de experimentos 
está fuertemente condicionado por los estímulos utilizados. En este caso, la batería de 
40 vídeos y sus atributos visuales nos llevaron a diseñar las pruebas siguiendo una 
dinámica de descripciones lingüísticas que se hiciera eco de los elementos visuales 
más sobresalientes en tales vídeos. En todos los módulos del experimento, el tipo de 
descripciones lingüísticas en las que se resaltan los aspectos visuales relacionados con 
el color y el movimiento figuraba como la opción C. Recordemos el orden de las 
descripciones visuales y el tipo de elementos enfatizados en los distintos módulos: 







6 COLOR + MOVIMIENTO 
7 MOVIMIENTO + COLOR 
8 COLOR 
9 COLOR 






16 COLOR + MOVIMIENTO 
17 COLOR 
18 MOVIMIENTO 
19 MOVIMIENTO + COLOR 





















Tabla 6.7. Orden y distribución de los elementos visuales destacados en las descripciones de tipo C. 
 
En los siguientes apartados se expondrán las respuestas de cada grupo experimental 
en relación a las tres posibles variantes de descripciones de tipo C en las que se 
recalcan los atributos visuales: a) COLOR, b) MOVIMIENTO y c) COLOR y 
MOVIMIENTO.  
 
6.3.1. Predominio d l elemento vis al básico color 
Para determinar el valor promedio de las respuestas de tipo C, en las que se enfatiza el 
elemento visual color, se extrajeron los valores de los 24 módulos correspondientes a 
dicho paradigma y se hizo la media.  
En el grupo de expertos, el resultado promedio fue de 4,81 sobre los 9 puntos 
posibles. Por su parte, el valor medio del grupo de control en relación a este 
paradigma es de 7,72. Observamos que los resultados son consistentes con la medias 
intersubjetivas correspondientes al conjunto de descripciones de tipo C, 4,69 en el 
caso del grupo de profesionales y 7,85 en el grupo de control. También se puede 
deducir de estos valores una tendencia que ha sido la tónica general en el análisis 
comparativo entre ambos grupos, concretamente, que las valoraciones del grupo de 
expertos en AD son ostensiblemente más bajas en términos globales que las de los 
sujetos no profesionales. Quizá se pueda relacionar con un mayor grado de juicio 
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mente, que las valoraciones del grupo de expertos en AD son ostensiblemente más bajas 
en términos globales que las de los sujetos no profesionales. Quizá se pueda relacionar 
con un mayor grado de juicio crítico en el caso de los expertos. No obstante, la interpre-
tación de esos resultados se tratará en el capítulo siguiente.
Podemos observar el contraste entre ambos grupos con respecto al paradigma color en el 
siguiente gráfico. 
Gráfico 6.16. Comparativa intergrupal de los valores medios de las descripciones presentes en los módulos 
que siguen el paradigma experimental relacionado con el elemento color.
6.3.2. Predominio del elemento visual básico movimiento
Los valores intermedios vinculados al paradigma experimental movimiento corresponden 
a un total de 8 descripciones de tipo C de entre los 40 módulos que conforman el experi-
mento. 
El valor promedio registrado en el grupo de expertos es de 4,64 puntos en una escala de 
9. Por su parte, el grupo de control muestra una media bastante superior y le otorga 8,25 
a las descripciones que enfatizan por medios lingüísticos el elemento visual movimiento. 
Observamos que el contraste entre grupos se ha agudizado con respecto al paradigma re-
lacionado con el color. No se trata de una diferencia estadísticamente relevante en el caso 
de los expertos, puesto que sólo estamos hablando de un descenso de 0,17 puntos, pero sí 
que es más notable en el grupo de control, con una subida de 0,53 puntos. 
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El gráfico 6.17. presenta la comparativa intergrupal de los valores intermedios registrados 
en este paradigma.
Gráfico 6.17. Comparativa intergrupal de los valores medios de las descripciones presentes en los módulos 
que siguen el paradigma experimental relacionado con el elemento movimiento.
6.3.3. Paradigma mixto: color y movimiento
El tercer paradigma, en el que se complementan los dos anteriores, estaba presente en 8 de 
los módulos del experimento. Los valores registrados en este paradigma mixto siguen la 
misma tónica que en los dos anteriores. La puntuación de los expertos es ostensiblemente 
inferior que la del conjunto de sujetos del grupo de control. En concreto, en esta ocasión 
el valor promedio dado por los audiodescriptores profesionales es 4,61 en la escala de 9, 
mientras que en el grupo de control asciende a 7,82 puntos, tal y como se muestra en el 
gráfico siguiente. 
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Gráfico 6.18. Comparativa intergrupal de los valores medios de las descripciones presentes en los módulos 
que siguen el paradigma experimental relacionado con los elementos color + movimiento.
Por último, el gráfico 6.19. nos proporciona una visión panorámica de los valores arroja-
dos por cada grupo experimental en la que quedan reflejados los importantes contrastes 
en las valoraciones medias de los tres paradigmas que apostaban por enfatizar los dos 
elementos visuales básicos estudiados con mayor profusión a lo largo de este trabajo de 
investigación, el color y el movimiento.
Gráfico 6.19. Comparativa intergrupal de los valores medios para los tres paradigmas visuales.
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Otra forma de analizar estos datos es determinar si los valores medios presentes en cada 
paradigma superan lo que en el apartado 6.1.2. hemos denominado umbral de congruen-
cia entre el estímulo visual y la descripción verbal, que puede equivaler en cierta medida 
al nivel de correspondencia entre texto origen y texto meta. En el gráfico 6.20. se puede 
observar en qué medida los valores anteriores rebasan dicho umbral. 
El límite situado provisionalmente por nuestra propuesta en el 50%, es superado en todos 
los casos, no obstante, los niveles mostrados por los registros del grupo de expertos se 
quedan prácticamente rozando dicho umbral, puesto que se sitúan en el 53,44% (paradig-
ma relativo al color), 51,55% (paradigma relativo al movimiento) y 55,22% (paradigma 
mixto). Esta cuestión deberá ser debidamente tratada en el capítulo de discusión. Habrá 
que determinar si estamos ante una medida válida para expresar la correspondencia entre 
la información visual y la información lingüística (una noción similar a la de equivalencia 
funcional de la Escuela de Leipzig, pero aplicada al terreno de la traducción intersemióti-
ca) o bien desde qué ángulos y bajo qué condiciones dicha medida puede ser utilizada de 
forma correcta y legítima.
Gráfico 6.20. Comparativa intergrupal de los valores intermedios expresados por paradigma visual en rela-
ción al umbral de congruencia entre estímulo y descripción.
En este capítulo hemos tratado de describir los resultados que ha arrojado el estudio ex-
perimental que se ha planteado en el capítulo 5. Hemos compartimentado la exposición 
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de los datos según dos criterios: la fase de realización del experimento y el diseño experi-
mental. El primero de estos criterios está relacionado con la división del experimento en 
una prueba piloto durante (primera fase o fase pre-experimental) y una segunda fase, en la 
que realizaron el estudio el grupo de audiodescriptores profesional y el grupo de control. 
El segundo de los criterios de descripción de resultados estaba relacionado con la expo-
sición de los datos obtenidos en función del diseño experimental, esto es, en relación a la 
estructura de las descripciones de tipo C, puesto que estas fueron redactadas para destacar 
los elementos visuales predominantes (color, movimiento o color y movimiento) en los 
estímulos correspondientes.
En el próximo capítulo aportaremos nuestra valoración de los resultados que han sido 
descritos anteriormente. Del mismo modo, trataremos de ponerlos en relación con las 
preguntas de investigación y con los objetivos planteados en la capítulo segundo. 
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7. VALORACIÓN DE LOS RESULTADOS
.............................................................................................................................................
Tras exponer los datos recogidos en el estudio experimental y realizar los análisis compa-
rativos entre los resultados de los grupos que conformaban las muestras, es el momento 
de valorar y comentar esta información a fin de ubicar los resultados en el contexto que 
les corresponde dentro de esta investigación. Esto pasa por analizar si los resultados del 
estudio responden a las preguntas de investigación que han originado el desarrollo del 
mismo (cf. Capítulo 2). Dichas preguntas tenían implícita una hipótesis que habrá que 
revisar de nuevo a la luz de estos resultados para determinar en qué medida se ha despe-
jado o si por el contrario han sido refutada. Nuestra intención es facilitar la comprensión 
de los datos todo lo posible, por ello los valoraremos siguiendo una estructura similar a la 
utilizada en el capítulo anterior. Como hemos observado en el capítulo de descripción de 
los datos, hay un gran componente de estadística en los resultados, expresado a modo de 
porcentajes y proporciones, de ahí que se haga necesaria la interpretación de tales cifras 
para una correcta comprensión.
Ya mencionamos en el capítulo sobre metodología que la variable dependiente en este 
estudio la representaban las valoraciones que los grupos experimentales realizaron al res-
pecto de las descripciones verbales sobre los estímulos visuales. En este sentido, también 
discutiremos los resultados obtenidos refiriéndonos a la terminología utilizada en el mar-
co metodológico.
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7.1. Prueba piloto
En primer lugar, recordemos que el objetivo prioritario de la prueba piloto era la vali-
dación del diseño experimental, cuestión ya resuelta en el capítulo de Resultados. Se 
observó que el diseño del experimento cumplía las expectativas para las que había sido 
desarrollado. Dicho esto, consideramos que resulta oportuno interpretar los resultados 
arrojados por la prueba piloto porque son indicativos de una tendencia que se repite pos-
teriormente en la fase experimental dentro del grupo de no expertos. En concreto, ambos 
grupos otorgaron valores superiores a las descripciones de tipo B (opción detallada) y C 
(opción con énfasis en los elementos visuales), en orden decreciente, mientras que la de 
tipo A fueron las peor valoradas. Se trata de una coincidencia que estimamos no es fruto 
de la casualidad, sino de una tendencia compartida entre los sujetos de dichos grupos. 
Además, esta tendencia contribuye a reforzar los contrastes encontrados entre los resulta-
dos del grupo de expertos y los del grupo de control.
7.1.1. Valoración de los resultados globales
Los valores medios intersubjetivos de la prueba piloto indicaban que las descripciones de 
tipo B fueron las mejor valorados en promedio con 7,54 puntos sobre 9. Si lo traducimos 
a un valor porcentual, el resultado expresa que los sujetos de la prueba piloto apostaron 
por las descripciones más detalladas y elaboradas con 83,77 puntos sobre 100. Este dato 
revela una clara predilección por descripciones altamente informativas dentro de este 
grupo, que recordemos que en sentido sociodemográfico era relativamente homogéneo. 
Todos los sujetos eran estudiantes de la carrera de Traducción e Interpretación de entre 
21 y 29 años. 
Las descripciones de tipo B eran las más completas con respecto a la recreación de los di-
versos detalles visuales de la escena. Por lo general, estas descripciones también eran las 
más extensas de las tres versiones. También debemos valorar un factor como el uso de un 
estilo con ciertos rasgos literarios en algunas de estas descripciones para hacer referencia 
a los contenidos del estímulo, lo que no implica un menoscabo del valor informativo de 
del texto. 
Un valor tan alto como el indicado podría interpretarse de varias formas. La más directa, 
por razón de que se ajusta a las instrucciones de la tarea, es decir, a la evaluación de las 
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descripciones en función del grado de correspondencia entre la escena y la descripción, 
implicaría que los sujetos han asociado el alto nivel de detalle en el contenido y la espe-
cialización de las estructuras léxicas y sintácticas de las descripciones B con un mayor 
grado de correspondencia entre imagen y texto. Podríamos decir, en consecuencia, que se 
han orientado por un criterio de ‘complejidad y extensión’ del texto meta. 
Tal interpretación podría estar respaldada por dos de las características que han sido pro-
puestas en la literatura sobe traducción (Baker 1996) como propiedades universales de los 
textos traducidos, la explicitación, “the tendency to spell things out in translation, inclu-
ding, in its simplest form, the practice of adding background information” (ibíd.: 176) y el 
aumento de la extensión del texto traducido con respecto al original. Este tipo de propie-
dades universales sólo han sido utilizadas en referencia a la traducción interlingüística y 
aplicarlas a una modalidad como la intersemiótica quizá pueda suponer una desvirtuación 
de su sentido, pero creemos que recurrir a ello nos sirve para ilustrar la cuestión que esta-
mos analizando, esto es, si el hecho de que las descripciones de tipo B sean excesivamen-
te explícitas ha podido atraer una mejor valoración por parte del grupo piloto.
La segunda opción mejor valorada por el grupo piloto era la tipo C, con 7,33 puntos sobre 
9, un valor muy cercano al primero. Correspondería a un 81,44%. La interpretación direc-
ta es que los sujetos han considerado que estas descripciones trasladan de forma adecuada 
los aspectos visuales al plano lingüístico. Como vemos, se trata de un valor subjetivo 
realmente alto y puede que se deba en parte al nivel de explicitación que se despliega en 
estas descripciones en relación a los elementos visuales más destacados en la imagen. 
Por otra parte, también podríamos interpretar esta valoración en relación al nivel de con-
gruencia entre imagen y texto al que aludíamos en capítulo anterior (cf. 6.1.2.). Según 
esta noción, las valoraciones de tipo C son a priori las más congruentes en este sentido 
de acuerdo con el planteamiento experimental, por el hecho de que precisamente se ha 
descrito de forma más marcada el contenido visual relacionado con atributos color y/o 
movimiento, que eran los más destacados en los estímulos. No obstante, no podemos 
olvidar que en el fondo y pese a nuestros esfuerzos por someter la información a análisis 
cuantitativos, estamos estudiando información cualitativa y, por ello, no podemos esta-
blecer criterios exactos para juzgar los resultados. Diremos en todo caso que el nivel de 
congruencia imagen-texto es una guía que nos facilitará la aproximación al fenómeno de 
la representación de la información visual a través de la AD.
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Por su parte, las valoraciones subjetivas de las descripciones de tipo A fueron las menos 
votadas, con un valor medio de 5,12 sobre 9, es decir, un 56,88%. Se observa una descom-
pensación clara con respecto a los valores que presentan las medias relativas a las descrip-
ciones discutidas anteriormente. Esto podría significar, en primer lugar, que los sujetos 
entendieron y consideraron que la correspondencia de los estímulos visuales con esta 
descripción no era tan alta como en los otros dos casos. No obstante, la valoración está 
por encima del 50%, por lo que podríamos decir que al menos la consideraron suficien-
temente informativa. A nuestro entender, el valor inferior otorgado a las descripciones de 
tipo A es consecuencia de la asociación por parte de los sujetos de los parámetros ‘breve-
dad y simplicidad’ en la descripción con ‘carencia de contenido semántico’ presente en 
la imagen. Es decir, entendemos que existe una relación proporcional entre los valores 
bajos otorgados a las descripciones simples y los valores altos dados a las descripciones 
complejas. Esta relación también puede establecerse con las descripciones de tipo C, cuya 
complejidad estriba en una descripción pormenorizada de los elementos visuales color 
y/o movimiento.
Es necesario destacar otra característica global de los resultados de este grupo, a saber, 
que la horquilla de votación es menos amplia que la que podemos encontrar en el caso 
de los expertos en los tres tipos de descripciones. Es decir, existe menos distancia en los 
valores asignados a las respuestas a lo largo de cada módulo entre los sujetos en este 
grupo y esto se refleja en una media intersubjetiva con una evolución bastante estable. 
Por tanto, podemos interpretar esta tendencia como un mayor grado de acuerdo o sintonía 
entre las valoraciones intersubjetivas, lo cual puede estar motivado por las causas que se 
han aducido hasta el momento. 
Podemos afirmar que esto es así porque tenemos datos estadísticos que nos informan de 
una menor fluctuación en las medias intersubjetivas de este grupo en comparación con 
los grupos experimentales. Los datos de la desviación estándar y de la varianza de las 
medias intersubjetivas así lo indican. Con respecto a la desviación estándar, estos son los 
datos: 0,602992153 (A), 0,475124628 (B), y 0,592716806 (C). Por su parte, los datos 
de la varianza son los siguientes: : 0,363599537 (A), 0,225743412 (B) y 0,351313212 
(C). Curiosamente, encontramos que estos valores son más reducidos en la descripción B 
que en la C y la A, respectivamente y por ese orden. Es decir, el orden se ajusta al patrón 
intersubjetivo de valoración de las descripciones. Esto indica que las fluctuaciones en la 
evolución de la valoración de la opción mejor votada es menor con respecto a las que le 
siguen también.
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En nuestra aproximación a los datos, prescindimos del uso de software específico para el 
análisis estadístico (como el paquete SPSS), puesto que entendíamos que el número de 
sujetos de las muestras era insuficiente para generar estadísticas complejas a partir de sus 
respuestas. Por este motivo, el análisis estadístico se realizó mediante el uso de fórmulas 
básicas en el programa Microsoft Excel, limitándonos a los métodos que hemos citado. 
Una de las pruebas de la que se ha prescindido, por ejemplo, es la del análisis de Norma-
lidad, pero como decimos, con tan solo 12 sujetos en esta muestra, el valor de tales datos 
no sería demasiado representativo. Las pruebas de Normalidad permiten determinar cuál 
sería el resultado estándar y, a partir de ese dato, observar las desviaciones de la normali-
dad a fin de descartar tales datos o tratarlos con cierta reserva.
En consecuencia, entendemos que los resultados globales que ya hemos comentado, así 
como los datos estadísticos de desviación típica y varianza, nos deben servir tan solo 
como una posible guía hacia la tendencia que pueden adquirir los resultados de los grupos 
experimentales, es decir, el grupo de audiodescriptores y el grupo de control.
Tal como expusimos en el capítulo de Resultados, el diseño de este experimento preveía 
la división del procedimiento en dos tareas complementarias. Los datos comentados an-
teriormente se refieren en todo momento a los resultados de la Tarea 1 del experimento. 
En relación con la Tarea 2, los resultados de la prueba piloto reflejaron un correlación 
evidente con la Tarea 1. Encontramos que los sujetos estimaron en promedio que la des-
cripción Tipo B es la más adecuada para transmitir la información visual del estímulo a 
los espectadores ciegos, con un 49% del voto total. La segunda opción más votada conti-
nuó siendo la C, con un 35%, 14 puntos por debajo de la opción preferente. Por su parte, 
la opción A se quedó en un mero 16%. 
Estos datos nos indican, antes de entrar en su valoración, que la respuesta de los sujetos 
en ambas tareas son perfectamente coherentes y esto fortalece el diseño experimental y 
le otorga un mayor valor a los resultados arrojados. De hecho, podemos observar la simi-
litud en la distribución de las respuestas en ambas tareas de forma más visual si compa-
ramos el siguiente esquema (relativo a la Tarea 2) con el gráfico 6.5 del capítulo anterior, 
que correspondería a la evolución de las medias intersubjetivas de la Tarea 1 en el grupo 
piloto:
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Gráfico 7.1. Comparación de porcentajes de selección en la Tarea 2 de la prueba piloto.
De acuerdo con estos resultados, podríamos interpretar que los sujetos del grupo piloto 
consideran que las cualidades de las descripciones de tipo B (mayor extensión, recreación 
más completa del contenido, uso de rasgos literarios, etc.) constituyen el tipo de traduc-
ción intersemiótica que cubriría mejor las necesidades de los usuarios ciegos. En defini-
tiva, podríamos interpretar estos valores bajo el prisma de la equivalencia traductora, en 
el sentido de que una buena traducción es aquella que conserva el valor semántico del 
texto original (el estímulo visual en este caso) y consigue producir un efecto comunica-
tivo similar al original, siguiendo la idea de la Escuela de Leipzig, tal como la retoma y 
desarrolla Jung (2000). Por tanto, para los sujetos de este grupo, las descripciones de tipo 
B poseen un valor comunicativo superior al de las descripciones de tipo C y A.
Las diferentes cuestiones apuntadas a lo largo de este apartado en relación a los resultados 
globales de la prueba piloto serán revisitadas y probablemente ampliadas en los apartados 
correspondientes a dichos resultados en las valoraciones de los resultados correspondien-
tes a los grupos experimentales. 
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7.1.2. Valoración de los resultados en función del diseño experimental
En este apartado, comentaremos los datos registrados en la prueba piloto con respecto a 
las descripciones de tipo C, concebidas para reflejar de forma manifiesta la estructuras 
visuales predominantes en el estímulo.
La propuesta metodológica que hemos seguido imponía el uso de parámetros visuales 
adoptados del modelo taxonómico propuesto en el capítulo cuarto, el cual describe los 
componentes de la imagen dinámica en función de una serie de fundamentos teóricos de 
corte neurocientífico y también expone las relaciones que presumiblemente se dan entre 
ellos. Finalmente, los parámetros seleccionados serían dos pertenecientes al nivel estruc-
tural de la propuesta taxonómica, el color y el movimiento. Ya hemos comentado en el 
capítulo 5 (cf. 5.2.3.) bajo qué criterios se realizó el proceso de selección de estímulos y 
cómo se implementó. 
El modo de trasladar la superioridad visual de los atributos seleccionados al plano lingüís-
tico fue la utilización de una de las opciones de respuesta para reflejar tales contenidos en 
el polo del texto meta (recordemos que las descripciones del experimento equivaldrían 
al texto meta en un proceso de traducción intersemiótica), resultando elegida la opción 
C. Por tanto, las distintas descripciones de tipo C adoptaron una estrategia de traducción 
basada en la distribución que se fijó en la Tabla 5.1. del capítulo 5. De este modo, ciertas 
descripciones sólo enfatizarían el color (un total de 24), otras harían lo propio con el mo-
vimiento (8) y otro grupo destacaría ambos elementos a un mismo nivel (8).
En el siguiente gráfico podemos observar la distribución de los resultados en relación a 
cada uno
La imagen dinámica. Parámetros de análisis para su traducción
286
Gráfico 7.2. Valores porcentuales medios para las descripciones tipo C discriminadas por paradigma –Gru-
po de la prueba piloto.
No se observan diferencias considerables en los valores medios distribuidos por paradig-
ma. Tan solo repunta el relacionado con el movimiento 4 puntos por encima del relativo 
al color y 4,1 respecto al referido a ambos elementos. Una vez más, estos datos señalan a 
un grado de homogeneidad alto en los resultados correspondientes con las descripciones 
de tipo visual. 
En todo caso, es conveniente señalar que en la prueba piloto los porcentajes obtenidos 
por las descripciones que responden a los distintos paradigmas de tipo visual resultan 
bastante altos, lo que apunta a un nivel de correspondencia o congruencia entre imáge-
nes y textos realmente significativo. En definitiva, estos datos implicarían que el tipo de 
representación de los elementos visuales color y movimiento en el texto meta que se ha 
planteado mediante las descripciones de tipo C ha sido valorado muy positivamente por 
los sujetos, lo que apuntaría a su vez a una buena transmisión del valor semántico desde 
el texto origen al texto meta según sus consideraciones subjetivas. 
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7.2. Fase experimental
Este apartado se dedicará a la valoración de los resultados de la fase experimental. La 
interpretación y discusión de los datos se realiza de forma diferenciada por grupos, en 
primer lugar se tiene en cuenta la globalidad de los resultados que corresponden a cada 
grupo y, en segundo lugar, se valoran los resultados que corresponden específicamente al 
diseño experimental (paradigmas visuales), siguiendo el desarrollo expositivo que se ha 
planteado en los apartados anteriores con respecto a la valoración de los resultados de la 
prueba piloto.
Es preciso destacar que la valoración de las diferencias existentes entre los resultados del 
grupo de audiodescriptores y el grupo de control nos aportará las claves necesarias para 
juzgar si la predicción que se extrae de la hipótesis planteada dentro del segundo bloque 
de preguntas de investigación del capítulo 2 este trabajo se cumple, a saber, que el con-
junto de factores que se engloban bajo la noción de experiencia traductora en el ámbito de 
la AD ejercen una influencia determinante en las operaciones de acceso al conocimiento 
visual que preceden al proceso de traducción (a fin de ser más explícitos, nos referimos 
a procesos cerebrales de tipo top-down desde sistemas y estructuras cognitivas de la cor-
teza que modulan los procesos más básico desarrollados por los sistemas de percepción 
visual del cerebro). Debido a este condicionamiento, el texto audiodescriptivo tendría 
cualidades especiales respecto a su contenido y a su calidad que lo diferenciarían signifi-
cativamente de los que pudieran producir personas sin experiencia en el campo de la AD. 
En este experimento, los medios con los que contamos para juzgar que esto pueda ser o 
no así son las valoraciones que los sujetos hicieron sobre la calidad de las descripciones 
referidas a las imágenes dinámicas presentadas. A continuación vamos a interpretar y 
valorar el sentido en que se han manifestado los resultados correspondientes al grupo de 
audiodescriptores, en primer lugar, y al grupo de control, por otro lado. 
7.2.1. Valoración de los resultados globales del grupo de audiodescriptores
En términos globales los registros de los sujetos del grupo de audiodescriptores apunta-
ban a patrones de respuesta mucho menos homogéneos que los observados en la prueba 
piloto y, por lo general, a puntuaciones sensiblemente inferiores que las arrojadas por 
dicha experiencia piloto. 
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7.2.1.1. Valoración de la Tarea 1
En concreto, los resultados de la Tarea 1 indicaron que las descripciones mejor valoradas 
en conjunto por los expertos eran las de tipo A (simples), con un valor promedio de 5,17 
puntos sobre 9, equivalente a 57,44% en términos porcentuales. A diferencia de los re-
sultados del grupo piloto, donde la opción mejor valorada globalmente fue la B, en esta 
muestra se produce un cambio en el patrón de respuesta. Dicho esto, los valores concretos 
que ambos grupos le dan a las descripciones de tipo A son muy similares, no obstante: 
5,17 del grupo que estamos analizando frente a 5,12 del grupo piloto. Esto quiere decir 
que los verdaderos contrastes se produjeron con respecto a las opciones B y C. 
Las implicaciones de que las descripciones simples sean las mejor valoradas por los ex-
pertos con una nota relativamente baja, aunque por encima del 50%, nos llevan a pensar 
que en general el grado de satisfacción de los expertos con las descripciones proporciona-
das no es excesivamente alto. En este sentido, estimamos que su experiencia profesional 
determina una visión crítica mucho más acusada que la puedan mostrar los sujetos del 
resto de grupos. Las consideraciones acerca de la prácticas de AD que cada experto consi-
dera convencionales o apropiadas, y sobre las necesidades comunicativas e informativas 
de los usuarios ciegos, entre otras cuestiones, pueden contribuir a dicha visión. A la luz 
de los hechos, la realización de un cuestionario abierto sobre estos aspectos hubiera sido 
interesante para la investigación.
Por otro lado, volviendo al terreno de la cognición, este tipo de consideraciones –que 
se manifiestan como procesos de tipo superior vinculados a la memoria, la atención, los 
conocimientos previos, etc. de cada audiodescriptor– podrían ser las que justamente mo-
dularan los procesos de percepción y reconocimiento del estímulo visual de tipo inferior. 
Es decir, tales elementos que sin duda son fruto de la experiencia traductora adquirida por 
estos expertos les permitirían afinar más durante la visualización de las escenas de una 
película a fin de realizar una selección relevante de elementos visuales, por ejemplo.
Las características de las descripciones de tipo A en cuanto a contenido, léxico y estilo 
audiodescriptivo las sitúan más cerca de lo que actualmente rigen las normas de audio-
descripción en España y, por tanto, es totalmente lógico que los profesionales se hayan 
decantado más a menudo por este tipo de respuestas, situándolas como las mejor valo-
radas. Se puede observar en este dato una primera muestra de la influencia que ejerce de 
la práctica profesional de este colectivo en relación a sus preferencias traductoras. Se trata 
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de un tipo de traducciones que encajan mejor con los esquemas previos sobre las cuali-
dades que debe poseer una buena audiodescripción. Tales esquemas parecen no coincidir 
con los que tienen los sujetos no especialistas, como es el caso de los participantes de la 
prueba piloto.
A diferencia de lo que ocurre con estos sujetos, el paradigma traductor bajo el que operan 
los audiodescriptores profesionales no les permite asociar cualidades como la extensión 
y la complejidad descriptiva del texto con un tipo de traducción más completo, y también 
mejor valorado. Las convenciones, la falta de huecos y la propia formación en AD en 
España suelen desaconsejar descripciones demasiado elaboradas.
Pasemos ahora a comentar los resultados de las descripciones de tipo B. En este caso el 
valor intermedio registrado fue de 4,42 puntos, es decir, un 49,11%. Se trata de la cifra 
más baja de entre las tres descripciones. Ni siquiera alcanza el 50%, el umbral a partir 
del cual hemos considerado de forma apriorística que comienza a haber congruencia o 
correspondencia suficiente entre el estímulo visual y la descripción. Por tanto, la primera 
consideración a este respecto solo puede ser que los audiodescriptores expertos estiman 
que de forma global, las descripciones de tipo B no cumplen su función y, en este sentido, 
que su valor como traducciones intersemióticas es deficiente. Ya hemos comentado en los 
párrafos anteriores que las posibles causas podrían ser varias pero quizá todas tengan en 
común el esquema traductor bajo el que operan los profesionales de la AD. 
Entendemos que en este caso no es aplicable la noción de ‘explicitación’ en traducción a 
la que nos referíamos cuando valorábamos los resultados de la prueba piloto (cf. 7.1.1.), 
considerada por algunos autores una propiedad universal de los textos traducidos, junto 
con otras como el aumento de la extensión del texto meta, la normalización (una tenden-
cia a exagerar las características de la lengua meta y de ajustarse a sus patrones típicos) o 
la estandarización (la similitud entre traducciones), etc. (cf. Ilisei 2012 para compilación 
de estas hipótesis sobre translationese). Como dijimos, estas nociones en particular y en 
general la idea de translationese no sea aplicable como tal al proceso de traducción inter-
semiótica por su naturaleza pero, sin duda, en relación con las características de la AD en 
español, hipótesis como la explicitación o el aumento de la extensión del texto meta no 
serían aplicables al lenguaje prototípico de la AD, al menos en relación a los resultados 
que estamos comentando.
Por otra parte, hemos de valorar el resultado medio obtenido por las descripciones de tipo 
C, es decir, las que pretendían ajustarse al patrón visual de los estímulos. Tenemos que 
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en este caso el valor fue de 4,69 puntos de media o un 52,11%, superando, pues, el valor 
medio de la opción B y también el umbral de congruencia entre imagen y texto. En con-
junto, los audiodescriptores consideraron que el tipo de descripciones utilizadas bajo la 
opción B trasladaban la información visual al plano lingüístico de forma sólo aceptable. 
El contraste con el resultado obtenido en la prueba piloto llama igualmente la atención. 
En ese caso, el porcentaje otorgado a este tipo de descripciones fue de 81,44%. En nues-
tra opinión, las razones para que se haya producido tal diferencia entre estos dos grupos 
son similares a las que aducíamos en relación a las valoraciones de las descripciones de 
tipo C. Podríamos decir que el esquema traductor en que está ubicado el audiodescriptor 
le hace rechazar las descripciones que se exceden en la reconstrucción de los elemen-
tos visuales. Como se apuntaba en el apartado 5.2.3.2., la alteración de las estructuras 
sintácticas habituales para potenciar la topicalización de los atributos visuales color y 
movimiento era uno de los mecanismos utilizados en este tipo de descripciones y puede 
que esto haya generado cierto rechazo en los sujetos. Por otro lado, el hecho de que no 
se hayan mantenido necesariamente los valores de neutralidad y objetividad a nivel se-
mántico, léxico y en relación al estilo, puede contribuir a la mala nota que le otorgan los 
expertos a estas descripciones, puesto que esas prácticas constituyen un alejamiento de 
las convenciones propias de la AD en español.
Según el diseño experimental, las de tipo C son las descripciones que deberían haberse 
correspondido mejor con los estímulos por sus características, supuestamente en conso-
nancia con los atributos visuales más sobresalientes de la imagen. Sin embargo, la valo-
ración de los expertos no apunta a ello. Apenas sobrepasan en dos puntos el umbral de 
congruencia. 
Otra de las particularidades que encontramos en los valores analizados dentro del grupo 
de audiodescriptores es la escasa homogeneidad de la tendencia de votación con respecto 
a cada descripción. Como mencionábamos en el apartado de resultados, la horquilla de 
fluctuación es relativamente amplia, lo que muestra un alto grado de disparidad en las 
valoraciones de cada sujeto para cada descripción a lo largo de los distintos módulos. 
Esto se puede observar claramente en el Gráfico 6.7. del capítulo de Resultados. Esta 
cuestión también queda reflejada en los datos que tenemos al respecto de la desviación 
estándar y la varianza en los resultados globales de estos grupos: 1,439114029 (tipa A), 
1,133639568 (tipo B) y 1,371459096 (tipo C) (desviación estándar); 2,071049189 (tipo 
A), 1,285138671 (tipo B) y 1,880900052 (tipo C) (varianza).
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Entendemos que las fluctuaciones que se producen en las valoraciones de los expertos 
pueden estar motivadas por una mayor capacidad de juicio crítico ante las distintas des-
cripciones, lo que les llevó a ponderar más las valoraciones que en los grupos de no 
expertos. Entendemos que los valores globales bajos que ha arrojado este grupo también 
son consecuencia de este comportamiento. También es posible que estas fluctuaciones 
estén condicionadas por la procedencia diversa de los audiodescriptores, puesto que en 
general no existe un debate abierto entre los especialistas sobre la forma más adecuada de 
audiodescribir, ni sobre las características lingüísticas más apropiadas del discurso audio-
descriptivo, más allá de lo que aconseja la Norma UNE 153020:2005. En este sentido, el 
foco de debate se ha originado en el espacio académico y tristemente no ha conseguido 
penetrar en la conciencia traductora de los expertos. Tampoco podríamos decir que exis-
tan pautas de AD basadas en las características definidas de una escuela concreta, ya que 
no existe tal entidad, siendo la principal razón para ello la falta de formación reglada en 
esta especialidad traductora. 
Es preciso señalar aquí que el análisis y la valoración de las diferencias en las resultados 
de los grupos experimentales se realizará en el apartado correspondiente a la valoración 
de los resultados del grupo de control (7.2.2.), así como en el apartado previsto para la 
discusión general sobre el estudio (7.3.). En el siguiente apartado comentaremos los re-
sultados mostrados en la Tarea 2 por la muestra de sujetos expertos en AD.
7.2.1.2. Valoración de la Tarea 2
En esta tarea, al igual que ocurría con el grupo piloto, los resultados relativos a cada 
tipo de descripción siguen el mismo patrón de valoración que en la Tarea 1, tendiendo a 
aumentar en el caso de las descripciones de tipo A y a decrecer en las descripciones B y 
C. Esto se puede observar de forma más visual en el Gráfico 6.13 del capítulo anterior. 
En concreto, encontramos que un 43% de las selecciones efectuadas por los expertos re-
caen sobre las descripciones simples, frente al 36,21% obtenido en la Tarea 1. Los votos 
obtenidos por las descripciones de tipo B se desploman 5 puntos con respecto a la Tarea 
1, situándose en un 26% del total, frente a un valor de 30,95% en la primera tarea. Por 
último, las descripciones de tipo C consiguen un 31% de la nota, cuando en la Tarea 1 
alcanzaron el 32,84. Hay que aclarar que estos porcentajes no indican el valor sobre 100 
de cada opción (como hemos venido mostrando hasta ahora con los valores porcentuales), 
sino el valor de la opción en relación a las otras dos. 
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Los datos mostrados en relación al orden de preferencia de las tres opciones vienen a 
confirmar que la respuesta de los sujetos ha sido coherente en ambas tareas y que, por 
tanto, han efectuado el experimento de la forma esperada. Recordemos que el orden era 
A>C>B, concretamente. En cuanto a la interpretación de los datos, en primer lugar hay 
que indicar que los audiodescriptores profesionales apuestan más claramente por las des-
cripciones simples para transmitir la información visual de los estímulos a los usuarios 
ciegos. Tal como era de esperar, el contraste de estos datos con los resultados arrojados 
por el grupo piloto en la Tarea 2 es manifiesto, puesto que aquellos sujetos otorgaron un 
49% a la opción B, un 35% a la opción C y sólo un 16% a la opción A. Recordemos, no 
obstante, que la comparación con los resultados del piloto sólo pretende ilustrar las ten-
dencias observadas en dichos grupos. La comparación que nos permitirá realmente dar 
respuesta a la hipótesis planteada es la que se establezca con respecto al grupo de control. 
Observamos a continuación el contraste entre los resultados del grupo piloto y los propios 
del grupo de expertos reflejados en un gráfico:
Gráfico 7.3. Comparación de la distribución de las valoraciones del grupo de audiodescriptores y el grupo 
piloto en la Tarea 2.
Con motivo de los contrastes encontrados, nos permitimos abundar en una cuestión men-
cionada en el apartado anterior, a saber, que los diferentes esquemas traductológicos en 
los que se desenvuelven estos dos grupos condicionan claramente sus respuestas en el 
sentido que hemos observado. Recordemos que el grupo piloto está formado por estu-
diantes de la carrera de traducción, siendo ese su esquema traductor. En la discusión final 
podremos abordar de forma más explícita las consecuencias de esta procedencia dispar, 
en el sentido específico del gremio o grupo profesional del que forman parte. No obstante, 
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apuntaremos aquí que dados los resultados obtenidos en el grupo de expertos, la AD se 
revela como una modalidad de traducción especializada, pues los índices de valoración 
de las respuestas de tipo B y C han sido inferiores entre los sujetos con respecto a las 
valoraciones de tipo A. Esto apuntaría a un tipo de práctica traductora que apuesta por la 
síntesis en el plano de la expresión, en lugar de por la explicitación y el detalle.
7.2.2. Valoración de los resultados globales del grupo de control
En este apartado entraremos a valorar los resultados del grupo de control de modo general 
y discutiremos las diferencias encontradas con el grupo de profesionales, que ciertamente 
son muy marcadas, así como la relevancia de estos resultados para nuestro estudio expe-
rimental y, en general, para la línea de investigación que se sigue en esta tesis.
7.2.2.1. Valoración de la Tarea 1
Como ya pudimos observar en el capítulo anterior, las valoraciones medias del grupo de 
control se desmarcaban claramente de las tendencias observadas en el grupo de audio-
descriptores. En la Tarea 1, los sujetos de la muestra de control se inclinaron por las des-
cripciones de tipo B, situándola como la más valorada con 8,37 puntos sobre 9 de media. 
Esto equivaldría a un valor porcentual de 93 puntos. Se trata de un valor bastante alto, de 
hecho, es el más alto que encontramos a nivel general en este experimento, incluida la 
prueba piloto. Estas cifras evidencian antes que nada, que el grupo de control estimó que 
las descripciones detalladas y elaboradas que se presentaron bajo la opción B se corres-
pondían mucho mejor con la información visual de los estímulos que las demás.
La motivación de los sujetos del grupo de control (todos ellos docentes del ámbito de 
traducción), podría ser similar a la aducida con respecto a la muestra de la prueba piloto. 
Es probable que hayan asociado la extensión y el nivel de detalle de estas descripciones 
a un mayor valor informativo y, en consecuencia, un mayor valor traductor. El uso de un 
estilo o un tipo de expresión semiliterario también puede haber influido en esta mejor 
consideración con respecto a las descripciones de tipo B, dado que ello puede contribuir a 
evocar de forma más vívida el estímulo visual observado, así como a incrementar el valor 
estético de la descripción como texto autónomo.
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Estos factores bien pueden relacionarse con aspectos propios del translationese, aplica-
dos en este caso concreto a este tipo de traducción intersemiótica, entre ellos, el nivel de 
explicitación y la mayor extensión de las descripciones propuestas bajo las opciones B. 
Recurrimos a esta explicación porque la formación y el perfil de los sujetos son de tipo 
traductor.
Independientemente de la motivación y de las causas que hayan conducido al resultado 
expuesto, lo realmente significativo es el gran contraste en este dato con respecto al grupo 
de expertos en AD, en el que era sólo de 4,42 puntos sobre 9, casi 4 puntos menos. Esta-
mos ante un escenario similar al que ha arrojado la comparación entre los datos del grupo 
de expertos y los datos del grupo de control, donde el contraste también era manifiesto 
con respecto a este dato. Estas diferencias no hacen más que alimentar nuestra hipótesis, 
en el sentido de que en el caso de los audiodescriptores los procesos de comprensión del 
discurso visual y el proceso de traducción intersemiótica que llevan a cabo, están influen-
ciados por la experiencia que atesoran en el ámbito de la AD. 
Los segundos valores medios más altos correspondieron a las descripciones de tipo C 
en el grupo de control, con 7,85 puntos sobre nuevo o un 87,22% en términos porcen-
tuales. Es decir, estos sujetos también valoraron muy positivamente de forma global las 
descripciones en las que se refleja el predominio visual de los elementos color y/o movi-
miento. De esto se desprende, por tanto, que tanto en los resultados correspondientes a 
las descripciones B como a las C, el umbral de congruencia texto-imagen se ha superado 
con creces, cumpliendo de forma presumiblemente eficaz lo que se espera de una buena 
traducción, que sea equivalente en cuanto al contenido, la sintaxis, el léxico y el estilo. 
En este sentido, las descripciones de tipo C se caracterizaban por un contenido en que 
se destacaban los elementos visuales mencionados frente a otros y para conseguirlo era 
probable que se produjeran cambios en el orden sintáctico prototípico en español (sujeto 
+ verbo  + objeto + complementos). Los usos léxicos concretos incluían elementos que, 
como se ha indicado en el capítulo primero, se utilizan de forma habitual en AD para 
referirse a ellos (nombres de colores, tonos, adjetivos específicos para describir su lumi-
nosidad, oscuridad, intensidad, etc., así como verbos propios de las áreas semánticas de 
movimiento y cambio, entre otras técnicas). 
Si contrastamos los valores medios de la opción C entre el grupo de control y el grupo de 
expertos, volvemos a observar una gran disparidad, ya que en el de este último grupo sólo 
asciende a 4,69 puntos o un 52,11%. Este dato también apoya la hipótesis que venimos 
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comentando (cf. 2.2.2., segundo bloque de preguntas de investigación). Si extendemos la 
comparación al grupo piloto, vemos que siguen la tendencia establecida por el grupo de 
control, desmarcándose de los valores del grupo de expertos, como ya habíamos comen-
tado en el apartado 7.2.1.1.
Por último, la valores promedio referidos a las descripciones con características más sim-
ples (tipo A) eran de 4,73 punto sobre nueve, lo que equivale a 52,55%. Se trata de la úni-
ca valoración en la que los sujetos del grupo experto superaron a los del grupo de control. 
En el caso de los expertos el valor medio intersubjetivo se situaba en 57,44%. 
Ya hemos comentado en el apartado correspondiente a la valoración de los datos del 
grupo experto las posibles causas de la mejor nota otorgada a las descripciones simples. 
Entre ellas apostamos por la influencia de las convenciones y prácticas de AD en España, 
que apuestan por valores como la neutralidad, la objetividad y la concreción del mensaje. 
Por tanto, el paradigma traductor bajo el que operan los audiodescriptores profesionales 
les ha podido empujar a valorar este tipo de descripciones mejor que las demás. Cuestio-
nes como la subordinación a tiempos muy reducidos para introducir el bocadillo de AD 
o el tipo de formación que se proporciona en España a los audiodescriptores han podido 
influir en su apuesta por las descripciones de tipo A.
Entendemos que las causas que han llevado a los sujetos del grupo de control a valorar 
tan negativamente la opción A podrían ser similares a las expuestas en relación al grupo 
de la prueba piloto, principalmente, la asociación por parte de los sujetos de cualidades 
de las descripciones como la brevedad y simplicidad con posibles carencias a nivel de la 
representación del contenido presente la imagen. Podemos atisbar de nuevo una conexión 
evidente entre los valores bajos otorgados a las descripciones simples y los valores altos 
dados a las descripciones complejas.
En relación a cuestiones como el nivel de fluctuación de los valores en el grupo de con-
trol o la distribución de los valores a lo largo de los módulos del experimento, tenemos 
que comentar que la horquilla de puntuación es menos amplia en este grupo que en el de 
audiodescriptores. De mismo modo, la evolución de los datos presenta menos altibajos 
en este grupo que los observados en el grupo de expertos. Ambas cuestiones son obser-
vables en el gráfico 6.9. del capítulo anterior. Por su parte, la tabla 6.5. del capítulo 6 nos 
proporciona indicios claros relativos al nivel de fluctuación de los valores. Las cifras de 
la desviación estándar y la varianza se muestran inferiores en todas las descripciones con 
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respecto a los valores correspondientes arrojados por el grupo experto.
Podemos situar los motivos para esta mayor estabilidad en la dispersión de las valora-
ciones, presumiblemente, en una menor capacidad crítica con respecto a la traducción 
intersemiótica por parte de los sujetos del grupo de control. Puede que ello haya influido 
de algún modo en los valores tan altos que éstos otorgaron de media a las descripciones 
de tipo B y tipo C. 
7.2.2.2. Valoración de la Tarea 2
Los resultados correspondientes a la Tarea 2 en el grupo de control siguen el patrón 
que hemos observado en los otros dos grupos anteriormente, es decir, los parámetros se 
acentúan con respecto a los observados en la Tarea 1. La opción B fue la seleccionada de 
forma más frecuente con un 53% del total de la valoración, la opción C alcanzó un 38% y 
la opción A se desplomó hasta el 9%. Podemos observar la comparación entre estos datos 
y los valores relativos de la Tarea 1 en el Gráfico 6.14. del capítulo anterior. 
La interpretación evidente es que los sujetos del grupo de control estimaron que las me-
jores descripciones para transmitir la información del estímulo visual a los ciegos serían 
las de tipo B y C, respectivamente. 
Observamos que estos resultados mantienen el orden mostrado por los datos de la Tarea 
1. Así pues, se confirma la gran influencia de tales datos sobre las respuestas de la Tarea 
2, cuestión que además nos permite determinar que los sujetos fueron coherentes con sus 
respuestas en ambos casos.
El siguiente gráfico nos permitirá proporcionar un formato visual a la comparación entre 
los patrones de respuesta para la Tarea 2 de los dos grupos experimentales (audiodescrip-
tores y grupo de control) y del grupo piloto. 
7. Valoración de los resultados
297
Gráfico 7.4. Comparación de la distribución de las valoraciones del grupo de audiodescriptores, del grupo 
de control y del grupo piloto en la Tarea 2.
Es evidente que el grupo de control y el grupo piloto siguen tendencias de valoración muy 
similares, mientras que el grupo de expertos rompe tales patrones. Por otro lado, es cu-
rioso observar que los valores más igualados son los correspondientes a las descripciones 
de tipo visual (tipo C), que además en todos los grupos han sido la segunda opción más 
seleccionada por parte de los sujetos.
En definitiva, los resultados de las Tareas 2 apuntan igualmente a que la especialización 
traductora de los audiodescriptores sería la principal causa generadora de diferencias en 
las respuestas y, en este sentido, se corroboraría que la hipótesis relativa a la influencia de 
la experiencia en AD sobre los procesos visuales que anteceden el proceso de traducción 
es bastante plausible. Nos expresamos con cierta cautela con respecto a esta cuestión por-
que aunque nuestros indicios son suficientemente convincentes, necesitaríamos de otro 
tipo de métodos y técnicas para confirmar empíricamente que la concatenación de proce-
sos que esta hipótesis implica efectivamente tiene lugar a nivel neuronal. En consecuen-
cia, esperamos que a partir de nuestros resultados se pueda iniciar una línea investigadora 
dedicada al análisis de los procesos cerebrales involucrados en traducción intersemiótica. 
Apostaríamos en este caso por investigaciones que hagan uso de técnicas de neuroimagen 
en particular En el mejor de los panoramas investigadores, este tipo de aproximaciones 
se deberían  hacer extensible a otras temáticas vinculadas a los estudios de Traducción e 
Interpretación.
La imagen dinámica. Parámetros de análisis para su traducción
298
El siguiente apartado se dedicará a la valoración de los resultados discriminados en fun-
ción del contenido de la estructura visual de los estímulos, que a priori debería verse 
reflejado en una de las líneas de descripciones, en concreto la C.  
7.2.3. Valoración de los resultados en función del diseño experimental
Dado que los estímulos habían sido confeccionados utilizando como criterio de selección 
dos parámetros extraídos del modelo taxonómico propuesto en el capítulo 4, los corres-
pondientes a los elementos visuales color y movimiento dentro del plano estructural, se 
realizó un diseño experimental que en parte respondiera a dicho criterio de selección. 
Por ello, la línea C de descripciones verbales se editó en función del nivel de presencia 
o predominio de dichos atributos visuales en el estímulo inicial, tal como se expresa en 
el apartado 5.2.3. de capítulo 5. En este apartado comentaremos las peculiaridades de los 
resultados referidos a estas descripciones en términos generales, lo que implica la compa-
ración de los datos arrojados por el grupo de expertos en AD y el grupo de control.
Además, interpretaremos estos resultados a la luz de lo que hemos llamado umbral de 
congruencia estímulo-descripción o imagen-texto. Se trata de una medida totalmen-
te orientativa que relaciona el nivel de valoración de las descripciones con el grado de 
correspondencia que el sujeto determina que puede existir entre la información visual 
presente en el estímulo y la representación lingüística de esta información en la propia 
descripción. Hemos situado esta medida de forma provisional en un nivel del 50% en 
relación al índice de valoración de las descripciones. Su aplicación nos permite analizar 
con mayor perspectiva los resultados obtenidos, sin ánimo de constituirse en un criterio 
de objetivación científica de los mismos.
7.2.3.1. Color
Un total de 24 módulos estaban basados en el paradigma color. En promedio, el valor 
correspondiente al grupo de expertos fue de 4,81 sobre 9. En el caso del grupo de con-
trol, el valor ascendió hasta 7,72 puntos. Es decir, encontramos una diferencia similar a 
la que hemos descrito anteriormente con respecto a las medias globales referidas a las 
descripciones de tipo C. Esa ha sido la tendencia observada en general en los resultados 
segmentados en función del paradigma visual de los estímulos. 
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Si traducimos estos datos a tantos por ciento, podremos determinar si los resultados su-
peran el umbral de congruencia entre imagen y texto. Añadiremos también el resultado 
correspondiente al grupo piloto con fines comparativos. Todos ellos quedan representa-
dos en el gráfico siguiente: 
Gráfico 7.5. Comparación del umbral de congruencia imagen-texto entre los grupos experimentales y el 
grupo piloto en relación al paradigma color.
Aunque los tres valores superan el umbral de congruencia estipulado, los correspondien-
tes a los grupos de control y piloto quedan muy por encima del valor relativo al grupo de 
expertos, el cual apenas supera el umbral. Ya hemos comentado en los apartados anterio-
res varios de los motivos que estimamos han podido causar esta disparidad tan abulta-
da. Reincidiremos de nuevo sobre uno de ellos, a nuestro parecer el más relevante. Nos 
referimos a la experiencia traductora de la que disponen los AD. Sin duda, el hecho de 
que estos profesionales dispongan de conocimientos sobre el contexto de la discapacidad 
visual y sobre las necesidades informativas de los ciegos, pueden incidir de forma deter-
minante en la selección del contenido visual que se les desea transmitir. A nuestro juicio, 
en este experimento los audiodescriptores no han valorado con mejor puntuación las des-
cripciones de tipo C porque han estimado que éstas contienen excesiva información sobre 
el elemento visual destacado, ya se trate del color, el movimiento o de ambos. 
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7.2.3.2. Movimiento
Los datos recogidos al respecto del paradigma movimiento son similares a los anteriores, 
aunque en este caso se agudizan más si caben las diferencias. Mientras que el grupo de 
expertos valora en término medio las 8 descripciones que incluye este paradigma con 
4,64 puntos sobre 9, el grupo de control llega hasta los 8,25 puntos. Esto equivale a un 
51,55% en el primer grupo y un 91,66% en el segundo. Si añadimos el dato del grupo 
piloto (84,60%), la comparativa de resultados quedaría como se observa en el gráfico 
siguiente:
Gráfico 7.6. Comparación del umbral de congruencia imagen-texto entre los grupos experimentales y el 
grupo piloto en relación al paradigma movimiento.
Por otro lado, resulta curioso que en este paradigma hayan repuntado en unos 5 puntos 
los valores de los grupos no profesionales y haya caído ligeramente la nota del grupo de 
expertos, tal como se observa en el gráfico 7.6. Cabe la posibilidad de que en relación 
al grupo de control y al grupo piloto esto se deba a una asociación inconsciente entre el 
dinamismo de la imagen (en tanto que proceso desarrollado por el sujeto de la escena 
visual; en este punto estamos recurriendo a los conceptos y estructuras expuestas en la 
taxonomía del capítulo 4) y valor comunicativo. Es difícil poder asegurarlo sin conducir 
otra serie de estudios que nos informen de las regiones del cerebro activas durante tareas 
de visualización de escenas dinámicas y una posterior tarea de selección del contenido 
visual considerado relevante en tales escenas, por ejemplo, donde también se monitorice 
la actividad cerebral. 
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7.2.3.3. Color + movimiento
Finalmente, los resultados medios registrados en los 8 módulos restantes, correspondien-
tes al paradigma mixto, también muestran valores muy cercanos a los vistos en los casos 
anteriores. Mientras que el grupo de expertos superó el umbral de congruencia estímulo-
descripción sólo en 1,22 puntos porcentuales, alcanzando así una nota media de 51,22% 
(4,61 puntos sobre 9), el grupo de control alcanzaría un valor medio de 86,88% (7,82 pun-
tos sobre 9). En este sentido, la descripción enriquecida de dos elementos visual en lugar 
de uno no hizo que los valores se diferenciaran demasiado con respecto a los paradigmas 
valorados anteriormente.
Veamos a continuación un gráfico comparativo de los valores comentados, junto con los 
correspondientes al grupo piloto:
Gráfico 7.7. Comparación del umbral de congruencia imagen-texto entre los grupos experimentales y el 
grupo piloto en relación al paradigma color + movimiento.
Otra posible explicación a los patrones de valoración que hemos observado en relación a 
los paradigmas visuales, es que el grupo de audiodescriptores haya penalizado de forma 
sistemática las descripciones que se desvían de lo convencional o normativo, como resul-
tado de una conciencia crítica más desarrollada que la de los sujetos que no son expertos 
en AD.
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7.3. Discusión general sobre el estudio
Este estudio fue planteando con un doble objetivo, tal como se puede deducir de los obje-
tivos específicos postulados en el apartado 2.2.3. del capítulo 2. El primero de esos obje-
tivos comprendía la aplicación de los parámetros establecidos por el modelo taxonómico 
de la imagen dinámica a la metodología de análisis utilizada en este trabajo al respecto 
de los procesos de traducción intersemiótica relacionados con la audiodescripción. Para 
este propósito, se seleccionaron dos de esos parámetros (color y movimiento) y se realizó 
la selección de los estímulos siguiendo un criterio de predominio visual de los elementos 
mencionados. A fin de transferir dicho predominio visual en el polo del texto origen hacia 
el polo del texto meta, se diseñó una batería de descripciones cuyas cualidades semán-
ticas, sintácticas, léxicas y de estilo aspiraban a enfatizar la ocurrencia de los atributos 
color y movimiento. Tales descripciones fueron colocadas bajo la opción de respuesta C 
en el diseño experimental. 
El cumplimiento del segundo de los objetivos citados pasaba por la realización de un 
experimento de corte psicofísico sobre una muestra de sujetos que representara a la po-
blación de audiodescriptores profesionales en España y otra muestra de control de carac-
terísticas sociodemográficas similares a la muestra experimental, todo ello con el fin de 
responder a preguntas estas preguntas de investigación:
a. ¿Produce la experiencia previa de los audiodescriptores profesionales diferencias 
cualitativas en las operaciones de acceso al conocimiento visual y representación del 
mismo?
b. ¿Es posible medir tales diferencias? ¿Cómo?
c. ¿De qué modo se manifiestan estas diferencias en relación con la traducción de ele-
mentos visuales básicos como la forma, el color, el movimiento, la textura, etc.?
En consecuencia, se puede observar que mediante el experimento planteado se ha tratado 
de dar solución a las dos cuestiones a través de una única herramienta. 
Las respuesta encontradas en relación al proceso de traducción intersemiótica de escenas 
en las predominaban los atributos visuales color y movimiento han arrojado resultados 
que nos indican que los audiodescriptores se muestran reacios a los tipos de traduccio-
nes que abundan excesivamente en la descripción de estos elementos en el texto meta. 
Observamos que los valores medios relacionados con los parámetros color y movimiento 
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escasamente superan en unos puntos el umbral del congruencia imagen-texto mínimo que 
hemos fijado en el 50% de la valoración, de ahí nuestra interpretación en sentido negati-
vo. Además, la comparación con los resultados medios del grupo de control (cercanos al 
90%) contribuye aún más a interpretar los datos en el sentido mencionado.
A fin de razonar los resultados de los audiodescriptores, hemos comentado diferentes 
hipótesis en relación a las causas de su bajo índice de valoración de las respuestas. Entre 
ellas encontramos:
• Un elevado sentido crítico en el grupo de profesionales con respecto a las descripcio-
nes propuestas debido a su desempeño profesional.
• La tendencia a sancionar las descripciones que se alejan de las convenciones y normas 
establecidas en relación al el lenguaje de la AD.
• Una concepción del proceso de traducción intersemiótica que es divergente con res-
pecto a la traducción interlingüística en aspectos clave que muchos han considerado 
parámetros universales de la traducción (Ilinei 2012), como la explicitación y el au-
mento de la extensión del texto meta.
• La tendencia a contener la expresión debido a las restricciones de tiempo a las que 
habitualmente se ven sometidos (pese a que las imágenes del experimento no incluían 
ningún sonido).
La segunda de nuestras preocupaciones en relación al experimento era, como hemos co-
mentado, dar respuesta a las preguntas de investigación citadas anteriormente, la cuales 
se desprenden de esta hipótesis: 
Factores como la exposición al material audiovisual cinematográfico y la experiencia 
traductora en el ámbito de la AD tienen como consecuencia una especialización en las 
operaciones mentales de acceso al conocimiento visual que anteceden al proceso traduc-
ción. Estos procesos de especialización deberían ejercer un impacto significativo sobre el 
contenido y la calidad de la audiodescripción.
Hemos de decir que no podemos dar una respuesta concluyente en relación a esta hipó-
tesis debido a la compleja cuestión de carácter cognitivo que implica. No obstante, el 
diseño experimental nos ha permitido verificar que al menos en lo que respecta al polo 
de la representación del conocimiento visual por medio de la audiodescripción, existen 
diferencias muy marcadas entre los profesionales y los no expertos, como se ha podido 
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observar a lo largo de la exposición de este capítulo.  Creemos que tales diferencias cons-
tituyen un indicio lo suficientemente poderoso como para, al menos, seguir investigando 
en qué sentido pueden ser particulares los procesos de acceso al conocimiento visual que 
anteceden a la fase de traducción intersemiótica en el ámbito de la audiodescripción. 
Nuestra conclusión inicial –y también provisional hasta que dispongamos de pruebas más 
concluyentes– con respecto a la influencia de la experiencia en AD sobre la adquisición y 
representación de conocimiento visual está basada en datos que sí nos permiten ser más 
categóricos, en concreto, la existencia de procesos descendentes que guían las operacio-
nes de percepción visual básicas desde áreas cognitivas superiores (Cardin, Friston & 
Zeki 2011). La lógica de estos procesos implica que las áreas cerebrales superiores envían 
señales descendentes a las áreas inferiores (las encargadas de procesar la información 
procedente de los sentidos) y el sistema procura reducir las discordancias entre las señales 
descendentes y los inputs ascendentes durante la adquisición de conocimiento (Rao & 
Ballard 1999; Friston 2003). Un caso típico de este tipo de procesos es la influencia de la 
memoria sobre el reconocimiento visual. En el contexto de la AD dicho proceso se puede 
traducir, por ejemplo, en que el audiodescriptor reconozca el conflicto existente entre dos 
personajes enfrentados al visionar una escena que utiliza una montaje visual de planos y 
contraplanos de esos personajes. Esto le llevará a interpretarlo como un enfrentamiento 
de forma automática y así lo hará constar en su producción audiodescriptiva. 
Por último, hemos podido observar cómo se reflejan estos procesos en las respuestas 
obtenidas del grupo de audiodescriptores, así como en el grupo de control, donde se han 
observado claras discrepancias. En general, las tendencias observas en cada grupo nos 
han llevado ha categorizar y sintetizar sus preferencias con respecto a las cualidades 
de las descripciones que han evaluado en el experimento, a través de cuatro criterios 
semántico-lingüísticos: contenido, sintaxis, léxico y estilo (Figura 7.1.). En muchos de los 
casos, las preferencias de cada grupo tienden a ser completamente opuestas. En el caso 
de los audiodescriptores, hemos observado una valoración moderadamente superior de 
las descripciones de tipo A con respecto a las de tipo C y B, por ese orden. Es lógico que 
haya sido así, puesto que las descripciones de tipo A son más cercanas al tipo de discurso 
que habitualmente están acostumbrados a producir ellos.
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Figura 7.1. Comparación de preferencias de orden semántico y lingüístico entre audiodescriptores y grupo 
de control.
En este capítulo hemos proporcionado una valoración amplia de los resultados arroja-
dos por el experimento, discriminados en función de las muestra de sujetos y del diseño 
experimental al que obedecían las descripciones. Estas valoraciones nos han llevado a 
comentar los resultados en relación a las preguntas de investigación que plantea el traba-
jo de tesis a fin de evaluar si se han alcanzado los objetivos específicos propuestos. Por 
otro lado, hemos tratado de contextualizar nuestras valoraciones atendiendo a algunas 
cuestiones discutidas habitualmente dentro el panorama de la Traductología, como son 
el concepto de translationese, de especialización traductora o de transmisión del valor 
semántico y comunicativo.
En el siguiente capítulo, que también es el capítulo final del trabajo, expondremos nues-
tras conclusiones globales al respecto de los resultados valorados anteriormente y dis-
cutiremos las limitaciones del estudio. De mismo modo, comentaremos posibles vías 
de continuación del trabajo y las líneas de investigación que podrían surgir a raíz del 
tema estudiado. Por otro lado, presentaremos las conclusiones relacionadas con el modelo 





Este último capítulo estará dedicado a recoger las conclusiones que hemos extraído del 
presente trabajo de tesis. Se trata de una obra que ha requerido un proceso de maduración 
investigadora intenso y que me ha permitido entrar en contacto con investigadores de 
primer nivel en el campo de la Neurociencia, de cuya experiencia y consejos nos hemos 
beneficiado tremendamente y, en general, ha supuesto una convergencia interdisciplinar 
muy interesante y enriquecedora para el ámbito de la Traducción Audiovisual. Estos cua-
tro años de estudio sobre la imagen dinámica y los procesos de traducción que intervienen 
en audiodescripción son la consecuencia, en primer lugar, del apoyo académico de la Uni-
versidad Pablo de Olavide de Sevilla, en cuyo Departamento de Filología y Traducción he 
tenido la suerte de recaer como destinatario de una beca para Personal Docente e Investi-
gador del Área de Traducción e Interpretación. El otro gran baluarte que ha permitido el 
desarrollo de este trabajo ha sido el grupo de investigación TRACCE, de la Facultad de 
Traducción e Interpretación de Granada, sin cuyos medios investigadores, técnicos y su 
apoyo humano esto no hubiera sido posible.
En el apartado 8.1. de este capítulo expondremos las conclusiones relacionadas específi-
camente con el estudio experimental llevado a cabo. Posteriormente, en el apartado 8.2., 
valoraremos las aportaciones del modelo taxonómico sobre los componentes de la ima-
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gen dinámica, en clave de parámetros aplicables al análisis de las imágenes dinámicas y 
al tipo de traducción intersemiótica estudiado a lo largo de la tesis doctoral, la AD. Final-
mente, el apartado 8.3. estará dedicado a presentar de forma sumaria las limitaciones del 
estudio experimental, por un lado, y a comentar posibles continuaciones y nuevas líneas 
de investigación que puedan surgir a raíz de las temáticas que hemos abordado en este 
trabajo de tesis doctoral.
8.1. Conclusiones sobre los resultados experimentales
El experimento llevado a cabo en este trabajo surgió como un intento de dar respuesta al 
segundo grupo de preguntas de investigación que se planteaban el capítulo 2, lo que nos 
permitiría a su vez cumplir los objetivos específicos del estudio. En este apartado tratare-
mos de contestar a dichas preguntas de forma específica y sintética para posteriormente 
elaborar más detalladamente las conclusiones globales que se han desprendido del estu-
dio experimental. Por tanto, recordamos a continuación cada pregunta:
a. ¿Produce la experiencia previa de los audiodescriptores profesionales diferencias cua-
litativas en las operaciones de acceso al conocimiento visual y representación del 
mismo?
Consideramos que no podemos ofrecer una respuesta exhaustiva a esta pregunta en 
lo relativo a las influencia que pueda ejercer la especialización traductora sobre los 
procesos de acceso al conocimiento visual puesto que los medios con los que ha con-
tado nuestra aproximación al fenómeno no nos permiten monitorizar las áreas visuales 
y cognitivas del cerebro de los audiodescriptores expertos durante el desarrollo de 
tareas de traducción intersemiótica. El experimento utilizado nos ha permitido, no 
obstante, vincular de forma directa la influencia de la experiencia traductora gracias a 
las diferencias observadas en las respuestas de los audiodescriptores profesionales en 
comparación con las respuestas del grupo de control. Es decir, no podemos explicar la 
influencia de la experiencia sobre las operaciones mentales que conducen a la traduc-
ción, pero sí sobre el producto final de tales operaciones, lo que nos ha parecido un in-
dicio alentador de cara a la realización de estudios que persigan los mismos objetivos 
que el nuestro, sirviéndose técnicas de neuroimagen.
b. ¿Es posible medir tales diferencias? ¿Cómo?
Hemos podido medir de forma cuantitativa las diferencias encontradas en lo relativo 
al polo del texto meta mediante la metodología y los procedimientos experimentales 
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utilizados en este trabajo, que han consistido en un experimento de corte psicofísico 
en el que un grupo de audiodescriptores expertos y un grupo de control han valorado 
una serie de descripciones lingüísticas relacionadas con estímulos visuales de tipo ci-
nematográfico. A fin de mostrar la tendencia general de las diferencias manifestadas en 
los resultados del grupo experimental (audiodescriptores profesionales) con respecto a 
los del grupo de control, incluimos a continuación un gráfico que ilustra los contrastes 
hallados en las valoraciones intermedias de ambos grupos referidas a las descripciones 
propuestas en la Tarea 1 del estudio experimental:
Gráfico 8.1. Contraste de resultados promedio del grupo de expertos y el grupo de control - Tarea 1.
c. ¿De qué modo se manifiestan estas diferencias en relación con la traducción de ele-
mentos visuales básicos como la forma, el color, el movimiento, la textura, etc.?
Los parámetros visuales seleccionados para el diseño experimental fueron concreta-
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mente color y movimiento. Se escogieron estos dos para delimitar las variables del 
experimento. Se ha observado que los audiodescriptores profesionales, en línea con 
la tónica general de sus respuestas, no valoran con demasiada nota las descripciones 
que resaltan de forma excesiva los rasgos visuales asociados al color y al movimiento, 
aunque tampoco las penalizan excesivamente. En términos globales, este tipo de des-
cripciones fueron las segundas mejor valoradas en el grupo de expertos. 
A fin de ser más explícitos con nuestras conclusiones, hemos de recordar que el estudio 
experimental incluido en esta tesis doctoral tenía como objetivo específico la comproba-
ción de la hipótesis relativa a la influencia que ejerce la profesionalización y la experien-
cia de los audiodescriptores expertos sobre las operaciones mentales de acceso al conoci-
miento visual que anteceden al proceso traducción en estos individuos. 
La explicación neurocientífica de esta influencia residiría en la capacidad de que disponen 
las áreas cognitivas superiores del cerebro para guiar el procesamiento de la información 
visual entrante, que se desarrolla en las áreas perceptuales más básicas de la corteza visual 
(Cardin, Friston & Zeki 2011). Para dar una respuesta satisfactoria a esta cuestión, se ha 
desarrollado un estudio en el que comparamos las diferencias existentes entre un grupo 
de sujetos expertos en AD y un grupo de control formado por no expertos en esta moda-
lidad traductora. Los sujetos debían valorar el grado de correspondencia de tres tipos de 
descripciones lingüísticas diferenciadas con respecto a una serie de estímulos visuales (40 
fragmentos breves de imágenes de tipo cinematográfico). 
Los resultados del experimento han mostrado que existen grandes contrastes en las res-
puestas de ambos grupos. Las valoraciones de los expertos apuntan a una predilección por 
las descripciones breves, neutras, objetivas y precisas en rasgos generales. Por el contra-
rio, los sujetos del grupo de control justamente penalizaron más ese tipo de descripciones 
y optaron por valorar muy positivamente las descripciones detalladas, extensas y con 
rasgos más literarios, cuyas propiedades semánticas y léxicas las sitúan en el polo opuesto 
a las descripciones simples.
Pese a que las respuestas en las tendencias que marcan los resultados son muy claras, la 
naturaleza cognitiva con la que se relaciona la hipótesis no nos permite ser concluyentes 
en nuestra respuesta. Sin embargo, los indicios que nos ha proporcionado este estudio 
apuntan de forma provisional a que la hipótesis podría ser válida. Podemos estar com-
pletamente seguros de que al menos se trata de una explicación válida para justificar las 
8. Conclusiones
311
diferencias encontradas en el polo meta del proceso traductor, es decir, en las preferencias 
concretas de los sujetos por unas u otras descripciones del estímulo visual.
Nuestra visión acerca de la resolución del problema de fondo que plantea la hipótesis es 
relativamente clara. Creemos que un acercamiento profundo a los procesos mentales de 
percepción, reconocimiento y adquisición de información visual, así como a las opera-
ciones involucradas en la fase de representación del conocimiento, tiene que pasar por un 
estudio metódico de estas cuestiones mediante técnicas de neuroimagen y en contextos 
experimentales. Sólo un enfoque investigador de este tipo podría aspirar a detectar cues-
tiones complejas como la facilitación de tipo top-down ejercida por áreas supriores sobre 
el procesamiento de la señal visual o la convergencia de actividad cerebral procedente de 
módulos con especialización funcional distinta (imágenes y lenguaje, por ejemplo). En 
este sentido, nosotros apostaríamos por la creación de una línea investigadora de base 
empírico-cognitiva dentro de los Estudios de Traducción e Interpretación que se especia-
lice en el uso de técnicas de neuroimagen. No solo el ámbito de la traducción audiovisual 
se beneficiaría de ello, sino en general el conjunto de la disciplina porque en el fondo toda 
traducción, de cualquier tipo, es consecuencia de operaciones se acceso y representación 
de información.
Por otra parte, con respecto a las características del lenguaje preferido por los audiodes-
criptores para la representación del conocimiento visual, los resultados apuntan a ten-
dencias comunes en sus valoraciones, la cuales podemos ilustrar mejor mediante cuatro 
criterios semántico-lingüísticos: contenido, sintaxis, léxico y estilo. Lo expertos en AD 
prefieren una trasmisión de contenidos que tienda a la simplificación, sin obviar ningún 
elemento importante de la imagen. Se decantan por una sintaxis directa que se amolde a 
la estructura habitual del español (sujeto + verbo + complementos). En cuanto al léxico, 
prefieren usos concretos y prototípicos frente a términos más connotativos e inusuales. Fi-
nalmente, también optan por la neutralidad en el estilo de audiodescripción y no apuestan 
por usos más literarios. Esto apunta a que se trata de un tipo de traducción especializada 
en un sentido concreto, puesto que los expertos utilizan estructuras gramaticales específi-
cas para la representación de un tipo de conocimiento general enmarcado en un contexto 
sociocultural y cognitivo determinado.
La segunda gran conclusión de este estudio, relacionada en este caso con la valoración 
concreta de la traducción de los elementos visuales color y movimiento, es que los au-
diodescriptores profesionales no son partidarios de las descripciones que abundan exce-
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sivamente en dichos elementos. La valoración media de las descripciones que incluyen 
estos parámetros (extraídos del modelo taxonómico expuesto en el capítulo) por parte de 
los expertos apenas supera el 50%, mientras que en el grupo de control los resultados son 
cercanos al 90%. En este sentido, podemos asociar las respuestas de los expertos a facto-
res relacionados con la especialización y las competencias traductoras de este colectivo:
• Un juicio crítico sobre las cualidades de la AD del que carecen los no expertos.
• 
• El respeto a las normas y convenciones estipuladas por las directrices de AD en el 
ámbito español a través la Norma UNE 153020:2005. 
• 
• La autolimitación en la expresión lingüística, heredada de la práctica audiodescriptora 
en medios como el cine, donde los espacios entre diálogos suelen ser reducidos.
Este tipo de cuestiones nos lleva a extraer de este estudio una conclusión sobre la especia-
lización traductora de los audiodescriptores. Lo expertos (que en su mayor parte no sue-
len poseer formación en traducción interlingüística) han adquirido pautas de trabajo y au-
tomatismos similares a los encontrados en cualquier contexto de traducción especializada 
entre dos lenguas, aunque con características propias achacables a las particularidades de 
un tipo de traducción que parte de la imagen para desembocar en la expresión lingüística, 
así como a estar subordinada a los espacios que proporciona el elemento sonoro del la 
obra audiovisual. Una de estas características propias es la producción textos meta que 
tienden a sintetizar los contenidos del texto origen en lugar de explicitarlos y exponerlos 
de forma extendida.
Por otra parte, reconocemos el carácter novedoso y particular de la metodología empleada 
en el estudio experimental, ya que combina datos de tipo cualitativo, como la evaluación 
de la calidad de las descripciones, con un tipo de aproximación cuantitativa que se basa 
en las técnicas de presentación de estímulos y registro de valores que son características 
en experimentos sobre psicofísica. Este método nos ha permitido establecer fórmulas 
específicas para la comparación de las respuestas subjetivas de los sujetos, que a la postre 
han generado la discusión y la conclusiones presentadas en esta líneas. 
En concreto, una de las fórmulas que hemos establecido permite que los sujetos determi-
nen el nivel de congruencia semántica que se establece entre la información visual y la 
representación o traducción lingüística en procesos de traducción intersemiótica de estas 
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características, es decir, la correspondencia entre imagen y texto. En este estudio y con 
fines prácticos hemos fijado el umbral mínimo de congruencia en el 50%. Esto quiere 
decir que las traducciones que superan esta barrera son consideras aceptables en términos 
de transmisión del contenido visual. No obstante, queremos subrayar que sólo se trata de 
una medida provisional. Este medio de evaluación de la carga informativa del producto 
traductor necesita ser validado mediante el desarrollo de otro tipo medidas y parámetros 
diseñados con el mismo propósito. La propuesta taxonómica sobre los componentes de la 
imagen dinámica desarrollada en el capítulo 4 puede contribuir a ello precisamente. Así 
pues, dedicaremos el siguiente apartado a exponer las conclusiones sobre la utilidad de 
los parámetros de análisis de la imagen dinámica que se desprenden del modelo taxonó-
mico.
8.2. Conclusiones sobre los parámetros de análisis de la imagen dinámica
El primer grupo de preguntas de investigación del trabajo planteaba tres interrogantes 
cuya respuesta contribuiría a alcanzar los objetivos generales del trabajo. De acuerdo 
con el planteamiento del estudio, estas preguntas se han tratado de resolver mediante la 
exposición presentada en el capítulo 4, en el que se han descrito los atributos visuales 
básicos que es capaz de percibir el cerebro humano, así como los procesos de percepción 
visual que posibilitan el acceso a tales atributos. Así pues, a continuación recordaremos 
las preguntas de investigación a las que aludimos y ofreceremos una respuesta concreta y 
breve a cada una de ellas. Posteriormente entraremos en una exposición  más detallada de 
las conclusiones sobre los logros del modelo taxonómico de la imagen visual, en el cual 
entendemos que confluye el discurso del capítulo cuarto y, en ese sentido, responde de 
forma global a las preguntas de investigación. 
a. ¿Predeterminan los mecanismos de procesamiento visual el proceso de traducción 
intersemiótica realizado por los audiodescriptores?
Concluimos que efectivamente, de acuerdo con los conocimientos actuales sobe el 
funcionamiento de los sistemas de percepción visual, las áreas visuales especializa-
das (V3, V4, V5, etc.) distribuyen el procesamiento de la señal óptica en función de 
los atributos visuales que cada área procesa de forma específica y estas operaciones 
determinan los procesos posteriores de acceso cognitivo a la información visual y de 
representación lingüística de esa información; lo que equivale a decir que los meca-
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nismos descritos predeterminan el proceso de traducción intersemiótica realizado por 
los audiodescriptores.
b. Si existe tal influencia, ¿qué mecanismos y sistemas de procesamiento visual son los 
implicados y en qué consisten?
Estos mecanismos y sistemas implicados consisten en redes neuronales dedicadas de 
forma especializada a procesar la señal visual en el cerebro. Las áreas o módulos de la 
corteza cerebral que se encargan específicamente de procesar la señal visual son con-
cretamente las áreas visuales generales (V1 y V2) y las áreas visuales funcionalmente 
especializadas (V3, V4, V5, V3a, VP, MST, TEO, FFA, PPA, LOC, entre otras). 
c. ¿De qué modo se relacionarían los atributos visuales procesados durante las operacio-
nes de percepción y de reconocimiento visual con la estructura semántica y narrativa 
del texto audiodescrito?
Los hallazgos más recientes apuntan a que las áreas visuales y las áreas cognitivas 
superiores como, por ejemplo, las dedicadas al lenguaje, interactúan mediante la acti-
vación de determinados circuitos compartidos. Esta actividad compartida parece estar 
motivada por la semántica profunda que relaciona ambos aspectos. Un ejemplo de ello 
sería la activación de una región contigua al área visual que procesa el movimiento 
(V5) cuando se le solicita a un sujeto que mencione la acción asociada a un objeto que 
se está visualizando (pintar en el caso de un pincel). Este tipo de asociaciones serían 
las responsables de la conexión entre las operaciones de percepción visual con las es-
tructuras semánticas y narrativas que se trasladan al texto audiodescriptivo.
El apartado 4.4. de este trabajo está estrechamente relacionado con las respuestas ante-
riores. En dicho apartado hemos presentado un modelo taxonómico que ha propuesto la 
clasificación de los elementos visuales considerados esenciales en la composición de las 
imágenes dinámicas a través de una organización dividida en varios niveles de procesa-
miento. Se han descrito además las relaciones estructurales y semánticas que se estable-
cen entre los elementos pertenecientes a los distintos niveles de la taxonomía. 
Nuestro modelo está basado en los conocimientos más actuales sobre la estructura, el fun-
cionamiento y las interacciones que se producen en los sistemas de percepción visual del 
cerebro humano (principalmente aquellos sobre los que hay un consenso amplio entre los 
neurocientíficos). En este sentido, se han considerado especialmente relevantes las áreas 
que realizan un procesamiento especializado funcionalmente en atributos visuales clave.
En consecuencia, esta categorización posibilita el análisis de la imagen dinámica median-
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te una serie de parámetros interrelacionados, de forma que los componentes visuales de 
nivel más bajo se integran en el nivel inmediatamente superior del modelo. A continua-
ción exponemos dicha estructura a partir de su nivel más esencial:
•	 Nivel estructural: este nivel contiene los parámetros relacionados con los atributos 
visuales más simples en lo que se refiere al procesamiento de la información visual 
entrante. En concreto, hemos incorporado los siguientes elementos: forma, color, mo-
vimiento, textura y profundidad, que están íntimamente vinculados con las funciones 
específicas que desarrollan ciertas áreas visuales durante los procesos de percepción 
(forma – área visual V3, color – V4, movimiento – V5, etc.).
• 
•	 Nivel formal: los elementos del nivel anterior componen formas visuales más elabo-
radas. Este es el caso de los objetos visuales, considerados como un macroelemento 
que el cerebro percibe de forma autónoma pese a su carácter complejo. En este sen-
tido, los objetos visuales constituyen unidades en las que se aglutinan los elementos 
estructurales y, a su vez, constituye la pieza básica de la escena visual. La razón de 
esto último es que la independencia y el potencial para el movimiento de los objetos 
los convierte en elementos generadores de procesos que configuran el significado 
general de una escena. Por otra parte, los objetos también determinan la percepción 
de los espacios en los que se ubican dentro el campo visual, es decir, de su contexto 
visual. El contexto conforma, por tanto, el segundo macroelemento de este nivel.
•	 Nivel semántico: en este plano, la información visual pasa a ser procesada por áreas 
y estructuras vinculadas a mecanismos cognitivos y semánticos, como la atención, la 
memoria, el aprendizaje, etc. En el nivel semántico se activan los procesos ejecutados 
por la categoría objeto (procedente del nivel anterior), la cual puede adoptar un rol de 
agente o bien ser la destinataria de un proceso ejecutado por otro objeto y, en tal caso, 
su función pasaría a ser la de un paciente o receptor de los resultados de un determina-
do proceso. En lo que se refiere a la asimilación del parámetro contexto dentro de este 
nivel, observamos que existe una vinculación clara entre éste y lo que hemos llamado 
marco o escenario al que se circunscriben los eventos visuales.
Vistos de forma esquemática, los parámetros intervinientes en cada uno de estos niveles 
son los siguientes:
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Tabla 9.1. Parámetros de análisis de la imagen dinámica.
Estos parámetros se pueden usar para establecer un protocolo de análisis de la imagen 
dinámica. Dicho protocolo consistirá, en primer lugar, en la identificación en las imáge-
nes estudiadas mediante la aplicación los parámetros contemplados en el nivel estructural 
del esquema anterior (colores, formas, movimientos, etc.). Posteriormente se vincularán 
tales componentes visuales básicos a los objetos y contextos que forman parte de la es-
cena visual. Un ejemplo de esto sería la identificación de un objeto complejo, como un 
personaje, por las formas del cuerpo, las texturas de su piel y vestimenta, los colores de 
la ropa, los movimientos propios de un ser humano, etc. En consecuencia, los parámetros 
del nivel formal son aplicables a los personajes (objetos) y la disposición espacial en la 
que transcurre la escena (contexto).
Posteriormente, determinaremos la dimensión semántica de los objetos y contextos vi-
suales de la escena. En primer lugar, habrá que establecer dónde se sitúa el foco de la 
acción, es decir, el objeto agente que está ejecutando el proceso que marca la estructura 
del evento visual. Lo más común en imágenes cinematográficas es que se trate de un 
personaje interviniente en la escena. Los procesos desarrollados por este personaje darán 
lugar a efectos sobre otros personajes o sobre otros objetos inanimados. Esto ocurre, por 
utilizar un ejemplo, cuando un personaje con el rol semántico de agente hace explotar un 
artefacto en un acto de sabotaje. Los resultados se nos pueden mostrar visualmente como 
la destrucción de un edificio, en cuyo caso el edificio constituiría el objeto paciente y su 
destrucción el resultado del proceso iniciado por el sujeto agente. Por último, habría que 
determinar el escenario o el marco global en el que se desarrolla el evento visual. Siguien-
do con el ejemplo, podría tratarse de una embajada de un país occidental ubicada en el 
atención, la memoria, el aprendizaje, etc. En el nivel semántico se activan los 
procesos ejecutados por la categoría objeto (procedente del nivel anterior), la 
cual puede adoptar un rol de agente o bien ser la destinataria de un proceso 
ejecutado por otro objeto y, en tal caso, su función pasaría a ser la de un 
paciente o receptor de los resultados de un determinado proceso. En lo que se 
refiere a la asimilación del parámetro contexto dentro de este nivel, 
observamos que existe una vinculación clara entre éste y lo que hemos 
llamado marco o escenario al que se circunscriben los eventos visuales. 
 
Vistos de forma esquemática, los parámetros intervinientes en cada uno de estos 
niveles son los siguientes: 
NIVELES PARÁMETROS 





Nivel formal Objeto 
Contexto 
Nivel semántico Marco / Escenario 
Proceso 
Agente 
Paciente / Resultado 
Tabla 9.1. Parámetros de análisis de la imagen dinámica. 
 
Estos parámetros se pueden usar para establecer un prot c l  de análisis de la imagen 
dinámica. Dicho protocolo consistirá, en primer lugar, en la identificación en las 
imágenes estudiadas mediante la aplicación los parámetros contemplados en el nivel 
estructural del esquema anterior (colores, formas, movimientos, etc.). Posteriormente 
se vincularán tales componentes visuales básicos a los objetos y contextos que forman 
parte de la escena visual. Un ejemplo de esto sería la identificación de un objeto 
complejo, como un per onaje, por las formas del cuerpo, las texturas de su piel y 
vestimenta, los col res de la rop , los movimi ntos propios de un ser humano, etc. E  
consecuencia, los parámetros del nivel formal son aplicables a los personajes 
(objetos) y la disposición espacial en la que transcurre la escena (contexto). 
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centro de la capital de algún país de Oriente Medio (por utilizar un cliché bastante común 
en el cine de Hollywood).
En síntesis, ese sería el proceso básico de análisis de la imagen dinámica en función de 
los parámetros propuestos por nuestro modelo taxonómico. En este trabajo de tesis doc-
toral, la intención de dicho análisis necesariamente debe trascender lo meramente visual 
y servir para motivar una selección razonada de los elementos de la imagen que serán 
incluidos en la traducción intersemiótica. En el desempeño de su labor traductora, el au-
diodescriptor podrá regirse por estos parámetros para determinar la relevancia semántica 
de los elementos que componen una escena en función del papel narrativo que cada uno 
de ellos desempeña, así como del grado de predominio de cada componente dentro del 
campo visual.
El último paso y también el más complejo, consiste en plasmar el evento de la escena 
visual en una producción textual. Podemos continuar utilizando el ejemplo anterior para 
ilustrar cómo podría ser esa traducción. Una solución entre la muchas posibles podría ser 
ésta:
El agente infiltrado coloca un explosivo en el sótano de la embajada de Estados Unidos. Lo 
activa. Poco después el artefacto estalla y genera una gran onda expansiva que destruye el 
edificio.
La propuesta taxonómica y los parámetros de análisis de la imagen dinámica para su 
traducción que hemos incluido en este trabajo constituyen un primer acercamiento a la 
investigación sobre las estructuras y procesos cognitivos que rigen el acceso a la informa-
ción visual y la transformación de ésta en conceptos semánticos y, en última instancia, en 
producciones lingüísticas. Por ello, consideramos que a raíz de nuestro trabajo se pueden 
abrir perspectivas de estudio novedosas en relación a los temas tratados habitualmente 
dentro del contexto investigador de Traducción Audiovisual y, en concreto, con respecto 
a la AD como modalidad de traducción intersemiótica.
8.3. Limitaciones del estudio y nuevas vías de investigación
El estudio presentado en esta tesis doctoral aspiraba a demostrar que las particularidades 
de los procesos de acceso a la información visual en los audiodescriptores expertos reper-
cuten significativamente en las características de los textos audiodescriptivos producidos 
por estos.
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El principal escollo de nuestro estudio en relación a la consecución de este objetivo es la 
imposibilidad de observar directamente los procesos cerebrales que tienen lugar durante 
tales operaciones, de ahí que se haya utilizado una metodología de investigación centrada 
en las relaciones existentes entre los estímulos visuales de entrada y el producto resul-
tante, las descripciones. En este sentido, habría sido de gran utilidad el desarrollo de un 
estudio de neuroimagen sobre los procesos descritos.
Por otro lado, la metodología adoptada ha traído sus propias complicaciones. La exten-
sión de la muestra de audiodescriptores puede haberse quedado un poco limitada con los 
7 sujetos que la componían, dada la imposibilidad de localizar más sujetos con el perfil 
solicitado y disponibilidad para la realización de la prueba. 
También presentó ciertas dificultades el proceso de selección de los estímulos y de crea-
ción de las descripciones que finalmente se utilizaron en el diseño experimental. La iden-
tificación manual de los atributos visuales destacados en los estímulos de las pruebas im-
plicaba el riesgo de que se incurriera en una falta de rigor en la selección, aunque gracias 
a los criterios fijados y a la inestimable ayuda de los colegas del Welcome Laboratory of 
Neurobiology, creemos que estos peligros se han salvado. Algo parecido ocurrió durante 
el proceso de creación de las descripciones verbales utilizadas y en este caso contamos 
con la colaboración de audiodescriptores cualificados que nos asesoraron al respecto. 
Para el diseño de las descripciones se impusieron varios criterios relacionados con las 
propiedades semánticas, léxicas, sintácticas y de estilo que debían cumplir los textos 
descriptivos. Los dos audiodescriptores implicados se aseguraron de que se cumplirán 
dichos criterios en todos los casos. Entendemos, no obstante, que puedan surgir dudas 
sobre la legitimación de las estructuras gramaticales escogidas finalmente. En nuestra 
defensa tenemos que decir que solo pretendíamos manifestar tendencias descriptivas di-
versas de cara a que los sujetos escogieran unas u otras. Una posible solución a este pro-
blema podría haber sido solicitar a los sujetos que aportaran su propia descripción. Sin 
embargo, esta opción se descartó desde un principio porque el tiempo consumido en esa 
tarea habría supuesto una reducción considerablemente del número de módulos, así como 
la introducción de variables intervinientes como la motivación de los sujetos, su nivel de 
cansancio o su estado emocional, que repercuten negativamente en el control del experi-
mento y en sus resultados.
Los resultados de nuestro estudio se presentan en forma de valores intermedios absolutos 
(nivel de puntuación alcanzado en la escala de valoración) y relativos (porcentajes corres-
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pondientes a proporciones sobre los valores absolutos). Este tipo de valores, junto con los 
datos de fluctuación de las respuestas fueron considerados suficientes para analizar los 
registros de las muestras no muy extensas con las que contábamos. Se ha aspirado a usar 
una metodología que permitiera obtener datos fácilmente interpretables y que mostrara 
las tendencias de evaluación de descripciones por parte de los sujetos. Por estas razones 
no se han utilizados paquetes de software para el análisis de datos estadísticos como SPSS 
ni realizado cálculos predictivos para estimar las probabilidades de obtención de deter-
minados resultados.
Por otra parte, la aplicación del modelo taxonómico sobre la imagen dinámica (cf. aparta-
do 4.4.) al estudio experimental, la cual consistió en el uso de varios parámetros presentes 
en el nivel estructural del modelo, ha posibilitado el uso de unos criterios bien funda-
mentados en los estudios de neurociencia de la percepción visual para la selección de los 
estímulos visuales y el desarrollo de un diseño experimental robusto. 
La utilización de un programa de ventana móvil de la categoría de PsychoPy para el desa-
rrollo del procedimiento experimental también ha contribuido enormemente a simplificar 
y automatizar el trabajo investigador de recogida y análisis de datos.
La elaboración de un completo marco teórico sobre percepción visual y neurociencia 
nos ha generado numerosas curiosidades en relación a los procesos cognitivos que in-
tervienen en la adquisición y representación de conocimiento visual, lo que a su vez, ha 
alimentado un amplio abanico de intereses investigadores como las interacciones entre 
los procesos de percepción visual con la estructuración del lenguaje y, en especial, con 
respecto a los elementos de semántica profunda que ambos sistemas puedan compartir. 
Este tipo de investigación está más que justificada por su tremenda trascendencia para los 
procesos de traducción intersemiótica. Todo descubrimiento que nos pueda aportar pistas 
sobre el funcionamiento de los mecanismos que pueblan un terreno tan complejo y des-
conocido como este constituirá un gran avance para nuestros propósitos investigadores.
Por otro lado, también hemos desarrollado un interés especial sobre cuestiones como el 
papel que desempeña la modularización de los sistemas visuales en la creación de cate-
gorías léxicas, el estudio de la formación de imágenes mentales en personas con discapa-
cidad visual durante la recepción de textos audiodescriptivos, la influencia de la neuronas 
espejo (Gallese et al. 1996) en la derivación de significado de esquemas visuales a través 
de procesos de embodiment, la influencia de las emociones sobre los procesos de percep-
ción visual, y una larga serie de cuestiones que dejaremos en el tintero. 
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Del mismo modo y en lo relativo al ámbito metodológico, el modelo taxonómico sobre la 
imagen dinámica abre la puerta a desarrollos técnicos que permitan sistematizar el aná-
lisis de escenas visuales complejas a partir de los parámetros que hemos definido, lo que 
permitiría, por ejemplo, desarrollar proyectos de etiquetado semántico de la imagen, sin 
necesidad de recurrir al lenguaje como puerta de acceso a las propiedades de la imagen. 
Es decir, mediante este tipo de desarrollos, las anotaciones relativas a las propiedades de 
la imagen se realizarían directamente sobre los objetos visuales, utilizando para ello eti-
quetas relacionadas con la estructura de los objetos (forma, color, dirección de movimien-
to, textura, etc.) y con su función semántica dentro del evento visual que se manifiesta en 
las imágenes. En este sentido, se podría mejorar el software para la anotación multimodal 
de vídeo ya existente, por ejemplo la aplicación Multimodal Analysis Video1
Dicho esto, la gran tarea pendiente derivada de nuestro estudio es la profundización en las 
operaciones de acceso al conocimiento visual y representación del mismo que desarrollan 
los sujetos especializados en traducción intersemiótica. Para ello proponemos la realiza-
ción de un estudio mediante de técnicas de neuroimagen como la resonancia magnética 
funcional o la magnetoencefalografía. La combinación de estas técnicas produciría resul-
tados más certeros, puesto que la resonancia magnética posee buena resolución espacial 
pero no demasiada resolución temporal y, a la inversa, en el caso de la magnetoencefalo-
grafía. El planteamiento de un diseño experimental multidimensional con estas técnicas 
debería arrojar datos muy significativos para el análisis de los procesos de traducción 
intersemiótica.
Otro de los ámbitos que se sitúa dentro de nuestro foco de interés y que se podría benefi-
ciar de las técnicas y métodos neurocientíficos sería el de los estudios sobre narratología 
fílmica, en relación a problemas epistémicos planteados por algunos teóricos de este cam-
po (Wilson 1986, 1997), como el de la representación mediante técnicas cinematográfi-
cas, el punto de vista (que cubre todas la posibles formas en las que una narración puede 
estructurar el acceso epistémico de la audiencia a la narración), las múltiples figuras na-
rrativas de la ficción cinematográfica, el papel de la música en la narración, etc.
Llegados a este punto, consideramos que esta tesis ha conseguido alcanzar los objetivos 
generales y particulares que se había marcado, pese a las limitaciones que hemos expli-





No obstante, preferiríamos que las aportaciones de tipo teórico y metodológico que se 
han realizado en relación al tema de estudio sean entendidas como un primer paso en un 
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ANEXO 1. ESTRUCTURA Y CONTENIDOS DEL DISEÑO EXPERIMENTAL PARA 
LAS TAREAS DEL EXPERIMENTO.
.............................................................................................................................................
- Presentación del estímulo (el clip de vídeo se reproduce una sola vez con una resolu-
ción de 720p).
- Tarea 1:  Evaluación de las tres descripciones presentadas en una escala de 1 a 9 (siendo 
9 lo máximo) en función del grado de correspondencia entre la escena y dicha descripción 
(tres tipos distintos de descripción: 
a) SIMPLE; 
b) DETALLADA; 
c) ÉNFASIS EN COLOR Y/O MOVIMENTO.
- Tarea 2: Selección de la opción considerada más apropiada para una persona ciega entre 
las que figuran en la Tarea 1.
Orden de la presentación de las descripciones de tipo c) de acuerdo al predominio de ele-
mentos visuales en el estímulo
Anexo 1. Estructura y contenidos del diseño experimental para las tareas del 
experimento.
- PRESENTACIÓN DEL ESTÍMULO (el clip de vídeo se reproduce una sola vez con una 
resolución de 720p).
- TAREA 1:  Evaluación de las tres descripciones presentadas en una escala de 1 a 9 (siendo 
9 lo máximo) en función del grado de correspondencia entre la escena y dicha descripción  
(tres tipos distintos de descripción: 
a) SIMPLE; 
b) DETALLADA; 
c) ÉNFASIS EN COLOR Y/O MOVIMENTO.
- TAREA 2: Selección de la opción considerada más apropiada para una persona ciega entre 
las que figuran e  l  r  .
Orden de la presentación de las descripciones de tipo c) de acuerdo al predominio de 
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7 MOVIMIENTO + COLOR
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16 COLOR + MOVIMIENTO
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18 MOVIMIENTO
19 MOVIMIENTO + COLOR
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27 COLOR
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Estímulo 1
A) Un coche amarillo se desplaza de izquierda a derecha lentamente.
B) El típico taxi amarillo de Nueva York  circula a cámara 
C) Un taxi con una carrocería de color amarillo intenso circula por la calle.
Anexo 1. Estructura y contenidos del diseño experimental para las tareas del 
experimento.
- PRESENTACIÓN DEL ESTÍMULO (el clip de vídeo se reproduce una sola vez con una 
resolución de 720p).
- TAREA 1:  Evaluación de las tres descripciones presentadas en una escala de 1 a 9 (siendo 
9 lo máximo) en función del grado de correspondencia entre la escena y dicha descripción  
(tres tipos distintos de descripción: 
a) SIMPLE; 
b) DETALLADA; 
c) ÉNFASIS EN COLOR Y/O MOVIMENTO.
- TAREA 2: Selección de la opción considerada más apropiada para una persona ciega entre 
las que figuran en la Tarea 1.
Orden de la presentación de las descripciones de tipo c) de acuerdo al predominio de 
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7 MOVIMIENTO + COLOR
8 COLOR
9 COLOR






16 COLOR + MOVIMIENTO
17 COLOR
18 MOVIMIENTO
19 MOVIMIENTO + COLOR






















A) Un coche amarillo se desplaza de izquierda a derecha lentamente.
B) El típico taxi amarillo de Nueva York  circula a cámara lenta por una carretera de asfalto 
agrietada.
C) Un taxi con una carrocería de color amarillo intenso circula por la calle.
Estímulo 2
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Estímulo 2
A) Nubes verdes se mueven en un cielo nocturno.
B) Bajo un cielo plagado de estrellas, las formas verdosas de la aurora boreal realizan una 
danza imponente e hipnótica. 
C) Distintos matices de verde claro evolucionan dentro de una nebulosa aurora boreal.
Estímulo 3
A) Varios remeros cruzan las aguas que hay frente a un publecito.
B) Cinco remeros surcan las mansas aguas que bordean una villa costera inundada por la 
La imagen dinámica. Parámetros de análisis para su traducción
354
cálida luz ocre de una tarde de verano.
C) La brumosa y cálida luz dorada de la tarde inunda por completo una escena con varios 
remeros en primer plano y un pueblo al fondo.
Estímulo 4
A) Un gato salta desde una rama.
B) Un gato anaranjado se desprende de una rama de la que cuelga y cae lentamente al 
suelo frente a un fondo de imagen blanco.
C) A cámara lenta se observan los sutiles movimientos de un gato que se deja caer de una 
rama para llegar al suelo.
Estímulo 5
A) Una ráfaga de líneas de colores atraviesa la pantalla.
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B) Una serie de formas multicolor se desplaza a gran velocidad de izquierda a derecha por la 
escena, como si estuviésemos observando el espacio circundante desde un objeto giratorio.
C) A cámara muy rápida, unas imágenes borrosas de colores atraviesan la pantalla de 
izquierda a derecha.
Estímulo 6
A) Una bola rosa derriba unos bolos situados al final de la pista.
B) La cámara sigue la trayectoria de una bola rosada que suavemente se desplaza por la 
calle de parqué siguiendo una línea recta y derriba todos los bolos, consiguiendo un "strike".
C) Una esfera fucsia brillante rueda por la calle de una bolera y derriba  los bolos.
Estímulo 7
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A) Dos peras caen al agua.
B) Primer término de dos peras verdes que lentamente se sumergen en el agua hacen bur-
bujas sobre fondo blanco.
C) A cámara lenta, dos peras verde claro se hunden en el agua sobre un fondo blanco.
Estímulo 8
A) Se vierte un líquido verde a una copa con cubos de hielo.
B) En una copa que contiene cuatro cubos de hielo se sirve una bebida burbujeante de 
color verde frente a un fondo blanco.
C) Un líquido verdoso y translúcido es vertido en una copa con hielo.
Estímulo 9
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A) Se abre una flor amarilla.
B) Sobre unas hojas verdes, un capullo de hibisco comienza a florecer y muestra sus pé-
talos amarillos y su estambre rojizo. El proceso está filmado en "time-lapse".
C) Una flor de un amarillo muy intenso florece y muestra su estambre rojizo encumbrado 
por anteras del mismo tono que los pétalos.
Estímulo 10
A) Unas flores naranjas se abren.
B) Un metraje en "time-lapse" muestra seis lirios de día que florecen formando un ramo 
contra un fondo negro.
C) Lentamente varios capullos de color naranja pálido florecen y muestran sus pétalos de 
tono más oscuro e intenso.
Estímulo 11
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A) Un palo de billar golpea la bola blanca y mete una bola en un agujero.
B) Desde un ángulo cenital se observa un palo de billar lanzando la bola blanca que a su 
vez golpea una bola roja, de un set de nueve bolas rojas y amarillas, que se hunde en la 
tronera central derecha de la mesa.
C) Una mesa de billar cubierta por un tapete verde contiene cuatro bolas amarillas y cua-
tro rojas, una de estas últimas es golpeada por la bola blanca y se cuela en una tronera.
Estímulo 12
A) Pastillas y cápsulas de varios colores caen sobre una superficie blanca.
B) Una lluvia de pastillas y cápsulas multicolor de formas y tamaños diversos golpea una 
superficie blanca y algunas de ellas rebotan.
C) Pastillas y capsulas de distintos colores como blanco, amarillo, rojo, naranja, verde o 
azul caen en una superficie blanca.
Estímulo 13
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A) Una bola de billar golpea otra.
B) En un plano medio, una bola de billar blanca impacta contra una bola amarilla con el 
número 1 y al rebotar sigue rodando hacia atrás a cámara lenta. La escena está iluminada 
lateralmente, proyectando las bolas largas sombras.
C) A cámara lenta, la bola blanca golpea una bola amarilla haciendo que se desplace a la 
derecha mientras que la primera se mantiene girando sobre sí misma.
 
Estímulo 14
A) Un chorro de agua cruza la pantalla.
B) Primer plano de un chorro de agua clara que fluye de derecha a izquierda recortándose 
contra un fondo azul claro.
C) A cámara lenta, un chorro de agua atraviesa con elegancia la pantalla de derecha a izquierda.
Estímulo 15
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A) Una sucesión de estructuras de metal en movimiento.
B) Plano detalle de lo que aparentemente son los peldaños de una escalera mecánica mo-
viéndose hacia la izquierda.
C) Movimiento constante y acompasado de los peldaños de una escalera mecánica que se 
desplaza hacia la izquierda.
Estímulo 16
A) Una barra compuesta por pequeñas luces alineadas atraviesa la pantalla en varias di-
recciones.
B) Varias líneas paralelas compuestas de pequeños círculos de luz blanca atraviesan la 
pantalla tres veces hacia arriba y dos veces hacia la derecha con una inclinación de unos 
60 grados en forma de bloque longitudinal.
C) Varias líneas paralelas compuestas por pequeños puntos irradian una luz clara al atra-
vesar la pantalla varias veces en distintas direcciones y formando un solo bloque.
Estímulo 17
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A) Cae confeti de varios colores.
B) Cientos de pequeños trozos de papel de tres colores descienden contra un fondo negro.
C) Una lluvia de confeti de color rojo, azul y blanco cae recortándose contra un fondo 
completamente negro.
Estímulo 18
A) Dos ascensores exteriores se elevan en un edificio alto.
B) Vistos desde abajo, dos elevadores exteriores iluminados ascienden hacia la azotea de 
un rascacielos durante la noche.
C) En dirección ascendente, dos ascensores de deslizan sutilmente por la fachada de un 
rascacielos.
Estímulo 19
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A) Se ve el tráfico y los peatones en hora punta en el centro de una ciudad.
B) Plano general de un cruce de calles en el centro de una ciudad a la hora punta de la 
tarde. La reproducción a cámara rápida crea largos rastros procedentes de luces de faros 
y traseras de los vehículos.
C) La cámara rápida reproduce alargados haces de luces rojas y blancas de vehículos que cir-
culan a media tarde por la ciudad. Los edificios también muestran una amplia gama de matices.
Estímulo 20
A) Se ve la parte frontal de un tren en movimiento.
B) Travelling lateral que muestra el coche frontal de un tren rojo y gris desplazándose por 
la vía hacia la izquierda.
C) Con un movimiento uniforme y a cámara lenta, se observa un tren rojo y gris que se 
desplaza a la izquierda del espectador.
Estímulo 21
Anexo 1. Estructura y contenidos del diseño experimental para las tareas del experimento
363
A) Hojas amarillas y al fondo hojas marrones.
B) En primer plano, el viento mueve ligeramente unas hojas amarillas que se recortan 
contra un fondo de hojas marrones.
C) Hojas de color amarillo pálido movidas por el viento y recortadas contra un fondo 
difuminado de hojas color carmesí.
Estímulo 22
A) Un pincel pinta una superficie de rojo.
B) Vista detalle de una superficie blanca que es pintada por completo de rojo tras varias 
pinceladas.
C) Una superficie blanca se pinta por completo de color rojo acuarela.
Estímulo 23
La imagen dinámica. Parámetros de análisis para su traducción
364
A) Humo azul frente a un fondo blanco.
B) Una pequeña nube de humo azul se dilata y se expande lentamente frente a un fondo blanco.
C) Diferentes matices de azul aparecen en una nube de humo mientras esta se esparce por 
un espacio blanco.
Estímulo 24
A) Las hojas amarillas de un árbol se mueven ligeramente.
B) Plano detalle de hojas otoñales amarillentas agitadas suavemente por el viento.
C) Unas hojas otoñales de tonos ocres y amarillos se mueven ligeramente.
Estímulo 25
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A) Una fresa se mueve hacia el primer término.
B) Plano detalle de una fresa madura que se vuelve más nítida conforme avanza hacia el 
primer término por la parte derecha de la pantalla.
C) Una fresa de un color rojo propio del mejor estado de maduración se desliza hacia el 
primer término recortándose contra un fondo blanco.
Estímulo 26
A) Un racimo de uvas verdes es rociado con agua.
B) Un racimo de uvas verdes de inmejorable aspecto es rociado con agua en un travelling 
a cámara lenta hacia la derecha.
C) Unas fresas de color verde brillante reciben gotas de agua a cámara lenta frente a un 
fondo negro.
Estímulo 27
A) Vista detalle de un vaso con un líquido verde y cubos de hielo.
B) Plano detalle de un vaso que contiene una bebida verde con gas y cubos de hielo.
C) Un líquido de tono verde translúcido y con gas aparece en un vaso con hielo que se 
recorta contra un fondo blanco y marrón.
Estímulo 28
A) Una flor roja movida por el viento.
B) El viento agita una flor "costus barbatus" roja mientras un insecto aterriza sobre un 
estambre amarillo en su parte superior. En el fondo hay vegetación.
C)  Una flor "costus barbatus" de tono rojo carmesí es movida por el viento. El fondo 
desenfocado contiene vegetación verde.
Estímulo 29
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A) Una bombilla azul contra un fondo negro.
B) Una bombilla helicoidal azul se balancea de derecha a izquierda a cámara lenta contra 
un fondo negro.
C)  Una bombilla fluorescente de tono azul se balancea recortada contra un fondo com-
pletamente negro.
Estímulo 30
A) Un científico observa un tubo de ensayo que contiene un líquido fluorescente.
B) Un científico con gafas protectoras levanta cuidadosamente e inspecciona un tubo de 
ensayo que contiene un líquido amarillo fluorescente.
C)  Un líquido amarillo fluorescente dentro de un tubo de ensayo es examinado por un 
científico.
Estímulo 31
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A) Luces de neón multicolor giran alrededor de una bola negra.  
B) Se observa un dispositivo circular de feria compuesto por anillos concéntricos de luces 
de neón que parecen girar alrededor de una bola negra por la noche.  
C) Luces de neón de color rojo, azul y verde giran alrededor de una bola negra recortán-
dose contra un fondo negro.
Estímulo 32
A) Se observa el choque de dos globos de agua.
B) Dos globos de agua, uno azul y otro verde, impactan entre sí y vibran a cámara lenta 
contra un fondo blanco.
C) A cámara súper lenta, un globo de agua azul choca contra uno verde y las superficies 
de ambos se ondulan por el impacto.
Estímulo 33
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A) La torre de un faro junto al mar al anochecer.
B) La silueta de la torre de un faro sobre un montículo de roca junto al mar se recorta 
contra el horizonte marino a última hora de la tarde.
C) La luz violácea del atardecer se refleja en la superficie del mar que circunda el peñón 
donde se encuentra un faro.
Estímulo 34
A) Una pipeta inserta una sustancia con forma de hebra en un frasco pequeño.
B) Una pipeta dispensa una sustancia con forma de hebra en un pequeño frasco de labora-
torio que contiene una solución acuosa. La sustancia reacciona a la luz ultravioleta.
C) Bajo luz ultravioleta, una sustancia fluorescente con forma de hebra es introducida en 
un frasco con agua.
Estímulo 35
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A) Se ven las barras de luz amarilla de un mezclador de sonido.
B) Los rectángulos amarillos de un mezclador de sonido se iluminan recortados contra un 
fondo negro y dan lugar a barras en movimiento.
C) Los rectángulo de luz brillante de tono verde amarillento conforman las barras móviles 
de un mezclador de sonido sobre un fondo negro.
Estímulo 36
A) Un trozo de mantequilla se derrite en una sartén.
B) Plano detalle de trozo cuadrado de mantequilla derritiéndose en el centro de una sartén.
C) A cámara lenta, un trozo de mantequilla amarillo lechoso se derrite sobre una sartén oscura.
Estímulo 37
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A) Una manga roja indica la dirección del viento.
B) Un cilindro de tela roja montado sobre un mástil muestra la dirección y la fuerza del 
viento bajo un cielo azul.
C) Una manga roja recortada contra un cielo azul es agitada por el viento.
Estímulo 38
A) Un huevo cae en una sartén.
B) Plano detalle de un huevo impactando contra una sartén a cámara lenta.
C) A cámara súper lenta, un huevo cae en una sartén y comienza a freírse.
Estímulo 39
A) Una gota de líquido dispensado desde una pipeta.
B) Plano detalle de una pipeta dispensando una gota de líquido fluorescente que reacciona 
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a la luz ultravioleta.
C) Bajo los tonos azules y morados de la luz ultravioleta, una sustancia de color verde 
fluorescente es dispensada sobre una gota de agua.
Estímulo 40
A) Una bola de fiesta está girando.
B) Plano detalle de una esfera de discoteca girando hacia la izquierda y reflejando luces, 
colores e imágenes fragmentadas.




Resumen traducido para la Mención de Doctorado Internacional (Abstract for the Inter-
national PhD Mention)
This thesis deals with the study of dynamic image and its translation into natural language 
by means of the discipline of intersemiotic translation known as audio description. For 
the execution of this research, the processes of perception and recognition of dynamic 
image based on the studies of neuroscience, physiology and psychology of visual per-
ception will be described. The development of a rigorous state of the question about the 
operations and mechanisms of visual perception has the objective of analyzing the links 
that exist between these and the processes of intersemiotic translation (Jakobson 1959) 
which work together in the practice of audio description. To our understanding, it is rea-
sonable to think that, in its most embryonic state, the translation process lies precisely in 
the operations of perception which allow us access to visual knowledge.
Consequently, thanks to this descriptive work, it is hoped that a number of regularities 
that serve as a theoretical-methodological basis for developing a taxonomy of the com-
positional elements of dynamic image are extracted, which are finally transferred to the 
audio descriptive text. Such parameters will form a reference system for translators that 
work in the field of audio description and, in general, for those dedicated to audiovisual 
translation and studies focusing on dynamic images. 
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The closest precedent to this doctoral thesis is to be found in the personal research tra-
jectory. Over the past six years, the author of this study has been part of several projects 
devoted to the study, analysis and development of a novel form of audiovisual translation, 
until recently. As is evident from the above, we refer to audio description or AD, a support 
technique for the comprehension of cultural works for blind people and those with poor 
vision –cultural works in the broad sense, since its application extends to cinema, theatre, 
opera, dance, painting, sculpture, sports events, monuments and landscapes, mainly. The 
technique involves a process of discrimination and selection of visual information and its 
translation via verbal descriptions. Thanks to the resulting product, the audio description 
script, blind people are able to access visual content without suffering excessive cognitive 
weariness, which allows them to follow the narrative of the work.
The thesis is divided into three main blocks. They are differentiated by enumerated hea-
dings using Roman numerals. Block I contains the first two chapters. In Chapter 1, pre-
vious research is reviewed in relation to my participation as researcher in the TRACCE 
research group. It consists of an extensive presentation of the group's work system, in-
cluding the analysis of a multimodal corpus of AD films using methods from Corpus 
Linguistics and Multimodal Discourse Analysis. The development of the corpus garnered 
a series of results that have allowed the characterization of the behavior of the language 
used in AD through descriptive methods. This chapter focuses on results that are directly 
related to the research approach of this work, namely, the obtaining of analysis parame-
ters that could be applied to the translation of dynamic images. Therefore, film AD will 
be the object of these parameters, since it constitutes a paradigmatic type of intersemiotic 
translation from images to language.
Then, Chapter 2 attempts to explain the motivation that has led to the development of this 
thesis work. To our understanding, the process of intersemiotic translation that occurs 
in AD is strongly affected by the mental operations that provide access to visual-type 
knowledge. These operations have an eminently perceptual nature and have not been 
studied sufficiently in relation to translation processes. Thus, it is necessary first of all 
to investigate the empirical foundations of visual perception. Later in this chapter we 
discuss the particular topic on which this study is based, as well as the research questions 




In this thesis the object of study is initially outlined as a deviation within what is nor-
mative in the usual panorama of translation studies and this is not exclusively due to the 
special nature of audio description as a form of intersemiotic translation, in which the se-
miotic characteristics of the source text are completely different to those of the target text. 
Such peculiarity is rather due to the fact that we focus on the factors that predetermine 
and precede the process of intersemiotic translation that occurs in audio description, i.e., 
the kind of operations of visual and cognitive order affecting the audio describer's com-
prehension of the source text (the audiovisual work) and the selection of relevant visual 
elements that will be translated to the target text, the AD script in this case. 
The type of study that is conducted in these pages pursues the same generic objectives 
that have inspired Descriptive Translation Studies since the 1970s, in accordance with the 
views expressed by Holmes (1994: 71), i.e., to describe the phenomenon of translation as 
it appears before our experience and to establish general principles to explain and predict 
these phenomena.
Firstly, the phenomena of translation that will be described in this thesis will be clarified. 
Traditionally, translation studies have focused on the process of translation or its product. 
In this case, the descriptive analysis falls upon on the elements that precede both aspects 
and condition them inexorably in the particular case of the translation form of audio 
description. The lines and projects of research relating to AD, which the TRACCE group 
has worked on in recent years, have allowed the study of the narrative and grammatical 
features of AD products. As a result, we have observed that a large part of the AD features 
need to be explained on the basis of the audiovisual text in which they appear.
It is in the search for the specific characteristics of the audiovisual text acting as the 
source (the cinematographic work), that various authors with different approaches have 
attempted to define the translation process that occurs in audiovisual translation by resor-
ting to theories and concepts drawn from studies on film (Chion 1993; Cassetti and Di 
Chio 1994; Bordwell 1995; Bordwell and Thompson 1995; Carmona 1996), so that the 
codes of meaning of cinematographic language allow the analysis method of audiovisual 
text (Chaume 2004; Pérez Payá 2007). 
Within the TRACCE group, this approach has been applied in conjunction with another 
series of methodological outlines and has had a positive and productive research result. 
Analysis outlines of cinema studies, such as the structuring of the study of film in accor-
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dance with staging and production, have been successfully applied to the systematic study 
of AD text via the semantic labeling of the AD scripts collected by the TRACCE corpus. 
In this sense, Pérez Payá (2010) compares the visual structure of a film to linguistic units 
that appear in the AD text under one of three grammatical categories: lexical, syntactic 
and discourse. 
Among the findings discovered by TRACCE's methodology in relation to the textual na-
ture of AD, based on the previously cited analysis, there is one of cognitive order, namely, 
that one of the semantic patterns of AD texts in Spanish is the concurrence of syntactic 
elements (especially verbs) belonging to the cognitive categories of perception or move-
ment + emotion (Jiménez Hurtado 2010: 98). 
However, in our opinion, the study of the mechanisms of visual perception that precede 
and probably condition the process of audio description, and thus the syntactic and se-
mantic structures observed in the final product, has not yet been addressed. 
It can be agreed, therefore, that the decisions made by audio describers in relation to the 
visual elements of the source text that need to be translated to the target text, must be 
strongly conditioned by the structures and operations of the visual brain, since these sha-
pe the cognitive process that allows us, for example, to perceive visual objects as coherent 
sets with their own entity and a certain potential of action. The mechanisms of visual 
perception also allow us to contextualize objects as parts of a larger frame. 
Thus, this PhD work will attempt to inquire about perceptual and cognitive systems that 
allow the audio describers to access all visual knowledge expressed within the film which 
in turn, we believe, has a decisive effect on the semantic and linguistic structures used by 
them.  It is therefore an investigation based on the neuroscience of vision and the proces-
ses of access to visual knowledge. 
In short, it can be deduced that in order to make the leap to the origin of the translation 
process in AD, it is necessary to delve into the disciplines that study visual perception (see 
a review of the discipline in Farah, 2000). After that, and in order to be able to describe 
the influence of visual perception on the process of intersemiotic translation, it will be 
necessary to identify the relations and links between both spheres. To be precise, Block 
II of the thesis is a foray into the processes of visual perception and the methodology to 
be applied in the final experiment. Chapter 3, the first of this block, sets out a general 
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explanation of the functioning of the neurophysiological mechanisms that enable visual 
perception. We will do this on the grounds of a review of literature on visual perception 
in disciplines such as neuroscience, neurobiology, psychophysics or the psychology of 
vision. We will then conduct a chronological review of the principal theories on visual 
perception, which will culminate in Stephen Kosslyn's theoretical model.
In turn, Chapter 4 is essential for the correct understanding of the meaning of this re-
search. There, we will delve into the processes conducted by the visual areas of the brain 
in relation to the basic visual attributes, elements as simple as shapes, colors, movements 
or textures which together constitute the objects that are part of the visual scenes that we 
observe daily. This will be based on the research and theoretical model of Semir Zeki 
(1995, 2009). Consequently, this chapter will be dedicated in part to the description of 
the visual brain as an initiator of the processes of functional segregation of the visual 
elements that presumably determine the characteristics of the code changes (image-text) 
which occur in audio description and, finally, also condition the semantic, lexical and 
even narrative properties of the final AD product.
In our opinion, the comparative process between the two areas, that of perception and that 
of AD, rather than a confrontation between the particular elements of each one, consists 
of a search for the effects of the first on the second, i.e., it is a matter of deciphering how 
visual processes determine the composition of the text, not only by tracing the relations 
with the simpler visual elements (colors, movement, shapes, etc.) as has been observed 
in the results of the analysis with the TRACCE corpus, but also seeing how the visual 
elements condition more semantically complex constructions. That would be the case of 
visual objects (such as a car, a balloon, a ship, a person) that can play the role of agents of 
discourse or a patient role. Ultimately, the hypothesis of this thesis implies that the way in 
which the specialized systems of the brain devoted to processing visual objects (the latter 
considered as independent groups formed by a series of simpler visual attributes) can 
cause the semantic role that is linked with such objects within a certain visual discourse, 
which in turn would determine the narrative role which the translator attributes to each 
object in AD. 
In accordance with the data presented in Chapter 4 which culminates with a model of 
taxonomy of the components of dynamic image, it can be deduced that the visual systems 
of higher order, responsible for processing faces, landscapes, objects, etc, are crucial to 
modulate the recognition of the narrative structure of visual scenes, which is then transla-
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ted into the representation made by the audio describers. This model will provide us with 
a series of parameters for the analysis of motion images. We will illustrate the possibili-
ties offered by these parameters via the analysis of film clips.
In turn, chapter 5 describes the methodology proposed in order to clarify the principal 
hypothesis of this work, which considers the possibility that the translator's specialization 
in AD can significantly guide their processes of perception and comprehension of the 
motion images that they work with, in such a way that this would influence on the trans-
lation process and its product, the AD text. In order to be able to answer this question, 
an experiment has been conducted with a group of AD experts and a control group. The 
experiment adopts a design typically used in the fields of psychophysics or cognitive psy-
chology regarding visual perception. Two of the parameters established in the taxonomy 
model were used for the development of this design. The description of the experimental 
methodology includes the definition of the variables, the presentation of the design, the 
reasoning behind the materials used, the selection of samples and the presentation of the 
instrument and procedure used.
Finally, Block III includes the presentation of the experiment’s results (Chapter 6), a de-
tailed evaluation of such results (Chapter 7) and the conclusions of the work (Chapter 8). 
These tasks will allow for comparison of the results of the AD experts and those of the 
control group, which will inform us about the discrepancies observed between their res-
ponses. On the basis of these differences, it will be possible to determine if the hypothesis 
is valid or if future analyses with other methods or instruments will be necessary. Chapter 
8 is a summary of the conclusions drawn from the experimental study and the research 
process developed over the course of this thesis. It will also mention possible ways to 
continue the work and future avenues of research related to the topic of study.
ANEXO 3
.............................................................................................................................................
Capítulo de Conclusiones traducido para la Mención de Doctorado Internacional (Con-
clusions chapter for the PhD International Mention)
This final chapter is dedicated to stating the conclusions that we have extracted from the 
present thesis. This work has required an intense process of research development that 
has allowed me to enter into contact with first level researchers in the field of neuroscien-
ce whose experience and advice has been of tremendous value and, in general, has been 
a very interesting and enriching interdisciplinary union for the Audiovisual Translation 
field. These four years of study of dynamic images and the translation processes that 
intervene in audio description are the result, first of all, of the academic support of the 
Universidad Pablo de Olavide in Seville, specifically in the Department of Philology and 
Translation, where I was lucky enough to receive a grant for Teaching and Research Staff 
in the Area of Translation and Interpreting. The other great stronghold that permitted the 
development of this work has been the research group TRACCE, of the Faculty of Trans-
lation and Interpretation of Granada, as without their research means, technical facilities 
and human support, this would not have been possible.
In section 8.1 of this chapter, we will state the conclusions specifically related to the ex-
perimental study carried out. Then, we will evaluate the contributions of the taxonomic 
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model about the components of the dynamic image in terms of the parameters provided 
by it for the analysis of films and their translation (8.2). Finally, section 8.3 will be de-
dicated to presenting a summary of the limitations of the experimental study, on the one 
hand, and to mentioning possible extensions and new topics of research that could stem 
from this study.
8.1. Conclusions for the experimental results
The principal objective of the experimental study included in this doctoral thesis was the 
verification of the hypothesis of this work, which stated that the influence of factors such 
as professionalization and experience in expert audio describers determines the mental 
operations that provide access to visual knowledge, which in turn precede the translation 
process developed by these individuals. The neuroscientific explanation for this influence 
resides in the capacity of the higher cognitive areas of the brain to guide the processing of 
incoming visual information, which takes place in the most basic perceptual areas of the 
visual cortex (Cardin, Friston & Zeki, 2011). In order to provide a satisfactory response 
to this issue, a study has been developed in which we compare the differences existing 
between a group of subjects that are experts in AD and a control group consisting of 
non-experts in this translation modality. The subjects had to evaluate the level of corres-
pondence of three differentiated types of linguistic description with respect to a series 
of visual stimuli (40 brief fragments of film images). The results of the experiment have 
shown that there are great contrasts in the responses from both groups. The evaluations 
from the experts indicate a preference for brief, neutral, objective and precise descriptions 
in general terms. On the other hand, the subjects from the control group penalized preci-
sely these types of descriptions and opted to positively evaluate detailed, extensive des-
criptions with more literary features, whose semantic and lexical properties place them at 
the polar opposite of the simple descriptions.
Despite the fact that the responses in the result trends are very clear, the cognitive nature 
of the processes implied by the hypothesis does not allow us to define a conclusion in our 
response. However, the indications provided to us by this study show, provisionally, that 
the hypothesis could be valid. At least, we can be completely sure that there is a valid ex-
planation to justify the differences found at the level of the target texts, i.e., in the specific 
preferences of the subjects regarding the different descriptions of the visual stimulus.
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Our vision on the resolution of the essential problem presented by the hypothesis is rela-
tively clear. We believe that a profound approach to the mental processes of perception, 
recognition and acquisition of visual information, as well as the operations involved in 
the phase of knowledge representation,,i.e. translation, requires a methodic study of these 
issues using neuroimaging techniques in experimental contexts. Only a research focus of 
this type could aspire to detect complex issues such as the top-down type of facilitation 
used by higher areas for processing visual signals or the convergence of brain activity 
originating from modules with a different functional specialization, as images and lan-
guage, for example. In this sense, we believe in the creation of a line of research with an 
empirical-cognitive basis within the Studies of Translation and Interpretation, specialized 
in the use of neuroimaging techniques. Not only the audiovisual translation field would 
benefit from this, but the entire discipline in general as, in essence, all kinds of translation 
are the result of operations related to the acquisition and representation of knowledge.
Also, with respect to the characteristics of the preferred language of the audio descri-
bers for the representation of visual knowledge, the results show common trends in their 
evaluation, which we can best highlight through four semantic-linguistic criteria: con-
tent, syntax, lexicon and style. The experts in AD prefer content transmission that tends 
towards simplification, without omitting any important element of the image. They prefer 
direct syntax that conforms with the standard structure of Spanish (subject + verb + com-
plements). With regards to the lexicon, they prefer specific and prototypical words against 
more connotative and unusual terms. Finally, they also opt for a neutral style of audio 
description and do not favor more literary uses.
The second principal conclusion of this study, related in this case with the specific evalua-
tion of the translation of the visual elements of color and movement, is that professional 
audio describers do not favor descriptions with an excessive highlight of such visual 
elements. The average evaluation of the descriptions that include these parameters (taken 
from the taxonomic model shown in the chapter) by the experts barely exceeds 50%, 
whereas the results from the control group are approximately 90%. In this sense, we can 
associate the responses from the experts to factors related to the specialization and trans-
lation abilities of this group:
• A critical opinion about the qualities of AD language which the non-experts lack.
• Respect for the standards and conventions stipulated by the AD guidelines for Spa-
nish through the UNE Standard 153020:2005. 
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• Auto-limitation in linguistic expression, inherited from the practice of audio descrip-
tion in media such as the cinema, where the gaps between dialogs are usually short.
This kind of issues leads us to extract a conclusion from this about the translation specia-
lization skills of the audio describers. These experts (the majority of which have not had 
training in interlinguistic translation) have acquired work guidelines and automatisms 
similar to those found in any context of specialized translation between two languages, 
although with certain characteristics attributable to the particularities of a type of transla-
tion that departs from the image to end up as a linguistic production, as well as to being 
subordinate to the spaces provided by the sound element of the audiovisual work. One of 
these characteristics is the production of target texts that tend to synthesize the content of 
the source text instead of explaining it and displaying it in an extended manner.
On the other hand, we recognize the novel and peculiar character of the methodology 
used in the experimental study, as in combines qualitative data, such as the quality evalua-
tion of the descriptions, with quantitative approximation data based on the techniques of 
stimuli presentation and value register that are common in psychophysical experiments. 
This method has allowed us to establish specific formulae for the comparison of the sub-
jective responses from the subjects, that have ultimately generated the discussion and the 
conclusions presented here. 
Specifically, one of the formulae that we have established allows the subjects to deter-
mine the level of semantic congruency that is established between the visual information 
and the representation or linguistic translation in intersemiotic translation processes of 
these characteristics, i.e., the correspondence between image and text. In this study, for 
practical purposes, we have set the minimum congruency threshold at 50%. This is to 
say that the translations that exceed this limit are considered to be acceptable in terms of 
transmission of visual content. However, we wish to highlight that this is merely a provi-
sional measure. This means of evaluation of the informative load of the translated product 
must be validated developing other types of measurements and parameters designed with 
the same objective. The taxonomic proposal about components of the dynamic image 
developed in chapter 4 may contribute to this goal. Thus, we will dedicate the following 
section to explain the conclusions about the use of the analysis parameters for the dyna-
mic image which stem from the taxonomic model.
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8.2. Conclusions on analysis parameters for the dynamic image
In section 4.4 of this study we presented a taxonomic model which proposed the classifi-
cation of the visual elements considered essential in the composition of dynamic images 
through an organization divided into various processing levels. We also described the 
structural and semantic relationships that are established between the elements pertaining 
to the different levels of taxonomy. 
Our model is based on the most recent knowledge about the structures, the operations and 
the interactions taking place in the visual perception systems of the human brain (mainly 
those for which there is wide consensus among neuroscientists). In this sense, the areas 
that carry out functionally specialized processes in key visual attributes have been consi-
dered to be particularly relevant.
As a result, this categorization enables analysis of the dynamic image through a series of 
interrelated parameters, in such a manner that the visual components at a lower level are 
integrated to the immediately superior level of the model. Below, we explain this structu-
re from its most essential level:
•	 Structural level: this level contains the parameters related to the most simple visual 
attributes with regards to the processing of incoming visual information. Specifically, 
we have incorporated the following elements: shape, color, movement, texture and 
depth, that are intimately linked to the specific functions developed by certain visual 
areas during the perception processes (shape - visual area V3, color - V4, movement 
- V5, etc).
•	 Formal Level the elements of the previous level include more elaborate visual sha-
pes. This is the case of the visual objects, considered a macro-element that the brain 
perceives in an autonomous manner despite its complex character. In this sense, the 
visual objects constitute units that gather the structural elements and, at the same time, 
represent the basic piece of the visual scene. The reason for this is that the indepen-
dence and potential for movement of the objects converts them into process-genera-
ting elements that configure the general meaning of a scene. On the other hand, the 
objects also determine the perception of the spaces located within the visual field, i.e., 
the visual context. The context is, therefore, the second macro-element of this level.
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• Semantic level: on this level, the visual information is processed by areas and struc-
tures linked to cognitive and semantic mechanisms, such as attention, memory, lear-
ning, etc. On the semantic level, the processes carried out by the object category 
(from the previous level) are activated, and objects can adopt the role of agent or be 
the destination of a process executed by another object and, in this case, their function 
becomes that of a patient or recipient of the results of a specific process. With regards 
to the assimilation of the context parameter within this level, we note that there is a 
clear link between it and what we have called frame or scene where the visual events 
are circumscribed.
In graphic form, the parameters that intervene in each of these levels are the following:
Table 9.1. Analysis parameters for the dynamic image.
These parameters can be used to establish a protocol analysis for the dynamic image. 
Said protocol will consist, first of all, of the identification of the images studied through 
the application of the parameters contemplated in the structural level of the graph above 
(colors, shapes, movements, etc). Afterward, these basic visual components will be linked 
to the objects and contexts that form part of the visual scene. An example of this would 
be the identification of a complex object, such as a character, by the shape of the body, 
the texture of their skin and clothes, the colors of the clothes, the typical movements of 
a human being, etc. As a result, the parameters of the formal level are applicable to the 
characters (objects) and the spatial disposition in which the scene takes place (context).
Afterward, we will determine the semantic dimension of the visual objects and contexts 
of the scene. First of all, we must establish where the focus of the action is, i.e., the agent 
object that is carrying out the process that marks the structure of the visual event. The 
most common situation in cinematographic images is that of a character intervening in the 
scene. The processes developed by this character will lead to effects on other characters 
results  of a specific process. With regards to the assimilation of the  context  
parameter within this level, we note that there is a clear link between it and 
what we have called frame or scene where the visual events are circumscribed.
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Afterward,  we  will  determine  the  semantic  dimension  of  the  visual  objects  a d 
contexts of the scene. First of all, we must establish where the focus of the action is, 
i.e., the agent object that is carrying out the process that marks the structure of the 
visual  event. The most  common  situation  in  cinematographic  images  is  that  of  a 
character intervening in the scene. The processes developed by this character will lead 
to  effects  on  other  characters  or  other  inanimate  objects. This  occurs,  to  use  an 
example,  when  a  character  with  the  semantic  role  of  an  agent  makes  an  artifact 
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or other inanimate objects. This occurs, to use an example, when a character with the se-
mantic role of an agent makes an artifact explode, in an act of sabotage. The results can be 
seen visually as the destruction of a building, in which case the building would constitute 
the patient object and its destruction would be the result of the process initiated by the 
subject agent. Finally, we must determine the scene or global frame in which the visual 
event takes place. Continuing with this example, it could be the embassy of a Western 
country located in the capital city of a country in the Middle East (to use a fairly common 
cliché in Hollywood cinema).
In synthesis, this would be the basic process of analysis of the dynamic image, according 
to the parameters proposed by our taxonomic model. In this doctoral thesis, the intention 
of said analysis must transcend what is merely visual and serve to motivate a logical se-
lection of the elements of the image that will be included in the intersemiotic translation. 
In the performance of their translation work, the audio describer may follow these para-
meters in order to determine the semantic relevance of the elements that make up a scene 
based on the narrative role that each of them holds, as well as the level of dominance of 
each component within the visual field.
The final and most complex step consists of moving the event from the visual scene to 
a textual production. We can continue to use the previous example to illustrate how that 
translation might look like. One solution among the many possibilities could be:
The undercover agent places an explosive in the basement of the United States embassy. He 
activates it. Shortly afterward the artifact explodes and generates a large expansive wave that 
destroys the building.
The taxonomic proposal and the analysis parameters for the translation of dynamic ima-
ges included in this study represents a first approach to the research on cognitive proces-
ses and structures that control access to visual information and to the transformation of 
visual elements into semantic concepts and, finally, into linguistic productions. Therefore, 
we consider that based on this study, new perspectives for study can be opened in relation 
to the topics normally considered within the research context of Audiovisual Translation 
and, specifically, with respect to AD as an intersemiotic mode of translation.
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8.3. Study limitations and new research avenues
The study presented in this doctoral thesis aspired to demonstrate that the particularities 
of the processes for accessing visual information developed by expert audio describers 
have a significant effect on the characteristics of the AD texts produced by them.
The principal barrier in our study in relation to achieving this objective is the impossibility 
of directly observing the brain processes that take place during the said operations, hence 
the use a research methodology centered on the relations existing between the incoming 
visual stimuli and the resulting product, the descriptions. In this sense, the development 
of a neuroimaging study would have been of great use for the processes described.
On the other hand, the methodology adopted has brought about its own complications. 
The extension of the sample of audio describers may have been somewhat limited with 
the 7 members that formed the group, given the impossibility of locating more subjects 
with the profile required and availability to take part in the test. 
There were also some difficulties in the process of selection of the stimuli and in the 
drafting of the descriptions that were used in the experimental design. The manual iden-
tification of the visual attributes highlighted in the stimuli of the tests implied the risks 
that there could be a lack of rigor in the selection, although, thanks to the criteria decided 
up and the invaluable help of our colleagues from Welcome Laboratory of Neurobiology, 
we believe that these dangers have been avoided. Something similar occurred during the 
drafting of the verbal descriptions used and, in this case, we had the collaboration of qua-
lified audio describers that gave us advice in this respect.
The results of our study are presented in the form of absolute (score reached in the eva-
luation scale) and relative (percentages corresponding to proportions of absolute values) 
intermediate values. This type of values, together with the fluctuation data from the res-
ponses, were considered to be sufficient to analyze the registers of the not-extensive sam-
ples we availed of. We aspired to use a methodology that permitted us to obtain easily 
interpretable data and that would show trends of description evaluation by the subjects. 
For these reasons we did not use software packets to analyze the statistical data such as 




On the other hand, the application of the taxonomic model on dynamic images (cf. section 
4.4) to the experimental study, which consisted of the use of various parameters present 
in the structural level of the model, has enabled the use of well-founded criteria in the 
neuroscience studies of visual perception for the selection of the visual stimuli and the 
development of a robust experimental design. 
The use of a mobile window program like PsychoPy for the development of the expe-
rimental procedure also greatly contributed to the simplification and automation of the 
research work of collecting and analyzing data.
The creation of a complete theoretical framework for visual perception and neuroscience 
has brought about many curiosities in relation to the cognitive processes that intervene 
in the acquisition and representation of visual knowledge, which at the same time has 
nurtured a wide range of research interests such as the interactions between the processes 
of visual perception and the structure of language and, particularly, with respect to the 
elements of profound semantics that both systems can share. This type of research is more 
than justified due to its tremendous transcendence for the processes of intersemiotic trans-
lation. Any discoveries providing clues as to the operation of the mechanisms that inhabit 
such a complex and unknown terrain will mean great progress for our research objectives.
On the other hand, we have also developed a special interest in issues such as the role 
played by the modularization of the visual systems in the creation of lexical categories, 
the study of the formation of mental images in people with visual disabilities during the 
reception of audiodescriptive texts, the influence of mirror neurons (Gallese et al. 1996) 
in the derivation of meaning from visual outlines through embodiment processes, the in-
fluence of emotions upon the processes of visual perception, and a large series of issues 
that we will have to leave to one side. 
In the same way and with regards to the methodological environment, the taxonomic mo-
del of the dynamic image opens the door to technical developments that allow complex 
visual scenes to be systematically analyzed using the parameters that we have defined, 
which would permit, for example, the development of projects about semantic annotation 
of the image without the need to resort to language as an access door to the properties 
of the image. That is to say, the annotations related to the properties of the image would 
be carried out directly upon the visual objects, using tags related to the structure of the 
objects (shape, color, direction of movement, texture, etc).
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That said, the great task that is pending from our study is the deepening on the operations 
relating to the acquisition of visual knowledge and its representation in the case of audio 
describers specialized in intersemiotic translation. For this, we propose the performance 
of a study that benefits from neuroimaging techniques such as fMRI or MEG. The com-
bination of these techniques would produce more accurate results, given that fMRI has 
good spatial resolution but not much temporal resolution and vice versa in the case of 
MEG. A multidimensional experimental design with these techniques could provide very 
important data for the analysis of the intersemiotic translation processes.
Another field located within our focus of interest which could benefit from the neuros-
cientific techniques and methods is the study of film narratology, in relation to epistemic 
problems raised by some theories in this field (Wilson 1986, 1997), such as representation 
through cinematographic techniques, point of view (which covers all possible forms in 
which narration can structure the epistemic access of the audience to the narration), mul-
tiple narrative figures in cinematographic fiction, the role of music in the narration, etc.
At this stage, we consider that this thesis has reached the general and specific objectives 
that were decided upon, despite the limitations that we have explained and that we are 
conscious of. In this sense, we have concluded the study. However, we would prefer that 
the theoretical and methodological contributions that have we have made in relation to the 
topic of study are understood simply as a first step in our research journey.
