A robust deuterium abundance; Re-measurement of the z = 3.256 absorption system towards the quasar PKS1937-1009 
INTRODUCTION
The Standard Model of particle physics successfully describes the elementary particles and the forces binding them together, but it has significant problems with dark matter and neutrinos. The identity of the dark matter remains elusive and the neutrinos are described as exactly massless despite the observed neutrino oscillations which requires mass (Fukuda et al. 1998; Forero et al. 2012; Beringer et al. 2012 ). Both problems can be solved by the existence of additional and so far unobserved particles (Beringer et al. 2012) . Such speculative particles may affect the formation of the light elements during the nucleosynthesis a few minutes after Big Bang (e.g. Steigman 2012; Nollett & Steigman 2014; Boehm et al. 2013; Archidiacono et al. 2014 ). This would be reflected in the light element abundances we observe today. Precise measurements of the deuterium abundance combined with measurements of the helium abundance (Izotov et al. 2013) recombination (Planck + WP + High analysis in Planck Collaboration et al. 2014) .
The deuterium abundance can be determined from absorption features along the lines of sight to distant quasars. Previous measurements have shown an unnaturally large scatter (Burles & Tytler 1998b; Pettini & Bowen 2001; Pettini et al. 2008; Pettini & Cooke 2012) , albeit with some recent improvement (Cooke et al. 2014) . The precision with which the nuclear reaction rates can be determined limits the constraints from nucleosynthesis, currently 2-4% (Burles et al. 1999; Coc et al. 2014) . Cooke et al. (2014) states that their statistical uncertainty is of the order of 1% while the systematic error from the nuclear rates is 2%.
In this paper, which focuses on the absorber at z abs = 3.256, we present a new and precise measurement of the deuterium abundance measured in the spectrum along the line of sight to PKS1937-1009 PKS1937- (1950 also known as J193957-100241 (J2000). It was identified as a quasar with emission redshift zem = 3.787 by Lanzetta et al. (1991) . The presence of deuterium was previously identified in two independent absorption systems along the line of sight at z abs = 3.256 (Crighton et al. 2004 ) and z abs = 3.572 (Burles & Tytler 1998a) . Since those measurements were published, the quasar has been observed extensively with both the Very Large Telescope (VLT) and the Keck Telescope, effectively increasing the observation time by almost an order of magnitude. As a consequence of the dramatically increased signal-to-noise, the new data presented in this paper reveals a far more complex velocity structure in the absorbing gas - Crighton et al. (2004) detected only two components whereas we now detect five.
The observational data is presented in Sec. 2, followed by the details of our analysis in Sec. 3, and results in Sec. 3.4. The best fit model details are given in Appendix A. In Sec. 4 we compare our results to previous measurements and to the Planck measurement of Ω b h 2 , and discuss the cosmological implications, before concluding in Sec. 5.
All quoted uncertainties are 68 per cent confidence level unless otherwise specified.
OBSERVATIONS
We have used observations from the archives of Ultraviolet and Visual Echelle Spectrograph (UVES) at VLT, and both the High Resolution Echelle Spectrometer (HIRES) and the Low Resolution Imaging Spectrometer (LRIS) at the Keck Observatory. The observations are listed in Table 1 .
Keck LRIS observations
The LRIS provides a lower resolution spectrum where the Lyman limit is clearly visible and can be used to constrain the total column density of the system. It consists of a 40 minute exposure from August 1996 with a slit width of 0.7 (Songaila et al. 1997; Crighton et al. 2004 ). The spectrum was flux calibrated using a standard star observation to recover the quasar emission shape resulting in a coverage of the range 3700 − 7400 Å with a signal to noise of 200 at 6000 Å.
Keck HIRES observations
The Keck HIRES spectra were taken during three separate observing runs in 1997 and 2005 (see Table 1 ). We obtained the exposures and calibrations for each run from the Keck Observatory Archive 1 and reduced them using the purpose written software package MAKEE 2 . For each exposure, MAKEE subtracts the bias and the sky background, corrects for the echelle blaze and extracts a one-dimensional spectrum for each echelle order. By identifying arc lines it finds a solution for each order and converts pixel number on the CCD to a wavelength scale. A custom-written Python code 3 was used to combine the spectra from each order and exposure into a single spectrum. We estimate the unabsorbed continuum level by fitting spline curves to regions that are judged to be free from absorption. This is a straightforward procedure redward of the QSO Lyman α emission line, where many of the metal transitions fall. Bluewards of the QSO Lyman α emission however, where the hydrogen and deuterium transitions fall, it is more difficult to estimate the continuum due to line blanketing by the Lyman α forest. In section Sec. 3.2.1 we discuss how we account for uncertainties in the continuum.
The individual spectra with similar settings and resolutions were stacked resulting in three final spectra together covering the range 4100 − 6400 Å.
VLT observations
The VLT UVES observations were taken in April, June and July 2006 (see Table 1 ). The one-dimensional reduction of the raw data and its calibration was completed using the Common Pipeline Language 4 provided by ESO. The postpipeline reduction process was done using the publicly available UVES_popler 5 software including rebinning of all spectra to a common vacuum heliocentric wavelength scale, combining the echelle orders, removing leftover cosmic rays by automatic σ-clipping etc. (procedure described in detail in Bagdonaite et al. 2014) . The automatic processing was followed by a visual inspection of pixel values with large discrepancies between the individual orders or exposures and removal of suspicious values, in particular at the edges of each order.
Since the three VLT observations were taken with identical settings, all exposures were stacked resulting in a single spectrum for further analysis. The final spectrum covers the wavelength range 3821 to 6813 Å with a number of gaps 6 and an average signal to noise of 57 around Lyman α and 26 around Lyman β.
In order to normalise the spectrum, the continuum was fitted during the post-pipeline processing. The spectrum was divided into overlapping chunks of 15000 km s −1 in the Lyman forest and 2000 km s −1 in the red part, and each chunk was fitted with a low order Chebyshev polynomial (4th order in the forest, and 6th-8th order elsewhere). The chunk fits were subsequently spliced to obtain a smoothly varying low order Chebyshev polynomial rather than a high order polynomial from fitting the entire spectrum simultaneously with a single function. The continuum over the absorption regions was determined by connecting absorption-free regions in the neighbourhood. Since the main aim is to fit a continuum over the entire observed quasar emission and leave out the absorption, the continuum fit had different threshold filters for higher and lower flux values (3σ above, and 1.2σ below in the forest, and 1.4σ below in the red part). The harsher lower limit reduces the influence of the absorption regions.
There is a problem with the spectral error estimation in the UVES pipeline, 7 where the accuracy of the uncertainty estimation is significantly reduced at the base of saturated absorption lines compared to the scatter of the individual measurements. We have followed the steps outlined in King et al. (2012, section 2.1) to rectify the issue.
ANALYSIS AND RESULTS

Voigt Profiles
The relevant absorption lines are fitted with Voigt profiles (Hjerting 1938; Carswell et al. 1984 ) using the software package VPFIT 8 . It is based on a χ 2 minimisation process to find the best-fitting redshift (z), column density (log N in cm −2 ) and dynamic line broadening (b in km s −1 ) for each subcomponent of the absorption system. The dynamic broadening is a combination of turbulent motion in the gas and thermal broadening given by
where σ is the Gaussian velocity dispersion of the gas, k is Boltzmann's constant, T is temperature, and m is mass of the atomic species. VPFIT gives the option of relating the b-parameters of different species under the assumption of purely thermal broadening (the gas temperature determines the broadening), purely turbulent broadening (the gas temperature contribution is negligible), and if several species are available both the thermal and turbulent terms can be evaluated.
Fitting
The spectra described in Sec. 2 are kept as independent spectra, rather than combined into one composite spectrum, and the whole set are fitted simultaneously. In total we have 10 metal regions in the system (C iv 1548, C iv 1550, Si iv 1393, Si iv 1402, C ii 1334, C ii 1036, Si ii 1260, Si ii 1526, Al ii 1670, and a Mg ii 2803 blend at z = 0.560207) and two Lyman regions available (Lyman α and β). For visualisation we use a weighed stacked spectrum as shown in Fig. 1 . Since we only have coverage of the first two Lyman series lines in this absorption system, the hydrogen b−parameter and column density are not independently well-determined. We explore the consequences of this in Sec. 3.3.1, 3.3.2, 3.3.3 .
For all species we vary the summed column densities rather than the individual column densities so as to derive a more accurate estimate of the total column density across the absorption complex. This is achieved by assigning one of the m column density parameters to be the column density summed over all m components, leaving m − 1 column density parameters assigned to the remaining individual values. This procedure is beneficial in these circumstances because the summed column density may be well-constrained, whereas the column densities for individual velocity components may not be. We require the ratio of N (D i)/N (H i) to be identical in all subsystems (velocity components). This equates to assuming the same degree of astration for all components. The overall metalicity of this system is sufficiently low for this to be a reasonable assumption (Sec. 3.5). To check for systematic deviations between the telescopes, we fit each model to the Keck spectra alone, the VLT spectra alone, and to the entire data set including the LRIS data as well. 
Continuum and velocity shifts
The spectra are normalised to the quasar emission continuum as part of the initial data processing. There it is assumed that the continuum shape does not change abruptly over small ranges but only varies over long ranges. To allow for any possible local variations, we add a flat continuum to the Voigt profile model around all Lyman lines (and some of the metal lines) to account for any uncertainty in the initial continuum modelling. If the continua slopes are treated as free parameters, the preferred fit values are consistent with zero slope and the the improvement in χ 2 per degree of freedom (χ 2 /dof) is less than 0.01.
We also allow for a velocity shift between the observations to account for any calibration or slit-centering offsets. The shifts are required to be identical for all regions from the same telescope exposure. The only exception is one of the Si iv regions observed with Keck. The preferred velocity shift differed to the other regions in the same exposure so we introduced that additional free parameter in the fit. We checked that the χ 2 /dof did not improve by allowing any of the other regions to shift independently. The best fit velocity shifts (given in Table A1 ) are applied before all spectra are combined for visualisation in Fig. 1 .
Models
The composite spectrum in Fig. 1 clearly shows an absorption line with an off-set of 85.2 ± 8.7 km s −1 from the centre of the main hydrogen component in both Lyman α and β. This fits well with the expected off-set of 85 km s −1 and the lines are clearly narrower than the nearby hydrogen lines and wider than expected for thermally broadened metal lines. These facts strongly suggest that the feature is indeed from D i. It is apparent from the spectrum that Si iv has at least three velocity components, whereas Si ii has a slightly different structure not entirely aligned with that of Si iv. This is not unexpected as Si ii and Si iv have very different ionisation potentials (see Table 2 ) and are known not always to trace the velocity structure of the lower ionisation species (Wolfe & Prochaska 2000; Fox et al. 2007 ). Consequently we group species according to their ionisation potentials and tie line fitting parameters accordingly. We then expect to find the same redshift components in C iv and Si iv, which may not correspond to those seen in C ii, Si ii, and Al ii. All components are linked to a H i component with corresponding D i.
The Si iv-C iv complex is best fitted by five components (A, C, D, E, F in Fig. 1 ), for which the column density of C iv(B) is too low to affect the fit (log(N ) < 8). An automated model-building software based on genetic algorithms preferred six components, when fitted to Si iv-C iv alone, but the additional component was lost when tying it to H i.
The C ii-Si ii-Al ii complex is fitted by two of the Si iv-C iv components (B, C) as well as one additional component for C ii (A) and one for Si ii-Al ii (D) both sharing redshifts with the Si iv-C iv complex. O i is blended with forest absorption, but we add it to the model tied to the low ionisation group in order to constrain the metallicity (see Sec. 3.5).
Temperature fitting
Most of the components have multiple metals allowing us to fit simultaneously for both temperature and b-parameters (see Eqn. 2). This was done for the lower ionisation group, C ii, Si ii, Al ii, H i, D i. The degeneracy between the two parameters depends on the number of available species and their mass differences. By simultaneously solving for temperature we ensure the resulting D i/H i estimate and its error estimate correctly reflect this additional uncertainty in the model. The fitted temperature values and associated error estimates are presented in Table A1 .
The ionisation potentials of Si iv and C iv are very different from those of C ii, Si ii, Al ii, H i, D i, and consequently the temperatures for the two groups of gasses should be allowed to vary independently. However, the mass difference between Si iv and C iv is too small to recover both temperature and the turbulent b-parameter without additional information, so their b-parameters were kept tied. To decide whether the tying should be thermal or turbulent we fitted the entire model with the b-parameters un-tied (one fit for each of the components) and compared the preferred values to the ones expected for pure thermal or turbulent broadening. Component A, C, and D were clearly closer to thermal, while E was closer to turbulent. There were no significant differences in the χ 2 /dof between the models with free parameters and the ones with thermal and turbulent ties, but the tying reduces the number of free parameters and consequently the uncertainty of the D i/H i ratio. However, the stronger physical assumptions about the gas structure may lead to increased systematic uncertainty. Component E was tied turbulently between Si iv, C iv, H i and D i based on a similar reasoning. This is our baseline model with a best fit χ 2 /dof = 1.13 (see Fig. 1 ), and unless otherwise stated the one for which we quote our main results (see Appendix A for the entire model).
Tying everything turbulently
Based on χ 2 comparison, King et al. (2012) found that approximately 70 per cent of all absorption systems are better fitted by a model with turbulently tied b-parameters than one with thermal ties. We examined the b-parameters from the baseline model and performed a fit with the bparameters of all subsystems tied turbulently within the ionisation groups. The fit is slightly worse than for temperature fitting (3.3.1) with χ 2 /dof = 1.16 instead of χ 2 /dof = 1.13, but the resulting D i/H i ratio of 2.46 ± 0.11 × 10 −5 is completely consistent with the result of the temperature fit of 2.45 ± 0.28 × 10 −5 . The reduced number of free parameters leads to very small uncertainties on D i/H i, but at the price of strong assumptions about the gas. Although the majority of systems can be approximated by a turbulent fit, the line broadening is a combined effect of thermal and turbulent broadening and when possible one should fit for both.
All untied
To check that the imposed assumptions on the b-parameters are reasonable, we also fitted the baseline model with all bparameters and temperatures untied, allowing each component to have different broadening for each species regardless of which ionisation group it belongs to. However all redshift components were kept tied as for the other models listed, which implies inconsistent physical assumptions -untying b-parameters infers the different species are no longer considered co-spatial, yet keeping redshifts tied maintains the co-spatial assumption. Nonetheless, by obliging VPFIT to maintain the same velocity structure, we get a useful indication of how the final uncertainty estimate on D i/H i in the preferred model benefit from tying the b-parameters in a physically plausible way.
The untying of the b-parameters results in a slight decrease of χ 2 /dof (from 1.13 to 1.12 for 5562 and 5756 degrees of freedom respectively) and a doubling of the D i/H i uncertainty, but with the central values consistent (2.45±0.28×10
−5 and 2.50±0.59×10 −5 ). The small change in χ 2 /dof indicates that the baseline model describes the data well, and that little is gained by introducing the extra degrees of freedom by relaxing the physical assumptions of tied temperatures and turbulent flow.
No Si iv and C iv
Due to the large difference in ionisation potential between Si iv-C ivand the lower ions, the Si iv-C iv absorbers do not necessarily contain significant amounts of H i. To check the effect of this assumption we have fitted the base model (3.3.1) excluding the Si iv-C iv regions (varying the continuum normalisations and slopes over Lyman α and β freely). This results in D i/H i of 2.40 ± 0.30 × 10 −5 with a χ 2 /dof=1.09 for 4609 degrees of freedom consistent with the base model result.
Deuterium and hydrogen results
The deuterium and hydrogen column densities and their ratios from the various models are presented in Table 3 with the main result being a D i/H i ratio of 2.45 ± 0.28 × 10 −5 from the temperature fit (Sec. 3.3.1). We consider the temperature fit as providing the most realistic parameter error estimates. As Table 3 illustrates, the turbulent model yields a D i/H i error estimate three times smaller, but this error is implausibly small and may be a consequence of the broadening assumptions made and the artificially reduced number of free parameters.
We interpret the consistency across the models as an indication of robust modelling of the absorption system in the sense that relaxing the various assumptions does not alter the final result by more than 1σ, but affects the uncertainties as it allows for more freedom in the models. Similarly there is agreement between the analyses of the spectra from the two different telescopes to within 1σ.
The quoted uncertainties are purely statistical, but the agreement between the different models and the different data sets suggest a robust measurement. Fields et al. (2001) have explored several chemical evolution models, the simplest of which suggests that for gas with metallicities below 0.1 solar, very little deuterium depletion could have occurred and hence such probes are likely to yield a primordial D i/H i measurement. The same is not true for bimodal star formation models.
Metallicity
The Voigt profile modelling of the observational data yields measurements of the H i, O i, C ii, Al ii, Si ii, C iv and Si iv column densities in individual velocity components across the absorption system. The best-fit parameter results are given in Table A1 (in Appendix A).
We assumed the gas to be in photoionisation equilibrium with the ambient ultraviolet background and used Cloudy (Ferland et al. 2013 ) to generate gas cloud models whose parameters span an appropriate range for this absorption system. We selected a Haardt-Madau HM05 ultraviolet background 9 to calculate Cloudy models with planeparallel geometry. Since neither the neutral hydrogen volume density, nH, nor metallicity, Z, are known a priori, the initial parameter ranges are kept broad and we computed 9 See Section 6.11.8 in http://www.nublado.org/browser/ branches/c13_branch/docs/hazy1_c13.pdf Figure 2 . Inferred particle density range from Cloudy models based on the observational (VPFIT) column density ratios. The upper limit from C ii*/C ii is calculated by using Eqn. 61 from Bahcall & Wolfe (1968) and assumes fully neutral hydrogen. In practice, there will be partial ionisation and the resulting upper limit will have a smaller value (see text) which in good agreement with our log n H range. The ratio Si ii/C ii has been ignored since it provides two constraints, one which agrees with other ionisation species over a larger range and another which puts a lower limit of log n H [cm −3 ] > 2.25 disagreeing with Bahcall & Wolfe (1968) derived limits. models in a coarse grid across the particle density range −5 < log nH[cm −3 ] < 3. O i/H i and Si ii/H i are relatively insensitive to nH, so a comparison between Cloudymodels and the observed values immediately provides a constraint of approximately −2.6 log(Z/Z ) −1.1. Over this metallicity range, Cloudy models indicate very little sensitivity of the predicted Al ii/Si ii column density ratio to Z, but strong sensitivity to nH. Another important ratio is O i/Si ii since these two species are the least susceptible to depletion effects given our system properties. Comparing Cloudy and observed O i/Si ii, we derive an upper limit on the particle density. The lower limit was computed by considering the O i/C ii ratio which gives a conservative range on the allowed nH range. Fig. 2 shows the determined log nH ranges using several pairs of species. As can be seen, the ionisation pairs agree quite well with one another which leads to the resulting particle density constraint −1.35 < log nH[cm −3 ] < −0.78. We can compare the range in log nH derived using Cloudy models with that derived using the C ii*/C ii ratio, following the method of detailed balancing using Eqn. 61 in Bahcall & Wolfe (1968) . We have ignored the proton collision rate since this should be negligible at the prevailing gas temperature. The electron and hydrogen collision rates were obtained using Eqn. 2 in Blum & Pradhan (1992) and interpolating the values in Tab. 2 of Keenan et al. (1986) respectively. C ii* is not detected in the system but its absence was used to derive an upper limit on the column density. We imposed parameter constraints by assuming the redshifts and b-parameters of C ii and corresponding putative C ii* absorption components to be the same. We required N(C ii*) to scale by a common factor to N(C ii) over all correspond- We have kept three significant figures on the logarithmic parameter errors here merely to illustrate the origin of the final error on our (non-logarithmic) D i/H i ratios in the last column.
ing velocity components i. e. N(C ii*) = f N(C ii). VPFIT was then used in an iterative procedure to compute a series of models, for f > 0, increasing the value of f until the best-fit χ 2 min increased by unity (for 1σ, given only one parameter being varied). This procedure yielded independent constraints, log nH[cm −3 ] < 0.68 and log ne[cm −3 ] < −0.87, where ne is the electron density, which are both consistent with, but considerably less precise than the values derived from the Cloudy models.
Our constraint of −1.35 < log nH[cm −3 ] < −0.78 may be compared with hydrodynamical simulations of the Lyman-α forest; Davé et al. (1998) provide a volume density-column density relation which would suggest a particle density around log nH[cm −3 ] = −2 in our case, inconsistent with our observations. The higher ionisation species C iv and Si iv tend to favour a lower particle density environment and this discrepancy could be resolved by considering single component Cloudy models where these species were detected.
A further consistency check can be derived by comparing the gas temperature returned by the Cloudy models with the temperature estimated during the VPFITing process by solving simultaneously for the turbulent component of the given b-parameter and temperature, using several species. The temperature is estimated as a free parameter for each velocity component in the absorption system. One of the velocity components (B in Fig. 1 ) which absorbs in all of H i, C ii, Si ii and Al ii yields a reasonably small error estimate for the gas temperature, TV P F IT = 15000 ± 800K (see Appendix A). The other four components have only poorly determined VPFIT temperatures. The Cloudy models relate to the average properties over all five components and gives a temperature in the range TCloudy = 11, 205 − 12, 750K. The apparent VPFIT/Cloudy temperature difference is thus not unexpected.
In contrast to Al ii/Si ii, the Cloudy model O i/H i ratio is sensitive to Z but insensitive to nH , over the particle density range relevant here. This can be seen from Fig. 3 which indicates an increased sensitivity at lower particle density, however, the constraints developed above enable us to derive a metallicity range of −2.07 < log(Z/Z ) < −1.66. -2.07 < log [ Z Z ] < -1.66 log(n H ) = -0.78 log(n H ) = -0.8 log(n H ) = -0.85 log(n H ) = -0.9 log(n H ) = -0.95 log(n H ) = -1.0 log(n H ) = -1.05 log(n H ) = -1.1 log(n H ) = -1.15 log(n H ) = -1.2 log(n H ) = -1.25 log(n H ) = -1.3 log(n H ) = -1.35 observed OI/HI Figure 3 . O i/H i column density ratio as a function of metallicity for increasing particle densities (from upper to lower, range adopted from Fig. 2 ). The observational column density is used to infer the allowed metallicity range with our Cloudy model.
DISCUSSION
Line blending
We searched the spectrum for any heavy element absorption systems with commonly found metal lines (Al, Fe, Mg, Si, C) and found tentative systems at z = [0. 56030, 0.56790, 0.60312, 0.89683, 3.00851, 3.09545, 3.25618, 3.29134, 3.45359, 3.55357, 3.57230] . For each of the detected systems we checked whether any metal lines fall in the fitting regions at z = 3.256, i.e. the system we used to measure D i/H i. One blend was identified: Mg ii at z = 0.5603 falls near H i 1025 in our primary system. To properly account for this we fitted the Mg ii doublet simultaneously in our base model.
Keck versus VLT
The results from fitting the data from each telescope separately are consistent within 1σ albeit the VLT data prefers a lower value of (D i/H i)VLT = 2.26 ± 0.39 × 10 −5 than the Keck data (D i/H i) Keck = 2.50 ± 0.48 × 10 −5 . Given the difference is well within the statistical uncertainty, the data give us no reason to suspect any kind of systematic explanation, so we ascribe the difference to a random fluctuation. using a smaller sample of Keck data. This value is 3σ below the value obtained here. As shown in Fig. 1 (solid orange) the models appear visually quite similar but there are clear differences. The different D i/H i values are explained by a combination of velocity structure differences and fitting procedures. Compared with Crighton et al. (2004) we increase the observation time by an order of magnitude 10 The lower signal-to-noise data revealed fewer velocity components and Crighton et al. (2004) assumed purely thermal broadening between H i and D i, while we have more components and fit for both thermal and turbulent broadening. The re-analysis we present here therefore highlights the importance of high signal-to-noise in deriving a reasonable estimate of the velocity structure in quasar absorption system modelling. The new measurement is closer to the CMB inferred value, but that is not an argument for robustness. Instead the increase in data quality combined with our tests of model assumptions points towards a more robust measurement.
Comparison to previous measurements
We compare our measurement to the sample from Pettini et al. (2008) Table 4 . While this is by no means a complete sample, it serves to illustrate the issues and potential of future measurements. Fig. 4 shows a comparison of the absorption system properties of the measurements given in Table 4 . There is no apparent correlation between metallicity, redshift, deuterium or hydrogen column density (rank correlation tests show that the weak anti-correlation between deuterium and column density is not significant). Cooke et al. (2014) presented a new measurement and four re-measurements of the deuterium abundance with very small uncertainties (≈ 4 per cent) using limiting selection criteria for the absorption systems with log(N (HI) 19, minimum separation of 500 km s −1 to other absorption systems, at least one unblended optically thin D i transition available, several unblended metal lines with a range of oscillator strength available, high resolution data with resolution R 30000 and S/N > 10 per pixel available) and a "blind" analysis.
11 This demonstrates the potential of using deuterium as a high-precision probe of cosmological parameters, but the challenge of deciphering the structure of individual systems and the continuum may lead to underestimation of the uncertainties. E.g. the z = 3.049 absorption system in Pettini & Cooke (2012 , re-analysed in Cooke et al. (2014 ) is redshifted so that it falls exactly on top of the Lyman α-Nv blend emission from the quasar. To avoid problems like this we need to perform a large number of deuterium measurements and look for a plateau for the primordial value, 10 Note we do not include the same data as they used in order to keep the two measurements completely independent. 11 Blind in the sense that no model parameters are viewed until the fitting process has been finalised. rather than rely on few values with a possible intrinsic scatter. While the strict criteria of Cooke et al. (2014) do provide high precision measurements, in this paper we have shown that it is possible obtain robust measurements even if we relax the selection criteria and thereby increase the number of usable absorption systems significantly. Fig. 5 shows current and predicted future constraints on non-standard nucleosynthesis from primordial abundances.
The baryon fraction
D i/H i can be converted to Ω b h 2 using fitting formulae to Big Bang Nucleosynthesis (BBN) simulations (Simha & Steigman 2008; Steigman 2007 Steigman , 2012 
where η10 = 10 10 n b /nγ = 273.9Ω b h 2 is the ratio of the number density of baryons to photons after electron-positron annihilation, the constant K = 2.55 ± 0.08 depends on the nuclear reaction rates (Steigman 2012) and the 3 per cent uncertainty reflects the measured uncertainties in the nuclear reaction rates, in particular the D (p,γ) 3 He cross section (e.g. Nollett & Holder 2011) . S allows for non-standard radiation e.g. such as additional degrees of freedom N eff > 3.04 through the radiation density ρ R , Table 4 . The uncertainties are plotted where given in the literature. The shaded horizontal bands show the Planck constraint from standard BBN (inner), the weighted average of the entire sample (dashed, 2.48 ± 0.13 × 10 −5 ) and the variance of the sample (outer).
∆Nν is the parametrisation of extra radiation in terms of extra neutrino species defined as Nν = 3 + ∆Nν (see e.g. . Re-arranging the terms we get
For the standard BBN scenario with S = 1 the observed values of Ω b h 2 are given in Table 4 . If D i/H i can be measured to a few percent uncertainty, we will reach a limit where the limiting factor are the nuclear reaction rates. As illustrated in Fig. 5 it will be possible to use D i/H i as a probe of non-standard physics even if this theoretical limit is not improved, if we can beat down the statistical and systematical uncertainty on the observed D i/H i measurements.
CONCLUSIONS
The presented analysis of high quality spectra from multiple telescopes for the z = 3.256 absorption system in J193957-100241 leads to a number of conclusions:
−5 for standard Big Bang nucleosynthesis. The main result was derived with the gas temperature and turbulent broadening as free parameters and fitting for summed column densities. The result is consistent if assuming turbulent broadening only (see Table 3 ).
• Given the large discrepancy between the previous measurement and the one presented here 12 , we conclude that data quality has a major impact. New and higher quality spectra exist for several of the absorption systems where D i/H i has previously been measured and they should be re-visited.
• We cross check the results between the telescopes and exclude instrument/telescope systematics as a source of scatter in the existing measurements.
• We can obtain high precision measurements from lower column density systems than what is required by Cooke et al. (2014) . The spread in column density could be important to understand the scatter among the measurements. Ideally we need a large sample of measurements to identify a plateau of primordial values.
• High-precision measurements of the primordial abundances are a very important cross-check on standard model BBN, and allow us to probe models with non-standard physics. Even though the baryon density can be inferred from high-precision measurements of the CMB, the CMB probes the conditions at the time of recombination (approximately 300,000 years after Big Bang), whereas the primordial abundances probe the epoch of BBN (few minutes) directly. Beyond-standard model physics (e.g. dark matter, extra relativistic particle species etc.) allows for different conditions between the two epochs Steigman (2013) , and consequently it is very important to observe both epochs independently. 1 Thermally tied between C iv and Si iv 2 Turbulently tied between C iv, Si iv, H i and D i 3 Ratio tied to H i
