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ABSTRACT
Understanding the formation and evolution of large-scale structure is a central problem
in cosmology and enables precise tests of General Relativity on cosmological scales and
constraints on dark energy. An essential ingredient is an accurate description of the
pairwise velocities of biased tracers of the matter field. In this paper we compute the
first and second moments of the pairwise velocity distribution by extending the Con-
volution Lagrangian Perturbation theory (CLPT) formalism of Carlson et al. (2012).
Our predictions outperform standard perturbation theory calculations in many cases
when compared to statistics measured in N-body simulations. We combine the CLPT
predictions of real-space clustering and velocity statistics in the Gaussian streaming
model of Reid & White (2011) to obtain predictions for the monopole and quadrupole
correlation functions accurate to 2 and 4 per cent respectively down to < 25h−1Mpc
for halos hosting the massive galaxies observed by SDSS-III BOSS. We also discuss
contours of the 2D correlation function and clustering “wedges”. We generalize the
scheme to cross-correlation functions.
Key words: gravitation – galaxies: haloes – galaxies: statistics – cosmological pa-
rameters – cosmology: large-scale structure of Universe.
1 INTRODUCTION
The large-scale structure (LSS) of the Universe, as traced for
example by the distribution of galaxies, is the focus of several
ongoing and upcoming observational campaigns. In addition
to furthering our understanding of the cosmic web these
projects seek to investigate fundamental physics, including
the properties of the initial conditions, the imprint of (mas-
sive) neutrinos becoming non-relativistic, and the behavior
of the mysterious dark energy. Improving our theoretical un-
derstanding of the LSS will enhance the scientific return of
these projects. In particular, a more detailed understand-
ing of the anisotropy in the observed clustering is of great
interest, as the imprint of peculiar velocities in redshift sur-
vey maps (known as redshift-space distortions: RSD) allows
a consistency test in general relativity between the expan-
sion history and growth of perturbations; such tests could
provide support for modified gravity theories as an explana-
tion for the observed cosmic expansion. Moreover, a precise
understanding of the peculiar velocity induced anisotropy
in galaxy clustering would improve our ability to measure
⋆ Email: wll9004@gmail.com
the geometrically induced anisotropy known as the Alcock-
Paczynski effect (Alcock & Paczynski 1979), and thus con-
strain the expansion rate H(z) directly (for further details,
see e.g. Samushia et al. 2011).
In this work we shall investigate an analytic model to
predict the two-point function of biased tracers of large-scale
structure based on perturbation theory. There is a large lit-
erature using perturbative techniques to study RSD (see
for example reviews in Hamilton 1998; Bernardeau et al.
2002; Carlson et al. 2009). Standard perturbation theory
(SPT) adopts an Eulerian description of fluids, focusing on
the velocity field and density contrast (e.g. Peebles 1980 for
linear theory and Juszkiewicz 1981; Vishniac 1983; Goroff
et al. 1986; Makino et al. 1992; Jain & Bertschinger 1994
for higher orders). On the other hand, Lagrangian pertur-
bation theory performs an expansion in the Lagrangian dis-
placement field (Buchert 1992, 1994; Bouchet et al. 1995).
Lagrangian perturbation theory (LPT) and SPT give identi-
cal results for the matter power spectrum in real space when
expanded to the same order (Matsubara 2008b). However, it
is easier to include redshift space distortions in LPT: a time
derivative of the original displacement field is simply added
in the line-of-sight direction. Furthermore, current theories
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of galaxy formation rely on the cooling of gas within dark
matter potential wells to form galaxies. Therefore, like dark
matter halos, galaxies are biased tracers of the underlying
matter distribution. A local Lagrangian bias model seems to
provide a better description of dark matter halo clustering
than a local Eulerian bias (e.g. Roth & Porciani 2011; Bal-
dauf et al. 2012; Chan et al. 2012; Wang & Szalay 2012), al-
though additional terms involving the tidal tensor may also
become important for high mass halos (Sheth et al. 2012).
Recently Lagrangian perturbation theory was extended
by a resummation scheme known as “integrated perturba-
tion theory” (iPT; Matsubara 2008b,a). A key success of
iPT is a very accurate description of the redshift-space two-
point correlation function of dark matter halos on scales
of interest for studying baryon acoustic oscillations (BAO).
Unfortunately, the iPT predictions are inaccurate on scales
20− 70h−1 Mpc, even though deviations from linear theory
are still only ∼ 10 per cent.
A recent paper by Carlson et al. (2012) introduced con-
volution Lagrangian perturbation theory (CLPT) which im-
proves the iPT method by resumming more terms in the
perturbative expansion. CLPT gives dramatically better re-
sults on small scales when compared to N-body simulations,
particularly for the description of the redshift-space cluster-
ing of dark matter. The methodology is easily extendable
to compute properties of the pairwise halo velocity distri-
butions that generate redshift-space distortions. The pri-
mary purpose of this paper is to examine CLPT’s accuracy
in predicting these statistics, in comparison with N-body
simulations. We will see that CLPT provides an accurate
description of the velocity distributions. Unfortunately, the
CLPT predictions for the anisotropy in the two-point cor-
relation function measured by the quadrupole are still in-
accurate on the quasi-linear scales of interest (see figure 5
of Carlson et al. 2012). Therefore, in this paper we combine
the real-space correlation function and the velocity statistics
predicted by CLPT with the non-perturbative approach ad-
vocated in Reid & White (2011, the scale-dependent Gaus-
sian streaming model). This model convolves the real-space
two-point correlation function with an approximation to the
(scale-dependent) velocity distribution functions to predict
redshift space clustering.
This paper is structured as follows. In Sections 2 and 3
we provide some analytic prerequisites for evaluating clus-
tering statistics with CLPT. Section 4 contains the primary
new calculation in this work – the prediction of pairwise
velocity statistics for biased tracers in CLPT. We evaluate
both auto- and cross-correlation statistics. In Section 5 we
review the Gaussian streaming model, the basis of our final
model for the redshift space halo correlation function. In Sec-
tion 6 we show the numerical evaluation of those perturba-
tive analytic results. Those CLPT results are input into the
Gaussian streaming model in Section 6.1.2 and compared
with values obtained directly and indirectly by simulations.
Section 7 gives the summary of this article.
2 REVIEW
Before we present our calculation of the velocity moments
in CLPT, let us review some background material to set our
notation and conventions.
2.1 Background
Throughout this work we will adopt the “plane-parallel” ap-
proximation, so that the line-of-sight (LOS) is chosen along a
single Cartesian axis (zˆ). While wide-angle effects could po-
tentially be important in modern surveys (Pa´pai & Szapudi
2008), Samushia et al. (2012) have shown that in practice
these effects are small given current errors. The redshift-
space position s of an object differs from its real-space po-
sition r due to its peculiar velocity,
s = x+ vz(x) zˆ, (1)
where vz(x) ≡ uz(x)/(aH) is the LOS component of object’s
velocity (assumed non-relativistic) in units of the Hubble ve-
locity. In linear theory, the peculiar velocity field is assumed
curl-free, and its divergence is sourced by the underlying
matter fluctuations:
∇ · v = −fδm (2)
where f ≡ d lnD/d ln a and D(a) is the growth rate of fluc-
tuations in linear theory. Measurements of two-point cluster-
ing as a function of angle with respect to the LOS direction
can directly constrain f times the normalization of matter
fluctuations (e.g. Guzzo et al. 2008; Percival & White 2009;
White et al. 2009).
In this paper, we will focus on the prediction of the
two-point correlation function:
ξ(r) = 〈δ(x)δ(x+ r)〉. (3)
In real-space, ξ(r) ≡ ξ(r) is only a function of the separation
length, while in redshift-space ξ(s) depends on the cosine of
the angle between the pair separation vector and the LOS,
µs ≡ sˆ·zˆ. It is convenient and common to condense the infor-
mation in ξ(s) into Legendre polynomial moments (we use
Lℓ for ℓth order Legendre polynomial to avoid ambiguity):
ξ(s, µs) =
∑
ℓ
ξℓ(s)Lℓ(µ) . (4)
By symmetry, odd ℓ moments vanish. In linear theory, only
ℓ = 0, 2, 4 contribute; we will focus our model predictions
on those moments. In §6.1.2 we shall also look at cluster-
ing “wedges” (e.g. Kazin et al. 2012), but these require no
further formalism.
Throughout this paper, we adopt the Einstein sum-
mation convention and the following convention of Fourier
transform and its inverse (n is the number of dimensions,
here usually 1 or 3):
F˜ (k) =
∫
dnx F (x)e−ik·x , F (x) =
∫
dnk
(2π)n
F˜ (k)eik·x .
(5)
2.2 Integrated Perturbation Theory (iPT):
formalism for biased tracers
Lagrangian perturbation theories perform a perturbative ex-
pansion in the displacement field Ψ = Ψ(1) +Ψ(2) +Ψ(3) +
· · · . Here, Ψ relates the Eulerian (final) coordinates x and
Lagrangian (initial) coordinates q of a mass element or dis-
crete tracer object:
x(q, t) = q+Ψ(q, t) . (6)
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The relation between Eulerian and Lagrangian fields of mat-
ter density contrast (δ = ρ/ρ¯− 1) is given by
[1 + δm(x, t)] d
3x = [1 + δm(q, 0)] d
3q = d3q . (7)
Matsubara (2008a,b) laid out the formalism for including
redshift-space distortions and non-linear local Lagrangian
biasing within Lagrangian perturbation theory. The density
contrast of our tracer field in Lagrangian space, δ(q), is re-
lated to the underlying Lagrangian matter density fluctua-
tions smoothed on scale R:
1 + δ(q) = F [δm,R(q)] , (8)
where F (δ) is the bias function. Note that the smoothing
scale R naturally drops out in the final predictions for all
statistics of interest in this paper, but is necessary to keep
intermediate quantities well-behaved. Thus
1 + δ(x, t) =
∫
d3q F [δm,R(q)]δ
D[x− q−Ψ(q, t)] . (9)
After a coordinate transformation {q1,q2} → {q = q2 −
q1,Q = (q1 + q2)/2}, and expressing both F and δ
D in
Eq. (9) by their Fourier representations, the two-point cor-
relation function in real-space is given by [see also equations
(15) through (20) in Carlson et al. (2012)]:
1 + ξ(r) =
∫
d3q
∫
d3k
(2π)3
eik·(q−r)
∫
dλ1
2π
dλ2
2π
× F˜ (λ1)F˜ (λ2)
〈
ei(λ1δ1+λ2δ2+k·∆)
〉
,
(10)
where δ1,2 = δ(q1,2), ∆ = Ψ(q2)−Ψ(q1), and F˜ (λ) is the
Fourier transform of F (δR) with coordinates pair δR versus
λ.
3 CLUSTERING AND VELOCITY
STATISTICS IN CLPT
In this section we extend the work of Matsubara (2008a)
and Carlson et al. (2012) to enable the calculation of mo-
ments of the pairwise velocity distribution for tracers that
are biased in a local Lagrangian sense. Once the real-space
two-point correlation function and pairwise velocity distri-
butions are known, they determine the observed two-point
clustering in redshift-space. These are also the key ingredi-
ents of the Gaussian streaming model, as we shall discuss
further in §5.
3.1 Velocity moments in CLPT: formalism
The relative peculiar velocity between two tracers at Eule-
rian coordinates x1 and x2 can be simply expressed in terms
of the time derivative of the displacement field Ψ:
u(x2)− u(x1) = a (x˙2 − x˙1) = a∆˙. (11)
In the time-independent approximation to the perturbative
kernels where Ψ(k) ∝ Dk for D the linear growth function
(equation (46) of Matsubara 2008b),
Ψ˙(k) = kHfΨ(k) . (12)
Thus we have a perturbative expansion for the Cartesian
components of vn (adopting the units of Eq. 1) in terms of
the components of ∆n
vn(x2)− vn(x1) =
∑
k
kf∆(k)n =
∆˙n
H
. (13)
We follow common practice and define the velocity generat-
ing function Z(r, J) by
Z(r, J) =
∫
d3q
∫
d3k
(2π)3
eik·(q−r)
∫
dλ1
2π
dλ2
2π
× F˜ (λ1)F˜ (λ2)
〈
ei(λ1δ1+λ2δ2+k·∆+J·∆˙/H)
〉
.
(14)
Note that ξ(r) = Z(r, 0) − 1 (Eq. (10)), and derivatives of
Z give the pairwise velocity moments of interest (i.e., the
numerators in our Eqs. 45 and 46):
〈
[1 + δ(x)][1 + δ(x+ r)]
{
p∏
k=1
[vik (x+ r) − vik (x)]
}〉
=
∫
d3q
∫
d3k
(2π)3
eik·(q−r)
∫
dλ1
2π
dλ2
2π
×F˜ (λ1)F˜ (λ2)
〈(
p∏
k=1
(
∆˙ik
H
))
ei(λ1δ1+λ2δ2+k·∆)
〉
=
p∏
k=1
(
−i
∂
∂Jik
)
Z(r, J)
∣∣∣∣∣
J=0
(15)
Here the set {ik} specifies the Cartesian coordinate direction
for each derivative with respect to Jik . Before proceeding
to evaluate Eq. (15), we generalize the definitions of the
functions K, L, and M in Carlson et al. (2012) to include J.
These functions are convenient shorthand for intermediate
results.
X = λ1δ1 + λ2δ2 + k ·∆+ J · ∆˙/H ,
Kp,{i1..ip}(q,k, λ1, λ2) =
〈(
−i
∂
∂Jik
)p
eiX
〉 ∣∣∣∣
J=0
,
Lp,{i1..ip}(q,k) =
∫
dλ1
2π
dλ2
2π
Kp,{i1..ip}(q,k, λ1, λ2) ,
Mp,{i1..ip}(r,q) =
∫
d3k
(2π)3
eik·(q−r)Lp,{i1..ip}(q,k) ,〈
[1 + δ(x)][1 + δ(x+ r)]
{
p∏
k=1
[vik(x+ r)− vik(x)]
}〉
=
∫
d3qMp,{i1,..,ip}(r,q) .
(16)
The first subscript of these functions indicates the number
of derivative terms p, and the second is a list containing the
Cartesian indices of the p derivatives.
4 EVALUATING THE CLPT PREDICTIONS
4.1 Evaluating ξ(r) in CLPT
To begin, we review the calculation of the real-space two-
point correlation function ξ(r) in CLPT, first presented in
Carlson et al. (2012), building upon the work of Matsubara
c© 2012 RAS, MNRAS 000, 000–000
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(2008a,b). The cumulant expansion theorem,
〈
eiX
〉
= exp
[
∞∑
N=1
iN
N !
〈XN 〉c
]
, (17)
makes the evaluation of K tractable; here 〈XN 〉c is the Nth
cumulant of the random variable X. Taylor expanding the
exponential on the right hand side of Eq. (17) only for terms
that vanish in the limit |q| → ∞ and keeping only terms up
to O(P 2L), Carlson et al. (2012), Sec. 4 obtain
K0 =
〈
eiX
〉∣∣∣
J=0
= e−(1/2)Aijkikj e−(1/2)(λ
2
1
+λ2
2
)σ2R
{
1− λ1λ2ξL +
1
2
λ21λ
2
2ξ
2
L
− (λ1 + λ2)Uiki +
1
2
(λ1 + λ2)
2UiUjkikj −
i
6
Wijkkikjkk
+ λ1λ2(λ1 + λ2)ξLUiki −
i
2
(λ1 + λ2)A
10
ij kikj
+
i
2
(λ21 + λ
2
2)U
20
i ki − iλ1λ2U
11
i ki +O(P
3
L)
}
.
(18)
In Eq. (18), we adopt the following short-hand definitions:
〈δ21〉c = 〈δ
2
2〉c = σ
2
R , 〈δ1δ2〉c = ξL(q) ,
Umni = 〈δ
m
1 δ
n
2∆i〉c , A
mn
ij = 〈δ
m
1 δ
n
2∆i∆j〉c ,
Wmnijk = 〈δ
m
1 δ
n
2∆i∆j∆k〉c ,
Ui = U
10
i , Aij = A
00
ij , Wijk =W
00
ijk .
(19)
Subsequently we apply (see Matsubara 2008a; Carlson et al.
2012)
∫
dλ
2π
F˜ (λ)eλ
2σ2R/2(iλ)n = 〈F (n)〉 , (20)
where 〈F (n)〉 is the expectation value of the nth derivative of
F (δR). This relation enables us to conduct such transforma-
tions from integration with respect to λ to bias parameters:
(λ1 + λ2)→ 2〈F
′〉 , (λ21 + λ
2
2)→ 2〈F
′′〉 ,
λ1λ2 → 〈F
′〉2 , λ21λ
2
2 → 〈F
′′〉2 ,
λ1λ2(λ1 + λ2)→ 2〈F
′〉〈F ′′〉 .
(21)
We can hence evaluate L0 analytically:
L0 = e
−(1/2)Aijkikj
{
1 + 〈F ′〉2ξL +
1
2
〈F ′′〉2ξ2L + 2i〈F
′〉Uiki
− [〈F ′′〉+ 〈F ′〉2]UiUjkikj −
i
6
Wijkkikjkk − 〈F
′〉A10ij kikj
+ 2i〈F ′〉〈F ′′〉ξLUiki + i〈F
′′〉U20i ki
− i〈F ′〉2U11i ki +O(P
3
L)
}
.
(22)
The integration with respect to k is then conducted, using
some basic relations for Gaussian integration (see appendix
C of Carlson et al. 2012), which gives
M0 =
∫
d3k
(2π)3
eik·(q−r)L0(q,k)
=
1
(2π)3/2|A|1/2
e−(1/2)(A
−1)ij(qi−ri)(qj−rj)
×
{
1 + 〈F ′〉2ξL +
1
2
〈F ′′〉2ξ2L − 2〈F
′〉Uigi +
1
6
WijkΓijk
− [〈F ′′〉+ 〈F ′〉2]UiUjGij − 〈F
′〉2U11i gi − 〈F
′′〉U20i gi
− 2〈F ′〉〈F ′′〉ξLUigi − 〈F
′〉A10ijGij +O(P
3
L)
}
.
(23)
Here we define
gi = (A
−1)ij(qj − rj) , Gij = (A
−1)ij − gigj ,
Γijk = (A
−1)ijgk + (A
−1)kigj + (A
−1)jkgi − gigjgk .
(24)
Finally, the desired correlation function is given by the q
integration of M0:
1 + ξ(r) =
∫
d3q M0(r,q) . (25)
In order to evaluate M0, we expand U
mn
i , A
mn
ij and W
mn
ijk
in (19) with respect to ∆(n), i.e.
U
mn(p)
i = 〈δ
m
1 δ
n
2∆
(p)
i 〉c , A
mn(pq)
ij = 〈δ
m
1 δ
n
2∆
(p)
i ∆
(q)
j 〉c ,
W
mn(pqr)
ijk = 〈δ
m
1 δ
n
2∆
(p)
i ∆
(q)
j ∆
(r)
k 〉c ,
(26)
and up to desired order, we have
Ui = U
(1)
i + U
(3)
i + · · · ,
U20i = U
20(2)
i + · · · , U
11
i = U
11(2)
i + · · · ,
Aij = A
(11)
ij + A
(22)
ij + A
(13)
ij + A
(31)
ij + · · · ,
A10ij = A
10(12)
ij + A
10(21)
ij + · · · ,
Wijk =W
(112)
ijk +W
(121)
ijk +W
(211)
ijk + · · · .
(27)
We refer the readers to appendices B through C in Carlson
et al. (2012) for details of evaluating those correlators.
4.2 The mean pairwise velocity in CLPT
To compute the mean pairwise velocity in CLPT, we first
evaluate K1,n, again making use of the cumulant expansion
theorem:
K1,n(λ1, λ2,k,q) =
= exp
[
∞∑
N=0
iN
N !
〈
XN
〉
c
][
∞∑
N=0
iN
N !
〈
∆˙n
H
XN
〉
c
] ∣∣∣∣∣
J=0
.
(28)
c© 2012 RAS, MNRAS 000, 000–000
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Up to the second order of the linear power spectrum [i.e.
O(P 2L)], Eq. (28) is recast as
K1,n(λ1, λ2,k,q)
= fe−(1/2)Aijkikj e−(1/2)(λ
2
1
+λ2
2
)σ2R
×
{
i(λ1 + λ2)U˙n + ikiA˙in −
1
2
(λ21 + λ
2
2)U˙
20
n
− λ1λ2U˙
11
n −
1
2
kikjW˙ijn − (λ1 + λ2)kiA˙
10
in
− iλ1λ2(λ1 + λ2)ξLU˙n − i(λ1 + λ2)
2kiUiU˙n
− iλ1λ2ξLkiA˙in − i(λ1 + λ2)kikjUiA˙in +O(P
3
L)
}
.
(29)
where we define (up to desired order)
U˙n =
〈δ1∆˙n〉
f
= U (1)n + 3U
(3)
n + · · · ,
U˙20n =
〈δ21∆˙n〉
f
= U20(2)n + · · · ,
U˙11n =
〈δ1δ2∆˙n〉
f
= U11(2)n + · · · ,
A˙in =
〈∆i∆˙n〉
f
= A
(11)
in + 3A
(13)
in + A
(31)
in + 2A
(22)
in + · · · ,
A˙10in =
〈δ1∆i∆˙n〉
f
= 2A
10(12)
in + A
10(21)
in + · · · ,
W˙ijn =
〈δ1∆i∆j∆˙n〉
f
= 2W
(112)
ijn +W
(121)
ijn +W
(211)
ijn + · · · .
(30)
Integrate with respect to λ1 and λ2, we have (see the ap-
pendices of Carlson et al. 2012)
L1,n =
∫
dλ1
2π
dλ2
2π
F˜ (λ1)F˜ (λ2)K1,n(λ1, λ2,k,q)
= fe−(1/2)Aijkikj e−(1/2)(λ
2
1
+λ2
2
)σ2R
×
{
2〈F ′〉U˙n + ikiA˙in + 〈F
′′〉U˙20n + 〈F
′〉2U˙11n
−
1
2
kikjW˙ijn + 2i〈F
′〉kiA˙
10
in + 2〈F
′〉〈F ′′〉ξLU˙n
+ 2i[〈F ′′〉+ 〈F ′〉2]kiUiU˙n + i〈F
′〉2ξLkiA˙in
− 2〈F ′〉kikjUiA˙in +O(P
3
L)
}
.
(31)
Then evaluate the integration over k, we have
M1,n =
∫
d3k
(2π)3
eik·(q−r)L1,n(q,k)
=
f2
(2π)3/2|A|1/2
e−(1/2)(A
−1)ij(qi−ri)(qj−rj)
×
{
2〈F ′〉U˙n − giA˙in + 〈F
′′〉U˙20n + 〈F
′〉2U˙11n
−
1
2
GijW˙ijn − 2〈F
′〉giA˙
10
in + 2〈F
′〉〈F ′′〉ξLU˙n
− 2[〈F ′′〉+ 〈F ′〉2]giUiU˙n − 〈F
′〉2ξLgiA˙in
− 2〈F ′〉GijUiA˙in +O(P
3
L)
}
,
(32)
and finally,
v12,n(r) = [1 + ξ(r)]
−1
∫
d3q M1,n(r,q) . (33)
Typically v12,n is projected along the direction of pair sep-
aration vector, i.e. v12 = v12,nrˆn.
4.3 The pairwise velocity dispersion in CLPT
The integration kernel for the velocity dispersion tensor is
K2,nm(λ1, λ2,k,q) =
(
−i
∂
∂Jm
)(
−i
∂
∂Jn
)〈
eiX(J)
〉∣∣∣∣
J→0
= exp
[
∞∑
N=0
iN
N !
〈
XN
〉
c
]{[
∞∑
N=0
iN
N !
〈
∆˙n∆˙mX
N
〉
c
]
+
[
∞∑
N=0
iN
N !
〈
∆˙nX
N
〉
c
][
∞∑
M=0
iM
M !
〈
∆˙mX
M
〉
c
]}
,
(34)
Expanding Eq. (34) to second order in the linear power spec-
trum (i.e. to the order of O(P 2L)):
K2,nm(λ1, λ2,k,q)
= f2e−(1/2)Aijkikj e−(1/2)(λ
2
1
+λ2
2
)σ2R
×
{
(λ1 + λ2)
2U˙nU˙m − (λ1 + λ2)(A˙inkiU˙m + A˙imkiU˙n)
− A˙imkiA˙jnkj + [1− λ1λ2ξL − (λ1 + λ2)Uiki]A¨nm
+ i(λ1 + λ2)A¨
10
nm + iW¨inmki +O(P
3
L)
}
,
(35)
where we define (up to the desired order)
A¨nm =
〈∆˙n∆˙m〉
f2
= A(11)nm + 3A
(13)
nm + 3A
(31)
nm + 4A
(22)
nm ,
A¨10,nm =
〈δ1∆˙n∆˙m〉
f2
= 2A10(12)nm + 2A
10(21)
nm ,
W¨inm =
〈δ1∆i∆˙n∆˙m〉
f2
= 2W
(112)
inm + 2W
(121)
inm +W
(211)
inm .
(36)
Then evaluate the integration with respect to λ1, λ2, we
have
L2,nm =
∫
dλ1
(2π)
dλ2
(2π)
F˜ (λ1)F˜ (λ2)K2,nm(λ1, λ2,k,q)
=
{
2[〈F ′〉2 + 〈F ′′〉]U˙nU˙m + 2i〈F
′〉(A˙inkiU˙m + A˙imkiU˙n)
− A˙imkiA˙jnkj + [1 + 〈F
′〉2ξL + 2i〈F
′〉Uiki]A¨nm
+ 2〈F ′〉A¨10nm + iW¨inmki +O(P
3
L)
}
f2e−(1/2)Aijkikj ,
(37)
and then with respect to k:
M2,nm =
∫
d3k
(2π)3
eik·(q−r)L2,nm(q,k)
=
f2
(2π)3/2|A|1/2
e−(1/2)(A
−1)ij(qi−ri)(qj−rj)
×
{
2[〈F ′〉2 + 〈F ′′〉]U˙nU˙m − 2〈F
′〉(A˙ingiU˙m + A˙imgiU˙n)
− A˙imA˙jnGij + [1 + 〈F
′〉2ξL − 2〈F
′〉Uigi]A¨nm
+ 2〈F ′〉A¨10nm − W¨inmgi +O(P
3
L)
}
.
(38)
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Finally, σ212,nm can be obtained by
σ212,nm(r) = [1 + ξ(r)]
−1
∫
d3q M2,nm(r,q) . (39)
Desired component of pairwise velocity dispersion can be
obtained by different components or kinds of contractions of
the tensor σ212,nm. In order to obtain the velocity dispersion
components parallel to and perpendicular to the pairwise
separation unit vector rˆ, we project σ212,nm into different
directions:
σ2‖ = σ
2
12,nmrˆnrˆm , σ
2
⊥ = (σ
2
12,nmδ
K
nm − σ
2
‖)/2 . (40)
4.4 Cross-correlation of halos with different bias
parameters
It is a straightforward generalization of the above to han-
dle cross-correlations between two tracers with different bi-
ases. We note that the displacement field Ψ is identical for
all species – the difference is only in their bias parameters.
Therefore, in this “cross-correlation” scenario we have dif-
ferent F˜j (j = 1 or 2) for λ1 and λ2. Equation (20) is hence
recast as:∫
dλj
2π
F˜j(λj)e
λ2jσ
2
R/2(iλj)
n = 〈F
(n)
j 〉 , j = 1, 2 . (41)
Hence we can adopt a list of transformations for bias param-
eters to obtain cross-correlation between different species,
which can be straightforwardly deduced from Eq. (41):
(λ1 + λ2)→ [〈F
′
1〉+ 〈F
′
2〉] ,
(λ21 + λ
2
2)→ [〈F
′′
1 〉+ 〈F
′′
2 〉] ,
λ1λ2 → 〈F
′
1〉〈F
′
2〉 ,
λ21λ
2
2 → 〈F
′′
1 〉〈F
′′
2 〉 ,
λ1λ2(λ1 + λ2)→ [〈F
′
1〉〈F
′′
2 〉+ 〈F
′
2〉〈F
′′
1 〉] .
(42)
Those transformations can also be derived and verified by
using the symmetry in λ1 and λ2 of the relevant expres-
sions. They can be applied to Eqs. (23), (32), and (38), with
〈F ′j〉 and 〈F
′′
j 〉 (j = 1 , 2) being bias parameters for two dif-
ferent species. It is easy to verify that the cross-correlation
expressions reduce to the auto-correlation expressions when
〈F ′1〉 = 〈F
′
2〉 and 〈F
′′
1 〉 = 〈F
′′
2 〉.
5 THE GAUSSIAN STREAMING MODEL
Both iPT and CLPT have difficulties reproducing the red-
shift space clustering of biased tracers on small scales. An
alternative is the “Gaussian streaming model” introduced
in Reid & White (2011), which takes as inputs perturba-
tion theory expressions for the real-space correlation func-
tion and the velocity statistics.
The clustering of a population of objects in redshift-
space can be related to their underlying real-space clustering
and the full pairwise velocity distribution by (Fisher 1995;
Scoccimarro 2004)
1 + ξ(rp, r‖) =
∫ ∞
−∞
dy [1 + ξ(r)]P(vz = r‖ − y, r). (43)
Here rp is the transverse separation in both real and redshift-
space, r‖ is the LOS pair separation in redshift space, and
y is the LOS separation in real-space, so that r2 = r2p + y
2.
Reid & White (2011) showed that even though the true P
is certainly non-Gaussian, approximating it with a Gaus-
sian provides an accurate description of the redshift space
correlation function of massive halos:
1 + ξs(rp, r‖) =
∫
dy
[2πσ212(r, µ)]
1/2
[1 + ξ(r)]
× exp
{
−
[r‖ − y − µv12(r)]
2
2σ212(r, µ)
}
,
(44)
In the scale-dependent Gaussian streaming model, the Gaus-
sian probability distribution function is centered at µv12(r),
the mean LOS velocity between a pair of tracers as a func-
tion of their real space separation:
v12(r)rˆ =
〈[1 + δ(x)][1 + δ(x+ r)][v(x + r)− v(x)]〉
〈[1 + δ(x)][1 + δ(x+ r)]〉
(45)
The factor [1+δ(x)][1+δ(x+r)] in the numerator and the de-
nominator specifies that we are computing the average rela-
tive velocity over pairs of tracers, rather than over randomly
chosen points in space. By symmetry, the mean velocity is
directed along the pair separation vector; projecting it onto
the LOS brings a factor of µ = y/r in Eq. (44). Similarly,
the width of the velocity PDF is different for components
along and perpendicular to the pair separation vector rˆ, so
the LOS (zˆ) velocity dispersion can be decomposed as a
sum with contributions from two one-dimensional velocity
dispersions.
σ212(r, µ) =
〈
[1 + δ(x)][1 + δ(x+ r)][vz(x+ r) − vz(x)]
2
〉
〈[1 + δ(x)][1 + δ(x+ r)]〉
= µ2σ2‖(r) + (1− µ
2)σ2⊥(r) .
(46)
Linear theory expressions for v12(r) and σ
2
⊥,‖(r) are given
in Fisher (1995); Gorski (1988); Gorski et al. (1989); Reid
& White (2011). One finds that the pairwise mean infall
velocity, v12(r), is proportional to bf , while σ
2
12(r) scales as
f2 with no dependence on the large-scale bias b at linear
order.
Reid & White (2011) evaluated Eqs. (45) and (46) in
standard perturbation theory under the assumption of a
linear bias b relating the tracer and matter density fields,
δt(x) = b δm(x). There were several shortcomings of this ap-
proach however. First, standard perturbation theory does an
unsatisfactory job of describing the smoothing of the BAO
features in the real-space correlation function. As a result,
the analysis of Reid (2012) used iPT to model ξs(rp, r‖)
above separations of 70h−1 Mpc. Second, the inaccuracy of
the streaming model results with standard perturbation the-
ory inputs for the velocity statistics can be traced to inaccu-
racies in the perturbative calculation of v12 and its deriva-
tive, dv12/dr. This inaccuracy was smallest for halos with
second-order bias near zero, which raises the question of
whether the source of inaccuracy was the neglect of second
order bias terms in the Reid & White (2011) calculation.
CLPT naturally includes higher-order bias corrections, and
will allow us to quantify the size of the second order contri-
butions to the velocity statistics of interest. For these rea-
sons, we shall consider the combination of CLPT statistics
within the Gaussian streaming model ansatz.
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Figure 1. Real-space correlation function for halos in different
mass bins (refer to Table 1). CLPT results are given by heavy
dashed curves; simulation results are presented by shaded bands
showing the error range. They are divided by linear theory results
(ξlin(r)) to remove the trend, and different mass bins are elevated
by different constants (labelled in the figure) to show each more
clearly. The bias parameters, 〈F ′〉 and 〈F ′′〉, for the CLPT model
are given in Table 1.
6 RESULTS
We implemented the formulae above in a C++ code1, which
numerically evaluates the integrations in Eqs. (25), (33) and
(39) for CLPT statistics, and in Eq. (44) for the Gaussian
streaming model. In this section we present the results, and
compare them with pertinent simulation statistics. The N-
body simulation set used in this work is described in more
detail in (Reid & White 2011; White & et al. 2011), in which
the halo catalogues are constructed by FoF method. Table 1
lists the halo mass bins we use to compare with our analytic
predictions.
6.1 Auto-correlation of halos
6.1.1 Real-space auto-correlation statistics
We present the CLPT predictions of real-space statistics in
this section, which will be used as the “input” of the Gaus-
sian streaming redshift-space distortion model. All calcula-
tions are compared with pertinent results in Section 3.
We treat 〈F ′〉 and 〈F ′′〉 as free parameters in our model
and fit them to the real-sapce correlation function, ξ(r),
measured in the N-body simulations for each halo mass
bin. We treat all of the ξ(r) bins as independent and use
the inverse variance obtained from the simulation. While it
is incorrect to neglect the correlations, one can see by eye
that the resulting best-fit (and the value of χ2) are entirely
reasonable. The resulting values are listed in Table 1. We
1 The code is available at https://github.com/wll745881210/CLPT GSRSD.git
Figure 2. Pairwise infall velocity of halos in five different mass
bins. Our CLPT results are shown by heavy dashed curves and
the SPT results (Reid & White 2011) are shown by heavy dot-
ted curves. Both are to be compared with the simulation results
shown by shaded bands (indicating the error on the mean of the
simulations). All results are divided by the absolute value of lin-
ear theory results (|v12,lin(r)|) for better comparison, and are
elevated by different constants.
Figure 3. Pairwise velocity dispersion for halos in five different
mass bins. For clearer presentation we show the values of σ2
‖
/σ2
‖,lin
(upper panel) and σ2⊥/σ
2
⊥,lin (lower panel). Shaded bands (very
narrow) show the simulation results, the SPT results (Reid &
White 2011) are presented by heavy dotted curves, and our the-
ory prediction is presented by dashed curves. Different curves are
elevated by different constants.
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Table 1. Bias parameters, as well as the uncertainty (denoted
by σ) obtained by fitting the real-space correlation functions for
different halo mass bins. Please note that 〈F ′〉 and 〈F ′′〉 are both
free parameters determined by fitting and σ is the formal error on
the fit assuming Gaussian, uncorrelated errors on ξ as determined
from the variance in the simulations.
lg [M/(M⊙h−1)] 〈F ′〉 σ(〈F ′〉) 〈F ′′〉 σ(〈F ′′〉)
12.182 − 12.483 0.341 0.004 0.06 0.06
12.484 − 12.784 0.435 0.004 0.16 0.06
12.785 − 13.085 0.652 0.005 0.16 0.01
13.086 − 13.386 0.965 0.006 0.14 0.09
> 13.387 1.738 0.007 −0.10 0.11
note here that it is also possible to obtain 〈F ′′〉 as a func-
tion of 〈F ′〉 using the peak-background split relation (as in
Matsubara 2008a). While the relation between our best-fit
〈F ′〉 and halo mass is close to that obtained from the peak-
background split the values of 〈F ′′〉 can differ significantly.
Imposing the peak-background split value of 〈F ′′〉 has only a
modest effect on the shape of the correlation function on the
scales of interest however, and does not change our conclu-
sions in any qualitative way. 〈F ′′〉 is also not well constrained
in our fitting (see Table 1 for the uncertainty of 〈F ′′〉), which
confirms that 〈F ′′〉 does not have a considerable impact on
the correlation function on the scales of interest.
Fig. 1 compares the real-space correlation function pre-
dicted by CLPT with that measured in the simulations. Note
that the consistency between CLPT results and simulations
is almost perfect from <∼ 10h
−1 Mpc through the BAO scale
(∼ 110h−1 Mpc), as also seen in Carlson et al. (2012). The
redshift-space correlation function predicted directly from
CLPT was presented in Carlson et al. (2012). Here we want
to examine the velocity statistics themselves.
We assume that the values of 〈F ′〉 and 〈F ′′〉 obtained
by fitting the real-space correlation functions are the right
ones for evaluating the velocity statistics. Using these values
in Eq. (32) and (38), we obtain the scale dependence of the
pairwise infall velocity and velocity dispersion. The CLPT
results (divided by the linear theory as fiducial values) are
compared with simulations in Figs. 2 and 3. The CLPT pre-
dictions for v12 are better than the SPT predictions with
first order bias presented in Reid & White (2011) for all but
the highest mass bin. The CLPT predictions of the pairwise
infall velocity statistics can be slightly improved by vary-
ing 〈F ′′〉, but the prediction of velocity dispersion is quite
insensitive to 〈F ′′〉.
When comparing the CLPT result to σ2‖(r) and σ
2
⊥(r)
we add a constant to the predictions so that they take the
same value as the simulation at r = 130h−1 Mpc. The con-
stant offsets for σ2‖(r) and σ
2
⊥(r) are almost the same, with
only ∼ 1 per cent relative difference. These two constants
are similar to what the authors referred to in Reid & White
(2011): the CLPT prediction of absolute value of σ2‖(r) and
σ2⊥(r) is not correct, but a constant shift over the whole
range of scales reveals that the CLPT results have correct
trend. The possible reason for this is that the velocity disper-
sion component yielded by gravitational evolution on small-
est scales, which should be separated from the overall scale
Figure 4. Redshift-space statistics obtained by Gaussian stream-
ing model specified in Reid & White (2011), showing ξs0/ξ
s
0,lin.
The shaded bands present simulation values (showing the error
range) and our CLPT values are presented by heavy dashed curve.
Each mass bin is elevated by a different constant.
dependence of pairwise velocity dispersion, is not able to
be predicted by perturbation theory: this suggests that we
should evaluate the constant shift as a fitting parameter.
Our CLPT predictions have a similar accuracy to the SPT
predictions in Reid & White (2011) for the second highest
mass bin. However, it is not clear that CLPT accurately
captures the bias-dependence of the deviations from linear
theory for σ2‖(r) and σ
2
⊥(r).
6.1.2 Redshift-space distortion for auto-correlation
The redshift-space correlation functions depend on the angle
between separation vectors and LOS. This “direction depen-
dency” can be expanded into series with respect to Legendre
polynomials (Eq. 4), or, equivalently:
ξsl (s) =
2l + 1
2
∫ 1
−1
dµs Ll(µs)ξ
s
l (s, µ) , (47)
where s = (r2p + r
2
‖)
1/2 is the redshift-space distance, and
µs = r‖/s is the cosine of the angle between separation
vector and LOS. Generally we are most interested in the
lowest non-zero moments, i.e. l = 0, 2. In Figs. 4 and 5, we
present the lowest two non-zero multipole moments divided
by linear theory results (see Fisher 1995; Reid &White 2011,
for the linear theory expessions).
We show the results of the multipole expansion in
Figs. 4 and 5. The accuracy of the prediction of CLPT with
the Gaussian streaming model is at the several per cent level
on scales larger than >∼ 20h
−1 Mpc, and no worse than ∼ 10
per cent even down to ∼ 10h−1 Mpc. The agreement remains
equally good at BAO scales, but we only show 10h−1 Mpc <
s < 70h−1 Mpc for clearer presentation at smaller scales.
The theory breaks down at r <∼ 10h
−1 Mpc where the cor-
relation function amplitude is approaching O(1). For the
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Figure 5. Redshift-space results of ξs2/ξ
s
2,lin. Labels and curve
indications are identical to Fig. 4.
quadrupole moment (ℓ = 2), we observe that the model
has reasonable overlap with the simulations throughout the
scales of general interest (10h−1 Mpc <∼ s
<
∼ 120h
−1 Mpc).
To further isolate the regions where the theory and N-
body simulations are in good agreement we additionally ex-
amine the “wedge” statistics (e.g. Kazin et al. 2012), defined
by
ξswedge(s, µmin, µmax) =
1
∆µ
∫ µmax
µmin
ξs(s, µ)dµ , (48)
where ∆µ = µmax − µmin. In this paper we use three such
“wedges”, which are denoted by ξw0 = ξ
s
wedge(s, 0, 1/3),
ξw1 = ξ
s
wedge(s, 1/3, 2/3) and ξw2 = ξ
s
wedge(s, 2/3, 1). The
predictions for the ξwi are compared to N-body simulations
in Fig. 6. Note that the fractional deviations from linear
theory are largest on small scales and when µ ≃ 1. In ad-
dition the inaccuracy of our theoretical prediction for the
quadrupolar moment on about ∼ 10h−1 Mpc can be at-
tributed to the disagreement near µ ≃ 1 (please note that
ξs2 is negative around r ∼ 10h
−1 Mpc but ξw2 is positive
there). On scales above 20h−1 Mpc our model works well,
the difference between the model and N-body results is less
than 5 per cent for all three wedges.
In order to provide another view of the disagreement
between the model and simulations, we show in Fig. 7 con-
tours of ξ predicted by the analytic model (dashed contours)
and N-body simulations (solid contours) for two bins in halo
mass. We can clearly observe that, for the halos in the lower
mass bin, ξs is less precisely predicted around µ ≃ 1. On
larger scales (s >∼ 20h
−1 Mpc) simulation results are accu-
rately predicted for both mass bins.
6.2 Cross correlation between halos and dark
matter particles
As shown in subsection 4.4, CLPT theory is also capable of
making predictions for cross-correlations. Here we compare
Figure 6.Wedge statistics showing ξw0, ξw1 and ξw2 (see Eq. 48)
in redshift-space. The scheme of presentation is similar to Fig. 4.
statistics predicted by CLPT and the Gaussian streaming
model with those given by simulations, for cross-correlations
of halos with dark matter particles in the simulations. In this
subsection we adopt the same bias parameters as in Table
1. We can obtain a better match to the cross-correlation
infall velocities by adjusting 〈F ′〉 and 〈F ′′〉, however those
values do not provide a good match to the real-space cross-
correlation function suggesting either that our bias model is
too simple or the improved agreement reflects a breakdown
of perturbation theory.
Real-space statistics are presented by Figs. 8 through
c© 2012 RAS, MNRAS 000, 000–000
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Figure 7. Contour plots that compare theoretical predictions
(dashed) and simulation results (solid). The contour lines for ξs =
0.8, 0.4, 0.2, 0.08 , and 0.04 are presented in the figure. We note
that the dashed and solid contours are nicely overlapped in most
areas, except in the regions that s <
∼
10 h−1Mpc and µ <
∼
1.
10. Predictions of CLPT for pairwise infall velocity (Fig. 9)
in such a cross-correlation case is not as good as the pre-
diction for auto-correlation (Fig. 2), but still satisfactory;
the discrepancy is <∼ 5 per cent throughout the scales of
interest. The real-space correlation function, ξ(r), and the
velocity dispersion, σ212(r), on the other hand, are still ac-
curately predicted by the theory.
Inserting the real-space statistics shown by Figs. 8
through 10 into Eq. (44), we get the redshift-space correla-
tion function, which is also expanded with respect to Legen-
dre polynomials as in Eq. (47). Similar to Section (6.1.2),
this section also presents monopole and quadrupole mo-
ments in Figs. 11 and 12. While we focus on 10h−1 Mpc <
s < 70h−1 Mpc, the agreement remains good on BAO scales.
Although the predictions for the velocity statistics are not
as good as in the auto-correlation case, the behavior of the
multipole moments is still well sketched by CLPT and the
Gaussian streaming model (to ∼ 10 per cent, even on scales
of∼ 10h−1 Mpc). The manner in which ξs0/ξ
s
0,lin and ξ
s
2/ξ
s
2,lin
vary with s is still correct to quite small s.
Similar procedures also produce predictions for halo-
halo cross correlations. In Fig. 13 we compare the statis-
tics as cross-correlations betweeen halos in two differ-
Figure 8. Real-space cross-correlation function between dark
matter and halos (in five different mass bins; each mass bin is
elevated by a specific constant). The scheme of presentation is
similar to Fig. 1.
Figure 9. Pairwise infall velocity as cross-correlations. Our
CLPT results are shown by a heavy solid curve, compared with
simulations presented by shaded bands showing the error range.
The scheme of presentation is similar to Fig. 2.
ent mass bins: 12.182 < lg[M/(M⊙h
−1)] < 12.483 and
lg[M/(M⊙h
−1)] > 13.387. There are no adjustable parame-
ters in this comparison, because the values of 〈F ′〉 and 〈F ′′〉
are fixed by the auto-correlations. Good agreement between
our theoretical model and the simulations is still observed,
even down to the scale of s >∼ 10h
−1 Mpc.
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Figure 10. Pairwise velocity dispersion as cross-correlations.
Similar to Fig. 3, we also show the values of σ2
‖
/σ2
‖,lin
(upper
panel) and σ2⊥/σ
2
⊥,lin (lower panel), with shaded bands (simula-
tion results) and dashed curves (theoretical predictions). Different
mass bins are elevated by different constants.
Figure 11. Monopole moment of redshift-space cross-correlation
function between halos and dark matter. Results are divided by
fiducial linear theory results (i.e. ξs0/ξ
s
0,lin is presented). The
scheme of presentation is similar to Fig. 4.
Figure 12. Quadrupole moment of redshift-space cross-
correlation function between halos and dark matter (linear theory
results as fiducial value) ξs2/ξ
s
2,lin. The scheme of presentation is
similar to Fig. 11.
7 DISCUSSION AND SUMMARY
By introducing an auxiliary term J in the generating func-
tion, we generalize the CLPT scheme elaborated in Carl-
son et al. (2012) to estimate the pairwise infall velocity and
velocity dispersion as functions of pair separation. This al-
lows a self-consistent calculation of these statistics for bi-
ased tracers, including scale-dependent or higher-order bias
terms. Indeed we find that CLPT gives better estimates for
the magnitude of the pairwise infall velocity, v12(r), than
to quasi-linear theory with a “linear” bias (Reid & White
2011) for a wide range of halo masses.
The ξ(r), v12(r) and σ
2
12(r) predicted by CLPT can be
used as inputs to Gaussian streaming model (Eq. 44) to
obtain predictions for the redshift-space correlation func-
tion of halos. For the monopole and quadrupole moments
of the correlation function the agreement between theory
and N-body simulations is at the few per cent level down to
∼ 15h−1 Mpc, and ∼ 10 per cent at ∼ 10h−1 Mpc. We infer
that the Gaussian streaming model of redshift-space distor-
tion is not sensitively affected by σ212(r), but the small scale
statistics are enhanced by better estimations of v12(r), com-
pared with semi-linear results in Reid & White (2011). We
attribute the enhanced results to our inclusion of higher or-
der (one-loop) terms and the resummation scheme employed
in CLPT.
It is worth noting that the argeement between the
CLPT-Gaussian streaming quadrupolar moment and N-
body simulation (e.g. Fig. 5) is consideribaly better than
the “original” SPT scheme in Reid & White (2011). From
Figs. 6 and 7 we observe that the theoretical predictions
are not sufficiently accurate only around the region where
s <∼ 20h
−1 Mpc and µ ≃ 1 (or rp ≃ 0) for the lower mass
bins. It was shown in Reid & White (2011) (e.g. their figure
6) that the Gaussian streaming model predicted the redshift-
space correlation function well when accurate “inputs” (i.e.
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Figure 13. Statistic functions as cross-correlations betweeen ha-
los in two different mass bins: 12.182 < lg[M/(M⊙h−1)] < 12.483
and lg[M/(M⊙h−1)] > 13.387. The curvs, lines and shaded bands
in the panels have similar indications to Figs. 1 through 5, which
compare our theoretical predictions with simulations. From top
to bottom: real-space correlation function (first panel); pairwise
infall velocity (second panel); velocity dispersion parallel (third
panel) and perpandicular (fourth panel) to separation vector;
monopole (fifth panel) and quadrupole (sixth panel) moment of
redshift-space correlation function.
v12(r) and σ
2
12(r)) were used. Prediction of these inputs us-
ing CLPT seems a reliable way of computing redshift-space
statistics for tracers with a local Lagrangian bias.
We also extended the CLPT-Gaussian streaming model
to cross-correlations between differently biased tracers. As
an example, we modelled the monopole and quadrupole mo-
ments of the redshift-space cross-correlation function be-
tween halos and dark matter, and between halos in differ-
ent mass bins. The agreement with N-body simulations for
v12(r) was not as good as in the auto-correlation case, as
expected, but the distortions were still accurately revealed
in monopole and quadrupole moments. This is not unex-
pected: it was already noted by Reid & White (2011) that
the Gaussian approximation for the velocity PDF worked
much better for halos in simulations than for the dark mat-
ter particles themselves.
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