The mobility and energy scarcity are two main challenges of efficient routing in mobile wireless sensor networks (WSNs) 
Introduction
With application-driven and significant advances in MEMS, wireless sensor networks (WSNs) have revolutionized the wireless communications. The next generation of WSNs will be equipped with stationary as well as mobile sensors. In many scientific and social applications, mobile WSNs are employed to relieve disaster, monitor forest fire risk or battle field, and track vehicular or migratory bird [1] [2] [3] . Depending on the nature of the applications aforementioned, there may be need to send the traffic with low latency and high reliability toward the Sink. Since the network topology dynamically changes, there is a great challenge to provide reliable and real-time packet deliver to the Sink [4] . Reliability-and latency-guaranteed routing is a widely studied research topic in static topology [5] [6] [7] [8] , but when applied to mobile WSNs, the performance dramatically degrades. This is because the topology changes due to mobility are not well detected by the existing routing schemes.
To deal with the node mobility, many existing routing schemes use message exchanges, such as HELLO packets used in AODV [9] . These schemes usually do not change routes unless a link is broken. In the past few years, several routing schemes based on mobility prediction are proposed [10] [11] [12] [13] , they attempt to ensure link not be broken by taking some precaution mechanisms. Most of them focus on link availability-based flat routing [10] [11] [12] . In view of weak connectivity, an important argument against introducing hierarchical routing in mobile sensor networks is that the overhead associated with maintaining the cluster may outweigh its potential benefits [14] . Recently, Abbas Nayebi et al. [15, 16] point out that the mobility aware-based clustering framework can effectively enhance the temporal stability of the clusters. Moreover, Papadopoulos Aris et al. [13] propose virtual infrastructure-based energy-efficient (VIBE) routing, which further demonstrates that cluster-based routing can outperform flat routing in mobile sensor networks.
Nevertheless, it should be noted that most of these routing schemes aforementioned have an inherent drawback in uniform energy consumption. For instance, the color-theory based energy efficient routing (CEER) [11] selects downstream node with maximal residual energy. VIBE [13] is not concerned about energy factor at all. In particular, the residual energy should be considered to achieve reliable packet delivery since the failure of node energy may result in network partitioning and incorrect forwarding. Besides, the latency is also neglected by the existing schemes. As we know, a good routing protocol should have the following three characteristics: energy efficiency, QoS guarantee (including reliable delivery and low latency) and scalability. As we see, none of the papers cited above provides a holistic approach for mobile WSNs, which is the aim of this work.
This paper presents a cluster-based routing scheme, name LRGR (Latency and Reliability-aware Geographic Routing), aiming at delivering the packets with latency-and reliability-guarantee to the Sink for mobile WSNs. As the energy efficiency imposes a crucial effect on routing performance, the residual energy is regarded as one important factor to achieve high reliability in LRGR. To this end, new clustering scheme is designed considering node mobility and residual energy. Moreover, to effectively accomplish data packets' delivery, two critical routing metrics are given: forwarding progress metric taking into account the position and sojourn time of adjacent cluster heads, and connection reliability metric combing the residual energy of adjacent cluster heads with the connectivity between two adjacent cluster heads. Finally, we propose a distributed routing scheme, which makes routing decisions with the maximum path aggregate metric based on the two former metrics, to ensure real-time and reliable packet delivery in mobile scenarios.
The remainder of this paper is organized as follows: Section 2 describes several assumptions and routing model. The clustering and multi-hop inter-cluster routing schemes of LRGR are elaborated in Section 3 and Section 4, respectively. Section 5 evaluates the proposed scheme. Finally, the paper is concluded in Section 6.
Assumptions and Routing Model
Consider one mobile wireless sensor network that uses a Sink and a set of sensor nodes which are scattered in a two-dimensional field. The Sink keeps stationary after deployment, but all the sensors are movable. Each sensor node is assigned a unique ID, and equipped with a limited amount of initial energy. All mobile nodes in this network are location-aware and have their clock synchronized by GPS receiver. Probing the HELLO packets from the neighboring sensors, each node can gain its neighbors' parameters about the speed, direction and coordination. Sensors have uniformly fixed transmission range, i.e., their propagation channels are symmetric. In LRGR, the work duration of sensor networks is divided into several rounds since periodically reclustering is better than continuously implementing cluster maintenance in terms of cluster stability in mobile sensor networks. Fig. 1 illustrates that the operational time line of the proposed scheme during one given round. It begins with a clustering phase when three successive steps are performed: energy exchanging, cluster head (CH) setup and cluster formation; followed by a routing and data transmission phase where packets are transferred amongst cluster heads to the Sink via a multi-hop path. Besides, during routing and data transmission, cluster maintenance (CM) is implemented as required. Sensor node employs energy-efficient neighbor discovery protocol (ENDP) to operate MAC layer, since ENDP is a low duty-cycle beacon-enabled MAC protocol, especially designed for mobile wireless sensor networks [17] .
In the sections that follow, for convenience of routing description, two expressions are used to distinguish different range apart from any sensors. That's to say, the terms related to adjacency mean the areas or sensor nodes inside two hop transmission range. However, those in one hop range are represented by the words related to neighbor.
Mobility and Energy-aware Cluster Formation
Due to the nodes' mobility, the connectivity between two neighbors continuously varies, resulting in a highly dynamic network topology. In a hierarchical sensor network, the member sensor can frequently change as the nodes move in and out of the range of cluster heads. There should be minimal changes in the membership of one cluster over a specified duration. Besides, energy heterogeneity in sensor networks is inevitable [18] . Thus, it is vital to maintain equal energy levels among all nodes in order to enhance network lifetime and connectivity. Thus, we propose mobility and energy-aware cluster formation to achieve stable clustering in this section.
Energy-aware cluster head setup
Each node stores one adjacency information database about its two hop transmission range. Suppose 
As illustrated in Fig.1 , at the beginning of each round, sensor node starts broadcasting its residual energy towards neighbors with its transmission radius. After exchanging energy, sensor node calculates the average residual energy of its direct neighbors using formula (1), and updates the entries of related items in its adjacency information database.
Subsequently, cluster head is set up. Sensor node with maximal / 
) is flooded by all cluster heads, where: Time-to-Live (TTL) as the life time is always set to 2. These nodes without receiving RoleBeacon regard them as cluster heads and broadcast their RoleBeacon. As a result of cluster head setup, two adjacent cluster heads can not communicate with each other due to their fixed transmission radius. As shown in Fig.2 , it should be noted that one cluster overlaps the covering regions of one or more other clusters. The inter-cluster routing based on their common sensors will be discussed in Section 4.
Investigating the procedure of cluster head setup above, we observe that the possibility of becoming cluster head has an inverse relationship with the residual energy of its neighboring nodes, while that is proportional to its own energy. Such mechanism can avoid the scenarios where these nodes with the lowest energy level have to act as cluster heads. Thus, mitigated is the drawback of cluster head setup depending only on the residual energy of single nodes. As a result, such method can help balance energy consumption over entire network.
Mobility prediction-based clustering
Now, non-cluster head rapidly is associated with a feasible cluster. Due to node mobility, it is impossible to partition the network into clusters which do not change at all. Hence, we need to design clustering schemes that exhibit temporal stability in order to effectively route among cluster heads. One practical approach is to use mobility prediction to identify clusters consisting of nodes that show some temporal similarity in their mobility patterns. Generally, there are two schemes to predict connection duration between two neighboring sensors. One is linear autoregressive model to estimate the position in future, another is to calculate the link expiration time (LET) between two adjacent nodes. Considering the computation complexity, LET is adopted in this paper. So, it is evident that the connection duration between two nodes can be determined once their speed and direction of movement are obtained.
Assume two arbitrary nodes i and j can communicate directly with each other with the transmission range r. Node i and j has motion parameters
respectively. Then, the duration when two mobile sensors stays connected,
Where cos cos , sin sin
The duration above gives an upper threshold on the estimate of the residence time of node j in the cluster whose cluster head is i. In the proposed cluster formation scheme, every node is allowed to join one cluster based on the predicted LET of the link between the node and cluster head. For each noncluster head, if
is greater than the work round interval, then it sorts each cluster head's LQE and chooses the cluster head with the maximum LQE (link quality estimation), otherwise joins the cluster head with maximum
LQE is calculated at each sensor node based on the previous transmissions and receptions. In order to avoid any extra overhead, we use a modified version of ACK packets in MAC layer handshakes of wireless channel. Each sensor adds into ACK packet the count of packets received from each of its neighboring nodes in the past predefined interval. Thus, neighboring sensor can acquire this information by probing received ACK packets.
The operation of mobility prediction-based clustering is presented as a pseudo-code in algorithm 1. 
Cluster maintenance
During the routing and data transmission, the member sensor often moves in and out of the range of cluster heads. Cluster maintenance is performed by periodically exchanging HELLO messages with its neighbors. Using HELLO messages, every cluster head proactively maintains the location and mobility information of all the nodes inside its cluster. If a member node does not receive the HELLO message from its cluster head within a preset interval, this indicates the member node has moved out of the cluster head's transmission range.
By analyzing adjacency information previously received from the other adjacent cluster heads, the member node tries to find out if there are other feasible clusters that it can join in its neighborhood. If anyone is available, it attempts to join the cluster. Otherwise, it becomes a cluster head on its own and broadcasts its RoleBeacon message with its transmission radius. Similarly, if a cluster head does not receive HELLO message from its member within a certain constant time, it is assumed that the node has moved out of the transmission range of previous cluster head and is no longer considered as a part of the cluster.
Latency and Reliability-aware Inter-cluster Multi-hop Routing
As energy consumption is proportional to the square distance between the communicating nodes, multi-hop forwarding approach is adopted here. As mentioned in Section 3.1, two adjacent cluster heads can not directly communicate with each other. However, there are overlapping regions between neighboring clusters. Therefore, the sensor nodes residing in overlapping region can bridge two adjacent cluster heads. As illustrated in Fig.3 , our scheme employs the common gateway nodes to forward data packets from upstream cluster heads to downstream ones. In order to achieve latency and reliability-aware routing, the proposed algorithm should tend to use most stable path. To do this, the following four factors are very essential: uniform usage of the energy among all the network nodes, the connectivity, position and congestion state of adjacent cluster heads. Although some of these factors mentioned above have been considered during cluster formation, they are again involved, when designing routing scheme, to enhance the route stability.
Connection reliability metric
The availability of inter-cluster connectivity is a probabilistic model [19] . Therefore, we can derive the future connection probability of any two neighboring clusters. The connectivity between two adjacent cluster heads without direct connection depends on the existence of common gateways in their intersection. These overlapping clusters have more robust connectivity if more gateways are located in the region. Hence, the future connectivity between these clusters can be predicted by measuring the probability of the existence of their common gateways in the future. The intersection region is easily determined since one cluster head can obtain the motion parameters of adjacent cluster head by probing the received RoleBeacon. The predicted connectivity probability of these clusters is derived from the size of their intersection region at a specified time in future.
Assume  denote the node density, r denote the radius of cluster head, d denote the distance from the cluster head to a adjacent cluster head, A(d) denote the predicted intersection region at a specified time, irrespectively. Based on the analytic geometry theory [20] , the intersection region is given by   2 2 2 2 arccos 2 4
Note that the distance among adjacent cluster heads might well be less than the transmission range r because sensors keep moving all the time. Thus, the predicted probability of connecting to the other cluster head can be computed as below. A good path contains two aspects: good connectivity and sufficient energy. From the perspective of path stability, node energy and connection probability are of equal importance. This reliability metric might ensure that the chosen downstream cluster head is "energy-rich" and "connection-guarantee". Suppose that j is the any one of cluster heads adjacent to cluster head i. Next, the connection reliability between them is measured as the product of energy and connection probability as formula (3) .
Forwarding progress metric
To ensure as possible as low latency, data packets had better be forwarded to a downstream node which gives higher geographic forwarding speed and lower sojourn time. The cluster head i evaluates the normalized geographic speed of a packet towards the Sink for j (any of i's adjacent cluster heads).
,
The sojourn time is the forwarding delay spent at the relay nodes, in which the queueing delay is dominant. Actually, the sojourn time at successive time instants is correlated in time. To smoothly reflect congestion state, each node can measure the sojourn time using the exponential weighted moving average formula. Also, the cluster head j can estimate the normalized sojourn time of a packet as follows.
Where D denotes latency constraint. End-to-end delay is involved in not only the forwarding speed but also sojourn time of packets at relay cluster heads. Note that the zero sojourn time is extremely hypothetical scenario, bigger the sojourn time is, lower the node priority is. Hence, the forwarding progress metric of cluster head j relative to i is defined as the product of the aforementioned two parameters.
The forwarding progress metric plays an important role in achieving both low end-to-delay and packet loss ratio since it can result in well traffic load distribution among the nodes by restricting a sender from delivering data packets to a heavily loaded node.
Routing selection strategy
Now, we regard routing a packet from the source node to the Sink as hop by hop determining the next relay cluster heads that produce the maximum APM (aggregated path metric). Both metrics aforementioned are combined together to yield APM. More specifically, the cluster head i calculates APM for each adjacent cluster head j using the equation (5), then selects the adjacent cluster heads with the maximum APM as downstream relays.
Where  is weighting coefficient used to weight among the requirements. Such parameter assumes value in the interval [0,1]. It also serves as scaling factor that converts the impact of forwarding progress and connection reliability into an efficient path metric. The bigger the  value is, the greater importance is given to latency. The extensive simulation results, performed in NS2.35, show that the best performance is reached if
Subsequently, let us focus on how to determine one suitable gateway node in intersection regions. To decrease end-to-end delay, LRGR selects the gateways with the minimal sojourn time to bridge data packets towards downstream cluster heads. Moreover, we calculate its available time and activate one corresponding timer, when making routing decision. Before the timer expires, all successive packets belonging to the same stream will be directly transported to it, rather than determine gateway again. In addition, the number of packets retransmission is at most once at each hop, which is based on the fact that more retries may lead to the degradation of packet delivery due to more channel contention [21] .
Performance Evaluation
Simulation is implemented using NS2.35 [22] . We compare LRGR with VIBE [13] , since it also is cluster-based scheme recently proposed and has significant performance. VIBE sets up a virtual grid across the covered area. The node closer to grid intersection becomes cluster head, and act as virtual infrastructure to forward data packets in a multi-hop fashion. All sensors residing in the fixed range of a grid node regard as grid members.
Three hundred sensor nodes are used, which are disseminated over a square field with 800m*800m according to a Poisson process with a constant density. The node movement is subject to random direction mobility model [23] . The Sink locates at (800, 400). The coverage radius of sensors in VIBE ranges from 90 to 150m, and it in LRGR is assumed to be constant 100m. Work round interval of LRGR is equal to 4 minutes. The connection duration is exponentially distributed with a mean of 60 seconds. The constrained latency of each connection is 300ms.
To evaluate the proposed scheme, the performance is obtained by measuring the average results of independent 10 simulation runs. Three performance metrics are used. They are classified into two groups: energy efficiency and QoS performance (including packet loss ratio, latency). For the former, the number of simultaneous connections grows from 10 to 90, and node mobility speed is 0.8m/s. For QoS group, the connection number is 60, where network undergoes moderate traffic load. Meanwhile, node mobility speed ranges from 0 to 1.6m/s
Energy efficiency-related performance
To balance the distribution of energy dissipation, VIBE introduces an energy threshold concept. Once the residual energy of cluster head in a virtual grid is below preset threshold, it immediately refuses to forward data packets generating by other clusters, and sending only its own data, rather than this happening when it runs out of energy. By extensive experiments, we investigate how different levels of energy threshold have an impact on standard deviation of residual energy. As depicted in Fig.  4 , VIBE with a higher threshold exhibit similar performance as LRGR, and has more homogenous energy consumption than that with the other two thresholds.
Note that VIBE with a higher threshold may lead to worse packet delivery ratio and reduce the lifetime of the entire network because some nodes work in "selfish" manner although their residual energy actually does not reach zero. Moreover, VIBE with a moderate threshold (15% of the total energy) can achieve a better tradeoff between packet delivery ratio and uniform energy consumption. Thus, such threshold is used in the subsequent simulations. Finally, the balanced energy consumption of LRGR lies in its using residual energy of nodes as clustering and routing metric. In addition, it is
QoS performance
Consider packet loss ratio and latency as two QoS performance indicators. Packet loss ratio is obtained by averaging the results of 60 connections. Latency is investigated through observing the source node farther from the Sink.
As for mean packet loss ratio graphed in Fig. 5 , LRGR exhibits a stunning amelioration for high mobility speed. Particularly, for speed greater than 0.4m/s, the number of mean packet loss ratio is dropped down by more than half. This striking result is ascribed to lower ongoing link breakage ratio in LRGR. As expected, we observe that there are similar curve in both performance index (see Fig. 6 ). In VIBE, only the nodes closer to grid intersection have opportunity to become cluster heads that take charge of forwarding data packets. Due to node mobility, sensor node will change its associated cluster with higher probability when they move in higher speed. As a result, the link breakage event occurs more frequently. On the contrary, LRGR employs LET mechanism to form cluster, which improves cluster stability. Moreover, LRGR dynamically maintain cluster during routing and data transmission. Besides, the node in VIBE sends the message towards the virtual relay with an increased radius in order to cover the entire area that is associated with the virtual relay. Such self-adaptability transmission radius employed by VIBE incurs radio interference, and may cause an increase in the collision probability. Nevertheless, LRGR has fixed transmission radius, and spread traffic uniformly across different paths to reduce the wireless channel contention due to taking into consideration the sojourn time at relay nodes.
interesting that node mobility can turn to be an advantage since it incorporates a natural mechanism for the nodes closer to the Sink. As depicted in Fig.7 , LRGR outperforms VIBE in terms of latency, especially in high mobility speed scenario. Two reasons can be given to explain such result. Firstly, LRGR selects downstream node taking into consideration the sojourn time at relay sensor nodes, and distributing the total traffic load over spatially separated nodes. Thus, data packets can be forwarded along with lower congestion path, which can reduce queue delay. However, VIBE focuses on selecting the downstream with lower remaining distance to reach the Sink. Such mechanism leads to higher queue delay. More importantly, VIBE encounters high retransmission events due to larger transmission radius. Last but not the least, LRGR has acceptable signaling overhead because it only distributes RoleBeacon, most of which are easily piggybacked into data packets or HELLO messages, in two-hop neighborhood.
Conclusion
To deliver data packets in real-time, we proposed latency and reliability-aware geographic routing (LRGR) for mobile wireless sensor networks. To ensure reliable delivery, LRGR introduces mobile prediction and energy aware-based clustering and inter-cluster routing scheme. Moreover, low latency delivery is guaranteed considering the congestion state at the relay nodes as well as indirect communication mechanism between adjacent cluster heads to further reduce queueing delay. By simulations, we have shown that LRGR can balance the energy consumption and achieve reliable deliver with low latency at expense of acceptable signaling overhead. Of course, wireless sensors have to face a limited bandwidth, error-prone wireless channel in high node mobility scenarios. How to enhance LRGR in case of error-prone wireless channel is our next problem to address in future work.
