Artificial neural networks (ANN) have been extensively used as global approximation tools in the context of approximate optimization. ANN traditionally minimizes the absolute difference between target outputs and approximate outputs, thereby resulting in approximate optimal solutions being sometimes actually infeasible when it is used as a meta-model for inequality constraint functions. The paper explores the development of the modified back-propagation neural network (BPN) based meta-model that ensures the constraint feasibility of approximate optimal solution. The BPN architecture is optimized via genetic algorithm (GA) to determine integer/continuous decision parameters such as the number of hidden layers, the number of neurons in a hidden layer, and interconnection weights between layers in the network. The verification of the proposed approach is examined by adopting a number of standard structural problems and an optical disk drive (ODD) suspension problem. Finally, GA based approximate optimization of suspension with optical flying head (OFH) is conducted to enhance the shock resistance capability in addition to dynamic characteristics.
Introduction
Genetic algorithm (GA) and its enhanced versions have been recognized as one of the most widely used optimization tools since they can handle a mixture of continuous, integer and discrete design variables (Lee, 1996; Le Riche and Haftka, 1993; Windhorst et al., 2004) , and also have a higher probability of locating global optimum without any derivative information (Hajela and Lee, 1995a; Saxena, 2005; Vigdergauz, 2001) . However, the drawback on the use of GA in design optimization is such that it requires a large amount of computational costs, and consequently an appropriate meta-model is necessary to replace the expensive CAE based engineering analysis.
Artificial neural networks (ANN) have been capable of expressing a variety of nonlinear response surfaces using a number of input-output training patterns that are selected from the entire design space in a global 0020-7683/$ -see front matter Ó 2007 Elsevier Ltd. All rights reserved. doi:10.1016 All rights reserved. doi:10. /j.ijsolstr.2007 manner (Hajela and Lee, 1995b; Hornik et al., 1990) . For example, it is possible for the multi-layer feed-forward network to represent highly nonlinear decision surfaces using interconnection weights between neurons of adjacent layers and proper activation functions in a neuron. There has been recent attention in the global approximate optimization, where GA is used as a global optimizer and back-propagation neural network (BPN) is a tool for global approximations (Kim, 2005; Kim et al., 2002; Lee and Hajela, 1996) .
However, a special care should be taken when BPN is used as global function approximation tools in the inequality-constrained optimization problems. Given a number of known input-output training patterns, a trained BPN is traditionally obtained using the gradient descent method that minimizes the absolute difference between target outputs and approximate outputs, normally formulated in terms of mean square error. The well-trained network shows its approximation capability such that a target output may be larger or smaller than an approximate value due to the implementation of 'absolute difference' or 'mean square error' between them.
In approximate optimization problems, objective function and equality/inequality constraints would be expressed using BPN based meta-models. A conventional version of BPN can be simply applied to the modeling of objective function without any modification since the minimized or maximized solution would be obtained according to the extent of its modeling accuracy. However, for nonlinear inequality constraints, when the optimal design by approximate optimization is located on the active constraint boundary, such design is sometimes actually infeasible. The advantage of employing meta-models in the approximate optimization is to obtain the actually feasible design solutions in addition to savings in computational resource requirements. One can easily expect that the meta-models have an ability to replace the expensive engineering analysis, but its approximate optimal solutions may not be accepted if they are actually infeasible. It should be noted that the design solution should be at least satisfied with design constraint rather than minimizing or maximizing the objective function value only.
The common expression for the nonlinear inequality constraint can be typically written as follows:
where, g
Lower j and g
Upper j are problem parameters, normally constant values that limit lower and upper bounds on constraint, respectively. The discrepancy between actual and approximate constraint values in Eq. (1) can be shown in Fig. 1(a) , and the violation of constraint feasibility would be detected at some approximate optimal design, x Ã a as shown in Fig. 1(b) . The present study focuses on how efficiently usable and feasible design solutions are found in the BPN based approximate optimization problems. The paper explores GA based BPN learning in the context of global approximate optimization. GA is beneficial to learn neural network topologies. When evolving neural network topologies for function approximation, this includes the problem of specifying how many hidden layers a neural network should have and how the nodes are connected (Whitley, 1995) . The paper discusses the formulation and procedure of GA based learning. The proposed BPN method is applied to typical testbed problems to verify their approximation capabilities. Finally, the CAE based analysis for information storage device models such as optical disk drive (ODD) suspension and optical flying head (OFH) suspension is explored in the context of BPN based meta-modeling of inequality constraints for use in approximate optimization.
Inequality constraint function
Consider the following inequality constraint functions which are special cases of Eq. (1):
For Eq. (2), BPN based meta-model can be stated as a following constrained optimization problem:
where, t k and n k are actual/target and approximate outputs from a total of N training data, respectively. The present study introduces an additional condition, Eq. (5) such that approximate outputs n k should be greater than or equal to target outputs t k , implying that the feasibility of a target output could be guaranteed in a case where an approximate output is the same as the upper limit of g upper j
. That is, when the approximate optimal solution is obtained on the constraint boundary (i.e., the constraint is active), its corresponding actual design is always less than or equal to the upper limit, resulting in the constraint feasibility. This approach is said to be a conservative approximation in terms of actual/target outputs and approximate outputs; a modified formulation implicitly pushes the allowable region of approximation (i.e., inside of dotted area in Fig. 1 ) into the feasible region. When Eq. (3) is applied to a constrained optimization problem, Eq. (5) can be slightly changed as follows:
Eq. (6) also means that a target output is actually feasible even though an approximate output is the same as the lower limit, g lower j . Such BPN process requires a constrained optimization algorithm in order to combine Eqs. (5) and/or (6) with Eq. (4).
GA based BPN learning
In training of BPN architecture, the approximation accuracy is determined by the number of hidden layers, the number of neurons in a hidden layer, interconnection weights between layers in the network, sigmoid function parameter, learning rate, momentum parameters, etc. BPN is traditionally trained via gradient decent algorithm. However, when aforementioned integer type parameters such as the number of hidden layers and the number of neurons in a hidden layer are considered in the training process, the derivative information is not available. The present study employs genetic algorithm (GA) in order to accommodate the mixture of integer and continuous design variables and ensure its global search characteristics. In the present study, an exterior penalty function approach is adopted to formulate constrained conditions of Eqs. (5) or (6). The constrained optimization for GA based BPN learning is stated as follows:
where, R is a penalty function parameter. In the present approach, GA eventually determines the optimal level of the number of hidden layers, the number of neurons in a hidden layer and interconnection weights between layers in the network. Such parameters are represented by a number of binary-coded chromosome-like string structures in the population as shown in Fig. 2 . GA based evolution identifies the elitist chromosome that is the most accurate in the BPN learning (Kang, 2005) .
Illustrative examples

Four-bar truss
Consider the optimization problem such that the total weight of a structure is to be minimized with a constraint on tip displacement at node A as follows (Haftka and Gurdal, 1993) :
where, x 1 and x 2 are sectional areas of a truss member which are design variables as shown in Fig. 3 . The above example problem includes an inequality constraint of Type Eq. (2). When the BPN meta-model is to be used in the context of approximate optimization, the procedure of Eqs. (4) and (5) is required. GA based learning optimizes the BPN architecture that turns out to be a total of two neurons for each of two hidden layers with two neurons (x 1 and x 2 ) in the input layer and one neuron (d) in the output layer (i.e., 2 * 2 * 2 * 1). The generalization result with a trained BPN meta-model is shown in Table 1 , wherein the traditional BPN result is also presented. A traditional BPN meta-model generates positive and negative errors between target and approximate outputs, while the proposed approach shows that approximate outputs are always larger than target outputs. As mentioned earlier, when the approximate output is the same as the upper limit of a constraint (i.e., g Upper j ¼ 0:1 in this problem) during the approximate optimization process, such result is effective since its actual output is less than or equal to the upper limit, at least guaranteeing the constraint feasibility. 
Ten-bar truss
As the second example, the ten-bar truss problem in Fig. 4 is also explored. The design objective is to find sectional areas of truss members by minimizing the total weight of a structure with stress constraints (Haftka and Gurdal, 1993) . The optimization statement is written as follows:
subject to r j 6 b
Upper j
This problem has inequality constraints of Type Eq. (2) as well. After GA based learning, the optimized BPN architecture for metal-model of r j 6 b
Upper j composes of one hidden layer with a total of 4 neurons. As generalization results, the paper typically presents approximations of r 1 and r 7 in Tables 2 and 3, respectively. Most of results are similar to those in four-bar truss problem. However, there detects a case of negative error (underlined) in r 7 . It is interpreted that its error level is less than e = 0.1% and is small enough to consider that it is almost numerically zero. 
Design of ODD suspension
Near field recording (NFR) is an advanced optical recoding technology in areas of extremely small beam spot sized suspension systems (Kim, 2002b) . The ODD suspension system used in the present study is composed of a suspension, flexure, slider, base plate and PZT as shown in Fig. 5 . The suspension is designed to give a degree of freedom of normal direction motion and to protect vibration of lateral direction. PZT enables gap between base plate and suspension to move slightly. Flexure is very flexible structure locates between load and slider to give degree of freedom on pitch and roll motion. Generally, the most critical mode is sway mode and 2nd torsion mode in the process of reading and writing data in ODD suspension. The ODD suspension design problem selects a total of 4 design variables such as length of load-beam, length of bending region, length of flexure and height if rib as shown in Fig. 5 . Now, the optimization problem is stated as follows: This design problem implies that dynamic characteristic associated with cantilever, 2nd torsion and sway modes be improved with the minimal or marginal change in size of the initial ODD suspension. A number of finite element computations are conducted to obtain training data for use in BPN meta-models. To verify the proposed approach, the BPN meta-models are constructed for inequality constraints of Eqs. (12)- (14).
Above expression are Type Eq. (2), and GA based BPN learning is performed using 50 finite element analysis (FEA) data (Vanderplaats, 2002) determined from both central composite designs and full factorial designs in the context of design of experiment (DOE). The generalization results for each of three natural frequencies are shown in Table 4 , wherein the considerable comparison ability is presented in terms of proximity between target outputs and approximate outputs.
Design of OFH suspension
The optical systems using probe and solid immersion lens (SIL) have been developed as the technology to embody NFR. Most of such systems use the flying head mechanism to accomplish a large capacity, a high data transfer rate and a high anti-shock resistance. The rotary actuator with OFH has better dynamic performances than common pick-up due to its rigid body structure and small weight of a moving part (Kim, 2002a; Son, 2002) .
To achieve a higher track density, off-track errors of the flying head using the rotary actuator should be attenuated since they evoke the read/write errors especially in case of a narrower track pitch. Sources of such off-track errors are mechanical resonance, spindle run-out, external vibration, servo track writer (STW) error, and so on. It is obvious that a higher bandwidth servo system can easily correct these errors, and enhance precision positioning capabilities of the flying heads. Therefore, the suspension, including the flying head, must have higher resonant frequencies in the access direction, that is, the radial in-plane direction (Watanabe et al., 1997) . On the other hand, the flexure part of the suspension has better resilience to carry read/write signals flexibly. For these reasons, the cantilever mode is considered as the compliance mode that has an effect on resilience of the flying head. In particular, the increase of flexibility generally reduces the flying height modulation in the operating condition, and helps the flying stability of OFH remain on disk surface. Then, it is very difficult to design a more flexible flexure without decreasing high resonant frequencies such as sway and 2nd torsion.
A better understanding of dynamic characteristics of OFH is essential. In addition, ''head slap'' due to shock loading becomes an increasingly important issue for using flying head system. The effective mass is a measure which determines the ''disk-head separation acceleration'' as a value for shock resistance about the head-suspension of OFH with gram load. That is, shock resistance becomes a greater problem in small form factor (SFF) optical storage devices. Generally, the external shock acceleration that causes head-disk interface (HDI) failures is related to the acceleration that causes the head-disk separation (Jen et al., 1997; Ohwe et al., 1996) .
The relationships between slider mass, suspension equivalent mass, head-disk separation acceleration (a s ), and load force on the slider (F). The effective mass (M eff ) is composed by the sum of slider mass and equivalent mass. Here, the suspension equivalent mass is the effective mass to determine the spring rate of the suspension as follows:
This equation means that the smaller suspension equivalent mass and slider mass, and larger load force are proper parameters to achieve higher external shock resistance in the head suspension assembly. However, the larger load force reduces the HDI durability against friction and wear between the disk and slider during contact start stop (CSS). The present study considers a fix value of the external force to 3gf and reduces the effective mass to increase the head-disk separation acceleration. The shape of the suspension and initially selected 15 design parameters considered in the study are shown in Fig. 6 . It is an integrated type that dose not interrupt an optical path. The length between the center of pivot and SIL is fixed at 13.0 mm and the tool hole is 6.5 mm off from SIL's center in order to meet the specification of an actuator suitable to 1.0 in. disk drive. The bound of suspension's thickness is determined from 0.4 to 1.0 mm in order to satisfy the fabrication and dynamic performance. The bent angle with an initial value of 16°is changed by the computing the vertical stiffness each design step. The sensitivity analysis is performed to select mostly effective design variables from 15 design parameters. Using design of experiment (DOE) technique, the 2-level orthogonal array based analysis of means (ANOM) concluded that 5 design parameters comparatively give weak influence on effective mass, and cantilever, 2nd torsion and sway modes. Therefore, the present study employs a total of 10 design variables out of 15 parameters.
The problem formulation for the optimization is suggested to improve the dynamic compliance of OFH and to shift the resonant frequencies caused tracking errors to high frequency domain. Also, the minimization of the effective suspension mass is taken into consideration. The suspension, including the flying head, must have higher resonant frequencies in the access direction, i.e. the radial in-plane direction. And also it must have better resilience. The initial model has one compliance mode, which is the cantilever mode. The present study designates the 2nd torsion and sway to the resonant frequencies that have to shift toward high frequency domain to avoid the tracking errors. Mode shapes of cantilever, sway and 2nd torsion are shown in Fig. 7 . The formulation for the optimization is composed to increase the mode frequencies of sway and 2nd torsion and keep the mode frequency for cantilever under an appropriate range. The mathematical formulation of the optimization of OFH suspension problem is states as follows :
subject to x cantilever 6 200 Hz ð17Þ
x 2nd torsion P 10; 000 Hz ð18Þ
x sway P 10; 000 Hz ð19Þ That is, such optimization problem implies that the ability of shock resistance should be efficiently maximized while the dynamic performance of OFH suspension is maintained as well. Using the above statement, the approximate optimization is conducted. It should be noted that the first constraint of Eq. (17) is Type Eq. (2), while Eqs. (18) and (19) are Type of Eq. (3). GA based BPN learning is performed using 500 training data. This design problem has a total of 10 design variables with 3 output natural frequencies. The optimized BPN architecture turns out to be two hidden layers with seven neurons for the first hidden layer and four neurons for the second hidden layer, i.e., 10 * 7 * 4 * 3. Generalization results of each of three natural frequencies are summarized in Tables 5-7 . For the cantilever mode, most of values in difference are greater than zero, while there are a number of negative values when they are deem to be numerically zero. For 2nd torsion and sway modes, their values are mostly negative since they use inequality constraints with lower limit. A positive value in difference is detected only when e is less than 0.1%. Subsequently, the approximate optimization of OFH suspension is explored using such GA based BPN meta-models. GA is also used as a global optimizer to determine optimal values of design variables. The approximate optimal designs are represented in Table 8 , wherein the optimal solutions obtained from the direct optimization (non-approximate optimization) is also compared. For the performance comparison as shown in Table 8 , both approximate optimal solution and direct optimal solution result in all the feasible designs; cantilever frequencies are less than 200 Hz, while 2nd torsion and sway frequencies are close to or larger than 10,000 Hz. Using approximate optimal solution, a single execution of FE analysis is performed to validate the proposed approach as shown in Table 8 as well. Actual values of three natural frequencies are all satisfied with constraint limits, even though the optimal objective functional value is increased. As results, three modes shapes from approximate optimization are shown in Fig. 8 .
Closing remarks
The paper discusses the implementation of BPN based meta-model that ensures the constraint feasibility in the context of global approximate optimization. In the present study, a traditional version of BPN learning is genetic algorithm to optimize the BPN architecture; the benefit of genetic algorithm is to take into account for not only interconnection weights between neurons of adjacent layers but also the number of hidden layers and the number of neurons in a layer as decision parameters in BPN learning. The present study considers only the meta-modeling of inequality constraint function that is bounded by either lower or upper limit. As further research in this context, the BPN based meta-modeling of inequality constraint function that is bounded by both lower and upper limits together is being developed.
