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1. 
A new approach to the classical problem of the contmuous dependence 
of solutions of systems of differential equations on parameters was originated 
by Krasnosel’skii and Krein [4] in 1955 and then developed by several 
authors, among others by Kurzweil [.5], K urzweil and Vorel [6], Antosiewicz 
[2], and Petrov [9], [ZO]. Its main idea may be roughly described as follows. 
Consider a sequence of initial-value problems 
x’ = fk(f, x), x(0) = Yk (k = 0, I,...), (1) 
with n-dimensional vector functions fk(t, X) satisfying the well-known 
Caratheodory conditions in a given strip [0, h] x Rn, and assume for K = 0 
that problem (1) has exactly one solution x,,(t), defined in the interval [0, h]. 
Denote by xa(t) (k = 1, 2,...) a (not-necessarily uniquely determined) 
solution of problem (1) and suppose, for the sake of simplicity, that am 
are all defined in [O, Jz]. Finally, assume that rlc + r0 as k + co and that 
lim jtfk(s, x) ds = jlfO(s, X) ds 
k+m o 
uniformly in a neighborhood of the graph of x,(t) in [0, h] x Rn. 
It turns out that assumption (2) which replaces the uniform convergence 
of the sequence{f,(t, x)} tof,(t, x used in the classical approach, in combina- ) 
tion with various other conditions on the functions fk(t, x), leads to the 
statement that the sequence (xrc(t)} is uniformly convergent in [0, h] to x,(t). 
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The above-mentioned additional conditions involve, in general and in one 
or another form, the equicontinuity of the functions f%(t, X) with respect to x 
(generalized Lipschitz conditions, restrictions on the moduli of continuity, 
etc.). 
In the case of linear systems of differential equations, 
x’ = A,(t) x, x(0) = Yk (k = 0, I,...), (3) 
the hypothesis of the uniqueness of x,,(t) is automatically satisfied, as is 
the assumption that the solutions xk(t) (K = 1, 2,...) are defined in [O, A], 
and condition (2) is equivalent to 
F+li c” A&) ds = j-” A,(s) ds, 
- 0 0 
uniformly in the interval [0, h]. But now, considering the simplicity of 
problem (3) in comparison with the much more general situation encountered 
in problem (l), one is inclined to conjecture that the remaining assumptions 
of the general theory are too restrictive. To give this conjecture a certain 
support, it might be observed that for a single linear differential equation 
(i.e., for n = I), all these additional hypotheses may be omitted (see 
Section 5 below), and in this case condition (4) by itself implies the conver- 
gence of the sequence of solutions of (3) for R = 1,2,... to the solution of (3) 
for K = 0. 
It is the object of the present paper to confirm this conjecture by stating 
a general theorem on the convergence of the sequence of solutions of problem 
(3) which, although it does not include as special cases all consequences 
of the general theory, seems in many directions to reach far beyond what 
a simple application of this theory to linear systems would yield. In addition, 
the special interest of the problem of continuous parameter dependence for 
linear systems of differential equations is motivated by needs of the general 
theory of linear problems for systems of nonlinear differential equations 
(for an application of this kind of the main result of this paper see [S]). 
2. 
For an n-dimensional real vector x = (x1 ,..., x,) and an II x 12 real matrix 
A = (aij}, let 
Let C” and 0X” denote, respectively, the linear space of all n-dimensional 
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vector functions x(t) = (xl(t),..., x,(t)) and the space of all n x n matrix 
functions A(t) = (I} defined and continuous in a given compact interval 
d = [0, h] of the real line R, with norms 
II x(t)ll = m={l x(t)1 : t E 4, I( A(t)11 = max{I A(2)/ : 1 E A}. 
Similarly, let Lln and Lyxn be, respectively, the linear space of all n- 
dimensional vector functions and the linear space of all n x n matrix 
functions defined and summable in A, endowed with their usual norms 
III Will = 1, I40 dt. 
In what follows an important role will be played by the mapping / of 
Lyxn into Cnx” which to any matrix function A(t) in Lyxn assigns its integral 
matrix; more specifically, 
For the sake of simplicity, we shall write A(t) in the place of J(A(t)). 
3. 
For a given matrix function Ak(t) in Lyxn and a given n-dimensional 
vector rlc (K = 0, l,...), let +(t) denote the unique solution (in the sense 
of Caratheodory) of the initial-value problem (3); xk(t) is a unique absolutely 
continuous n-dimensional vector function such that 
Xk(t) = rk + j-t A,@) xk(s) ds (t E A). (5) 
0 
Let u,(t) be the fundamental matrix solution of system (3); i.e., the 
absolutely continuous n x n matrix function such that 
q(t) = A,(t) u,(t), U,(O) = I (6) 
almost everywhere in A, or equivalently, 
Uk(t) = I + s” -‘%&) u,(s) d (t E 4, (7) 
0 
where I denotes the unit rr x n matrix. From (5) and (7) we have 
xk(t) = Uk(t) ‘k ’ (8) 
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THEOREM 1. For any sequences {A&) = {L&(t)) CLyXn and {rk) C Rn, the 
conditions 
imply that 11 xk(t) - x,,(t)// -+ 0 as k -+ co. 
Proof. From (8) and (10) it follows that it suffices to show that 
;+% II u?c(t) - UoWll = 0. (11) 
By (7), for k = 1, 2 ,... and t E A, we have 
&c(t) - uo(t) = j; [A&) UT&) - A,(s) UoWl ds 
Integrating the last integral by parts, we get 
udt) - uo(t) = jt Ao(W&) - U&)1 ds + L&P) - &WI U&I 
0 
- 
s 
1 [A,(s) - J,(s)] U;(s) ds. 
Introducing now in the last integral the right-hand side of (6) in place of 
U;(t), we obtain by simple estimates the inequality 
I udt> - U,(t)1 < II 4c - a, II II U, II (1 + Ill 4s III) 
+ j:, I A,(s)/ I U,(s) - UoWI ds 
and hence, by a straightforward application of the well-known Gronwall 
inequality, we get 
/I uk - uOII < ak// ukiI (h = 1, 2,...), (1-a 
where the factor 
0~~ = llak - ~ollU + lll~~lII~~~~~lll~~lI0 (h = 1, 2,...) 
goes to zero as K + co. Now, from (12) it follows that 
11 LJk I/ < /I uO 11 + // uk - uO // < // uO II + OIk // uk 11 (h = 1, 2,...), 
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which implies that the sequence (11 U, II} is bounded and this, in turn, 
implies (11) and completes the proof. 
As a simple consequence of Theorem 1 we can state an analogous result 
for the sequence of inverse matrices {U;‘(t)}. Namely, we have the following: 
COROLLARY 1. Under the hypotheses of Theorem I, 
1) U,‘(t) - U,‘(ty - 0 as k-00. 
Proof. It suffices to observe that from the uniform convergence of the 
sequence (U,(t)} to U,,(t) and from the inequalities 
det U,(t) # 0 (k = 0, l,...; t E d), 
it follows that there is a positive constant 6 such that 
1 det U,(t)] >, 6 (k = 1, 2,...; t E d). 
Then apply the standard formula for the computation of an inverse matrix. 
4. 
Condition (9) in Theorem 1 is satisfied, in particular, if 
(13) 
and if the sequence (111 A, Ill} ’ is b ounded. This enables us to give Theorem 1 
an interesting topological interpretation. 
First of all we introduce in the space L;Ix”, in addition to the norm 1 (] ] / 1, 
a second norm I] I],, defined by j] A(t)jlo = jj J(Qj for each A(t) in Lyx”. 
Since the topology induced in Lyx” by this norm is weaker than that induced 
by the norm / / ( I 11, we may say that, in the terminology of Alexiewicz [I], 
the triple (LTx”, //I I( 1, // Ilo) is a two-norm space. 
Now, according to the explicit definition of convergence in a two-norm 
space, condition (13)-i.e., the condition 
along with the boundedness of the sequence { ( I/ A, 11 I}-is equivalent to the 
statement that the sequence (Ak} is convergent to A, . Let F : L;fxn - Cnx” 
be the mapping which assigns to each matrix function A(t) in LTx” the 
fundamental matrix solution U(t) of the system x’ = A(t) x of linear 
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differential equations. Then Theorem 1 states that F is a continuous 
mapping from the two-norm topology in Lyxn to the norm topology in Cnxn. 
By Corollary 1, the same is true for the mapping F’ : Lyxn - CnXn, which 
assigns U-r(t) to A(t). This yields a striking example of a natural use of 
the concept of a two-norm space (for other interesting examples see 
Fichtenholz [3] and Alexiewicz [I]). 
We can also state this conclusion in a somewhat different form which is 
quite useful in applications (see [S]): 
COROLLARY 2. If M is a set in the space Lyxn bounded in the norm 111 11 I,
then the restrictions of mappings F and F’ to M are continuous from the topology 
in Lyxn induced by the norm 11 II,, to the norm topology in CnXn. 
Since the topology induced in Lyxn by the norm ) 1 j /) ( is stronger than 
that induced by the norm jj &, , we obtain immediately from Corollary 2 
the following well-known result: 
COROLLARY 3. The mappings F and F’ are continuous from the topology 
induced in LT”” by the norm 111 (I( to the norm topology in CnXn. 
5. 
For n = 1 problem (3) reduces to a single differential equation 
x’ = ak(t) x, 4) = rk , 
where adt) is a summable function, and its solution xk(t) is given by the 
explicit formula 
dt) = rk exp (Jl a.44 A). 
It is clear, therefore, that (( q(t) - x&t)l[ + 0 whenever I( &(t) - i&,(t)[l + 0, 
so that in this case, condition (9) is too strong and may be considerably 
weakened by canceling the second factor. It turns out, however, that, 
beginning with n = 2, condition (9) is essential for the validity of Theorem 1 
and cannot be replaced even by the following slightly less restrictive 
requirement: 
glpL -&II = 0 and liy+yPllA, -&II Ill&l/l < c-0. (14) 
To see this, consider the sequence of 2 x 2 matrices of the form 
A(t) = [ 
kr/2 cos kt kljz sin kt 
0 0 I 
(k = 0, l,...) 
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and the corresponding sequence of the initial-value problems 
24’ = (W2 cos kt) u + (W sin Kt) 21, u(0) = 0 
(k = 0, l,...). (15) 
v’ = 0, w(0) = 1 
The sequence {Ak(l)) satisfies conditions (14). The solutions (uk(t), w,+(t)) of 
(15) are given by the explicit formulas 
.r t u,+(t) = k1J2 0 sin k exp & (sin kt - ( sinks) ds, vk(t) = 1 (k = 1,2,...) ) 
and u,,(f) = 0, u,(t) = 1. It is easily seen that 
%(t) = - it + O(k-l/2), 
so that the sequence {u,(t)) does not converge to u,(t). 
6. 
An initial-value problem for a nonhomogeneous system of differential 
equations, 
x’ = A(t) x + 6(t), x(0) = Y, 
where the matrix A(t) = {I} is in LTXn, b(t) = (b,(t),..., b,(t)) is in L,” 
and r = (ri ,..., Y,), is obviously equivalent to an analogous problem for an 
(n + I)-dimensional homogeneous ystem 
Y’ = &)Y, Y(O) = s, 
with y = (xi ,..., xn+r), s = (rl ,..., Y, , I); the (n + 1) x (n + 1) matrix 
B(t) = {bii(t)} where bJt) = I for i, j = l,..., n, b,+ri(t) = 0 for 
i = l,..., n + 1, and &+1)(t) = 6,(t) for i = l,..., n. It is clear therefore 
how Theorem 1 and its corollaries may be formally extended to linear 
nonhomogeneous ystems. 
It is also clear that a standard reduction of a linear differential equation 
of the nth order, 
X(n) + q(t) x-1) + *.* + L+(t) x = b(t), 
to a linear system would yield analogous results for linear differential 
equations of higher orders. 
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7. 
From Theorem 1 we can easily derive analogous results for general 
boundary-value problems. In what follows we confine ourselves to the 
simpliest consequence of that theorem for linear homogeneous systems, but 
it should be noticed that, unlike for initial-value problems, the trivial 
reduction of nonhomogeneous systems to homogeneous ones does not yield 
satisfactory information in the sense that it be relevant for applications to 
the general theory of linear boundary-value conditions (see [S]). 
The continuous parameter dependence of solutions of boundary-value 
problems has been recently discussed from other points of view by Whyburn 
[Z2] and Santagato [II] for some special nonlinear systems, and by Lasota 
and Opial [7] for general nonlinear systems. 
Let L(C”, I?“) be the space of all linear continuous mappings of the 
space C” into the space RG, endowed with its usual norm: for T : C” + R”, 
II Tll = wp{I TM1 : II 44ll G 11. 
For given AJt) in L;Zxn, Tk in L(C”, R”), and rk in R” (k = 0, l,...), we 
consider the sequence of boundary-value problems 
x’ = i&(t) x, Tkx = yk (k = 0, I,...). (16) 
Let T,“U,(t) (k = 0, l,...) be the n x n matrix obtained by the application 
of Tk to every column of the fundamental matrix U*(t). It is well-known 
that problem (16) has a unique solution if and only if 
det TIEnlJk(t) # 0, (17) 
and that, whenever (17) is satisfied, this unique solution xk(t) is given by 
the formula 
xk(t) = Uzx(Q’Trc”Gc(W YI: ,
which leads immediately to the following: 
(18) 
THEOREM 2. Let the sequences {AK(t)} CLyxn and{r,} C R” satisfy conditions 
(9) and (10). Suppose that the sequence {Tk) CL(Cn, Rn) converges to T,, and 
assume that, for k = 0, problem (16) has exactly one solution x&t). Then for k 
su$G=ntZy large, problem (16) has one and only one solution x~( t) and 
(19) 
Proof. By assumption, condition (17) is satisfied for k = 0. From 
Theorem 1 it follows that U,(t) - U,,(t) uniformly in .4. Hence, since 
Tk --f T,, , we conclude that the sequence {TknUk(t)} converges to T,,“Uo(t). 
PARAMETER DEPENDENCE IN LINEAR SYSTEMS 579 
This implies that condition (17) is satisfied for k sufficiently large, say, 
for k 2 K. Hence, for k >, K, problem (16) has exactly one solution xk(t) 
given by (18). N ow assertion (19) follows immediately from the form of 
formula (18) and from (10) and (11). 
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