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Abstract
This work deals with the advancement of wideband (i.e., 150 Hz to 7 kHz frequency
range) hands-free systems (HFSs) for mono- and stereophonic cases of application.
Furthermore, innovative contributions to the corresponding field of quality evaluation
are made. The proposed HFS approaches are based on frequency-domain adaptive
filtering for system identification, making use of Kalman theory and state-space mod-
eling. Simultaneous satisfaction of several independent quality aspects is key to proper
speech enhancement system development. Therefore, functional enhancement mod-
ules are developed in this work, which improve one or more of these quality aspects,
aiming at not to harm others. In so doing, these modules can be combined in a flex-
ible way, dependent on the needs at hand. The monophonic HFS, enhanced in this
way, is evaluated according to automotive recommendations of the standardization
sector of the International Telecommunication Union (ITU-T Rec. P.1110/P.1130),
to prove its customized efficacy. Furthermore, a novel methodology and, based upon
this, a technical framework are introduced in this work to improve the prototyping and
evaluation process of automotive hands-free and in-car-communication (ICC) systems.
The monophonic HFS in several configurations hereby acts as device under test (DUT)
and is thoroughly investigated, which will show the DUT’s satisfying performance, as
well as the advantages of the proposed development process.
As current methods for the evaluation of HFSs in dynamic conditions oftentimes
still lack flexibility, reproducibility, and accuracy, this work introduces “Car in a Box”
as a novel, improved system for this demanding task. It will be shown, that it is able
to enhance the development process by performing high-resolution system identifica-
tion of dynamic electro-acoustical systems, as they are present, e.g., if a car’s driver
moves during a hands-free call. The extracted dynamic impulse response trajectories
are then applicable to arbitrary input signals in a synthesis operation. In so doing, a
realistic dynamic automotive auralization of a car cabin interior is available for HFS
evaluation. It is shown that this system improves evaluation flexibility at guaranteed
reproducibility. In addition, the accuracy of evaluation methods can be increased
considerably by having access to exact, realistic impulse response trajectories acting
as a so-called “ground truth” reference. If the Car in a Box is included into an auto-
motive evaluation setup, there is no need for an acoustical car interior prototype to
be present at this stage of development, as will be shown. As these prototypes are
typically not available easily/cost-efficiently, the Car in a Box may therefore ease the
HFS development process. As shown in this work, dynamic acoustic replicas may be
provided including an arbitrary number of acoustic car cabin interiors for multiple
developers simultaneously. With Car in a Box, speech enhancement system developers




Die vorliegende Arbeit beschäftigt sich mit der Weiterentwicklung breitbandiger (Fre-
quenzbereich 150 Hz bis 7 kHz) Freisprechsysteme für mono- und stereophone Anwen-
dungsfälle und liefert innovative Beiträge zu deren Qualitätsmessung. Die vorgestellten
Verfahren basieren auf im Frequenzbereich adaptierenden Algorithmen zur Systemi-
dentifikation gemäß der Kalman-Theorie in einer Zustandsraumdarstellung. Bei der
Entwicklung von Systemen zur Sprachsignalverbesserung muss darauf geachtet wer-
den, verschiedenen unabhängigen Qualitätsanforderungen gleichzeitig zu genügen. Da-
her werden in dieser Arbeit funktionale Erweiterungsmodule dahingehend entwickelt,
dass mindestens eine dieser Qualitätsanforderungen verbessert wird, ohne andere ekla-
tant zu verletzen. Diese nach Anforderung flexibel kombinierbaren algorithmischen Er-
weiterungen werden gemäß international anerkannter Empfehlungen des Standardisie-
rungssektors der International Telecommunication Union (ITU-T Rec. P.1110/P.1130)
in vorwiegend automotiven Testszenarien getestet und somit deren zielgerichtete Wirk-
samkeit bestätigt. Des Weiteren wird eine Methodensammlung und darauf aufbauend
ein technisches System zur verbesserten Prototypentwicklung und Evaluation von au-
tomotiven Freisprech- und Innenraumkommunikationssystemen vorgestellt und bei-
spielhaft mit dem monophonen Freisprechsystem in diversen Ausbaustufen zur An-
wendung gebracht. Daraus entstehende Vorteile im Entwicklungs- und Testprozess
von Systemen zur Sprachverbesserung werden dargelegt und messtechnisch verifiziert.
Bestehende Messverfahren zum Verhalten von Freisprechsystemen in zeitvarianten
Umgebungen zeigten bisher oft nur ein unzureichendes Maß an Flexibilität, Reprodu-
zierbarkeit und Genauigkeit. In dieser Arbeit wird daher das “Car in a Box”-Verfahren
entwickelt und vorgestellt, mit dem zeitvariante elektro-akustische Systeme, wie zum
Beispiel Fahrerbewegungen im Fahrzeug während der Freisprechtelefonie, technisch
identifiziert werden können. Daraufhin können die so gewonnenen dynamischen Im-
pulsantworten im Labor in einer Syntheseoperation auf beliebige Eingangsignale ange-
wandt werden, um realistische Testsignale unter dynamischen Bedingungen zu erzeu-
gen. Bei diesem Vorgehen wird ein hohes Maß an Flexibilität bei garantierter Repro-
duzierbarkeit erlangt. Es wird gezeigt, dass die Genauigkeit von darauf basierenden
Evaluationsverfahren zudem deutlich gesteigert werden kann, da mit dem Vorliegen
von exakten, realen Impulsantworten zu jedem Zeitpunkt der Messung eine sogenannte
“ground truth” als Referenz zur Verfügung steht, welche unter regulären Bedingun-
gen nicht verfügbar wäre. Bei der Einbindung des “Car in a Box”-Systems in einen
Messaufbau für automotive Freisprechsysteme ist es bedeutsam, dass zu diesem Zeit-
punkt das eigentliche Fahrzeug, das ohnehin zum Entwicklungszeitpunkt neuartiger
Freisprechsysteme oft nur als Prototyp existiert und somit nur selten, und daher kost-
spielig, zur Verfügung steht, nicht mehr benötigt wird. Es wird gezeigt, dass eine
dynamische Fahrzeugakustikumgebung, wie sie im Entwicklungsprozess von automo-
tiven Sprachverbesserungsalgorithmen benötigt wird, in beliebiger Anzahl vollständig
und mindestens gleichwertig durch das “Car in a Box”-System ersetzt werden kann.
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Modern speech telecommunication is a technology most people do not want to miss
in their everyday life. With advancing improvements in terms of technology, user ex-
pectancy gradually comes to the point, that technically-assisted telecommunication
has to be on-par with direct face-to-face communication between humans. To match
this upcoming requirement, communication quality and naturalness must not signifi-
cantly be harmed by the technical platform providing the telecommunication channel.
In the subfield of telephony, the use of hands-free (HF) equipment does not only aim
at providing this necessary improvement in quality and comfort, but is also oftentimes
required by law, when automotive usage is considered. With upcoming enhancements
in driving comfort and infotainment system capabilities in this context, the automotive
telecommunication equipment therefore equally has to make progress in its capabilities
and sound quality. The fact, that driver distraction is still a considerable concern—
even though HF equipment may be used—further clarifies the need for advancements
in usability and quality of automotive telecommunication equipment [ITU-T 2010].
To allow for conversations with high technological quality and low driver distraction,
full-duplex conversation capabilities with no perceivable signal distortions, like echo
or background noise, are essential. This is only achievable, if the hands-free system
(HFS) provides robustness against near-end disturbances, as they are not only present
during periods of double talk (DT). [ITU-T 2015a, ITU-T 2015b, Jung and Fingscheidt
2014]
In addition, speech signal components should be transmitted as transparent as possi-
ble, to retain a natural conversation experience. If necessary, only slight gain variations
for certain frequency ranges should be pursued, to allow for attenuation of the lower
frequency parts typically predominated by car background noise, whilst increasing the
emphasis for mid to high frequency ranges, being considered important for speech in-
telligibility. Additionally, the acoustical bandwidth of the provided telecommunication
channel must not unduly fall short of the typical human hearing frequency range of
roughly 20 Hz to 20 kHz [Rossing 2007, pp. 747f]. This is due to the fact that strong
limitations of the available frequency range may lead to degradations in the form of
loss in speech quality or intelligibility.
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In the 1960s era of HF telecommunication, not all of these needs could be achieved
simultaneously. Besides offering only a strongly-limited frequency range of around
300 Hz to 3.4 kHz (narrowband, NB) due to transducer and channel shortcomings, the
less-dominant speaker typically was muted completely to achieve the required echo
reduction (voice controlled switching). Eventually, echo and noise cancellation only
worked insufficiently at the required speech component quality level. [Hänsler and
Schmidt 2008]
These shortcomings oftentimes led to the situation, that overlapping sections of con-
versation, as they commonly occur if talkers try to interrupt or give feedback, became
impossible or the disturbances, caused by residual echo or noise, made the conver-
sation less satisfying. In both cases, speech component quality was still considered
clearly inferior to face-to-face speech communication. To partly address this problem,
a two-fold approach was attempted: Periods of single talk (ST) should be handled
with only minor or no speech component degradation. Periods of double talk, how-
ever, should lead to a stall of filter adaptation to avoid misadaptation to the speech
component. Due to the requirement of such a decision-making instance, oftentimes a
so-called double-talk detector (DTD) was implemented.
To better address the changes in communication flow and echo path changes, the
use of adaptive acoustic echo cancellation (AEC) filters became the typical approach
of choice in the 1970s and 1980s. Prominent algorithm representatives comprise the
normalized least mean squares (NLMS), affine projection (AP), recursive least squares
(RLS), and frequency-domain adaptive filter (FDAF) algorithms. All of the algorithms
mentioned above iteratively update filter coefficients in the time or frequency domain
by means of a step-size parameter. However, by choosing the step-size parameter’s
value too conservative, the filter may either suffer from a lack of adaptiveness in a
dynamic environment or, by choosing it too aggressive, from instability. Adapting
this step-size parameter in a reasonable way over time and/or frequency typically
leads to a distinct improvement in this aspect. Thus, it could be considered as a
suitable trade off.
Though knowledge about signal characteristics at the far-end side may be incorpo-
rated into these algorithms, the near-end side signal mixture—consisting of observation
noise / near-end speech and echo path characteristics—was typically not considered in
the filter adaptation process. This, however, is the scope of so-called Kalman filters,
which are able to cope with an error-prone measurement signal input at the near-end
side of the communication chain. [Hänsler and Schmidt 2004, Hänsler and Schmidt
2008]
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In this work a monophonic HFS is introduced which makes use of Kalman filter the-
ory to achieve a high robustness against filter misadaptation, mainly caused by mea-
surement noise. By employing a Markovian state-space model in reply to the challenge
of time-variant echo path parameters, a high tracking performance can be achieved. As
a specialty of this HFS, this Kalman setup is able to achieve synchronously-matched
adaptation of both AEC filter and noise reduction postfilter. This not only consti-
tutes an elegant design, it also eases the adaptation process and improves the mutual
interaction and stability. The lack of an explicit DTD module is overcompensated
by implicit consideration of far- and near-end speech power spectral density (PSD)
estimation. This leads to the result, that the algorithm excels in terms of double-talk
performance and robustness to near-end disturbances.
As one of the main contributions of this work, the above state-of-the-art algorithm,
as known from literature [Enzner and Vary 2006], is considerably improved by means
of several functional enhancement modules. The modularized character of these en-
hancements offers a high amount of flexibility in customizing the algorithm, according
to the needs at hand. The introduced enhancement modules address the following
disciplines: Complexity and delay reduction by means of postfilter decimation and
reference input delay; improved steady-state performance by means of a Kalman con-
straint and step size smoothing; increased residual echo/noise reduction by means of
high-pass noise filtering, postfilter constraint, adaptive noise floor, and noise block-
ing; accelerated filter adaptation by employing a filter weight memory and shadow
filter; instantaneous filter adaptation by means of AEC and VAD reset; improved
speech quality by means of enhanced signal equalizing and normalization, postfilter
weight smoothing, and comfort noise injection; better energy efficiency by means of
audio amplifier (AMP) remote control. As a guidance to implementors of this HFS,
recommended parameters for an automotive and an office setup are provided.
In contrast to this monophonic HFS, a state-of-the-art stereophonic AEC system (cf.
[Malik and Enzner 2011a]) is introduced and enhanced in two aspects: the estimation
of noise covariance matrices is improved and a perceptually-motivated decorrelation
preprocessor is integrated (cf. [Jung et al. 2014]). Both approaches lead to the
achievement of a better adaptation in the presence of mutually-correlated downlink
signal channels.
Independent of the intended place of use of HF telephony equipment—be it au-
tomotive, pedestrian, or home/office usage—steady progress in development is only
achievable in conjunction with proper evaluation accompanying the development cy-
cle of the device. Whereas subjective evaluation by means of expert listeners or a
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statistically-significant group of naïve listeners can be considered the “gold standard”
of quality evaluation, restrictions in resources or the desire for automatable testing
procedures may favor the (additional) realization of objective/instrumental1 measure-
ment tasks.
To achieve reproducibility and comparability among laboratories, a standardized
procedure for subjective and instrumental evaluation of (automotive) telecommuni-
cations equipment is necessary. This crucial task is performed continuously by, e.g.,
the German “Verband der Automobilindustrie” (VDA) or, on a more global scale
the “European Telecommunications Standards Institute” (ETSI) and “International
Telecommunication Union” (ITU). Due to its broad and contemporary international
portfolio in the field of automotive telecommunications technology and the comprehen-
sive coverage by measurement systems, in this work focus is lead on the publications of
the standardization sector of the ITU, the so-called ITU-T recommendations. There-
fore, in this work light is shed on subjective evaluation of automotive HFSs, based on
ITU-T recommendations. However, the topic of instrumental evaluation is covered in
greater depth. Suitable measurement procedures for the task at hand are emphasized
and conducted for the device under test (DUT), the enhanced monophonic HFS pre-
sented before. The corresponding measurement results, stemming from standardized
tests, are evaluated and put in relation to results, which were achieved by applying
evaluation measures most common and suitable in research. These science-related
measures are discussed in detail and further innovative methodologies, especially for
the testing of telecommunication systems in highly time-varying environments, are
proposed and critically investigated.
These new measures are put into context with an innovative measurement and pro-
totyping system proposal, which aims at improving the development and evaluation
cycle of established and new automotive teleconferencing (ATC) systems. These ATC
systems comprise automotive HF and in-car communication (ICC) systems or their
symbiosis. This so-called “Measurement and Prototyping System for Automotive Tele-
conferencing” is introduced as a methodology and platform for innovative research,
development, and in-depth evaluation. It is meant to be helpful for both researchers
and developers of automotive telecommunication devices.
Though being a consistent system of signal measurement and processing compo-
nents, it is meant to be equipped in a car prototype for maximum realism of the
auditory environment. Despite the fact that it should not be regarded as an easily-
1In this work, the term “instrumental” evaluation is given favor, as opposed to “objective” evalua-
tion. This is due to the fact, that oftentimes instrumental quality measures aim at the emulation
of subjective perception of human listeners, hence not being “objective”.
4
portable device due to its weight and size, emphasis has been put on the goal of mobile
usage with a self-contained automotive power concept and flexible, yet manageable,
interfaces to the car.
As covered above, sophisticated standardized measurement procedures and perfor-
mance indicators exist for the evaluation of time-invariant ATC systems. The per-
formance assessment of dynamically-changing acoustic environments, however, is not
yet well covered by ITU-T or other institutions. Therefore, a dynamic system iden-
tification and synthesis methodology is proposed in this work, to cover this task. It
also addresses the practically-relevant issue of ressource conflicts (e.g., acoustic car
prototypes) during the joint development of ATC systems and new car models.
As an acoustic car prototype is not always easily available to the telecommunica-
tion system developers—especially at early car development stages and/or in larger
quantities—a cheaper and readily-available laboratory desk device is desirable for
static/dynamic ATC evaluation. By means of the so-called “Car in a Box” an innova-
tive remedy is proposed in this work to address this demand. In addition, a welcome
reduction of required time and expenses is accompanied with greatly improved flexi-
bility and reproducibility in the measurement process. The said simulation device is
able to make a digital replica of the car prototype’s acoustics available for DUT test-
ing at the developer’s desk. In a preliminary step, which can also take place during
the device’s enrollment phase, a technical identification of the static and/or dynamic
acoustic environment is performed by means of a novel excitation signal and anal-
ysis. In a second step, which is typically performed at the developer’s desk during
evaluation of the automotive telecommunication device, a reproducible signal synthe-
sis with flexible parameter and input signal options is performed. During this step,
the DUT is connected to the Car in a Box device as if it was fitted in a real acoustic
car environment with a plurality of loudspeakers and microphones. Based on this
Car in a Box methodology, a working real-time hardware prototype device was set up
and is described in this work. Applicable in the field of, e.g., automotive or office
speech enhancement scenarios, this device is able to provide a flexible prototyping and
evaluation environment for a vast range of HF, ICC, or ATC devices.
This work is structured in the following way:
Chapter 2 deals with the design of monophonic and stereophonic HFSs. Starting
with a general introduction of the HF problem, an overview of state-of-the-art HF
algorithms is given. This comprises time-domain and frequency-domain solutions, as
well as postfilter and near-end signal enhancement schemes. A monophonic HFS is
presented, whereas advancements are included by means of functional enhancement
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modules. Similarly, a state-of-the-art stereophonic AEC algorithm is presented, after
briefly covering the nonuniqueness problem, which is commonly found in multichan-
nel AEC systems. Enhancements to this algorithm are introduced, which mainly
cover improvements to the estimation of noise covariance matrices. Furthermore,
a perceptually-motivated decorrelation preprocessor is presented, which aims at ad-
dressing the nonuniqueness problem. This enhanced stereophonic AEC is tested in an
automotive scenario.
Chapter 3 introduces a so-called “Measurement and Prototyping System for Auto-
motive Teleconferencing”, which is a proposal for a novel measurement system, capable
of in-depth evaluation of speech enhancement systems on a signal component level. It
is based on the assumption, that a signal mixture can be split up into three linearly-
superposable components (speech, echo, and noise) at the microphones. A setup of
three measurement stages is introduced, being noise data acquisition, speech data ac-
quisition, and communication simulation. It has to be stated, that only the first stage
takes part in a moving vehicle. The proposed system is then described according to
four different points of view. The chapter ends with an exemplary coverage of the
noise data acquisition and live demonstration tasks.
Chapter 4 covers the evaluation of HFSs. Starting with an introductory presentation
of different quality aspects and the field of subjective quality evaluation, instrumen-
tal evaluation methodologies and measures are the remaining and major part of this
chapter. Lead by two perspectives, researcher-based and implementor-based quality
evaluation, the monophonic HFS with its functional enhancement modules acts as
DUT. It is instrumentally evaluated in depth by state-of-the-art and novel quality
measures. Finally, a new methodology for dynamic evaluation of speech enhancement
systems is proposed and put into action with the DUT.
Chapter 5 covers the topic of dynamic evaluation of speech enhancement systems
in a very practical and detailed manner. The Car in a Box concept is introduced,
depicting a methodology and technical device which allows for realistic auralization
of time-variant interior car cabin interiors. This then can be used for the evaluation
of dynamic speech enhancement systems. Based on perfect sweep excitation signals
and NLMS system identification, it is able to acquire high-resolution impulse response
trajectories for later signal synthesis, to generate arbitrary dynamic test signals.
Chapter 6 provides conclusions.
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Modern telecommunication plays an increasingly important role in our everyday life.
Telecommunication systems therefore have to bring along a plurality of features to
achieve the desired impact in terms of quality, user experience, acceptance, innova-
tion, and security. Among these features, high-quality HF capabilities are greatly de-
manded in office, home, or car environments. Referring to automotive systems, these
HF capabilities are even mandatory in many countries due to security regulations [Eu-
ropean Commission 2009, ITU-T 2015c]. They aim at providing better usability and
quality of the telecommunication to the passengers using it. Furthermore, if extended
with a near-end speech enhancement system, like in-car communication (ICC) or ar-
tificial bandwidth extension (ABE), improvement in quality and intelligibility can be
provided to all car passengers even beyond the limitations of the telecommunication
channel [Lüke et al. 2014, Abel et al. 2016].
In this work the focus shall lie on the design and implementation of HFSs and
their quality evaluation. The quality and usability of an HFS is influenced by several
properties, as there are, e.g., acoustical bandwidth, speech transparency, background
noise behavior, echo reduction, algorithmic delay, and duplex capabilities.
Whereas trivial approaches easily achieve some of these quality criteria—as it may
be, e.g., very strong echo suppression by muting the interfering speaker’s voice during
near-end voice activity (excessive gain loss control)—the remaining criteria may be
severely harmed; as it would be the case for the system’s duplex capabilities in our
example [Hänsler and Schmidt 2004]. Therefore, several sophisticated approaches to
achieve the best overall HF quality have been developed over the past decades. Some
of these state-of-the-art HFSs will now be introduced, categorized, and evaluated in
terms of the above quality criteria. Furthermore, a monophonic and a stereophonic
algorithmic solution to the HF problem is proposed in the second and third section of
this chapter.
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The Hands-free Problem
In a typical telephony scenario, i.e., handset setup, the user’s ear and mouth are
very close to the telephony terminal; hence, resulting in a very good coupling be-
tween the electro-acoustical transducers (loudspeaker/microphone) and their “hu-
man counterpart” (ear/mouth). This results in minimized stray effects: neither a
notable amount of the far-end loudspeaker signal can re-enter the telephony loop
over the microphone, nor the background noise level can significantly decrease the
send signal’s speech quality. This is due to the fact, that the near-end speech com-
ponent is significantly louder compared to the highly-attenuated noise component.
This situation, however, drastically changes as soon as HF telephony is considered.
Here, the spatial distance between the transducers and the user’s ears and mouth is
many times higher compared to the previous case; thus resulting in a considerably
smaller acoustic coupling. The increased excitation of the acoustical environment
(in between loudspeaker(s) and microphone(s)) results in an increased echo being fed
back into the telephony loop and in a worse signal-to-noise ratio; both significantly
harming the speech quality and intelligibility at the far end of the conversation
route.
To cope with these two problems, acoustical echo and extensive background noise,
the HFS is incorporating algorithmic measures. Typically, the acoustic echo canceler
estimates the echo path’s impulse response and subtracts a digital echo signal replica
from the microphone signal. Noise reduction schemes, however, oftentimes estimate
the background noise’s power spectrum and subtract it from the noisy spectrum
(spectral subtraction). A variant of this algorithm is attenuating the noisy spectrum
in a multiplicative way, hence being called “spectral attenuation”.
Digression
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Figure 2.1: General overview of a typical hands-free system
2.1 Overview of State-of-the-art Hands-free Systems
HFSs typically consist of an adaptive filter hˆ(n), with sample index n, to mimic the
transmission characteristics of the loudspeaker-enclosure-microphone (LEM) system.
This depicts the transmission path in between the downlink signal x(n) and the mi-
crophone signal y(n), thus being the near-end electro-acoustical system, as it is shown
in Fig. 2.1. This filter is then used to estimate a digital replica dˆ(n) of the echo signal
d(n), across the LEM system, so that it can be subtracted in phase at the near-end
microphone. The microphone signal y(n) is a mixture of the three components echo
d(n), near-end speech s(n), and background noise n(n). After this echo cancellation,
the residual microphone signal is now mostly echo free, but still contains the near-end
speech and background noise component and is therefore then subject to postfiltering.
Here, the aim typically is to further reduce the residual echo (mainly caused by AEC
filter mismatch and/or nonlinear LEM systems) and the noise component, allowing
the near-end speech component to pass in the best possible quality. This enhanced
speech signal sˆ(n) is then available for appropriate source and channel encoding and
transmission to the far-end telecommunication partner. Since the enclosure most cer-
tainly is subject to acoustical change due to geometrical dislocation, the enclosure’s
impulse response h(n) is varying over time, which makes continual adaptation of the
estimated filter response hˆ(n) necessary2.
With upcoming mobile wideband (WB) speech transmission3 (oftentimes marketed
as HD Voice; HD: high definition) at a sampling rate of fs = 16 kHz, there are a couple
2Loudspeaker and microphone can be assumed here as almost time-invariant, since drift caused by
wear and tear typically has very high time constants (i.e., slow).
3According to ITU-T P.1130 [ITU-T 2015b], wideband speech “allows the transmission of a vocal
frequency range of at least 150 Hz to 7 kHz.”
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more obstacles to be solved during the development process of an HFS. The notably
higher sampling rate, compared to the common narrowband (NB) sampling rate of
fs = 8 kHz, causes a considerable increase of computational complexity and can also
lead to unwanted side effects when porting an NB algorithm4 [Beaugeant et al. 2006].
As the tolerable computational complexity typically is more or less strongly pro-
nounced in the intended use case, the algorithm designer is given the choice of the
processing domain. Whereas time-based approaches oftentimes can be considered as
computational heavy compared to frequency-based approaches (which usually need
block processing for their fast Fourier transformation), they may have the advantage
of less algorithmic delay or simpler algorithmic structure.
2.1.1 Time-based AEC Approaches
Typical representatives of time-based HFSs are based on the least mean squares (LMS)
algorithm or its normalized form (NLMS) [Qureshi 1985, Shin et al. 2004, Paleologu
et al. 2015, Ciochină et al. 2016], AP [Ozeki and Umeda 1984, Gay and Travathia
1995, Shin et al. 2004, Ciochină et al. 2015], RLS [Carayannis et al. 1983, Haykin
et al. 1997, Carini et al. 2011], or Kalman algorithms [Kalman 1960, Carayannis
et al. 1983, Haykin 2002, Hänsler and Schmidt 2004, Paleologu et al. 2013]. These
time-based AEC approaches oftentimes feature a rather simple algorithmic structure
with the ability to work on a per-sample basis. This, on the one hand, allows for zero
or low delay, but, on the other hand, may lead to very high computational complexity
if long impulse responses shall be modeled. Especially if the sampling frequency is
high and the whole filter impulse response vector is adapted at every single sampling
iteration, this can lead to non-negligible stress for the computing platform.
By means of block processing, i.e., adapting the filter vector once per block of
input samples, this problem may be reduced [Lee and Un 1986, Shynk 1992, Hänsler
1994]. Albeit being computationally efficient, this leads to algorithmic delay and,
in the first place, to a slower convergence rate. Due to the fact that most of these
algorithms make the assumption of a spectrally white echo signal—despite the inherent
correlation oftentimes found in echo signals—adaptation can only take place in the
limited direction of the error signal vector. Though decorrelation methods for the
excitation signal exist (e.g., [Haykin 2002] and others), the reduced convergence rate
can best be addressed with convergence-optimized algorithms, like RLS or Kalman.
4This becomes even more apparent with super wideband (SWB) (fs = 32 kHz) or full band (FB)
(fs = 48 kHz) approaches.
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It should be noted, however, that despite having a high convergence rate, the track-
ing performance may still suffer. This is due to the fact that adaptation of a well-
converged system model to impulse response (IR) changes only takes place in little
increments (the so-called “step size”). Additionally, adaptation is oftentimes reduced
during double-talk scenarios, to minimize maladaptation to the near-end speech sig-
nal. This requires a robust, explicit (or implicit) DTD scheme. [Hänsler and Schmidt
2004]
2.1.2 Frequency-based AEC Approaches
Adaptation of the filter coefficient vector in a transform domain, like subband or
frequency domain, may circumvent some of the above mentioned deficiencies. However,
care should be taken to avoid introducing other, possibly more perturbing, problems
by this approach. Nevertheless, filter adaptation in the subband domain, for example,
can significantly reduce computational complexity by splitting the signal into several
subbands by means of a filter bank [Allen and Rabiner 1977, Gilloire and Vetterli 1988,
Löllmann and Vary 2007, Steinert et al. 2008a, Löllmann 2011, Lee et al. 2009]. Due
to this, each of the subband signals can be analyzed separately, whereas subsampling
can be applied and individual filter lengths can be chosen. Additionally, convergence
speed is improved, since each subband can be assumed as spectrally white.
As an attractive alternative to subband filter adaptation, FDAF algorithms can
be used [Shynk and Gooch 1985, Borrallo and Otero 1992, Enzner and Vary 2006].
Typically, this means that at least adaptation of the impulse response model and
estimation of the echo signal replica is performed in the frequency domain. This then
allows to compute frequency-dependent parameters, like optimal step size vectors. The
inversely-transformed estimated echo signal can then be used to filter the microphone
signal in time domain [Enzner and Vary 2006] or frequency domain [Küch et al. 2014,
Malik and Enzner 2012].
2.1.3 Postfiltering
Specifications and national or international standards may give minimum limits in
terms of echo reduction, which may not be achievable by the AEC filter alone5. This
is why typically subsequent postfiltering is applied, to further reduce the residual
5ITU-T Recommendation P.1130 [ITU-T 2015b], for example, requires an echo reduction of at
least 50 dB to reach the highest performance class (cf. Digression “Performance Classes”). This
similarly holds for ITU-T P.1110 [ITU-T 2015a].
11
2 Automotive Hands-free Systems
echo. Postfilters may also cover nonlinear echo components and can additionally serve
as noise reduction (NR) filters [Gustafsson et al. 1998, Hänsler and Schmidt 2004].
Performance Classes
To judge a (sub)system’s performance and quality in a specific task, the following
definitions apply according to ITU-T P.1130 [ITU-T 2015b]:
Performance class 1: “Performance Class 1 characterizes an exceptionally good
implementation of the relevant parameter. Performance Class 1 can typically
only be achieved with special constraints or effort in terms of design, cost and
time.”
Performance class 2: “Performance Class 2 characterizes an implementation which
most likely fulfils[sic] the requirements in [ITU-T P.1100] and [ITU-T P.1110].
Performance Class 2 can be expected to be representative for good implemen-
tations.” (cf. [ITU-T 2015d, ITU-T 2015a])
Performance class 3: “Performance Class 3 characterizes some weakness for the
parameter under test. If a parameter is fulfilling just Performance Class 3
it may be acceptable only given that other parameters benefit from that or
may compensate the weakness of this parameter, and the complete system still
fulfils[sic] the requirements of [ITU-T P.1100] and [ITU-T P.1110].”
Performance class 4: “Performance Class 4 characterizes an unacceptable weak-
ness of the parameter under test.”
Digression
Time-domain AEC filters are oftentimes complemented with time-domain gain loss
control (GLC) postfilters [Ihle and Kroschel 1997, Puder and Dreiseitel 2000, Hänsler
and Schmidt 2004]. If a transform domain is used for the AEC filter [Yemdji et al.
2010, Steinert et al. 2008a, Enzner and Vary 2003, Hänsler and Schmidt 2000,
Beaugeant et al. 1998], however, developers seem to favor AEC filter and postfil-
ter to be of the same (transform) domain.
The main task of postfiltering in HFSs is the reduction of residual echo, not covered
by the previous AEC filtering step, and the reduction of background noise, picked
up by the near-end microphone (cf. [Ephraim and Malah 1984, Beaugeant et al.
1998, Gustafsson et al. 1998, Martin 2001, Hänsler and Schmidt 2006]).
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2.1.4 Near-end Signal Enhancement
Although the downlink speech signal from the far-end communication partner can
most likely be considered clean in terms of noise, this does not apply for typical
user environments, like, e.g., public transport or cars. Since these near-end noise
components can harm both subjective quality and intelligibility of the perceived loud-
speaker signal, near-end listening enhancement (NELE) algorithms [Sauert and Vary
2009, Premananda and Ravisha 2014] can be used to increase reproduction power in
certain frequency ranges, to optimize an overall intelligibility cost function. Often-
times instrumental measures like speech intelligibility index (SII) [ANSI 1997] and
constraints on maximum (reasonable) overall power levels are used to compose this
cost function [Sauert and Vary 2010, Sauert and Vary 2011].
In case acoustical bandwidth limitations further reduce speech quality/intelligibility
on the near end6, the user may benefit from artificial extension of the acoustical
bandwidth, as it is the aim of ABE approaches [Jax 2002, Bauer and Fingscheidt
2009, Pulakka and Alku 2011, Katsir et al. 2012, Yağlı et al. 2013, Bauer et al.
2014, Bauer 2016]. It has been shown, that ABE algorithms can improve speech quality
and intelligibility at the near end under various conditions [Bauer et al. 2010, Abel
et al. 2016].
2.2 Algorithmic Description: The Mono Case
This section7 describes a frequency-domain adaptive monophonic HF algorithm by
starting with a sophisticated FDAF approach in its basic form (cf. [Jung and Fin-
gscheidt 2011, Jung and Fingscheidt 2014]), which in turn is based on the well-known
approach presented in [Enzner and Vary 2003]. It is followed by the introduction of
several modifications, enhancements, and additional functional modules to improve its
overall performance.
Notations and Initialization
As depicted in Fig. 2.2, in a digital model of the LEM system the echo signal d(n)
with sample index n is the result of the convolution of the far-end signal x(n) with
6This generally is the case for NB telephony, where—due to its analog speech transmission history—
the acoustic bandwidth is limited to around 3.4 kHz for higher frequencies. This reduces syllable
intelligibility from about 98 % (unlimited) to only 90 % [French and Steinberg 1947].
7Parts in this section may be taken and/or adapted from previous publications of the author (cf.
[Jung and Fingscheidt 2011, Jung and Fingscheidt 2014]).
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Figure 2.2: System model of a monophonic hands-free system.
Source: Own work, adapted from [Jung and Fingscheidt 2014]
the LEM impulse response h(n). The microphone signal is then given by y = [y(n−
R+1), . . . , y(n)]T with R being the frame shift, also called block length, [·]T being
the transpose, and y(n) = s(n) + n(n) + d(n), whereas s(n) is the near-end speech
signal and n(n) is the background noise component. The loudspeaker signal x(n) is
transformed into the discrete Fourier transform (DFT) domain by
X` = [X(`, 0), . . . , X(`, k), . . . , X(`,K−1)]T
= DFT
(




with frame index ` and frequency bin index k. By making use of the FDAF approach
based on Kalman filter theory, the DFT-domain adaptive filter coefficients Wˆ1(`, k)
are estimated [Hänsler and Schmidt 2000, Enzner and Vary 2003, Enzner 2006]. An
estimate of the frequency-domain replica echo signal is then computed by
Dˆ(`, k) = Wˆ1(`, k) ·X(`, k), (2.2)





, with frequency-domain echo vector Dˆ` = [Dˆ(`, 0), . . . , Dˆ(`,K−1)]T and
leaving dˆ` = [dˆ(n−R+1), . . . , dˆ(n)]T , by omitting the irrelevant part (. . .), which is
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then used to compute R samples of an error signal
e(n) = y(n)− dˆ(n). (2.3)
The residual echo r(n) = d(n) − dˆ(n) is contained in the error signal as e(n) =






with 0K−R being a (K−R)-dimensional zero vector and error vector e` = [e(n−R+
1), . . . , e(n)]T , is made available for the AEC filter coefficient adaptation according to
Wˆ1(`+1, k) = A · Wˆ1(`, k)︸ ︷︷ ︸
prediction
+A · µ(`, k) ·X(`, k) · E(`, k)︸ ︷︷ ︸
correction
, (2.5)
with Markovian forgetting factor A and step-size factor µ(`, k), as defined in more
detail in (2.10).
A modified variant of the DFT-domain error vector,
E′` = DFT
(
[HannO{(e−−`1)T , eT` },0TK−R−O]T
)
, (2.6)
with 0K−R−O being a (K−R−O)-dimensional zero vector, e−−`1 = [e(n−R−O+1), . . . , e(n−
R)]T , and error vector e` = [e(n−R+1), . . . , e(n)]T is used for overlap add (OLA)
postprocessing, with O being the overlap length and HannO being a flat-top Hann
window with a transition slope of length O on each side.
Being subject to the postfilter, the inherent residual echo R(`, k) and noise signal
N(`, k) are suppressed by means of a Wiener postfilter [Wiener 1949] in the frequency
domain according to
Sˆ(`, k) = Wˆ c2 (`, k) · E ′(`, k), (2.7)
with the constrained postfilter coefficients Wˆ c2 (`, k) [Shynk 1992]. Based on the un-
constrained coefficients Wˆ2(`, k) = [Wˆ2(`, 0), . . . , Wˆ2(`, k), . . . , Wˆ2(`,K−1)]T a linear





wˆc2,` = [wˆ2,`(n=K−Np/2), . . . , wˆ2,`(n=K−1),
wˆ2,`(n=0), . . . , wˆ2,`(n=Np/2−1),0TK−Np]T ,
(2.8)
which contains the linear phase postfilter impulse response of length Np≤K− R−O.
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As shown by the coefficient adaptation block in Fig. 2.2, the spectral filter coeffi-
cients for the echo canceler and Wiener postfilter, Wˆ1(`, k) and Wˆ2(`, k), are estimated
synchronously. This is done by introducing a Markov assumption for the time-varying
echo path and exploiting Kalman filter theory [Enzner and Vary 2003, Enzner and
Vary 2006, Enzner 2006], cf. (2.5), and adapting the postfilter coefficients according
to
Wˆ2(`, k) = λWˆ2 · Wˆ2(`−1, k) + (1−λWˆ2) ·
Φss(`, k)
Φss,nn(`, k) + Φwrwr · |X(`, k)|2
,






with adaptive postfilter update smoothing factor λWˆ2 = [0.0; 1.0] ∈ R and adaptive
noise floor η.8
After postfiltering, inverse DFT, and subsequent OLA, the enhanced speech signal
sˆ(n) is transmitted to the far-end communication partner.
In this setup, an overall delay of Np/2 +R = K+R−O2 samples is introduced, with Np/2
accounting for the linear phase constrained postfilter (algorithmic delay) and R being
the frame buffer for block processing.
2.2.1 Functional Enhancement Modules
The base system shown in Fig. 2.2 can be extended by one or more of the following
functional enhancement modules. Typically, each enhancement module aims at im-
proving a certain quality aspect, like latency, noise reduction, or convergence time, with
the intention not to lessen the remaining system’s performance. Although the mod-
ules’ functionality and quality aspects are described in this section, the corresponding
quantitative performance evaluations, however, will be covered later in Section 4.3.1
on pp. 93f.
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Figure 2.3: System model of a complexity-reduced monophonic hands-free system.
Source: Own work, adapted from [Jung and Fingscheidt 2014]
Complexity Reduction
By comparing Fig. 2.2 with Fig. 2.3, the impact of a complexity reduction scheme
can be seen. Since both the coefficient adaptation and postfilter block need the error
signal vector in the DFT domain, but in slightly different composition in terms of
vectorization and zero padding (cf. (2.4) and (2.6)), both blocks may make use of
a single DFT-domain error vector. Though implying a certain simplification which
results in a slightly worse filter adaptation performance, the computational complexity
of one DFT is saved.
Due to the fact, that the convergence performance is slightly harmed and the appli-
cation of (I)DFTs on modern central processing unit (CPU) / digital signal processor
(DSP) systems is typically well optimized, this complexity reduction module is only
activated on highly performance-restricted platforms.
8Care has to be taken in all following equations containing divisions to avoid singular behavior
(division by zero) on standard computing platforms. Therefore, divisors with potential zero
values should be adjusted by a max((·), ε) operation, with ε being the lowest value possible which
limits the division’s output to the maximum finite value representable on the current computing
platform.
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Kalman Constraint
The Kalman constraint, which is based on [Enzner and Vary 2006], can be enabled
by setting the last R coefficients of the estimated AEC filter impulse response wˆ1,`
to zero, since they cannot be considered accurate or helpful. This leads to a slight
improvement of convergence time, unfortunately however, at the cost of introducing
further computational complexity by performing an additional IDFT and DFT of size
K process.9
Step Size Smoothing
Following [Enzner and Vary 2006], the optimal step size is adapted in each frame ` for
each frequency bin k according to
µ(`, k) = Φwrwr(`, k)Φwrwr(`, k) · |X(`, k)|2 + Φss(`, k)
, (2.10)
with echo path covariance Φwrwr(`, k), instantaneous power spectrum of the loud-
speaker signal |X(`, k)|2, and near-end speech PSD Φss(`, k). The near-end speech
PSD is estimated according to Φss,` = |S`|2/R.
Interestingly, step size, instantaneous power spectrum of the loudspeaker signal, and
frequency-domain postfilter coefficients are connected by
µ(`, k) · |X(`, k)|2 +W2(`, k) = 1, (2.11)
leading to a joint control of AEC and postfilter coefficients [Enzner and Vary 2003].
For high DFT resolutions the robustness of this step size control mechanism can be
improved by applying spectral smoothing over k to |X(`, k)|2 and Φss(`, k) individually,
with a centered rectangular window of length seven, leading to
µ′(`, k) = Φwrwr(`, k)
Φwrwr(`, k) · |X(`, k)|2 + Φss(`, k)
. (2.12)
By comparing the resulting HF performance of the algorithm after exchanging (2.10)
with the smoothed variant of (2.12), experimental evaluations which are not presented
here have shown, that convergence time as well as noise and echo reduction perfor-
mance improves by this measure.
9Typically, a radix-2 N-point (I)DFT involves a numerical complexity of N log(N), each.
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High-pass Noise Filtering
The characteristics of car noise are highly dependent on driving speed, but in any case
energy is concentrated very distinctly around low frequencies [Hänsler and Schmidt
2004, Zeller 2009]. Speech signals, however, do not carry a relevant amount of in-
formation in the frequency range up to approximately 150 Hz.10 Due to this, strong
background noise suppression by removing these lower frequency parts, without losing
too much valuable speech information, is an advisable approach. In this case, this noise
suppression is done by means of first-order infinite impulse response (IIR) Chebyshev
(Type 1) high-pass filtering of the far-end signal x(n) and the microphone signal y(n),
with a cut-off frequency of fc,HP = 150 Hz (HP: high pass). The introduced latency is
well below 350µs for frequencies above fc,HP.
Postfilter Constraint
The postfilter constraint introduced with (2.8) can be disabled by setting Wˆ c2 (`, k) =
Wˆ2(`, k), which leads to a reduction of computational complexity since a DFT and
IDFT of size K˜ can be omitted. However, by allowing change to the formerly linear
phase response, delay is saved at the expense of phase distortion.
Postfilter Decimation
As stated before, the base algorithm has an overall delay which consists of R samples
frame buffer delay and Np/2 samples of algorithmic postfilter delay. This sums up to
Np/2 + R samples, corresponding to 67 ms of total delay, with K = 2048, R = 160,
O = 64, and a sampling rate of 16 kHz. For the signal enhancement subsystem delay,
according to clause 8.4.2 of [ITU-T 2015b], only the algorithmic delay of 57 ms is
considered, which results in the second best performance class11.
To further reduce the algorithmic delay, the changes highlighted in Fig. 2.4 are
introduced to the base HFS shown in Fig. 2.2 or its complexity-reduced variant shown
in Fig. 2.3. The aim here is to minimize latency by applying decimation in the DFT
10Here mostly information about the voice timbre is present, being influenced by the voice’s funda-
mental frequency and its harmonics. A missing fundamental frequency information in an audio
signal, however, poses no problem for the human listener, since information like, e.g., gender, is
easily extracted by means of higher harmonics.
11According to [ITU-T 2015b] performance class 2 for the round-trip delay of the signal enhancement
subsystem spans the range of 25 ms < TSERTD < 60 ms. In our case, no algorithmic delay is
introduced in the receive path, therefore limiting the round-trip delay contribution to the send
path alone.
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Figure 2.4: System model of a monophonic hands-free system with postfilter decima-
tion and complexity reduction.
Source: Own work, adapted from [Jung and Fingscheidt 2014]
domain, which significantly reduces the number of DFT bins in the postfilter. This in
turn reduces algorithmic delay and computational complexity.
In our case, decimation is performed in a very efficient way according to
ˆ˜W2,`(k˜) =

Wˆ2,`(k = 0), for k˜ = 0,
W2,`(k˜), for 1≤ k˜≤ K˜/2−1, and
Wˆ2,`(k = K/2), for k˜ = K˜/2,
(2.13)
with W2,`(k˜)= 1/3Wˆ2,`(k=2k˜−1)+1/3Wˆ2,`(k=2k˜)+1/3Wˆ2,`(k=2k˜+1), and ˆ˜W2,`(k˜) for
k˜> K˜/2 being defined via the conjugate complex property. Additionally, the decimated
DFT error signal E˜(`, k˜) is computed in analogy to ˆ˜W2,`(k˜).
This decimation in the DFT domain therefore leads to a reduced algorithmic delay
contribution of the constrained postfilter of N˜p/2 with N˜p ≤ K˜−R−O at even lower
computational complexity. With K˜ = K/2 this corresponds to a latency of 25 ms,
which therefore just reaches the best round-trip delay performance class of ITU-T
P.1130 [ITU-T 2015b].
Furthermore, due to the inherent spectral smoothing of the postfilter coefficients
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ˆ˜W c2 (`, k), speech quality has shown to be improved by reducing spectral artifacts.
Filter Weight Memory
To overcome the problem of slow initial convergence after restarting the HFS, a filter
weight memory can be used. The underlying assumption of relatively long-term stable
acoustic enclosures in cars (apart from user movement, typically rather little changes
of the room geometry happen between two consecutive HF calls) allows for storage of
AEC filter coefficients and postfilter weights (if the filters have sufficiently converged)
and the later reuse of these memory settings as initialization values at the beginning of
a second HF call. However, it should be considered, that bigger LEM changes between
two runs may lead to the use of highly inappropriate initialization values, hence leading
to decreased convergence performance. Therefore, other means of improving the initial
convergence time, such as specific parameter tuning for the first active speech frames
of a call or continuous adaptation of the HFS by using other excitation signals, like
e.g., frequency modulation (FM) radio, may perform in a more stable way.
Shadow Filter
Another means of improving convergence time, not only during initialization but rather
during in-call LEM impulse response changes, is the use of a shadow filter approach.
As shown in Fig. 2.5, the HFS is expanded by a second AEC filter acting as shadow
filter (AEC 2) in the background. Whereas AEC 1 here can be considered as slowly
but accurately converging reference filter, AEC 2 is able to quickly follow impulse
response changes, with the drawback of reduced steady-state performance. This is
made possible by adjusting convergence-speed-related parameters of both AEC filters.
Following the description introduced in [Jung and Fingscheidt 2011, Jung and Fin-
gscheidt 2014], impulse response changes can be detected as follows:
If the error signal energy of the reference filter eT` · e` is α′-times bigger than that of
the shadow filter for 1+L− consecutive frames, a change of the echo path is assumed
and the switching logic, shown in the center of Fig. 2.5, triggers an exchange of filter
coefficients in the reference filter (symbolized by the red dotted line). In this case, the
shadow filter coefficients Wˆ ′1(`, k) are expected to better represent the LEM IR. On
the other hand, in a time-invariant/slowly-changing echo path case the error signal
energy of the reference filter will likely be smaller than that of the shadow filter and
the native reference filter coefficients are used:
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Figure 2.5: System model of a monophonic hands-free system with shadow filter.





IDFT′{Wˆ ′1(`, k)T},0TK−K ′]
)T
,
if eTλ · eλ > α′ · e′Tλ · e′λ ∀ λ = `, `−1, . . . , `−L−;
Wˆ1(`, k), else;
(2.14)
with IDFT′{·} having a reduced length K ′ < K, which stems from the shadow filter.
Please note, that the error signal e′(n) of the shadow filter is only deployed to detect
changes of the echo path and to adapt the shadow filter coefficients. In the end, only
the error signal of the reference filter e(n), which is either using its native coefficients
Wˆ1(`, k) or a transformed version of the shadow filter coefficients, Wˆ1(`, k) from (2.14),
is passed over to the postfilter for later transmission.
In so doing, an immediate reduction of the model mismatch can be achieved, leading
to a faster convergence. Since the number of DFT coefficients for the reference and
shadow filter differ (in our case K ′ = K/2), the transformation of the coefficients has
to be performed according to (2.14) (shown as “coefficient transformation” block in
Fig. 2.5).
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Reset VAD
Long-lasting time periods of active near-end speech during a call challenge the noise
reduction filter, since estimation of the noise PSD can only take part in time-frequency
ranges which can be considered as speech inactive. Therefore, adaptation to the cur-
rent noise spectrum can be improved by resetting the voice activity detection (VAD)12
noisy speech control threshold to a noise-only PSD value, after long periods of active
speech, followed by a period of low-energy signal or during the initialization period
after call setup (supposedly noise only). This highly improves adaptation time to
potentially new noise PSD footprints. The VAD threshold reset is triggered during
the first frames after call setup or if root mean squares (RMS) power of the cur-
rent noisy speech frame is below the 1.3-fold value of the temporally smoothed noisy
speech frame RMS power. A frame-based first-order IIR filter with a coefficient value
of around 1−10−5 seems appropriate for the temporal smoothing in this case at hand.
Reset AEC
To also improve the AEC filter convergence speed during the initialization period after
call setup or after long periods of noise-only microphone input, the estimated echo path
covariance Φww(`, k) (cf. [Enzner and Vary 2006]) is overwritten by a higher constant
value for a selected number of speech-active frames13. This leads to a significantly
improved convergence rate after long periods of far-end speaker inactivity, in which
no sufficient excitation signal was present for proper adaptation.
AMP Remote Control
This functional enhancement module addresses a hardware-specific issue. High heat
dissipation and/or energy consumption of power devices like, e.g., audio amplifiers
(AMPs), can lead to considerable problems in a closed, mobile environment like a
car. This is especially true if a low self-noise footprint of the integrated devices is
required (e.g., no fan noise). To better meet this demand, an amplifier remote control
circuit can be activated, which is able to remotely put external amplifiers (or other
devices in the audio reproduction chain) into stand-by mode. A DSP-based decision
logic observes the loudspeaker output signal energy and triggers an output pin of the
DUT’s DSP board to switch, if the energy is below a static threshold for at least 180 s.
12For a detailed description of the three-state VAD, which comes to use here, please consult [Suhadi
2011, Setiawan 2009].
13In accordance with [Enzner and Vary 2006] Φww(`, k) will else be approximated by means of frame-
based first-order IIR temporal smoothing of |Wˆ1(`, k)|2, with a coefficient value of around 0.8.
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The output pin, on the other hand, is connected with the primary circuit of a four-
channel, monostable relais (cf. relais 3 in Fig. 3.10). Its secondary circuit, however,
will provide a 12 V switching voltage to the car amplifier’s remote control input, upon
activation.
Enhanced Signal Equalizing and Normalization
Several aspects on the near-end side of the HFS, like e.g., room acoustics, microphone
characteristics, or filtering, may influence the quality of the enhanced signal sˆ(n) sent
to the far-end communication partner. To counteract unwanted disturbances in the
send-side signal amplitude response, normalization and equalization can be activated
in the postfilter module. This enables a continuous adaptation process to ensure proper
loudness levels (even with changing input levels), as well as a continuous correction
of the amplitude response to meet the corresponding recommendation (e.g., [ITU-T
2015a, ITU-T 2015b]) for the transmission signal to the far end.
In contrast to many other equalization approaches, which rely on oﬄine calibration
processes or special measurement excitation signals, this equalization approach is able
to use arbitrary speech signals for the training and continuous-input calibration pro-
cess. Since arbitrary speech signals can be used, a continuous recalibration can be
performed during calls, thus being able to track and follow transducer drifting, user
change, repositioning, or enclosure changes. To achieve this, the current equalizer
(EQ) PSD curve ΦEQ(`, k) is updated according to
ΦEQ(`, k) = λEQΦEQ(`−1, k) + (1− λEQ)Φss(`, k), (2.15)
with EQ smoothing factor λEQ = [0.9; 1.0] ∈ R, whenever the near-end speech energy
criterion |Φss(`, k)|2 > ζ(`) is met. The noise threshold ζ(`) is gradually adapted to the
2.5-fold temporally long-term-smoothed value of |Φss(`, k)|2. Special care is taken, that
this adaptation is performed very quickly for speech onsets, whereas periods of active
speech lead to a rather stagnant adaptation. Impact noise, however, is considered with
moderate adaptation speed.






after training the system with a sufficient amount of representative near-end clean
speech material to reach a steady state. It should be noted, that this training material
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should not undergo any processing which might change its amplitude response in
an unnatural way. Therefore it has to be ensured, that acoustic subsystems, such
as microphone and enclosure, are excluded. After training, the EQ target function is
saved on the DUT’s memory to be able to continuously compute the current frequency-





with EQ offset factor αEQ. After temporal smoothing, this smoothed EQ gain func-
tion κEQ(`, k) is used to reconstruct the desired enhanced speech amplitude response
behavior by multiplication in the frequency-domain postfilter (cf. (2.7)):
Sˆ(`, k) = κEQ(`, k) · Wˆ c2 (`, k) · E(`, k). (2.18)
Postfilter Weight Smoothing
To avoid singular postfilter behavior due to coefficient outliers at certain frequency
bins, which may cause distortions or musical tones, a postfilter weight frequency
smoothing can be enabled. A simple, but still beneficial, implementation is
Wˆ c2 (`, k) = 1/3Wˆ c2 (`, k−1) + 1/3Wˆ c2 (`, k) + 1/3Wˆ c2 (`, k+1). (2.19)
Referring to (2.7), this leads to Sˆ(`, k) = Wˆ c2 (`, k) · E(`, k) as input for the IDFT(·)
and OLA(·) postfilter stages.
Reference Input Delay
Each LEM impulse response pattern is characterized by a specific time delay τ0 (in
samples), which typically corresponds to the direct path transit time of the sound
between source and microphone, the echo tail beyond that point and the dead time
in front of it. Due to the constant and limited nature of the speed of sound (in
air14) no impulse response contributions can be expected in the sample index range
τ ∈ [1; τ0[. Since many usage scenarios, like automotive and office use cases, will have
an absolute minimum direct path length in every user position, a minimum dead time
can be assumed. Since the information content in this dead time impulse response
region approximates zero, the reference input signal x(n) in the AEC filter reference
signal branch can be delayed by τ0, to only estimate a priori nonzero impulse response
14Differences due to structure-borne sound transmission are neglected here.
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coefficients. This allows for longer impulse response estimates at a given filter length.
The signal x(n), as it is used for driving the loudspeakers, though, is passed as-is.
Alternatively, the impulse response section which corresponds to τ ∈ [1; τ0[ can be
used to roughly estimate the AEC filter’s current system distance15, by measuring
the contained nonzero impulse response coefficients (also known as delay coefficients
method). However, stalling of the adaptation process has to be avoided by detecting
echo path changes. [Yamamoto and Kitayama 1982, Hänsler and Schmidt 2004]
Noise Blocking
Typical GLC approaches oftentimes suffer from insufficient double-talk detection accu-
racy. This may lead to poor duplex capabilities or deterioration of speech onsets/offsets
during near-end talk. The algorithm presented here, however, is able to accurately and
robustly detect the individual microphone components (near-end speech, background
noise, echo) in dependence of time and frequency. This allows for a more fine-grained
decision-making process to detect inactive speech frames, in which the background
noise and echo components highly exceed the near-end speech activity.
By activating this noise blocking module, only frames where the near-end speech
energy criterion ∑k |Φss(`, k)|2 > ζ(`) is met, are considered active speech frames and
hence the normal Wiener postfiltering according to (2.7) is applied. In all other cases,
an attenuation of 20 dB is applied. To further increase granularity, the detection
and attenuation can be performed on a frequency-bin basis, only attenuating the
corresponding frequency ranges.
Comfort Noise Injection
The above noise blocking module may lead to an unnatural background noise quality
impression, which is why the use of comfort noise injection is advisable. By filling
the inactive speech frames with a natural and undisturbing amount of background
noise (e.g., playback of a gain-adjusted prerecorded noise loop), sufficient acoustic
feedback about the current conversation situation with the far-end communication
partner is provided, while still not being so dominant as to disturb the conversation.
Care has been taken here to avoid transient switching behavior when injecting noise,
to guarantee smooth and nonpumping conversation flow.
15Depending on the given literature, the terms “system distance” and “misalignment” may be used
interchangeably. In this work, the term “system distance” is preferred.
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Adaptive Noise Floor
Noise reduction processes involve the risk of introducing artifacts like musical noise or
speech quality degradation, if high noise attenuation levels are reached [Ephraim and
Malah 1983, Yu 2013, Fodor 2014]. To achieve a suitable trade off between high noise
attenuation and low levels of degradation, a noise floor is oftentimes introduced. This
typically acts as a maximum bound for the attenuation level. Since speech signals are
able to mask background noise in their temporal and spectral vicinity, the noise floor
may be substantially higher in cases of speech signal activity. This leads to reduced
speech quality degradation and moderate noise attenuation levels. Periods with speech
absence, however, are treated with lower noise floor levels. This allows to strongly
reduce background noise without harming the near-end speech component, whilst the
amount of musical tones can be reduced by temporal or spectral smoothing. This
adaptive noise floor η(n, k) can be activated by enabling the corresponding functional
module, which will lead to values of η(n, k) in the range of 10 to 15 dB of maximum
noise attenuation.
2.2.2 Automotive Scenario
This subsection deals with the peculiarities of an automotive usage scenario, which
may influence configuration and parametrization of the algorithm introduced before.
Due to the limited geometrical dimension of typical cars and the use of highly
dampening fabrics in their interior, the reverberation time of automotive LEM impulse
responses does typically not exceed 100 ms. Furthermore, transducers of high quality
are oftentimes used in a car, as compared to the smaller and cheaper transducers being
used in mobile phones, for example. This implies that nonlinear signal artifacts only
occur at low to moderate levels. Both facts lead to relatively indulgent requirements
on AEC filter length and may render nonlinearity-specific AEC filtering superfluous
in some automotive cases.
In terms of demands on noise reduction, the automotive scenario is characterized
by low signal-to-noise ratio (SNR) values, especially at high vehicle speeds. Apart
from infrequent nonstationary noises, like bumper or wiper noise, most of the time the
automotive noise can be considered stationary and characterized by a strong lowpass
frequency shape. Since the user base of an automotive HFS most often is restricted
to the car’s driver and co-driver—both with distinct geometrical seating positions and
stationarity—microphone-based SNR improvement is made easier (e.g., microphone
directivity, static/adaptive beamforming).
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Table 2.1: Parameter settings for the proposed monophonic FDAF
approach with decimation: reference filter (RF) and
shadow filter (SF). Optimized for an automotive usage
scenario.
Description Value RF Value SF
DFT length K = 2048 K ′ = 1024
Dec. DFT length K˜ = 1024 n/a
Frameshift R = 160 R′ = 160
OLA length O = 64 O′ = 64
Forgetting factor A = 0.9995 A′ = 0.99
AEC filter length Nw = 1888 N ′w = 864
PF length Np = 1824 n/a
Dec. PF length N˜p = 800 n/a
SF Lookback n/a L− = 6
SF Overestimation n/a α = 3
Error PSD smoothing λΦee = 0.9 λ′Φee = 0.999
Taking into account the above peculiarities of the automotive usage scenario, a
parametrization of the proposed monophonic wideband (fs = 16 kHz) HFS according
to Tab. 2.1 is recommended for the algorithm at hand.
2.2.3 Office Scenario
The above monophonic HF algorithm has also been successfully implemented on a se-
ries of voice over internet protocol (VoIP) office telephones (Auerswald COMfortel IP
series), which come with different performance capabilities. In such an office scenario,
with the need of scalable computational complexity to meet the different devices’ per-
formance limitations, the following key aspects of algorithmic design have to be kept
in mind.
Offices as acoustical environments—in contrast to the automotive scenario from
above—typically do not have an upper bound regarding size or amount of reverbera-
tion, hence easily leading to LEM impulse response lengths of several 100 ms. Addi-
tionally, no a priori knowledge about user position or movement is available, which
hampers microphone-inherent SNR improvement at a low cost and complexity foot-
print. For this to work, oftentimes adaptive beamforming with a couple of distributed
microphones seems to be essential. On the positive side, however, SNR typically is
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higher in an office environment compared to an automotive environment. Owing to
the combination of a potentially strong user movement profile (e.g., walking around in
the office) and the opposite requirement of being able to estimate and cover very long
LEM impulse responses (which oftentimes involves slower convergence times; hence,
not being able to track LEM changes due to fast user movement), a partitioned block
FDAF design ([Borrallo and Otero 1992, Eneman and Moonen 2003, Küch et al. 2014])
or the application of a shadow filter approach (cf. Section 2.2.1 “Shadow Filter” or
[Hänsler and Schmidt 2004, Jung and Fingscheidt 2011]) seems to be appropriate.
In comparison to automotive scenarios, nonlinear signal behavior is more likely to
occur, since transducers typically are smaller and of less quality to be cost effective.
This holds to be especially true for HF loudspeakers. Though still not as prominent
as in mobile applications where miniature transducers are used, these nonlinear sig-
nal components oftentimes cannot be sufficiently suppressed by ordinary, i.e., linear,
AEC/NR (post)filters. This may render specific (linear-in-the-parameters) nonlin-
ear AEC filters indispensable [Birkett and Goubran 1995, Stenger and Kellermann
2000, Guerin et al. 2003, Malik 2012, Malik and Enzner 2012, Enzner et al. 2014].
As far as the topic of tolerated delay is concerned, requirements for digital (office)
HF telephony terminals are similar as in automotive HF scenarios (cf. ITU-T P.341
[ITU-T 2011a] vs. ITU-T P.1130/1110 [ITU-T 2015b, ITU-T 2015a]).
In terms of tolerated computational complexity of the HF algorithm the span may
range from very strong limitations, e.g., on low-cost telephony terminals or multi-
channel PBX devices (PBX: private branch exchange), to more or less unrestricted, if
powerful multi-media devices come to use.
Incorporating the above-mentioned peculiarities for the office usage scenario, a
parametrization example is shown in Tab. 2.2 (cf. with the example parametriza-
tion for the automotive usage scenario shown in Tab. 2.1), also for fs = 16 kHz.
2.2.4 Experimental Evaluation
In-depth experimental evaluation of this proposed monophonic HFS (later referred to
as DUT) in different configuration levels will be presented in Chapter 4: “Evaluation
of Hands-free System”, starting at p. 87. Therein, focus is laid on the automotive
usage scenario.
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Table 2.2: Parameter settings for the proposed monophonic FDAF
approach with decimation: reference filter (RF) and
shadow filter (SF). Optimized for an office usage scenario.
Description Value RF Value SF
DFT length K = 3072 K ′ = 1024
Dec. DFT length K˜ = 1536 n/a
Frameshift R = 160 R′ = 160
OLA length O = 64 O′ = 64
Forgetting factor A = 0.9998 A′ = 0.99
AEC filter length Nw = 2912 N ′w = 864
PF length Np = 2848 n/a
Dec. PF length N˜p = 1312 n/a
SF Lookback n/a L− = 6
SF Overestimation n/a α = 3
Error PSD smoothing λΦee = 0.9 λ′Φee = 0.999
2.3 Algorithmic Description: The Stereo Case
Having covered a monophonic HFS in the previous section, this section16 is following
the work on stereophonic AEC presented in [Jung et al. 2014], which is, in turn, based
on [Malik and Enzner 2011b].
As soon as two or more (linearly independent) loudspeaker channels are present, the
AEC also has to operate with a plurality of channels. This might be the case when
listening to FM radio while HF speech is acquired for automatic speech recognition
or telephony, or because a multichannel telecommunication system is used (e.g., for
teleconferencing).
The AEC algorithm presented here relies on state-space frequency-domain Kalman
methodology [Malik and Benesty 2013, Enzner 2006, Paleologu et al. 2014] and offers
a very good convergence behavior, especially during double-talk scenarios.
In Fig. 2.6 the system model of the proposed stereo AEC system is depicted. Two
loudspeakers and, in this case, one near-end microphone are located in the receiving
room—modeled by two echo path impulse responses h1(n) and h2(n)—and two far-end
microphones in the transmission room. The acoustic paths between far-end speaker
16Parts in this section may be taken and/or adapted from previous publications of the author (cf.
[Jung et al. 2014]).
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The Nonuniqueness Problem
As already known from literature [Sondhi et al. 1995, Benesty et al. 1998], a
nonuniqueness problem exists for multi-channel AEC, which leads to sub-optimal
filter adaptation if the loudspeaker signals are highly correlated. In such a case, the
filters converge to a state which minimizes the energy of the common error signal
e(n), not necessarily identifying the individual echo path impulse responses hr(n),
with channel index r. Therefore, changes of the transmission/far-end room impulse
responses can lead to a distinct drop of convergence performance.
A couple of different preprocessing schemes exist, which try to optimize the trade-off
between convergence enhancement, subjective sound quality, and complexity. This
is done, e.g., by adding uncorrelated signals, or by using decorrelation filters, like
frequency shifting or comb filters [Sondhi et al. 1995, Herre et al. 2007].
The aim is to estimate accurate replicas of the echo path signals in a unique way,
which means that the estimated filters match the corresponding real echo path
impulse responses. In case the excitation signals are highly correlated, however, in
general only the overall error energy is minimized, which does not necessarily imply
a unique solution.
Due to this, oftentimes decorrelation preprocessors are used to decorrelate the ex-
citation signals, hence resulting in an improved overall system distance score and
better convergence behavior [Sondhi et al. 1995, Benesty et al. 1998, Herre et al.
2007]. However, these preprocessors sometimes harm the speech component’s qual-
ity, which is to be avoided.
Digression
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Figure 2.6: Stereo AEC system model with decorrelation preprocessor.
Source: Own work, adapted from [Jung et al. 2014]
and the two corresponding microphones are modeled by the impulse responses h′1(n)
and h′2(n). At the near-end/far-end microphones a linear superposition of speech
components (s(n) / s′1(n), s′2(n)), noise components (n(n) / n′1(n), n′2(n)), and echo
components (d1(n), d2(n)) is assumed.
Two AEC finite impulse response (FIR) filters take the loudspeaker signals (x1(n),
x2(n)) into account as reference, to adapt their filter coefficients (hˆ1(n), hˆ2(n)) by
means of the error signal e(n). This, in turn, is a result of the difference between the




+ s(n) + n(n) and the estimated
echo signals dˆr(n) = xr(n) ∗ hˆr(n), with channel index r ∈ {1, 2}. The error signal
e(n) then typically is subject to postfiltering (residual error suppression and/or noise
reduction) before being transmitted to the far-end communication partner.
The proposed approach is derived from the submatrix-diagonal multichannel state-
space frequency-domain adaptive filter (SD-MCSSFDAF) [Malik and Enzner 2011a]
and its variationally-diagonalized version VD-MCSSFDAF (with implicit omission of
cross-channel terms) [Malik and Benesty 2013], whereas in our case the intended use
case is a stereo automotive setup and additional modifications have been made.
Contrary to [Malik and Enzner 2011a, Malik and Benesty 2013], a perceptually-
motivated decorrelation approach described in [Herre et al. 2007] has been modified
to fit into our DFT-processing environment. Flat-top Hann windowing has been used
to keep artifacts at a minimum. To improve the convergence speed of the proposed
approach, an empirical overestimation factor of αΨ∆ = 1.5 for Ψ∆(`) was introduced
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(cf. (2.25)). To also improve the echo return loss enhancement (ERLE)17 in the
converged state, the parameter ΨS(`) is recursively smoothed over time in (2.31)
using λΨS = 0.5. Furthermore, the filter coefficients in (2.27) are constraint to length
Nw to avoid circular artifacts. Furthermore, also (2.32) and (2.34) were applied using
the exact representation of G = FK×KQQTF−1K×K and not the approximation G ≈
R/K · IK×K , with IK×K being the K×K unity matrix.
Notations and Initialization























is initially composed as a vector of K−R zeros followed by the first R samples of the
speaker signals, with frame index ` ∈ {1, 2, . . .}, frame shift R, DFT length K, and
transpose operator T .
By applying the K-point DFT matrix FK×K and writing the result into a matrix
main diagonal, the DFT-domain loudspeaker signal of channel r results in the matrix
Xr(`) = diag (FK×K · xr(`)) . (2.21)










however, is first multiplied with the K ×R overlap save (OLS) projection matrix
Q = (0R×K−R IR×R)T , consisting of the zero matrix 0 and unity matrix I, and then
being transformed into the DFT domain by applying FK×K , leading to the K×1 vector
Y(`) = FK×KQ · y(`). (2.22)
Furthermore, the first-order Markov model forgetting factors Ar, the DFT-domain
AEC filter coefficients Hˆr(`), state error covariance matrix PR×R(`), and the process
noise covariance matrix Ψ∆R×S(`) (cf. [Malik and Enzner 2011a]) are initialized element-
17For a definition on ERLE calculation please refer to (4.5) on p. 105 or [ITU-T 2015e].
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r ∈ {1, 2}
Pr,s(`=0) = IK×1
Ψ∆r,s(`=0) = 0K×1
∀r, s ∈ {1, 2}.
(2.23)
Now a prediction step and a correction step are carried out in alternating fashion
for all frames ` ∈ {1, 2, . . .}.
Prediction Step
The state of the AEC filter coefficients of channel r is predicted according to
Hˆ+r (`) = ArHˆr(`−1) ∀r , (2.24)
with (·)+ denoting a predicted variable. The predicted state error covariance matrix
P+R×S(`) is computed with its vectorial elements P+r,s(`) being obtained for the intra-
channel (r = s) and cross-channel (r 6= s) case according to
P+1,1(`) = A1A1P1,1(`−1) + αΨ∆Ψ∆1,1(`−1)
P+1,2(`) = A1A2P1,2(`−1) + αΨ∆Ψ∆1,2(`−1)
P+2,1(`) = A2A1P2,1(`−1) + αΨ∆Ψ∆2,1(`−1)
P+2,2(`) = A2A2P2,2(`−1) + αΨ∆Ψ∆2,2(`−1)
(2.25)
with an overestimation factor αΨ∆ = 1.5.
Following [Malik and Enzner 2011a], only the intra-channel process noise covariance
vectors Ψ∆1,1 and Ψ∆2,2 are updated
Ψ∆1,1(`−1) = (1− A21)
[
Hˆ1(`−1) ◦ HˆH1 (`−1) + P1,1(`−1)
]
Ψ∆2,2(`−1) = (1− A22)
[
Hˆ2(`−1) ◦ HˆH2 (`−1) + P2,2(`−1)
] (2.26)
with (·)H being the Hermitian transpose operator and ◦ denoting the Hadamard prod-
uct.
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Correction Step
To incorporate the measurement at the current frame instance, the predicted filter
coefficient states are corrected by the DFT-domain error signals, which in turn are
weighted by the corresponding Kalman gain vector Kr(`)




GX1(`) ◦ Hˆ+1 (`)
+ GX2(`) ◦ Hˆ+2 (`)
)]




GX1(`) ◦ Hˆ+1 (`)
+ GX2(`) ◦ Hˆ+2 (`)
)]
, (2.27)
with overlap-save constraint G = FK×KQQTF−1K×K , taking care that the filter coeffi-
cient vectors Hˆ+r (`) have length Nw = K − R in the time domain to avoid circular
convolution.
The Kalman gains are calculated as
K1(`) = µ1,1(`) ◦XH1 (`) + µ1,2(`) ◦XH2 (`)
K2(`) = µ2,1(`) ◦XH1 (`) + µ2,2(`) ◦XH2 (`),
(2.28)
by making use of the near-optimal step-size diagonal matrix µ
R×S(`) with elements
µr,s(`)
µ1,1(`) = R/KP+1,1(`) ◦D−1(`)
µ1,2(`) = R/KP+1,2(`) ◦D−1(`)
µ2,1(`) = R/KP+2,1(`) ◦D−1(`)
µ2,2(`) = R/KP+2,2(`) ◦D−1(`).
(2.29)
The diagonality of P+R×S(`) renders D(`) diagonal, too, and thus simplifies its inver-
sion to an element-wise inversion of each element of the vector:
D(`) = R/K
[
X1(`) ◦P+1,1(`) ◦XH1 (`)
+X1(`) ◦P+1,2(`) ◦XH2 (`)
+X2(`) ◦P+2,1(`) ◦XH1 (`)
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X1(`) ◦P+1,1(`) ◦XH1 (`)
+X1(`) ◦P+1,2(`) ◦XH2 (`)
+X2(`) ◦P+2,1(`) ◦XH1 (`)




by means of smoothing over time, with empirical smoothing constant λΨS = 0.5, and
the preliminary error vector
E˜(`) = Y(`)−
[
GX1(`) ◦ Hˆ+1 (`) + GX2(`) ◦ Hˆ+2 (`)
]
. (2.32)
At this point the recursion has come to an end and (2.27) is completely depicted.
By the help of (2.25) and (2.28) the predicted state error covariances can be corrected
to
P1,1(`) = P+1,1(`)− R/KK1(`) ◦
[
X1(`) ◦P+1,1(`) + X2(`) ◦P+2,1(`)
]
P1,2(`) = P+1,2(`)− R/KK1(`) ◦
[
X1(`) ◦P+1,2(`) + X2(`) ◦P+2,2(`)
]
P2,1(`) = P+2,1(`)− R/KK2(`) ◦
[
X1(`) ◦P+1,1(`) + X2(`) ◦P+2,1(`)
]
P2,2(`) = P+2,2(`)− R/KK2(`) ◦
[




Finally the error (i.e., enhanced) signal can be determined as follows
E(`) = Y(`)−
[
GX1(`) ◦ Hˆ1(`) + GX2(`) ◦ Hˆ2(`)
]
. (2.34)
2.3.1 Distinction Against Baselines
The following subsections will outline three major innovations of the proposed stereo
AEC algorithm, which have been added on top of the two baseline approaches SD-
MCSSFDAF [Malik and Enzner 2011a] and VD-MCSSFDAF [Malik and Benesty 2013]
and therefore represent the most important distinction.
18In the calculation of ΨS(`), as it is shown in [Malik and Benesty 2013, eq. (46)] or in [Malik
and Enzner 2010, eq. (23)], the state error covariance matrix Pr,s(`) is needed. As it is not yet
available, for our implementation of [Malik and Enzner 2011a] and [Malik and Benesty 2013] the
predicted terms of P+r,s(`) are used instead (as in (2.31)).
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Noise Covariance Matrices
With λΨS and αΨ∆ a temporal smoothing and overestimation approach for two par-
ticular noise covariances have been proposed. The modifications on the measurement
noise covariance ΨS and the process noise covariance Ψ∆ help to improve both ERLE
and system distance performance.
Decorrelation Preprocessing
Furthermore, an adapted perceptually-transparent decorrelation preprocessor, which
makes use of human insensitivity against appropriately chosen frequency-selective
phase modulation, is introduced to improve the robustness against far-end impulse
response changes.
This perceptually-motivated decorrelation preprocessor uses phase modulation of
opposing directions to decorrelate the two loudspeaker signals xr(n), r ∈ {1, 2}, as
proposed in [Herre et al. 2007] (cf. Fig. 2.6). In contrast to, e.g., a classical nonlinear
filter, artifacts are therefore far less audible.
A modulation frequency of fm = 1 Hz comes to use, with a frequency-dependent
modulation amplitude of ±10◦ below 1 kHz, a linear increase up to ±40◦ at 2 kHz, a
further linear increase up to ±90◦ at 2.5 kHz, and a constant ±90◦ above 2.5 kHz. This
is done to reduce the perceived signal distortion, whilst still decorrelating as much as
possible where human perception is mostly insensitive to phase changes.
This decorrelation approach helps to circumvent the present nonuniqueness problem
(cf. Digression “The Nonuniqueness Problem” on p. 30), thus strongly improving
convergence.
Adaption to an Automotive Scenario
The proposed approach is designed to suit an automotive wideband OLS setup, to
operate best in this distinctive use case. To evaluate its performance, the following
simulative measurements have been carried out:
In order to provide best reproducibility of the results, it was decided to randomly
generate all impulse responses and to equip them with exponential energy decay, so
that a reverberation time of T60 = 50 ms has been achieved. As shown in Fig. 2.6
on p. 31, in the transmission room a common white noise or speech signal is con-
volved with the far-end impulse responses h′1(n) and h′2(n) to yield the far-end speech
components s′1(n) and s′2(n) with an amplitude of −26 dBov each at the microphones.
After adding uncorrelated white Gaussian sensor noise of amplitude −66 dBov, the
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+ n′r(n), r ∈ {1, 2}, are available as AEC
filter reference signals and receiving room excitation signals. To provide compara-
bility among all evaluated approaches (both baseline approaches and the proposed
approach), a decorrelation of xr(n) takes place as soon as the far-end microphone
signals are available. The excitation signals are convolved with the normalized echo
path impulse responses hr(n) individually, to achieve the echo components dr(n). To-
gether with the near-end speech component s(n) with amplitude −26 dBov and the
near-end car noise component n(n) with amplitude −41 dBov the microphone signal
y(n) is subject to echo cancellation.
To examine both optimal and realistic scenarios a far-end single-talk setup with
white noise excitation (Fig. 2.7) and a speech setup with single- and double-talk periods
(Fig. 2.8) have been chosen. Both setups include near-end car noise with amplitude
−41 dBov. To represent changing acoustic conditions of the transmission and receiving
room, the far-end impulse responses are switched to newly generated ones at times
denoted by the symbol , whereas the time of a near-end impulse response switch is
denoted by the symbol ?.
The parametrization chosen for all three approaches was: Forgetting factors Ar =
0.998, covariance matrix factors αΨ∆ = 1.5 and λΨS = 0.5, frame shift R = 256,
DFT length K = 1024, and sample frequency fs = 16 kHz. In so doing, a maximum
AEC filter impulse response length of Nw = K − R = 768 samples, corresponding to
48 ms, is achievable. The length of the impulse responses hr(n) and h′r(n) equals their
reverberation time of T60 = 50 ms.
2.3.2 Experimental Discussion
In Fig. 2.7 the convergence behavior of the proposed approach is compared with the two
baseline approaches SD-MCSSFDAF [Malik and Enzner 2011a] and VD-MCSSFDAF
[Malik and Benesty 2013]. It can be seen, that initial convergence19 is at a very good
level of around 1 to 1.5 s for both the proposed approach and VD-MCSSFDAF. The
SD-MCSSFDAF, however, takes about 2 s to converge. All three approaches saturate
at about 29 dB ERLE.
The first far-end impulse response change (symbol  on the time axis) reveals the
nonuniqueness problem, since all three approaches decline in ERLE, whereas the pro-
posed approach shows more robustness compared to the baselines. This is also ap-
parent from reconvergence speed with only the proposed approach being able to re-
19In this work, convergence time is defined as the time needed to reach an ERLE of at least 20 dB.
In this section, ERLE is computed as shown in [Malik and Enzner 2011a].
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Figure 2.7: Convergence behavior during white Gaussian noise excitation at −26 dBov
per channel and near-end car noise at −41 dBov. Far-end impulse response
switches (transmission room) indicated by , near-end impulse response
switches indicated by ?.






































Figure 2.8: Alternating/overlapping speech periods on the far and near end, each with
amplitude −26 dBov (per channel). Near-end car noise at −41 dBov. Far-
end impulse response switches (transmission room) indicated by , near-
end impulse response switches indicated by ?.
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converge to a full extent two seconds after the first switch. The following near-end
impulse response switch (symbol ?) again leads to a decline in ERLE, to now 0 dB for
all approaches, from which the proposed approach is able to reconverge in 2.5 s and
the baseline approaches in about 3.5 s.
The second far-end impulse response change (symbol  again) shows characteristics
for the three approaches as before, whereas the VD-MCSSFDAF reacts even somewhat
worse than before.
Figure 2.8 shows the performance of all three approaches during a realistic conver-
sation with speech at both ends, having some short periods of double talk. In this
setup the good convergence and double-talk performance of the proposed approach is
confirmed, only being outperformed by the VD-MCSSFDAF approach during the first
second of initial convergence.
As can be seen in the ERLE plot, the robustness against far-end impulse response
changes is highly increased, as the smaller drops at symbol  show. Again, the proposed
approach shows the highest robustness against these far-end acoustic changes.
However, convergence speed in general is a bit less as compared to Fig. 2.7, which
might be explained by the fact that the excitation signals are mostly uncorrelated
and the two AEC filters now have to converge to the unique solution, i.e., the global
optimum. Looking at the system distance20 plot below, we can see that each change
of the far-end impulse responses leads to an improvement of filter adaptation, whereas
the proposed approach performs best – both in terms of reconvergence speed and final
system distance.
In both normalized system distance plots of Fig. 2.7 and Fig. 2.8 the superior per-
formance of the proposed approach can be seen. Here, the proposed approach out-
performs both baselines by up to 5 dB in terms of system distance, leading to higher
robustness against far- and near-end impulse response changes. Furthermore, for cases
of not applying the decorrelation approach according to Section 2.3.1 to the baseline
approaches (i.e., as in the referenced literature), this performance margin has even
been considerably higher, as evaluations not presented here have shown.
2.4 Summary
In this chapter two wideband automotive HF/AEC systems for mobile HD Voice ser-
vices have been presented. Both of the AEC systems—a monophonic and a stereo-
20In this work, the normalized system distance for both channels in combination is calculated ac-









phonic approach—are based on state-space frequency-domain adaptive Kalman filter-
ing, which is significantly improving the convergence speed and tracking performance,
and represent revised and enhanced variants of state-of-the-art approaches known from
literature ([Enzner and Vary 2006, Enzner 2006, Malik and Enzner 2011a, Malik and
Benesty 2013]).
The monophonic AEC system, covered in Section 2.2, is expanded to a full HFS by
adding a Wiener-filter-based postfilter, which significantly reduces residual echo and
background noise (as will be elaborated in detail in Section 4.3.1 on pp. 92f) and is
jointly adapted with the AEC filter to achieve synergy effects. A variety of functional
enhancement modules to accompany and enhance the plain HFS were introduced.
This allows for purposeful customization, based on the specific needs of the task at
hand. The reader was also given design guidance to make a sensible choice among the
enhancement modules, as well as a list of recommended parameter settings for both
an automotive and office usage scenario. Simulations and measurements according
to both usage scenarios have shown, that the proposed approach excels in terms of
performance and speech quality specifically during double talk, so that complete full-
duplex capabilities are given. Functional enhancement modules, like decimation of
the frequency-domain postfilter coefficients, for example, improve computational com-
plexity, algorithmic delay, and perceptual speech quality. The remaining proposed
modules also positively contribute to these or other quality aspects, like convergence
speed, steady-state performance, robustness, noise suppression, or speech quality. This
proposed monophonic HFS with its functional enhancement modules is considered the
DUT for in-depth performance evaluations conducted in Chapter 4.
The stereophonic AEC system, presented in Section 2.3, achieves very high ro-
bustness against far-end impulse response changes by making use of a decorrelation
preprocessor. It is able to effectively encounter the nonuniqueness problem without
introducing perceptual disturbances to the loudspeaker signals. Furthermore, modi-
fications to the measurement and process noise covariance matrices have been intro-
duced. In so doing, an improvement of up to 5 dB in terms of system distance could
be achieved. This, in turn, offers a greater robustness against the effects of a moving
far-end speaker. The experienced convergence and double-talk performance of the
proposed approach can be considered very good for this automotive setting with high
echo coupling and near-end car noise. Furthermore, a good initial convergence speed
of about 1.5 s and a convergence in about 2.5 s for the reconvergence case could be
achieved even during double talk, so that reconvergence times could be reduced in
comparison to the baseline approaches. Whereas computational complexity is higher
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compared to the variationally-diagonalized MCSSFDAF [Malik and Benesty 2013], it
is on par with the SD-MCSSFDAF algorithm [Malik and Enzner 2011a] in O nota-
tion. In summary, the performance of the proposed stereophonic AEC system can be
considered superior to both baseline approaches under consideration.
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Automotive Teleconferencing
The development of modern automotive telecommunication devices and their subsys-
tems, thus including HF or ICC devices, generally involves several cyclic iterations of
concept planning, research, development, and quality evaluation. In case the prod-
uct development follows the V-model, in fact every design step is followed by its own
evaluation step, at some later point in time. Most—if not all—of these work stages
require considerable amounts of resources in terms of money, manpower, and time.
This typically leads to a long time span between product idea and start of production,
so that any improvement in this cycle in terms of quality and time consumption is
very valuable.
A measurement and prototyping system which aims at achieving these goals for the
development of automotive teleconferencing systems is presented in this chapter. It
provides a rapid development framework, allows for high-quality operations during
the DUT’s prototype stage, and features precise measurement and evaluation tools.
The term “automotive teleconferencing” (ATC) system is understood as a fusion of
the technologies ICC and HF to an overall system providing both aspects, as needed.
As these ATC systems are not yet well understood, their development and evaluation
still represents a notable challenge. Furthermore, due to their complexity and high
demands (delay, signal fusion, etc.), the measurement and prototyping system also
has to provide the corresponding capabilities with an adequate quality, but to an even
higher standard as the ATC, acting as DUT in this case.
As introduced above, this measurement and prototyping system is a methodology
and platform21 to ease and improve the engineering and evaluation process of automo-
tive ICC and teleconferencing systems. Whereas testing of HFSs is well standardized
[ITU-T 2015a, ITU-T 2015b, Fingscheidt and Suhadi 2007, Kettler and Gierlich 2008],
this does not hold true for ICC systems [Schmidt et al. 2012, Theiß et al. 2014], or
21The term “measurement and prototyping system” is meant as a superset term for a system, com-
prising both the platform (considering the set of physical devices) and the underlying methodology
(considering the systematical procedure). Depending on the given point of view, the terms mea-
surement and prototyping system, platform, or methodology may be used accordingly.
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even ATC systems [Abut et al. 2014].
Existing methods for ICC testing typically rely on head and torso simulator (HATS)
recordings, which oftentimes involves real driving conditions and fixed speech test data,
which is then leading to subjective listening tests [Schmidt and Haulick 2006]. The
main drawback of this methodology is the fact, that it can be considered irreproducible
and expensive, which is limiting the number of DUT configuration settings which can
be thoroughly tested. As an alternative ICC testing methodology, the car, which
is standing still in a special acoustically-prepared measurement room, is enclosed by
background noise simulation devices. Though allowing for automated testing—hence
lowering the per-simulation effort and cost—the main drawback of this methodology
consists of the inability to reproduce a realistic noise sound field at several microphone
positions at once; in particular, structure-borne noise cannot be simulated adequately.
Another solution described in [Buck et al. 2009] is targeted at efficient, purely instru-
mental testing by analyzing the transfer functions of the ICC system, as well as the
impulse responses of the relevant acoustic paths, using binaural recordings. Unfor-
tunately, the assumption of linear system behavior is generally not justified [Schmidt
et al. 2012]. Moreover, most test methodologies are intrusive, meaning that they
require control over the DUT’s internal system parameters.
In the following section, a measurement and prototyping methodology and platform
for advanced ATC testing will be presented, trying to solve the difficulties in ICC
testing shown above and improve the design and test of HFSs. Furthermore, solutions
and helpful tools, which address problems being unique to ATC systems, are also
proposed.
3.1 Proposed Measurement Methodology
By strongly following the line of arguments already presented in [Scheler et al. 2012],
the proposed measurement methodology will be motivated, described, and supported
with reasons in this section.22
Typically, in speech enhancement system design the input microphone signal is
assumed to be a superposition of the components: speech, noise, and echo. The output
signal of the system, however, is considered a mixture of processed/enhanced speech,
residual noise, and residual echo. To assess the quality of the DUT, the evaluation
methodology typically is then based on the comparison of each output component
22Parts in this section may be taken and/or adapted from previous publications of the author (cf.
[Scheler et al. 2012]).
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with its input counterpart. This evaluation can either be subjective or instrumental.
If not inherently available by having access to all processes in the DUT (“white-box
testing”), in practice the components can be obtained via a so-called signal separation
approach [Fingscheidt et al. 2008]. This even applies to nonlinear, black-box systems
and has been adopted by ITU Recommendations [ITU-T 2015b, ITU-T 2015a, ITU-T
2015d] for speech quality assessment of automotive HFSs.
In ICC systems, however, evaluation of output signals can be a task even more
complicated. This is due to the system-inherent fact, that the electro-acoustical output
signals are meant to support the natural acoustical communication channel, not to
replace it. Therefore, a user-centered evaluation, which is not solely based on the
DUT’s electrical output signals, should be performed. As an example: Too much time
offset between acoustical and electro-acoustical signal arrival would lead to geometrical
misinterpretation of the sound source or to a strong echo feeling; both risking user
acceptance of the ICC system [Schmidt and Haulick 2006].23 Furthermore, temporal
or spectral masking effects here also have to be taken into account when talker self
impression or the presence of background noise is considered.
Ear signals of virtual passengers under different conditions should be obtained and
evaluated in third-party listening tests in the lab or by using instrumental measures.
Obtaining these signals solely by computer sound field simulation can be ruled out for
practical reasons: Complex sound reflections, transmission and absorption by various
different materials, the diversity and complexity of the noise sources, as well as non-
linearities would render the task extremely tedious. Therefore, the acoustic system
output could be captured with binaural recordings using a set of HATS in-situ, i.e., in
the target automotive environment and under realistic driving and noise conditions.
This requires a research car equipped with one HATS with ear microphones [ITU-T
2011b, ITU-T 2013] in each listening position to be evaluated, together with the neces-
sary digital recording equipment. Yet with this approach, the co-occurrence of certain
noise conditions and conversational states such as silence, double talk, etc. would be
fixed in the recordings and generally irreproducible. This means, that the influence of
these factors, which is undoubtedly of interest, could not be evaluated separately in a
strict and meaningful way. Moreover, any change in the DUT would require that the
test run be repeated, which would be expensive and not possible with good precision.
23Since the user experience of annoying echo or sound source mislocation already starts at around
10 ms, the requirements for the underlying prototyping and evaluation system are much stronger,
i.e., the introduced algorithmic delay by the computing platform has to be very low, so that—after
additionally considering the natural time delay due to acoustic sound propagation—still none of
these disturbing effects occur.
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The measurement and prototyping system, and its underlying proposed methodol-
ogy, tries to avoid the drawbacks described above and to offer a more flexible, repro-




• The signal components (speech, echo, and noise) can be linearly superim-
posed at the microphones.a
• The environment’s acoustical parameters do not change significantly over
time (during recording of one acoustical setup).
aIn Fig. 3.1, these virtual microphones can be seen as summation points at the input of the
DUT and at the output of the HATS’ ears.
Due to the first assumption, which is believed to be well justified as long as the
sound pressure levels are kept distinctively below the microphone’s overload point,
the microphone components can be acquired in three separate stages:
1. Noise data acquisition,
2. Speech data acquisition, and
3. Communication simulation,
whereas only the first stage is performed in the moving vehicle. The main advantage
of this threefold acquisition methodology is a high flexibility in the reproducible design
of acoustical test setups and the accessibility of each signal component on its own.
In the communication simulation stage, the previously recorded signal components
(noise and speech) are mixed with current microphone signals in real time to obtain
virtual microphone signals. These are presented to the DUT, which may even be a
black box and of nonlinear characteristic. Arbitrary combinations of different sig-
nal levels, noise conditions, dialog situations, and DUT configurations can be tested,
whenever a specific SNR, signal-to-echo ratio (SER), or conversation type scenario is
desired.
After the three recording stages (noise, speech, communication) subjective or in-
strumental tests can be performed in a final stage (evaluation). Here, a big advantage
is that the tests can be performed in the lab with very flexible exchange of parame-
ters. This also leads to a far less expensive and effortful evaluation of high numbers
of different setups.
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3 Measurement and Prototyping System for Automotive Teleconferencing
Figure 3.1 depicts a general overview of the measurement and prototyping platform,
including all relevant signal streams, sensors, and data consolidation devices necessary
for the different stages of the measurement methodology. Whereas the car’s interior
can be thought of as LEM system, comprising loudspeakers, acoustical environment,
microphones, and virtual passengers in the form of HATS, the actual DUT—which may
be a HF, ICC, or ATC system—is shown outside. Here, the superposed virtual micro-
phone signals, consisting of the real-time measurement microphone components and
their pre-recorded counterparts provided by PC 1 (PC: personal computer) are the
main input signals. Together with pre-recorded automotive meta-data (from CAN,
GPS) and the receive direction (Rx) far-end communication data (provided by Ter-
minal & Network Simulation) the correct output signals—the send direction (Tx)
enhanced signal to the far-end partner, as well as the near-end loudspeaker signals—are
generated. Being synchronized with PC 1, the data acquisition PC (PC 2) is respon-
sible for the time-synchronized storage of all relevant data streams. In Fig. 3.1 (and
the following per-stage figures), dashed lines represent pre-recorded signals, whereas
solid lines correspond to real-time data. Summation points, i.e., virtual mouth/ear
signals, are depicted by the symbol ⊕.
In the following subsections, the different stages of the proposed methodology will
be explained in detail. In accordance with [Scheler et al. 2012], the following notations
will be used hereafter: s(n) denotes speech-only, n(n) noise-only, and d(n) acoustic
echo components of in-car microphone signals. The symbol y(n) will be used for the
so-called virtual microphone signals, u(n) for speech signals received from an external
ATC party, and sˆ(n) for the synthesized multi-talker speech signal sent to the external
party (uplink signal). The superscript “M” is used for all microphone signals that are
fed into the DUT.24 Each microphone channel is indexed by a subscript m = 1, . . . ,M ,
where M is the total number of channels. Accordingly, the superscript “B” is used
for binaural microphone signal pairs recorded using a HATS, which are indexed by a
subscript b = 1, . . . , B, with B denoting the number of passenger positions. Symbols
carrying a prime (′) here refer to signals at the far end of the telecommunication
channel.
3.1.1 Noise Data Acquisition
The main goal of this stage is to acquire data stemming from typical automotive noise
scenarios in a realistic and concise manner. Main contributors to automotive noise,
24The microphones may be part of a beamformer or a distributed array.
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and therefore relevant scenario-defining parameters, are: road conditions, engine rev-
olutions per minute (RPM) and torque, driving speed, gear, traffic, wind, weather,
vibration, rolling friction, and HVAC state (HVAC: heating, ventilation, air condi-
tioning). In summary it can be stated, that automotive noise typically leads to bad
SNR values and may be time-varying or stationary, depending on the prevalent noise
source.
The inherent challenge, which has to be covered by this stage, is to gather enough
meaningful noise data to allow for quality assessment of the DUT in reaction to a
variety of different noise settings. This then enables tests which cover as many real-
istic user scenarios as needed, but with the constraint of high inter-class separability
between the different noise classes. To guarantee the necessary level of realism, this
noise data acquisition takes part in the moving vehicle, with only the desired noise
sources being active, i.e., no speech.
During this first acquisition step, measurement and synchronized recording of
• the noise component nMm(n) of the m–th microphone channel, fed into the DUT,
• the binaural noise component pair [nBb,1(n), nBb,2(n)] that virtual passenger b would
perceive in the very same situation, recorded using a set of HATS with ear mi-
crophones, and
• all available noise meta-data, meaning any nonacoustic signals and automotive
status data that may contain direct or indirect information about the physical
states of relevant noise sources,
is performed. As exemplarily shown in Fig. 3.2, microphones (also including the orig-
inal equipment manufacturer (OEM) HF equipment) are placed at suitable positions.
Care has to be taken, that the corresponding microphones must not be changed in
setup or position, as to match the final application setup. Furthermore, binaural noise
ear signals are acquired by a number of HATS at suitable seating positions.25
This noise data acquisition has to be performed under realistic driving conditions in
the target environment, i.e., while driving and in all different noise conditions of the
target application.26
The number of HATS used—or virtual passengers B—depends on the number of
listening positions to be evaluated. Assuming symmetry between the left and right car
25Since the car’s driver is occupying one of the front seats, the front HATS is positioned at the co-
drivers seat, which may interfere with some automotive measurement standards. However, since
the car’s interior can be seen as highly symmetric, a later mirroring of channels (left to right, and
vice versa) seems tolerable, if actually needed.
26As a reminder: A moving vehicle is solely needed in this distinct noise acquisition step. During
the later steps, a still-standing vehicle in a lab environment is sufficient. Furthermore, the said
lab environment does not have to meet very strict acoustic requirements (e.g., reverberation,
geometry), apart from a low self-noise level.
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Figure 3.2: Proposed measurement methodology: noise data acquisition.
Source: Own work, adapted from [Scheler et al. 2012]
sides, typically only one half of the seats will be equipped with HATS. Throughout the
measurements, the test driver as well as the artificial mouths of all HATS must remain
silent. Moreover, the positions of all microphones and HATS must remain fixed and
time-stamping should be used to enable later synchronized playback of all noise data
and meta-data.
The purpose of recording noise meta-data, apart from feeding it into the DUT, is
to be able to define a set of target noise conditions and to cluster the noise data
accordingly. Examples of noise meta-data are accelerometer, controller area network
(CAN) bus, or global positioning system (GPS) signals (cf. Section 3.2.2). Noise
meta-data might be used by the DUT to trigger customized parametrization of the
algorithm in use, which is related/trained to specific noise models.
3.1.2 Speech Data Acquisition
In the second stage, the near-end speech components, stemming from virtual speakers
(i.e., HATS) at different seating positions, are acquired. The corresponding mouth
signals are recorded via the microphones mentioned above and the remaining HATS,
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Figure 3.3: Proposed measurement methodology: speech data acquisition.
Source: Own work, adapted from [Scheler et al. 2012]
operating in listening mode.
The so-called signal separation approach (cf. Section 4.3.1, at pp. 92f) in HFS
analysis is based on the availability of the clean speech component of the microphone
signals entering the DUT. For ATC systems, this now explicitly includes the acoustic
path from a talker’s mouth via the car cabin. It is therefore useful to have binaural
recordings of the same talker’s undisturbed and unamplified speech signals arriving at
the possible listening positions.
Analogously to the noise data acquisition, the second proposed stage consists of the
acquisition of isolated near-end speech components at the system microphones and at
possible listening positions.27
In contrast to the previous stage, however, the car is now standing, ideally in a
silent, reverberation-free lab room with the engine and all noise sources turned off.
The car loudspeakers and all artificial mouths except the virtual talker remain silent.
As already stated before, all microphones must be placed in the exact same positions
27Alternatively, it is also possible to obtain these data by dynamic system identification and synthesis.
This approach, proposed by the author, is included as Appendix III in [ITU-T 2015b] and covered
in depth in Section 4.4.
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as during noise data acquisition. The HATS are placed in the speaking and listening
positions to be tested, as exemplarily shown in Fig. 3.3.
The test speech signals, whose design depends on the target application and the
intended test method (cf. Section 4), are played back through the artificial mouth
of one of the HATS, the virtual talker (cf. Fig. 3.3: the light green signals paths,
going from PC 1 to the talking HATS’ mouth and to PC 2, for recording reasons).
At the same time, the speech signals arriving at all system microphones in the car
are recorded synchronously, each representing the speech component sMm(n) at one
specific microphone m (cf. Fig. 3.3: the red microphone signal paths going to PC 2).
Likewise, the ear microphone signal pairs [sBb,1(n), sBb,2(n)] of the HATS are recorded
for each head position b (cf. Fig. 3.3: the ocher-colored signal path going to PC 2).
This procedure is repeated for all HATS in sequence, each once playing the role of the
talker.
Please note that whereas the number of virtual listening positions is limited by
the number of HATS available simultaneously during the noise acquisition stage, the
number of talker positions is arbitrary: Only two HATS are required to capture all
possible talker-listener constellations, of which the ones where the talkers are sitting
in the front row are the acoustically most critical and thus most important. Further-





sMr,m(n) for each channel m, (3.1)
where each sMr,m is the r–th talker’s isolated speech component arriving at microphone
m. The binaural signals can be superimposed in similar fashion. Hence, the talker can
also be placed in the driver’s seat, which represents an acoustically critical and thus
important use case. It should be noted, however, that this concept of alternating talker
positions does not incorporate the potentially increased attenuation and scattering
caused by multiple talkers being present in the acoustical environment at once, and
should therefore be considered a minor approximation.
3.1.3 Communication Simulation
In the third stage, the communication simulation, the DUT performs the desired task
(e.g., ATC, HFS, ICC) in real time. For this to work, virtual microphone signals
are composed at the DUT by synchronously combining the pre-recorded noise (from
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Figure 3.4: Proposed measurement methodology: communication simulation.
Source: Own work, adapted from [Scheler et al. 2012]
the first stage) and speech data (from the second stage) together with real-time echo
stemming from a far-end communication partner’s signal, processed and distributed
to the car’s loudspeakers by the DUT.
The participants of this artificial conversation are an arbitrary number of virtual
passengers in the car, as well as one virtual external party, either connected by a
real cellular connection via mobile phones or—as shown in Fig. 3.4—by a simulated
network with terminal/phone emulation. As during speech data acquisition, the car is
standing still in a silent lab environment; the engine and all noise sources are turned off.
All sound sources within the car cabin are also inactive except for the car loudspeakers
now producing the acoustic system output, leading to a “virtual communication”. All
HATS are placed in the same listening positions as during the preceding stages.
The reason for the term “virtual communication” here, is not because no human
talkers are involved—in fact, not even the artificial mouths are active—, but rather
since it only takes place from the perspective of the DUT. This can be explained as
follows: Instead of feeding real microphone signals into the system, it is presented with
what is called virtual microphone signals. According to the assumption of microphone
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linearity stated above, these are synthesized by means of real-time superposition
yMm(n) = sMm(n) + dMm(n) + nMm(n) for each channel m, (3.2)
where the summands nMm(n) and sMm(n) are previously recorded noise and speech com-
ponents, respectively; the component dMm(n) is the m–th microphone signal currently
measured. Since the only active sound sources in the car cabin are now the car loud-
speakers, dMm(n) is the isolated system echo. The corresponding binaural echo compo-
nents [dBb,1(n), dBb,2(n)] are acquired at the same time using the HATS. Note again that
no linearity has to be assumed for the DUT, only for its input signals.
In case of an ATC or HFS task, the DUT is provided with the virtual receive
direction downlink signal u(n) of the external party of the teleconference, in addition
to the virtual microphone signals yMm(n). This signal is obtained by passing the clean
speech signal s′(n) of the external party through a terminal and network simulation28.
Additionally, if the DUT exploits noise meta-data for adapting its algorithms, these
data streams must also be provided. To this end, the same meta-data that were
recorded along with nMm(n) must be synchronously passed to the DUT to emulate the
corresponding data sources (see the bold antique pink and pastel blue dotted data
paths in Fig. 3.4).
In combining all these input signals, the DUT can now operate as if being under real
conditions. The system output consists of a multi-channel loudspeaker signal to be
played back in the car as well as a single-channel multi-talker uplink signal sˆ(n), which
is synthesized from the near-end speech. Each loudspeaker signal contains processed
and amplified speech from all ATC participants—inside and outside of the car—at
different proportions. In case of HFS-only operation, only the far-end downlink signal
or—if applicable—a local music signal is played back. The acoustic feedback of the
loudspeaker output is recorded at the microphones and fed back into the system as
the echo component dMm(n) of a virtual microphone signal as stated in (3.2). For
later evaluation, binaural recordings dBb (n) of this echo component are acquired and
the uplink signal sˆ(n) is passed through another terminal and network simulation to
obtain the external party’s received signal u′(n).
It is important to note again that the combination of noise and speech components
28There are many practical options for terminal and network simulation; here, a VoIP-based connec-
tion with configurable terminal and channel properties comes to use. This terminal and network
simulation is covered in more detail in Section 3.2.2 “Network and Terminal Simulation”. Alterna-
tively, a real 2G/3G cellphone connection with the audio codecs adaptive multirate (AMR) [3GPP
2015a] or adaptive multirate wideband (AMR-WB) [3GPP 2015b, ITU-T 2003] and Bluetooth
(BT) hands-free profile (HFP) link [Blu 2011] to the DUT can be used (cf. Section 3.2.2).
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can be chosen arbitrarily29. Different noise scenarios can be defined based on the noise
meta-data, allowing for condition-specific simulations. Alternatively, recommended
scenarios, e.g., according to ITU-T P.1130, can come to use. The speech data should
be selected according to the requirements of the intended testing method [Hänsler and
Schmidt 2008]. Simulations of critical double-talk or multi-talk scenarios are possible
thanks to superposition (cf. (3.1)). In so doing, different SNR, SER, and conversation
types can easily be simulated in a flexible manner.
Moreover, if the DUT is a research system whose algorithms and parameters can be
manipulated30, simulation series with different DUT parameterizations are possible,
facilitating virtual interactive tests equivalent to those described in Section 4 or [Buck
et al. 2009].
Another feature of this additive simulation methodology is the possibility of idealized
tests. By weighting or even deactivating single components of the DUT input signals
in (3.2), idealized system behavior can be obtained. For example, all echo components
can be set to zero, which is equivalent to an ideal acoustic echo cancellation in the
DUT as described in [Schmidt et al. 2012].
3.1.4 Evaluation
As the last stage of the proposed methodology, evaluation of the DUT’s performance
can be conducted. Here, either subjective quality assessment with binaural listening
tests or the application of instrumental quality and standard-conformance tests, such
as [ITU-T 2015b, ITU-T 2015a], can take place; as it will also be covered in Section 4.
After all measurement stages are completed, the acquired signals must be analyzed
and evaluated. As stated above, a signal separation of the system output signals
(cf. Section 4.3.1) may be necessary beforehand for some quality measures (if not
inherently covered by purely separate acquisition as shown above). For multi-talker
speech mixtures, however, appropriate separation techniques have yet to be found.
So far, only synthesized artificial test signals, e.g., differently modulated sinusoidal
signals (cf. [ITU-T 2015b]), are available for testing in this special case.
As far as subjective quality evaluation is concerned, subjective listening tests, such
as those described in [Buck et al. 2009, Hänsler and Schmidt 2008, ITU-T 1996a], could
29Special care should be taken when a considerable amount of noise is interfering with sections of
near-end speech. Here, according to Lombard [Lombard 1911], an increase in speech level (and
tonality) can be expected from a real human talker, if the present background noise reaches specific
loudness levels. This increase of speaker loudness, i.e., Lombard effect, should at least be covered
approximately, as described in Section 4.5.6 “Speech Quality in the Presence of Background Noise”.
30As it is the case with the algorithms presented in Sections 2.2 and 2.3
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be performed. For binaural listening tests, the binaural signal components acquired in
the previous stages can be summed in analogy to (3.2). It is also possible to leave out
single components for idealized tests. In addition, the resulting virtual microphone
signals must be appropriately equalized for binaural presentation (cf. Section 3.2.2
“Binaural Listening”). Further subjective tests should at least include the monaural
signal u′(n), but in principle any acquired signal or signal component can be evaluated.
Note that even interactive subjective tests for determining the preferred setting of
a system parameter as in [Buck et al. 2009] can be realized virtually: First, a series of
communication simulations must be conducted and recorded for different values of the
parameter in question, while all other conditions remain unchanged. During listening
tests in the lab, the signals presented to the test subject are switched between the
respective simulated recordings as the person uses a control to adjust the parameter
to his or her preference.
Last but not least, the separate availability of many signal components is espe-
cially well-suited for automatic evaluation using instrumental measures such as noise
attenuation (NA), ERLE, perceptual evaluation of speech quality (PESQ), or speech
transmission index (STI) [Steeneken and Houtgast 1980] improvement, or others (such
as those covered in-depth in Section 4.3.1).
3.2 System Description
While the measurement approach presented above is based on a rather simple princi-
ple, its practical realization requires some caution as well as specific hardware. The
measurement and prototyping platform, which can be considered as a practical real-
ization of the proposed measurement methodology, will now be presented from four
different points of view. The first subsection will give a general overview of the over-
all system and the signal flow between the different sensors and processing modules.
The second subsection will introduce the involved hardware setup and the intercon-
nection between devices, which are grouped in functional modules. It is followed by
a description of the software setup in subsection three. The last subsection, how-
ever, will approach the power concept of the measurement and prototyping platform,




3.2.1 Signal Flow and General Overview
The measurement and prototyping platform is a sophisticated combination of hard-
and software modules, being able to acquire, route, store, process, and evaluate many
kinds of different communication signals of a car, as exemplarily outlined in Fig. 3.1.
There, the signal flow of an ATC, HF, or ICC system, represented as DUT, during
evaluative measurements is shown. It can be seen, that PC 2, which is mainly re-
sponsible for data acquisition, is storing all relevant sensor and communication signals.
This includes, but is not limited to, the measurement microphone signals, the HATS’
ear signals, the DUT’s loudspeaker signals, as well as the audio communication signals
from the “Terminal & Network Simulation” module31. Furthermore, GPS and
CAN bus signals, as well as time synchronization signals are acquired.
Being bidirectionally synchronized with PC 2, PC 1 is responsible for the analy-
sis, simulation, and orchestration of the communication needed for the DUT testing.
During the communication simulation stage it provides previously-acquired signals to
the DUT, like noise and speech microphone components from the noise- and speech
data acquisition stages, and relevant noise meta data like GPS and CAN bus signals.
Being superimposed with the synchronized near-end speech microphone components,
coming from the rendered HATS mouth signals, the virtual microphone channels for
the DUT’s local input are gathered. At the receiving side, the loudspeaker output sig-
nals (i.e., system echo), which are fed by the DUT’s local output stage, are perceived
by the HATS’ ears and presented to both PC 1 (for binaural playback) and PC 2
(for recording). The DUT’s remote output stage, on the other hand, will provide
the far-end transmission signal, which—after terminal and network simulation—will
also be available for both PCs. The far-end receive signal traverses the terminal and
network simulation in the opposite direction and is input to the DUT’s remote input
stage. This far-end receive signal, once before and once after terminal and network
simulation, is also subject to recording by PC 2.
3.2.2 Hardware Setup
The hardware structure of the measurement and prototyping platform cannot be con-
sidered as “one device fits all needs”, but rather as a variety of different functional
modules. Each has a set of devices with a distinct technical purpose and is highly
interconnected with potentially every other device or functional module of the system.
31Depending on the given use case, this module does not rely on simulation, but can also imply a
real mobile-to-mobile cellular connection with off-the-shelf mobile phones.
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Since every device typically has a plurality of interfaces—either by using different
connection ports or by reconfiguring its internal software setup—the possibilities of
interconnection and therefore the way of handling the signal streams are virtually
countless.
Because of that, the setup and configuration of the measurement and prototyping
platform, as it is shown in the following subsections and depicted in Fig. 3.5, should
be considered as exemplary or default configuration. If special measurements or signal
routings are necessary for a given task, adaptations to the way the devices are set
up and interconnected may be needed. However, most of these adaptations can be
performed semi-automatically by applying different software settings.
As shown in Fig. 3.5, most of the hardware devices of the measurement and proto-
typing platform are meant for in-car placement (the corresponding rack is shown in
Fig. 3.6). This, on the one hand, allows to have short and reliable interconnections. On
the other hand, it also allows for mobile usage with only a limited number of connec-
tions to the stationary laboratory equipment outside the car. For this to work, special
requirements on the power concept have to be met, as will be outlined in Section 3.2.4.
Figure 3.5 also shows the default interconnection scheme with a color-coded itemiza-
tion of the corresponding signal type. Devices are shown as blocks which are labeled
with description, identification code, manufacturer’s name, and serial number. One or
more devices or transducers are grouped as hardware functional module; as there are
“sensors”, “data acquisition”, “audio bridge”, “device under test”, “short-range wire-
less connection”, “network and terminal simulation”, “sound reproduction”, “binaural
listening”, and “computation and control”. These functional modules are now being
introduced in detail.
Sensors
Being placed appropriately in the car cabin, at electronic control units (ECUs), or
at vibrating car parts, sensors are able to acquire signals such as acoustical sound
pressure, vibration, or automotive meta-data like position, speed, or device conditions.
Measurement Microphones To acquire monophonic acoustical signals, such as noise
and speech components, a set of six measurement microphones can be used. Opti-
mum quality and flexibility is achieved by using prepolarized omnidirectional mea-
surement condenser microphones. This, unfortunately, implies practically no implicit
SNR improvement by directivity but involves a much less error-prone and more flex-
















































































































































































































































































































































































































































































































































































































































3 Measurement and Prototyping System for Automotive Teleconferencing
Figure 3.6: Processing platform with device under test and measurement equipment.
Source: Own work, with authorized use of material from HEAD acoustics
GmbH, 2016
measurement microphone for HATS mouth calibration purposes is available.
The underlying aim was to have the least restrictions in microphone placement and
achievable sound quality whilst still being able to additionally incorporate the OEM
HF microphone of the car into the range of used microphones, whenever a specific
directivity pattern or standard response characteristic in terms of amplitude, internal
noise, or sensitivity, is needed. Due to this, individual single microphones have been
given preference to, as opposed to prepackaged microphone arrays or modules.
Measuring Capsule The measurement microphones which come to use in the mea-
surement and prototyping platform are equipped with 1/2-inch prepolarized free-field
condenser microphone capsules of type G.R.A.S. 40AE for speech and noise acquisi-
tion and with similar, but externally polarized, capsules of type G.R.A.S. 40AF for
calibration tasks. Both capsule types offer a wide acoustic frequency frequency range
of 3.15 Hz to 20 kHz (at ±2.0 dB deviation), an SNR of around 133.5 dB (at 3 % dis-
tortion), and a nominal sensitivity of 50 mV Pa−1. Note, that according to ITU-T
P.1110 [ITU-T 2015a] the nominal sensitivity of automotive HF microphones shall
be 300 mV Pa−1. Hence, a microphone preamplifier (cf. Section 3.2.2 “Microphone
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Overview of Signal Level Definition
According to the given measurement process, physical dimension, or intended repre-
sentation, a variety of signal level definitions exists. The most prominent definitions
are given herea:
dBr: “Relative power level of a signal in a transmission path referred to the level at
a reference point on the path (0 dBr point).”
dBm: “Absolute power level relative to 1 mW, expressed in dB.”
dBm0: “Absolute power level in dBm referred to a point of zero relative level (0 dBr
point).”
VRMS: Root mean squares voltage level.
dBV: Voltage level relative to 1 V, expressed in dB.
dBU: Voltage level relative to
√
0.6VRMS ≈ 0.775V, expressed in dB.
dBPa: “Sound pressure level relative to 1 Pa, expressed in dB.”
dBPa(A): “A-weighted sound pressure level relative to 1 Pa, expressed in dB.”
dBSPL: “Sound pressure level relative to 20 µPa, expressed in dB”. 94 dBSPL is
equivalent to 0 dBPa (see dBPa).
dBov: “dB relative to the overload point of a digital system according to [ITU-T
G.100.1].”
dBFS: 1 dBFS (FS: full scale) is equivalent to 1 dBov (see dBov).
aIf the definition is set in quotation marks, it is a citation from ITU-T P.1130 [ITU-T 2015b]
Digression
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preamplifier” and PREAMP in Fig. 3.5) comes to use.
Impedance Converter To be able to bridge long cable distances between the
microphone capsules and the data acquisition units, preamplifiers of type G.R.A.S.
26CA (for prepolarized microphones) and G.R.A.S. 26AK (for externally polarized mi-
crophones) act as impedance converters. Both types have an output gain of −0.25 dB.
The G.R.A.S. 26CA devices are CCP powered (CCP: constant current power) and
offer an output impedance of less than 50 Ω at their BNC connector (BNC: Bayo-
net Neill Concelman), whereas the G.R.A.S. 26AK devices need an external voltage
source of around 120 V and offer an output impedance of 75 Ω at their seven-pin LEMO
connector.
Head and Torso Simulators Proper binaural acoustic measurements typically re-
quire the physical shape of a human’s upper body, including anatomically shaped
pinnae, to achieve realistic shading, reflection, and scattering effects. These are im-
portant for the correct representation of the sound’s direction of arrival and timbre.
The use of mannequins, in contrast to ear canal microphony on human subjects, offers
the advantage of increased reproducibility and their shape, furthermore, is mathemat-
ically describable at best.
The proposed measurement and prototyping platform includes two HATS of type
HEAD acoustics HMS II.6 (HMS: HEAD Measurement System). They fulfill the
ITU-T requirements for artificial mouths [ITU-T 2013]. The ears, however, are a cost-
effective alternative to the anatomically exact ear simulator according to IEC 60318-4
(cf. ITU-T P.57 [ITU-T 2011b]), since they are of more abstract shape and contain
free-field microphones, which does not allow for the measurement of sound sources
very close to the ears, like handsets, headphones, or headsets. Nevertheless, they are
very well suited to evaluate HFSs and other far-field sound sources, which is what is
needed in this application.
The HMS II.6 devices rely on external mouth amplifiers, which are included in the
head and torso simulator front ends of type MFE VI.1 (MFE: measurement front end),
as further described in Section 3.2.2 “Head and torso simulator front ends” below.
Accelerometers Speech enhancement tasks, like echo or noise reduction, would be
trivial as soon as the disturbing components could be acquired in a discrete manner
fully uncorrelated to the wanted signal. Therefore it is desirable to apply sensors with
a very specific recording characteristic. Speaking of structure-born background noise,
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accelerometers at the vibration sources, like engine, side mirrors, chassis, or wheel
housings, could provide useful help to the DUT, specific to the disturbance.
The measurement and prototyping platform therefore offers a set of eight accelerom-
eters, four of type PCB 353B15 and four of type PCB M352C65. Whereas devices of the
first type excel in terms of high peak-to-peak measurement range (±4905 m s−2) and
a wide operating temperature range of −54 to +121 ◦C, they have the drawback of
less sensitivity (1.02 mV m−1 s−2); the devices of the second type, however, have a high
sensitivity (10.2 mV m−1 s−2), but lower peak-to-peak measurement range (±491 m s−2)
and an operating temperature range of only −54 to +93 ◦C, which makes them less
suitable for engine compartment usage, for example.
CAN Bus Accessing the car’s CAN bus can be vital if data about HVAC status,
driving condition, ECU characteristics, or overall car status is needed. Besides some
LIN bus subconnections (LIN: local interconnect network), most relevant ECU and
sensor modules in the research car are connected via the drive train, convenience,
infotainment, dash panel insert, or diagnosis CAN bus system. Of specific relevance
in the given context is the convenience CAN data bus, which includes the climatronic
control unit, wiper motor control unit (fed through LIN bus connection), and onboard
power supply control unit. This CAN bus is directly connected to the CTRL device,
as covered in more detail in Section 3.2.2 “Data acquisition control unit”, which realizes
the subscription to desired message identifiers and their decoding.
GPS To acquire the exact car position and speed during test drives, i.e., noise data
acquisition or live DUT evaluation, the measurement and prototyping platform is
equipped with a USB-driven (USB: unsiversal serial bus) GPS receiver, connected to
the mobile data acquisition PC (cf. Section 3.2.2 “Mobile data acquisition”).
Data Acquisition
In the “Data Acquisition” functional module mostly signal conditioning and analog-
to-digital conversion (ADC) devices for data acquisition purposes are pooled.
Microphone preamplifier If microphones come to use which have a low sensitivity
or if an additional degree of freedom in analog gain adjustments is wanted, the four-
channel microphone preamplifier device of type RME Quadmic II (PREAMP) can be
used. Placed in between microphone and local input stage of the DUT (EXT A in
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this case, as shown in Fig. 3.5), adjustments made here only affect the DUT and do
not have any side affects on the corresponding ADC device (labV12 A in this case).
Due to the CCP-type interfaces of the A/D converters it may be necessary to make
sure that a galvanic isolation between sensor tap position (shown as dotted junctions
in Fig. 3.5 between sensors and A/D converters) and the inputs of either microphone
preamp or the DUT is established. This can be done by capacitive, inductive, or
optical decoupling.
Analog-to-digital converter front ends The measurement microphones (optionally
also including the car’s OEM HF microphone) and the accelerometers are connected
to the analog-to-digital converter front ends of type HEAD acoustics labV12. These
are named labV12 A and labV12 B, respectively. These front ends provide neces-
sary sensor supply voltage and offer individually-configurable A/D conversion for each
channel (each front end device offers 12 input channels). The acquired data is multi-
plexed into proprietary Headlink data streams and aggregated at the data acquisition
control unit (CTRL).
Head and torso simulator front ends In a very similar fashion, the head and torso
simulator front ends of type HEAD acoustics MFE VI.1, shown asHMS A andHMS
B in Fig. 3.5, act as A/D converters for the ear microphones of both available HATS.
Furthermore, the included HATS mouth amplifiers are powering one artificial mouth
each. Bidirectional data transfer to the audio bridge module for communication simu-
lation, as well as the receive-side data acquisition by the HATS control unit labHMS,
is performed as AES3 (AES: Acoustic Engineering Society) digital audio.
Head and torso simulator control unit The digital output signals of HMS A and
HMS B are aggregated and multiplexed into Headlink data streams by the HATS
control unit of type HEAD acoustics labHMS (named labHMS).
Data acquisition control unit At the data acquisition main control unit (CTRL)
these Headlink data streams, coming from the A/D converter devices (labV12 A /
labV12 B) and the HATS control unit (labHMS), are aggregated and made available
for recording to disk via PC over an USB connection. Furthermore, configuration of
CTRL and its Headlink-connected feeding devices is also done via this connection.
As already stated above, the CAN data bus is directly connected to CTRL, with
the CAN message subscription and decoding internally done in software by the use of
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appropriate car-vendor-specific databases. In this case, the data acquisition control
unit is of type HEAD acoustics labCTRL.
As the CTRL device acts as AES3 time synchronization / sample rate master de-
vice, the clock synchronization signal (digital audio signal “CLK” as shown in Fig. 3.5)
is fed to the downstream slave devices by forcing the circular MADI device chain
(MADI: multichannel audio digital interface) (yPC 1→ADI→DACy) to follow
this clock.
Audio Bridge
The functional module “Audio Bridge” acts as aggregation point and interface between
PC 1 and the diverse analog and digital devices. Whereas the PC-side link is a single-
cable digital MADI multiplex in ring topology with 64 channels, connecting PC 1,
ADI,DAC, the car-side links are differential analog connections to the “DUT” module
(via DAC) and digital AES3 connections to the “Data Acquisition” and “Network and
Terminal Simulation” modules (via ADI).
Digital-to-analog converter Up to 16 audio channels can be converted simulta-
neously from the digital domain (e.g., AES3 or MADI input) to the analog domain
(asymmetric or differential) by means of the digital-to-analog converter (DAC) of type
RME M-16 DA (DAC). In the case at hand, two sets of eight-channel differential audio
streams are provided for the DUT. These channels can be used to insert signals in
real time, such as prerecorded background noise or speech components. Care has to
be taken that appropriate output signal levels are chosen (e.g., +13 dBU at 0 dBFS).
MADI-to-AES bridge The 64-channel MADI multiplex has to be demultiplexed
into separate stereo AES3 signals prior usage by AES-enabled devices. This, and the
corresponding reverse action, is the main task of the MADI-to-AES bridge RME ADI
8QS, hereafter named ADI. AES3-connected devices, in this context, are the far-end
VoIP terminal (T 2), the HATS-related devices labHMS, HMS A, and HMS B,
and—for synchronization reasons—the main data acquisition device CTRL.
Device Under Test
Home to the main signal routing and processing functions is the processing platform,
as shown in Fig. 3.7. Apart from being a central signal conditioning device, it is, first
and foremost, hosting the core algorithmic calculation modules of the digital software
system under test, hence called “Device Under Test”.
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Figure 3.7: Processing platform with device under test
As can be seen in the upper part of Fig. 3.7, the processing platform is modular-
ized into two digital signal processing boards of type Analog Devices ADSP-21469
EZ-Board (DSP A and DSP B), equipped with an Analog Devices ADSP-21469
[Ana 2013] CPU each, and—as shown in the lower part—two audio extension boards
of type Analog Devices SHARC Audio EZ-Extender (EXT A and EXT B) [Ana
2012], equipped with three audio codec ICs of type Analog Devices AD1939 each, to
provide additional analog interfaces (24 output channels and 12 input channels, per
extension board).
As DSP A and DSP B are linked with a high-bandwidth proprietary linkport
connection, they can easily exchange payload data and could therefore balance the
overall load, according to requirements. Each DSP contributes a peak processing power
of 2.7 GFLOPs at a core clock speed of 450 MHz. The arithmetic unit processes 32-bit
fixed-point as well as 32-/40-bit floating-point data words in an extended Harvard
architecture.
Primary DSP One of the tasks of the primary DSP (DSP A) is the data aggrega-
tion from its own analog and digital interfaces, the secondary DSP’s interfaces, as well
as their corresponding extension boards’ interfaces. Furthermore, as covered in Sec-
tion 3.2.3 “Software Setup”, a switching matrix will provide a virtual plug board for
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the purpose of signal routing between input and output interfaces. The third task of
DSP A, in this context, is the execution of a frame-based four-pole algorithm, whose
sampling rate may differ from the 48 kHz sample-by-sample structure of the signal
routing framework. In the case at hand, the monophonic HF algorithm presented in
Section 2.2 “Algorithmic Description: The Mono Case” is executed at a sampling rate
of 16 kHz and a frame length of 10 ms. A secondary task of DSP A is to provide a
rudimentary human machine interface (HMI) over an USB-enabled UART interface
(UART: universal asynchronous receiver transmitter) to PC 1, for controlling, mea-
suring, and debugging purposes. In addition, it acts as a remote control for AMP by
means of a switching relay, as covered in Section 3.2.4 “Power Concept”.
In terms of audio interfaces, DSP A covers the remote output and input stage
to the far-end communication partner over S/PDIF (cf. Fig. 3.5; uplink: SPDIF_o,
downlink: SPDIF_i; S/PDIF: Sony/Philips Digital Interface).
Secondary DSP Being identical to DSP A from a hardware point of view, the
secondary DSP (DSP B) is mainly responsible for increasing the number of audio
interfaces by transferring the data from/to the switching matrix of DSP A over a
bidirectional linkport connection. Furthermore, additional algorithmic or control
tasks can be performed by its CPU.
Audio extension boards In terms of audio interfaces, the audio extension board
for the primary DSP (EXT A) covers the local output stage (loudspeakers) over
asymmetric analog RCA connectors (cf. Fig. 3.5; front left: Out1L, front right: Out1R,
rear left: Out2L, rear right: Out2R). The analog audio inputs can contribute to the
local input stage (microphones), as they are in this case: In5L, In5R, In6L, and In6R
for the near-end microphone live signals and ADIFF_i for the eight-channel differential
audio input of prerecorded audio from DAC (cf. Fig. 3.5). In analogy, EXT B covers
the remaining part of the local input stage (additional microphones/accelerometers),
by extending the number of analog interfaces of the secondary DSP board.
Short-range Wireless Connection
The connection to the far-end communication partner is realized either over the “Net-
work and Terminal Simulation” module, as shown in Fig. 3.5, or performed over real
cellphone devices. Nevertheless, both ways require a short-range wireless connection
to bind the DUT’s remote output stage on the near-end telephony terminal (cf. T 1
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in Fig. 3.5) or the local cellphone device, respectively32.
Hands-free profile The wireless connection is—as shown here—implemented as a
Bluetooth connection, by making use of the HFP v1.6 [Blu 2011] specified module.
This allows for narrowband as well as wideband connections between HF device and
HF audio gateway. The choice of the selected codec highly influences the audio signal
quality. Whereas the modified sub band codec (mSBC) [Blu 2011, Sec. 5.7.4][ETSI
1999], which is necessary for wideband BT connections, can be considered relatively
transparent in terms of speech quality; the continuously variable slope delta modula-
tion (CVSD) [Blu 2011, Sec. 5.7.3][Greefkes and Riemens 1970] codec, however, will
not only reduce the available acoustic bandwidth to narrowband specifications, it will
also further harm speech quality.
Hands-free terminal end point As near-end Bluetooth hands-free terminal (HFT)
end point (BT 1) the terminal emulation device HEAD acoustics MFE XI comes to
use and is configured to work in HFP mode. Typically, in this setup the mSBC
codec is used for the Bluetooth audio link to allow for high-quality wideband audio
transmission.
Audio gateway The Bluetooth pairing partner, however, is either a second MFE XI
device (cf. BT 2 in Fig. 3.5) or an appropriately-equipped cellphone. This pairing
partner acts as Bluetooth audio gateway (HFP AG mode) and is responsible for the
long-range wireless connection; either being a (simulated) IP network in case of VoIP
communication (cf. Fig. 3.5) or being a 2G, 3G, or 4G mobile telephony connection,
such as GSM, UMTS, CDMA2000, or LTE. Apart from 2G mobile connections, HD Voice
telephony typically is possible (if the remaining requirements are met), which offers a
highly improved speech quality [Bauer et al. 2010].
Network and Terminal Simulation
In case full control over the telephony terminals and the interconnecting network is
desired, a network and terminal simulation, as shown in Fig. 3.5, is advisable. By
32Though technically feasible, tethered connections to the near-end telephony terminal are neglected
here, since market requirements (flexibility, ease of use) speak out in favor of wireless connections.
Furthermore, control commands over a Bluetooth connection allow to disable signal processing
functions such as AEC or NR in the connected telephony terminal. However, proper execution
should always be checked, due to HFS implementations which oftentimes do not react on these
commands in an appropriate fashion.
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using this, the user is free in the choice of terminal frequency characteristics and audio
codecs, as well as the disturbance characteristics introduced by the network channel
in between. Furthermore, highly reproducible test setups are possible, which do not
depend on public infrastructure.
Near-end VoIP terminal simulator The simulation of the near-end VoIP telephony
terminal (T 1) in this context is performed by a HEAD acoustics MFE VIII device.
Apart from the standard VoIP session initiation protocol (SIP) according to RFC 3261,
the following codecs can be chosen: G.711 (a-law,µ-law), G.722, G.723.1, G.726-32,
G.729 A/B, and L16-256 [Rosenberg et al. 2002, ITU-T 1988, ITU-T 2012a, ITU-T
2006, ITU-T 1990, ITU-T 2012b, Casner 2007].
As can be seen in Fig. 3.5, the interface at the HFS side is conducted as AES3
digital audio, whereas at the channel side a twisted-pair ethernet connection is used.
IP channel simulator Realization of the internet protocol (IP) network is performed
by an HEAD acoustics MFE IX IP channel simulator (IP). Among other features, its
main task is to insert channel degradations like noise, data loss, or jitter, based on
statistical parameters or by means of triggered prerecorded macros.
Far-end VoIP terminal simulator In direct analogy to T 1, the far-end VoIP termi-
nal simulator (T 2) is situated at the opposite end of the simulated IP channel, also
connected channel-sided via twisted-pair ethernet connection and terminal-sided via
AES3 digital audio interface. Care has to be taken, that—with respect to T 1—the
matching codec is chosen.
Sound Reproduction
In the following paragraphs, a closer look is taken at the local output stage of the DUT,
in particular at the four loudspeaker signals connected to EXT A (Out1L, Out1R,
Out2L, and Out2R), which are fed as analog audio to the “Sound Reproduction”
module.
Audio amplifier As no further processing of the loudspeaker signals is performed
hereafter, all four channels are input to the audio power amplifier (AMP) of type
Clarion APA 4360. The same signals are also fed back for recording by labV12 A,
to act as reference for debugging purposes. After being amplified by AMP according
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to the set gain33, the loudspeaker power signals are driving the car’s loudspeakers, two
in the front of the car and two in the rear.
Loudspeaker setup Whereas a two-channel loudspeaker setup typically is sufficient
for HF purposes, the addition of two rear channels is advisable to achieve a natural-
istic room impression; and is even crucial for ICC purposes, where the acoustic path
distance to each listening position should be minimized.
Binaural Listening
Though instrumental measurements are a necessary tool to implement reproducible
and efficient test scenarios, subjective listening tests by experts or by a statistically
significant number of naïve listeners remain the ultimate quality evaluation reference.
Furthermore, some sound characteristics, as there are for example direction of arrival
cues or shading effects, can only be adequately perceived by binaural listening. This
is made possible, in this case, by matching the equalization curve at the headphone
amplifier HEAD acoustics PEQ V (EQ) to the one used during HATS signal acqui-
sition, which might be free field (FF), diffuse field (DF), or independent of direction
(ID) equalization. By this means, the unintended double consideration of outer ear
channel amplitude responses in the acquisition-reproduction chain of both the HATS’
and the listener’s ears is reduced to only a single consideration (the listener’s ear
characteristics), hence providing a realistic binaural listening impression.
Computation and Control
As can be seen in the upper left of Fig. 3.5, all the digital audio signal streams
from or to the “Audio Bridge” and “Data Acquisition” modules are aggregated at
a central “Computation and Control” module. This is also the main control interface
for most of the devices of the measurement and prototyping platform, by means of
USB and MIDI-over-MADI connections. Depending on the given task, either the
stationary PC 1, responsible for “Communication, simulation, and analysis”, or the
mobile PC 2, responsible for “Mobile data acquisition”, comes to use. Both share the
same possibilities in terms of access to data storage and available software, but are
optimized for the corresponding task.
33The gain is indirectly set by controlling the device’s sensitivity in the range of 6.0 V to 0.2 V,
describing the input voltage needed to drive the amplifier into its maximum amplification.
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Communication, simulation, and analysis The main task of PC 1 is the control
and analysis of telecommunication simulations and measurements, mainly performed
by the “Advanced Communication Quality Analysis” software suite ACQUA and its set
of extensions and included measurement standards, usually in the form of single and
multiple measurement(s) descriptors (SMD/MMD). Furthermore, binaural listening
tasks and the MADI-related data communications are usually performed with PC 1.
Mobile data acquisition Since at least the Noise Data Acquisition stage (cf. Sec-
tion 3.1.1) has to be performed in the moving vehicle, the mobile computer PC 2
is able to perform multichannel signal recordings of the connected sensors (typically
by means of the programs ArtemiS and HEAD recorder), while being mechanically
robust, compact, and energy efficient, to meet the mobility requirements of the car
environment.
Software The main signal acquisition, processing and evaluation tasks, as well as
control of most of the hardware front-ends and devices are performed by the following
proprietary software suites.
ACQUA Having its roots in the application of telephonometry, the “Advanced
Communication Quality Analysis” (ACQUA) software suite, which consists of a two-
channel signal generator and a two-channel signal analyzer, is the focal point of all
processes related to the so-called MFE front ends and the telephonometry-related tests,
as there are, e.g., ITU-T P.1110/P.1130.
ArtemiS With a strong background in NVH-related measurements (NVH: noise,
vibration, harshness), this multichannel recording and analyzing software suite is a
strong tool whenever multichannel recordings and repetitive signal analysis on a high
number of input signals is needed. It also features the HEAD Recorder software,
which—also usable as stand-alone tool—performs the actual synchronized recording
of all available channels of the connected front ends (e.g., HEADlab front ends), but is
also responsible for sensor selection, level adjustment / calibration, and monitoring.
3.2.3 Software Setup
In this subsection the setup of the DUT’s processing framework, also hosting the audio
core algorithm (e.g., HFS, ICC), is presented. A graphical model of the processing
framework is depicted in Fig. 3.8.
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While highlighting significant parts of Fig. 3.8, the main parts of the framework are
described in the following paragraphs.
Input stage Left from the input stage of the block depicting the DUT’s primary
part, possible input devices are shown, as they are here: eight-channel differential
analog audio input (ADIFF_I 1–8) from DAC (connected to the ADCs of CODEC A
and CODEC B), four microphone sensors (connected to the ADC of CODEC C), and
the stereo digital S/PDIF input from BT 1 (connected to S/PDIF In). Whereas the
analog-to-digital converters (CODEC A/B/C) are directly connected to synchronous
serial data ports (SPORT 1 & 3) running at a sampling rate of 48 kHz, the digital
S/PDIF signal is first adapted to this sampling rate by means of a hardware-based
asynchronous sample rate converter (ASRC 0), before being handed over to SPORT 5.
ASRC 0 here acts as asynchronous SRC, which means, that independent of the sam-
pling rate at the input side, the rate conversion factor is chosen to achieve the desired
output sampling rate of, in this case, 48 kHz34. CODEC A has the crucial secondary
task to supply a stable frame sync signal (dashed blue line in Fig. 3.8) and bit clock
(dashed red line in Fig. 3.8) to the remaining devices of the input and output stage
(codecs, S/PDIF interfaces, SPORTs, and ASRCs). By using a phase-locked loop
(PLL) and integer divisors, the frame sync signal of 48 kHz is derived from the maxi-
mum bit clock of 12.288 MHz, provided by a crystal.
Output stage The output stage, at the far right of the block depicting the DUT’s
primary part, is organized in quite similar fashion. Being fed by the SPORTs 0/2/4,
the DACs of CODEC A & B are directly connected, whereas the S/PDIF Out interface
is connected by means of ASRC 1. Also synchronized to 48 kHz by the clock master
(cf. CODEC A, input stage), the DACs of CODEC A & B provide their signals to
external output devices, like the four-channel audio amplifier AMP, or, in terms of
the S/PDIF output device, provide the digital stereo audio signal for BT 1.
Routing stage Having covered input and output stages of the framework, the inner
“switch board” will now be described. The routine “Process_samples”, as shown in
the top center of Fig. 3.8, receives samples from SPORTs 1/3/5, optionally corrects
uneven input levels by channel-wise input gains (“input_correction”), and provides
these signals to the input dimension of the central patch bay. The patch bay, in the
34Though most external S/PDIF hardware can already supply a 48 kHz sampling rate, this SRC still
offers the advantage of minimizing frequency jitter and synchronization to the DUT’s internal
clock.
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Figure 3.9: Magnitude response and group delay for FIR and IIR sample rate conver-
sion filters
form of a numerical matrix, can route one or more input channels to one or more
output channels, by setting the corresponding junction point of these ports to a value
greater zero. These output signals are then delivered to the output SPORTs 0/2/4
after a corresponding channel-wise output gain correction. Since signal handling is
performed on a sample-by-sample basis at 48 kHz, very low delay and excellent signal
quality is achieved between signal input and output. Furthermore, all SPORTs work
in interrupt-triggered direct memory access (DMA) mode, which means, that they can
write and read to the DUT’s memory without assistance of the core CPU, maximizing
the available CPU processing power and lowering delay even more.
Special attention should be paid to two further types of patch bay ports, both can
be considered as nonphysical or logical interfaces. On the one hand, a secondary DSP
(DSP B) can be used to further extend the processing power and number of audio
interfaces by linking both boards with two unidirectional send/receive linkport inter-
faces. For easier use, these external audio signals are made available as logical input
and output ports at the central patch bay, thus being equally connectable as their phys-
ical counterparts. On the other hand, in a very similar fashion, two logical algorithmic
input and output ports are each available at the central patch bay to interconnect the
two-channel audio algorithm, e.g., a HF algorithm, to the main processing framework.
The fact that the algorithm is based on a frame-by-frame processing at a sampling
rate of, e.g., 16 kHz, as opposed to the sample-by-sample processing at 48 kHz for the




Framework Delay and SRC Filter Design
According to ITU-T P.1130 [ITU-T 2015b], total or end-to-end system delay is the
sum of buffering delay, algorithmic delay, and computational delay.
Considering the DUT’s end-to-end delay with analog input and analog output,
1.2 ms delay have to be accounted for the ADC and DAC processes on the au-
dio codec; whenever S/PDIF input and S/PDIF output is used, however, 2.3 ms
have to be considered since two ASRCs will be used for sample rate conversiona
[Ana 2013]. Relevant buffering delay is not existent here, because of the sample-
by-sample structure of the main processing framework. Routing and conversion of
signal streams, however, may account for up to 10 ms, approximatelyb. This delay
can be considered to be of type computational delay only.
When incorporating the two-channel audio algorithm, a buffer delay of two times
the length of the so-called ping-pong buffers—here having a length of 480 samples
at 48 kHz sampling rate, which corresponds to the frame shift of 160 samples at the
algorithm’s decimated sampling rate of 16 kHz—has to be considered in addition.
Each of the subsequent software SRC’s low-pass filters will then add processing
delay. In case the FIR decimation/interpolation filters come to usec, approximately
2 ms of delay is introduced for each filter, as shown in Fig. 3.9.
In case IIR filtering is used for decimation/interpolationd, the group delay of each
filter will be rather constant and well below 0.5 ms for the frequency range up to
6.5 kHz, thus offering a quite linear phase response behavior, as can be seen in
Fig. 3.9. Furthermore, this IIR filter is proven to be stable at the given processing
platform.
In addition to this processing delay, the algorithmic delay of the DUT’s two-channel
audio algorithm has to be added, if the corresponding logical algorithmic input and
output ports (ALG 1 In/ALG 2 In/ALG 1 Out/ALG 2 Out) are included in the
processing chain. For exemplary considerations of algorithmic delay, see the HFS
at hand in Section 2.2 “Algorithmic Description: The Mono Case”.
aThis holds true for an environment with 48 kHz sample rate. If other rates apply, this delay
contribution may vary.
bThis may be relevant in case of, e.g., audio expansion boards are used.
cIn this case a 190th-order low-pass FIR equiripple filter with a cut-off frequency of 7245 Hz,
a stop-band attenuation of 100 dB, and a maximum pass-band ripple of 0.1 dB is applicable,
designed with the Parks-McClellan algorithm [Parks and McClellan 1972].
dIn this case a 10th-order low-pass IIR elliptic filter with a transition range from 7 kHz to 8 kHz,
a stop-band attenuation of 80 dB, and a maximum pass-band ripple of 0.1 dB is applicable,
making use of bilininear transformation and [Parks and Burrus 1987, Ch. 7].
Digression
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Buffering and main loop The interconnection between the sample-based main pro-
cessing framework and the frame-based algorithmic part is performed by so-called
ping-pong buffers; being a pair of identical buffers per input/output channel whose
read and write pointers switch positions in a synchronized, yet inverse, fashion. Each
switch is triggered in between two consecutive frames by the “Switch Buffer” routine,
as part of the main program loop. Here also the beginning of a new algorithm frame is
detected by a modulus operation counting the number of transmitted output samples
and announcing a frame change by a flag. Furthermore, if a buffer is ready for a read-
out operation, i.e., the input buffers (Buffer 1/2) are full, the frame-based software
SRC and algorithmic processing is triggered by the “Run Algorithm” module.
Software sample rate conversion Since the number of available hardware ASRCs
in not sufficient to equip all four poles of the audio algorithm block (in addition to the
two S/PDIF interfaces) and to achieve a further degree of freedom in terms of design,
software sample rate converters (SRCs) have been implemented. As shown above,
their operation is triggered by means of software interrupts and typically a conversion
rate of 16 kHz48 kHz = 1/3 comes to use.
Having the choice between FIR and IIR low-pass filtering for decimation and in-
terpolation, the following aspects have to be considered: strict linear-phase filtering
with numerical stability by design at the drawback of higher algorithmic delay (FIR)
vs. slightly nonlinear phase response with only empirically-proven stability at a much
lower algorithmic delay contribution (IIR) (cf. Fig. 3.9 and Digression “Framework
Delay” on pp. 73f). The filters of both types are designed to strongly suppress alias-
ing effects, while offering a maximum of transparency in the frequency range up to
7 kHz (cf. wideband frequency range). The rather large transition range in between
7 to 8 kHz allows to have a relatively small filter order, hence minimizing filter delay.
Two-channel audio algorithm In between the decimation and interpolation modules
described in the paragraph above, the DUT’s two-channel audio algorithm can perform
its duty. For typical HFS or ICC algorithms this two-channel / four-pole setup is
sufficient. If the number of input/output channels has to be higher (e.g., multi-channel
HFS), it can easily scale to these needs.
3.2.4 Power Concept
Mobile DUT testing and noise data acquisition (cf. Section 3.1.1) require a mobile,
self-contained power supply for all processing, measurement, and evaluation devices of
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the measurement and prototyping platform in the moving vehicle. Since some of the
devices require a mains power supply even during mobile usage, a robust and flexible
battery-supported power concept was designed.
As depicted in Fig. 3.10, this power concept relies on two batteries (primary/starter
battery (BAT1) and secondary/auxiliary battery (BAT2)) and two power supplies
(the car engine’s generator (Car generator) and a multi-purpose power unit of type
CLAYTON POWER G3-Combi 1012-50. The latter device, POWER, is able to act in
two modes: whenever the mains 230 V alternating current input (230V AC) is plugged
in, charging / power supply mode is activated and a 12 V direct current (DC) voltage is
available for charging BAT2 and—if relay 1 is closed—also the car’s starter battery
BAT1. Additionally, the mains power is fed through to AC-powered devices. If the
mains input is not available (e.g., during mobile usage), however, POWER switches
to its inverter mode. Here, the power flow is reversed and a 230 V mains-like output
voltage is generated by means of 12 V DC input from the battery/batteries.
As can be seen at the top and bottom of Fig. 3.10, the DC power distribution
is performed by two rails, acting as single power aggregation points to reduce the
influence of stray currents and susceptibility to electro-magnetic interference (EMI).
Two relays control the power transportation. The unidirectional solid state relay
(SSR) (relay 2) provides the necessary battery power to the devices of the following
modules: “Device under test (DUT)”, “Sound reproduction”, “Data acquisition (2)”,
and the device BT 1. Relay 1, however, is connecting the primary battery (and the
connected Car generator) with the 12 V rails in the back of the car. Since power
transportation can take place in both directions, this relay has to be chosen accordingly
and the following precautions have to be taken into account:
• Relay 1 needs to be open if more than one external power source is active. This
might be the Car generator or external AC mains power (230 V).
• Driving mode: To charge the secondary battery (BAT 2) by means of the car
engine’s own generator (Car generator), closing of relay 1 is only allowed, if
the external AC mains supply is unplugged.
• Lab mode: The car’s ignition (clamp 50) must not be turned on if relay 1 is
closed and the external AC mains supply is still plugged in.
As described in Section 2.2.1 “AMP Remote Control”, the automotive power ampli-
fier (AMP) can be remotely switched off after a predefined period of idle time. Being
triggered by DSP A and possibly overwritten by switch AMP, one component of a
four-channel miniature relay (relay 3) is used to drive the amplifier’s remote control
input.
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B
In case of emergency, push the kill switch and remove external AC mains supply
to immediately shut down external power supply to all devices! Some devices, like
for exampleHMS A/B or labPWR, have their own battery buffer, which means,
that they have to be turned off explicitly on their own.
3.3 Noise Database Acquisition
Following the procedure described in Section 3.1.1 “Noise Data Acquisition”, a noise
database was acquired in a test drive with our research car (Volkswagen Touran).
3.3.1 Acquisition Conditions
According to ITU-T recommendations ([ITU-T 2015a, ITU-T 2015b]), the following
environmental and system conditions were met during the noise data acquisition test
drive:
• Outside temperature: 15 ◦C
• Precipitation: none
• Wind speed: 1.7 m s−1
• Road surface: dry/rough
• HVAC air flow: defrost / directed to windows
• Default window position: up
• Sample rate: 48 kHz
• Car: Volkswagen Touran (2008), three seat rows
• Recording devices: HEAD acoustics (HEADlab, labV12, MFE VI.1, HMS II.3)
• HATS position: co-driver’s seat, front right position
• Passengers: driver (front left position) and additional passenger at left middle
row
• Route: A395/B6/B79/B81, between Brunswick and Bernburg (Saale), Lower-
Saxony/Saxony-Anhalt, Germany
• Date: 2015/09/11
3.3.2 Sensor Selection and Placement
Depending on the source of noise (meta) data—air-born, structure-born, or ECU—the
appropriate sensor type for the noise acquisition has been chosen, as described in the
following paragraphs.
79
3 Measurement and Prototyping System for Automotive Teleconferencing
Microphones
The air-born sounds are acquired with discrete, omni-directional, condenser measure-
ment microphones, as described in Section 3.2.2 “Measurement Microphones” and
Section 3.2.2 “Head and Torso Simulators”. As shown in Tab. 3.1, the OEM HF
microphone at its original position has also been included in the measurements.
Table 3.1: Microphone distribution
Ch. Sensor Serial# Position
1 HEADac. HMS II.6 L32 091/L44 11-
0083
left HATS ear mic., co-driver’s
seat
2 HEADac. HMS II.6 R36 468/R44 11-
0067
right HATS ear mic., co-driver’s
seat
3 G.R.A.S. 40AE/26CA 164 152/162 601 light console, front row, mid pos.
4 G.R.A.S. 40AE/26CA 164 150/162 602 front row, dashboard, left position
(near A-pillar)
5 G.R.A.S. 40AE/26CA 164 123/162 597 front row, dashboard, mid pos.
6 G.R.A.S. 40AE/26CA 164 149/162 600 front row, dashboard, right posi-
tion (near A-pillar)
7 G.R.A.S. 40AE/26CA 164 151/162 596 mid row, ceiling, mid position
8 G.R.A.S. 40AE/26CA 164 155/162 598 rear row, ceiling, mid position
13 OEM HF mic. n/a light console, front row, mid pos.
Accelerometers
The structure-born noises, however, are recorded differently. As shown in Fig. 3.11,
four M352C65 accelerometers (cf. Section 3.2.2 “Accelerometers”) have been placed
at the inner sides of the research car’s tire housings (front) and solid chassis parts
(rear) to acquire the vibrations induced by rough surface conditions. The following
distribution was implemented:
To achieve better representation of higher signal frequencies, very rigid screw fixing
has been used. The signals acquired in this way, labeled a1(n) to a4(n), are sampled
at 48 000 Hz for storage and made available to the DUT as audio-like input signals.
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Figure 3.11: Dimension drawing of the VW Touran research car. Accelerometer place-
ment: front left/right (FL/FR)) and rear left/right (RL/RR).
Source: Own work, adapted from [Volkswagen AG 2008]. With autho-
rized use of material from Volkswagen AG, 2016.
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Table 3.2: Accelerometer distribution
Ch. Sensor Serial# Positiona
9 PCB M352C65 135 940 front left (FL)
10 PCB M352C65 137 373 front right (FR)
11 PCB M352C65 137 627 rear left (RL)
12 PCB M352C65 135 939 rear right (RR)
a Please refer to Fig. 3.11 for exact positions
Auxiliary Sensors
As introduced before, the consideration of noise meta-data, such as CAN bus or GPS
data, can provide helpful hints during subjective evaluation of the acquired noise
database. Furthermore, it can even be evaluated by the DUT’s algorithm on its
own, by means of improved estimation, e.g., noise PSD, by incorporating information
about the car’s current (driving) state. Therefore, ten different types of CAN bus
identifiers and high-accuracy time, position, and speed data by the GPS system have
been recorded, as summarized in Tab. 3.3.
Table 3.3: Auxiliary sensors
Channel Identifier Unit Description
CAN 1 MO6_FF_Mux03 % pedal 1
CAN 2 MO3_Pedalwert % pedal 2
CAN 3 MO1_Pedalwert % pedal 3
CAN 4 MO1_Drehzahl min−1 motor RPM
CAN 5 KO2_gef_Auss_T ◦C outside temperature
CAN 6 GK1_Wischer_vorn boolean wiper state
CAN 7 CL1_Gebl_last % HVAC fan setting
CAN 8 BSL_UBat V primary battery voltage
CAN 9 BSL_Kl_L boolean clamp L state
CAN 10 BR1_Rad_kmh km h−1 vehicle speed
GPS n/a n/a time, position, speed
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3.3.3 Noise Scenarios
The following list of noise scenarios were included in the acquired noise database.
Those scenarios which meet the mandatory noise scenarios recommended by the ITU-
T in P.1130 [ITU-T 2015b, Annex B] (and also P.1110 [ITU-T 2015a, Annex D]), are
denoted with the label “ITU”, followed by the respective number introduced in Ta-
ble B.1 [ITU-T 2015b]. All recordings were performed according to the preconditions
described in Section 3.3.1 “Acquisition Conditions”, with all variations thereof—where
applicable—explicitly stated.
Stationary Vehicle With Low HVAC Noise
This scenario, named ITU 1, was recorded in the stationary vehicle, located at the car
lab. The fan was set to its lowest setting35 (4 %). More than 300 s of unique data was
recorded.
Stationary Vehicle With High HVAC Noise
Also recorded in the stationary vehicle, this scenario (ITU 6) differs from the previous
one in the fan setting, here set to 100 %. More than 290 s of unique data was recorded.
City Driving With Constant Speed and Medium HVAC Noise
This scenario (ITU 2) resembles city driving at a constant speed of 60 km h−1 at
medium fan setting (62 %). More than 560 s of unique data was recorded in three
takes.
City Driving With Variable Speed and Low HVAC Noise
To incorporate noise data characterized by exterior noise only (at very low driving
speed) and acceleration- or deceleration-induced noise, city driving with variable speed
(0 to 80 km h−1) at a low fan setting (4 %) was recorded. More than 220 s of unique
data was recorded.
Highway Driving With High Speed and Low HVAC Noise
Increasing the external wind and tire noise by performing highway driving, this noise
scenario (ITU 3) is recorded at a speed of 120 km h−1 with the lowest fan setting (4 %).
35According to ITU-T P.1130, the lowest fan setting is the one, where the measured in-car noise is
closest to being 6 dB(A) above the driving noise.
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More than 655 s of unique data was recorded.
Highway Driving With High Speed and Medium HVAC Noise
Changing the HVAC setting to a medium fan speed (62 %) in this scenario increases
the amount of in-car wind turbulences to a moderate level. More than 1120 s of unique
data was recorded in eight takes.
Highway Driving With High Speed, Medium HVAC Noise, and High Wind Noise
Adapting the previous scenario by additionally opening all car windows in this scenario
(ITU 7)36, the amount of in-car wind turbulences is drastically increased, which leads
to a fluctuating noise footprint. More than 270 s of unique data was recorded.
Highway Driving With High Speed and High HVAC Noise
This scenario (ITU 4) examines driving at high speed (120 km h−1), closed windows,
and maximum fan setting (100 %)37. More than 580 s of unique data was recorded.
Highway Driving With Very High Speed and Low HVAC Noise
Further increasing driving speed to around 160 km h−1 and setting the HVAC fan
speed to the lowest possible setting of 4 %38 (ITU 5) represents a noise scenario highly
dominated by exterior wind noise. More than 290 s of unique data was recorded in
two takes.
Highway Driving With Very High Speed and Medium HVAC Noise
In variation to the previous settings, the fan setting is increased to 62 % in this scenario.
This allows to investigate the influence of internal (HVAC) noise to the total noise
budget. More than 230 s of unique data was recorded in two takes.
36There is an inconsistency in the corresponding table in ITU-T P.1130 in the description of ITU 7:
Although “windows down” is demanded in the description, the column “windows” contains the
label “up[sic]”. This label is believed to be erroneous, hence it is considered here to be “down”.
37According to ITU-T P.1130, actually a fan setting which leads to an in-car noise level closest to
6 dB(A) above the driving noise level is required. Due to the high driving noise level in the used
research car, however, a maximum fan setting is used.
38There is an inconsistency in the corresponding tables in ITU-T P.1110/P.1130 in the description of
ITU 5: Although lowest fan settings are demanded in column “HVAC settings”, the description is
stating “Highway driving with high[sic] HVAC noise”. The description is believed to be erroneous,
hence it is adapted here to “[...] with low HVAC noise”.
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Figure 3.12: Measurement setup of the noise processing during the noise data acqui-
sition and communication simulation step
3.3.4 Data Postprocessing and Noise Insertion
The acquired noise data is stored on memory for further use as 32 bit floating-point
wave files. Besides offering the advantage of high resolution, there is also no neces-
sity for data normalizing. This means, that a signal sample which corresponds to a
sound level of, e.g., 2.5 Pa is directly stored as the value 2.5, without having to define
maximum measurement ranges, as it would be the case with a fixed-point data format.
Fig. 3.12 shows how to acquire, process, and insert the noise data needed for
background-noise-related measurements, as introduced in Section 3.1. Above the
dashed line the signal flow during noise data acquisition procedure is shown. While
driving according to the scenarios described in Section 3.3.3, the microphones pick up
sound-induced voltage signals (cf. p1 ) which are, on the one hand, converted to the
digital domain by labV12, converted to sound pressure levels by making use of the
microphone’s sensitivity (cf. a ) in CTRL, and finally written to a database b by
PC 1. On the other hand, as shown in the middle row, the signal from p1 is amplified
by PREAMP (cf. c ), before being fed to the DSP board by EXT A.
By comparing the signals measured at the positions p2 and p3 it can be seen, that
a calibration factor has to be applied to the database files (cf. p2 ) to achieve the
corresponding (dimensionless) RMS values at the DUT/DSP A (cf. p3 ).
It is crucial to set the correct playback gain g, as shown at position d below
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the dashed line in Fig. 3.12, to achieve the correct playback volume during noise
data insertion at the DUT. This is to guarantee the same signal levels during the
“Communication Simulation” step (cf. Section 3.1.3) as it has been the case during
the “Noise Data Acquisition” step (cf. Section 3.1.1) (cf. p3 and p4 ). To achieve
this, two prerequisites have to be met. To begin with, the playback chain, consisting
of PC 1, ADI, DAC, EXT A, and finally DSP A, has to be set up for transparent
playback. Here, this 0 dB overall gain in the playback chain is achieved by setting the
output level of DAC to +13 dBU. Secondly, the correct digital output level g for the
file-based data has to be chosen at d .
To achieve this, the logarithmic factor g′ = p3 − p2 is chosen according to





with microphone sensitivity ς = 50 mV Pa−1, PREAMP gain factor κPREAMP =
10 25 dB20 = 17.78, and full-scale ADC input voltage U = 1.90 V of the analog differential
input of the AD1939 codec, which leads to g′ = −12.62 dB Pa. During communication
simulation, however, data is inserted without PREAMP, which leads to the final
logarithmic calibration factor
g = g′ − κPREAMP = −12.62 dB Pa − 25.00 dB = −37.62 dB Pa. (3.4)
3.4 Live Demonstration
Whereas the automatic and/or instrumental evaluation of HFSs is the major field of
application for the measurement and prototyping system, as introduced in Section 3.1
and covered in detail in Chapter 4, the demonstration and experience of the HFS in
“live mode”, as up-and-running DUT, is a vitally important aspect in the evaluation
of HFSs. Therefore, this is covered by the measurement and prototyping system. This
mode of operation allows subjective evaluation of the overall system (DUT and all
participating devices) in a real-world scenario, which gives valuable insight on the
system’s user experience, including real-time feedback during natural conversations.
Though instrumental quality measures may reveal weak spots of the DUT, a pair of
human communication partners with expert knowledge is oftentimes an efficient and
reliable way of judging multiple aspects of the DUT’s performance at once. Further-




To provide a good representation of real-world scenarios, two off-the-shelf mobile
phones are used as terminals. One being connected to the DUT on the near end via
BT 1 (operating in HFP mode (cf. Section 3.2.2)), the other one—assigned to the
far-end communication partner—is setting up a cellular connection via 3rd-generation
network link (UMTS). This allows to have an HD Voice connection, provided that the
correct HFP audio codec is chosen.
If a specific noise environment should be simulated and a test drive seems inade-
quate, realistic noise data can be inserted according to Section 3.3.4. If, however, focus
is more on the side of user impression on both sides (far end as well as near end), noise
can also be applied to the loudspeaker output channels of EXT A, which will result
in a noise environment actually audible in the car cabin on the near end39. In case
of this audible noise insertion over the car’s loudspeakers, a relevant psycho-acoustic
effect, known as Lombard reflex/effect [Lombard 1911], automatically is considered.
Since the background noise level, which is perceived at the near-end side by the car’s
passenger, is considerably above the typical idle noise, the near-end speaker involun-
tarily tries to overcome the noise disturbance by increasing his voice’s level and way
of speaking. For inaudible noise insertion, as proposed in Section 3.1, this effect has
to be taken into account manually (cf. Section 4.5.6 on p. 137).
3.5 Summary
This chapter introduced the “Measurement and Prototyping System for Automotive
Teleconferencing”, a methodology and technical platform to allow for a more flexi-
ble, reproducible, and user-friendly measurement and prototyping approach during
development of HF, ICC, or—in combining theses two—ATC systems. The proposed
methodology is based on the following two assumptions: Firstly, the signal components
(namely speech, echo, and noise) can be linearly superimposed at the microphones.
Secondly, the environmental’s acoustical parameters do not change significantly over
time, or at least not during recording of one acoustical setup. Its main characteristic
is that signal components are individually acquired in three different recording stages:
Noise data acquisition, speech data acquisition by using multiple HATS, and commu-
nication simulation, where the DUT is active and simultaneously processes near-end
speech, echo, and background noise. Following these three recording stages, the final
evaluation of the DUT’s performance, represented by its signal components’ quality,
39This implies some refrain from an exact representation of the real-world noise conditions during
the noise acquisition test drive.
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is conducted by subjective and/or instrumental quality tests.
The description of the technical platform, however, was separated into four domains.
In the general overview the signal flow between the components involved during the
measurement process—as there are research car, PCs, DUT, terminal & network sim-
ulation, and binaural listening equipment—was shown. It was followed by the de-
scription of the hardware setup, comprising the functional modules “sensors”, “data
acquisition”, “audio bridge”, “device under test”, “short-range wireless connection”,
“network and terminal simulation”, “sound reproduction”, “binaural listening”, and
“computation and control”. As a third domain, the software setup was shown, which
consists of “input stage”, “output stage”, “routing stage”, “buffering and main loop”,
“software SRC”, and the two-channel audio algorithm. Finally, the power concept
of the “Measurement and Prototyping System for Automotive Teleconferencing” was
presented, which is separable into driving and laboratory mode.
The acquisition of a noise database, according to the proposed methodology, was
covered in depth by exemplarily following the acquisition of ten automotive noise
scenarios according to ITU-T P.1130 and variations thereof. Preparatory tasks, such
as sensor selection and placement, as well as data postprocessing and usage, were
covered as well.
Finally, the concept of DUT live demonstration was presented. By means of two
off-the-shelf mobile phones, connected with the DUT on the near end by a Bluetooth
terminal operating in HFP mode and the other phone connected via UMTS cellu-
lar network, this setup allows for HD Voice calls to present and evaluate the DUT’s
performance in a real-world scenario.
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Approaches and Quality Measures
This chapter deals with the evaluation of HFSs, covering quality aspects, evaluation
approaches, and suitable quality measures. It forges a bridge from subjective eval-
uation to instrumental evaluation, as it is typically used during HFS research and
evaluation. Furthermore, an innovative concept of reproducible HFS evaluation in
dynamic conditions is presented.
4.1 Quality Aspects of Hands-free Systems
Whereas users of HFSs and their communication partners typically will not have con-
siderable problems in judging whether the (tele-)conversation is flawless or unsatisfac-
tory, a classification of HFS quality which complies with scientific standards is more
challenging. To elaborate the evaluation judgment, it is helpful to classify according
to (semi-)orthogonal quality aspects. Orthogonality helps to reduce redundancy in
the assessments and to avoid disregarding certain important aspects, while biasing
towards others.
Some aspects of speech quality and intelligibility, both contributing heavily to the
overall HFS quality impression, are given below.
Signal properties: i.e., related to the signal shape
• Sound quality (e.g., bandwidth, spectral pattern)
• Loudness, dynamics (e.g., send loudness rating (SLR), receive loudness rating
(RLR))
Signal content: i.e., related to speech content
• Speech intelligibility (e.g., conversational/sentence/word/syllable level)
• Tonality (e.g., naturalness, harshness, roughness)
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• Masking effects (e.g., sidetone, temporal/spectral masking)
• Listening/talking/conversational effort (cf. Lombard effect, fatigue, round-
trip delay)
• Spatial impression (e.g., monaural, binaural, multi-channel, speaker environ-
ment)
• Comfort noise injection / acoustical impression of speaker environment
Technical effects: i.e., related to system deficiencies
• Sound distortion (e.g., THD)
• Transparency of far-end and near-end speech component passthrough40
• Reduction of undesired components (e.g., background noise, acoustic echo,
out-of-band artifacts)
• Presence and structure of musical noise (cf. [Kanehara et al. 2012])
• Network/terminal quality (e.g., pops, hisses, clicks, noise)
• Quality of background noise transmission (e.g., 3QUEST)
• Duplex capabilities (simplex, partial duplex, duplex)
• Round-trip delay (e.g., effect on echo impression)
• Temporal/switching effects
Measures: i.e., scores and measurements to judge quality
• Overall/statistical quality or intelligibility scores (e.g., mean opinion score
(MOS))
• Time-dependent scores (e.g., segmental, sample-by-sample)
• Frequency-dependent scores (e.g., weighted terminal coupling loss (TCLw))
• Perceptually-motivated scores (PESQ, perceptual objective listening qual-
ity assessment (POLQA), telecommunication objective speech quality as-
sessment (TOSQA), SII)
• Reference-based approaches (e.g., SNR, SER)
• Relative scores (e.g., relative approach, ∆SNR, ∆SER)
This list is not intended to be exhaustive or meant as a recommendation. Instead,
some effects, scores, and measures shall be shown to provide motivation for in-depth
assessment of literature (such as [Gierlich and Kettler 2006, Kettler and Gierlich 2008,
Fingscheidt and Suhadi 2007, Genuit and Fiebig 2012, Benesty et al. 2014, Gierlich
et al. 2014, Abut et al. 2014]).
40The aim here is to leave the desired speech component as untouched as possible. If speech degrada-
tion has been introduced elsewhere in the transmission chain, e.g., due to the used codecs, far-end
terminal, or acoustic degradations, may even be desirable to enhance the listener experience at




The use of HFSs, as in telecommunication in general, is a matter of human interaction
and experience. Therefore, the ultimate and last-resort judgment should always be
from a subjective user point of view. To achieve statistically significant and repro-
ducible results, subjective testing should follow a predefined ruleset with a superior
authority monitoring the process. Whether the group of listeners consists of naïve or
expert listeners is a matter of purpose and, regrettable too often, feasibility, since a
high number of attendees is needed for a balanced and reproducible formal subjective
listening test. Being considered as one of the most relevant international standard-
ization organizations in the field of telecommunication, the ITU-T offers a number of
helpful guidance documents about subjective evaluation of telecommunication devices
by its P.8xx series of recommendations. Whenever possible, subjective evaluations
should be included in the design and test process loops. However, restrictions on re-
sources (e.g., money, time, manpower) or high demands on reproducibility oftentimes
render subjective tests a very challenging task. Due to this, a variety of instrumental
evaluation measures have been designed, which focus on a single quality aspect (e.g.,
purely data driven) or even try to emulate a perceptually-driven overall quality score
(e.g., being trained according to subjective evaluations before).
4.3 Instrumental Evaluation:
A Researcher’s Point of View
As motivated before, the automatable and data-driven instrumental evaluation may
serve as an assisting tool in the research, design, and test process of HFSs. In the fol-
lowing subsections, a number of instrumental evaluation measures are presented, which
have proven to be helpful during the HFS research and development process. The list
comprises measures for delay, speech distortion, noise and echo attenuation, speech
quality, system distance, and—for comparability reasons—a figure-of-merit (FOM)
score summarizing all the above in a meaningfully-weighted fashion.
Algorithmic Delay
According to ITU-T P.1130 ([ITU-T 2015b, Annex C]), the total or input-to-output
delay of a subsystem is composed by one or more of the following delay contributions:
buffer delay, algorithmic delay, and computational delay. To provide easy comparabil-
ity between different algorithmic configurations, focus lies on algorithmic delay in this
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section to leave aside platform-dependent delay contributions. Algorithmic delay is
covered here in send direction only. Due to the DUT’s structure, the receive-direction
algorithmic delay is considered negligible.
Log-spectral Distortion
To investigate spectrum distortions being introduced by the algorithm under test, the
log-spectral distortion (LSD) measure according to, e.g., [Gray and Markel 1976] is
used. In contrast to the original proposal, however, the whole wideband frequency












with frequency-domain signals S(`, k)|K−1k=0 = DFT
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(i.e., processed), windowing func-





, and n ∈ {0 . . . K−1}. Zero padding is applied if
length N of the reference signal s(`, n)|N−1n=0 or processed signal s˜(`, n)|N−1n=0 is less than
K.
The overall LSD score is then computed as the median of all frame-wise LSD scores,
without considering outliers beyond ±2.7σ.
Segmental Noise Attenuation
The DUT’s ability to attenuate noise is measured instrumentally in this context by
means of the so-called segmental noise attenuation (segNA) according to [Fingscheidt
et al. 2008, (9)].
This measure gives higher values, the less residual noise is left after filtering, with a
focus on short-term distortions. Care has to be taken that noise attenuation is always
considered in conjunction with preservation of the speech component quality. Only by
performing well in both aspects, a good overall quality of the noise reduction scheme
can be achieved.
Delta Signal to Noise Ratio
A second way of measuring an algorithm’s noise attenuation ability is to contrast the
signal’s SNR after processing with the signal’s SNR before processing. This so-called
∆SNR measure (cf. [Suhadi 2011]) is able to show the improvement in SNR introduced
92
4.3 Instrumental Evaluation: A Researcher’s Point of View
by the noise reduction scheme, by considering the whole signal mixture, in contrast to
segNA.
The corresponding SNR levels are computed as the difference of the logarithmic
long-term speech and noise levels, calculated by means of [ITU-T 2011c] and RMS,
respectively.
This measure gives higher values, the less residual noise is left after filtering. Here,
the same trade-off considerations as with segNA (see above) apply.
Segmental Echo Return Loss Enhancement
In analogy to the previous two noise attenuation measures, the attenuation of echo can
be similarly evaluated. The echo signal loss, introduced by the DUT’s AEC filter and
subsequent postfilter, is evaluated segmentally according to [Fingscheidt et al. 2008,
(10)].
This measure gives higher values, the less residual echo is left after filtering, with
a focus on short-term distortions. Care has to be taken, however, that echo cancella-
tion/attenuation is always considered in conjunction with preservation of the speech
component quality. Only by performing well in both aspects, a good overall quality
of the echo canceling scheme can be achieved.
Delta Signal to Echo Ratio
In close analogy to ∆SNR, a ∆SER measure is used to contrast the SER before and
after processing to evaluate the DUT’s ability to cancel/attenuate echo—based on the
whole signal mixture. Here, the levels of both signal components (speech and echo)
are calculated by means of [ITU-T 2011c].
This measure gives higher values, the less residual echo is left after filtering. Here,
the same trade-off considerations as with segERLE (see above) apply.
Perceptual Evaluation of Speech Quality
Since subjective listening tests with exact reproducibility and statistical reliability are
extremely effortful and costly, if not practically impossible for a large set of DUT
configurations and setups, the instrumental measure wideband PESQ according to
[ITU-T 2007] can be used as an alternative. In so doing, the signal to be analyzed
(here s) is compared to a reference (here s˜) by means of PESQ(s, s˜). This instru-
mental measure tries to perceptually emulate a MOS of a subjective listening test,
by mapping the raw score from its perceptive evaluation model with a curve, based
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on subjective test training data. To better distinguish between MOS from subjective
and objective/instrumental tests, typically the adjunct “LQS” for “listening quality
subjective” or “LQO” for “listening quality objective” is added.41
Normalized System Distance
The normalized system distance D(n) (or normalized misalignment) characterizes the
deviation between a true and an estimated system vector. Here, it reflects the ability
of an AEC filter to estimate a true system’s impulse response vector (ground truth)
and is defined as:
D(n) = 10 log ||h(n)− hˆ(n)||
2
||h(n)||2 [dB] . (4.2)
The overall normalized system distance D is then computed as the median of all
sample-wise scores, without considering outliers beyond ±2.7σ.
Figure of Merit
To ease comparability of evaluation results between different DUT configurations and
setups, a figure of merit (FOM) combines several individual evaluation measures to a
single quality score according to













−20 dB , (4.3)
with DUT configuration θ. The denominator terms are chosen in a way, that a well
performing DUT will result in such measurement scores, that the individual fractions
will approach (or even exceed) unity. It should be noted, however, that one or more
exceedingly good individual measure may obscure other intolerably bad measures, but
still leading to a good FOM.
Afterwards, normalization is conducted in relation to the best performing configu-
ration of this evaluation series (θopt), which correspondingly will be given a FOM score
of 100 %:
FOM(θ) = 100 %FOM′(θopt)
· FOM′(θ) . (4.4)
41If not stated otherwise, the term “MOS” will be implicitly used for “MOS-LQO” in this work.
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4.3.1 White-box Testing / Signal Separation
In case the DUT’s input components as well as its internal processing structure is
known (a so-called “white-box scenario”), a separation of the system output signals
into the components processed speech, residual noise, and residual echo can be achieved
as follows [Gustafsson et al. 1996, Lotter 2004, Fingscheidt and Suhadi 2007, Suhadi
and Fingscheidt 2007]: During the communication simulation step (cf. Section 3.1.3),
all internal parameters and coefficients of the DUT, including their evolution over time,
are logged. Then, the entire simulation is repeated for each input component—speech,
noise, and echo—in isolation. During these isolated simulations, however, the DUT
is forced to replicate its internal behavior from the initial simulation by re-injecting
the previously logged parameters in synchronization with the respective input signals.
This means, that in this simulation step no adaptation is performed and only the exact
same processing is performed as in the initial simulation. The corresponding system
output signals after this processing are then the components of interest.
Performance Contributions of Algorithmic Modules
As presented above, several instrumental quality measures exist to evaluate the DUT’s
performance. Since the functional enhancement modules introduced in Section 2.2.1
provide flexibility in configuration of the DUT’s algorithm, different performance re-
sults under several evaluation aspects are to be expected and thus need to be measured
and compared among each other.
Evaluation Setup
• DUT: Monophonic HF algorithm according to Section 2.2
• Sampling frequency: fs = 16 kHz
• DFT length: K = 2048 samples
• Frame shift: R = 160 samples
• Overlap length: O = 64 samples
• Markovian update factor: A = 0.9995
• Signal-to-noise ratio: SNR = 15 dB (subject to change!)
• Signal-to-echo ratio: SER = 0 dB (subject to change!)
• Far-end test signal: (subject to change!)
ITU-T P.501, clause 7, English, FB_male_female_single-talk_seq,
conditioning with FB_female_conditioning_seq_long
95
4 Evaluation of Hands-free Systems
• Near-end test signal: (subject to change!)
ITU-T P.501, clause 7, English, FB_male_female_double-talk_seq,
conditioning with FB_male_conditioning_seq_long
• Noise signal: automotive driving noise of a medium-sized car at around 50 km h−1
• Impulse response: automotive (Volkswagen Touran), T60 = 78 ms
In this manner, different configuration levels of the mono AEC algorithm are evalu-
ated as a white-box test scenario and the results are depicted in Fig. 4.1 and Fig. 4.2.
The configurations under test are the following:
plain The core algorithm in addition with highly-recommended modules. Among the
ones introduced in Section 2.2.1 these are:
• Kalman Constraint,
• Step Size Smoothing,
• Reset VAD,
• Reset AEC, and
• Reference Input Delay.
Whereas omitting the postfilter completely in the plain configuration leads to zero
algorithmic delay, very small signal distortion (LSD = 0.98 dB), and an optimal speech
component quality (PESQ-LQO = 4.61 MOS points), absolutely no noise reduction
can be achieved (segNA = 0 dB and ∆SNR = 0 dB), as expected. Furthermore, echo
is only reduced insufficiently (segERLE = 26.77 dB and ∆SER = 24.51 dB). Despite
having a very good normalized system distance of D = −20.31 dB, altogether only an
FOM score of 57 % is reached, leading to the worst ranking among all configurations
under consideration.
HP In addition to the modules included in the plain configuration, the “High-pass
Noise Filtering” module is added.
By applying 1st-order IIR HP filtering with a Chebyshev type 1 design, pass-
band edge frequency of 150 Hz (fc,3 dB = 52.40 Hz), and passband ripple of less than
0.5 dB, on the signals x(n) and y(n), a significant reduction of background noise
is achieved without limiting the wideband speech bandwidth of 150 to 7000 Hz (cf.
[ITU-T 2015b]). This fact is visible in a drastic noise attenuation benefit of segNA =
+20.30 dB and ∆SNR = +18.66 dB, without introducing algorithmic delay42 and with
42Nevertheless, a small contribution to the end-to-end delay is made by adding the HP filters.
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only little additional speech degradation (+0.9 dB in LSD and −0.03MOS points in
PESQ-LQO). Segmental ERLE, ∆SER, and normalized system distance also slightly
increase, so that a remarkable improvement in FOM by 21 percentage points is
achieved.
PF|HP In addition to the modules included in the HP configuration, the postfilter,
including the “Postfilter Constraint” and “Postfilter Weight Smoothing” modules, is
added.
The introduction of the postfilter results in almost doubling the segmental noise
and echo attenuation values (+16.67 dB in segNA and +26.58 dB in segERLE), while
also a distinct algorithmic delay of 57 ms is introduced and the speech component
quality is degraded further. This leads to an LSD of 3.99 dB and a PESQ-LQO score
of 3.51 MOS, falling from the category “excellent” to in between “fair” and “good”.
Altogether still, the application of postfiltering leads to an improvement of 9 FOM
percentage points.
PF|HP|DEC In addition to the modules included in the PF|HP configuration, the
“Postfilter Decimation” module is added.
To overcome the drawbacks of the high algorithmic delay by the (unmodified) post-
filter, the decimation of its coefficients by the factor of two here leads to a very help-
ful decrease in algorithmic delay by −32 ms, which considerably reduces the (hardly
instrumentally measurable) subjective annoyance of residual echo. Furthermore, com-
putational complexity is also drastically reduced. This comes at nearly no cost in
terms of LSD, segNA, ∆SNR, ∆SER, or system distance. Whereas segERLE slightly
decreases by −4.28 dB, the speech component quality actually improves by +0.21 MOS
points. This interesting improvement may be explained by the reduction of filtering
artifacts, such as musical noise, due to the introduced spatial smoothing (cf. [Jung
and Fingscheidt 2014]).
Overall, the FOM score is increased further by 4 points to 91 %.
PF|HP|BLOCK As an alternative to the previous configuration, the “Noise Block-
ing” module is added to the PF|HP configuration.
In comparison to PF|HP, the nonlinear functionality of strongly blocking sections
of the send signal, where no near-end speech activity is detected, is added. Opposed to
the rather simple and deprecated GLC schemes of muting the nonactive speech channel
based on explicit DTD (which oftentimes leads to the loss of duplex conversation
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support), HFS designers proceeded to use a rather low attenuation of the nonactive
channel, but still relying on explicit DTD. Based on the fact, that the algorithm at
hand is able to estimate the near-end speech component’s PSD implicitly and in a very
robust fashion—which is due to its Kalman design and the joint control of the AEC’s
and postfilter’s coefficients—very strong attenuation of the send channel’s signal is now
possible again. This effectively blocks residual echo and noise during nonactive near-
end speech sections. During double talk or near-end single talk, however, sufficient
echo and noise reduction can still be achieved by the remaining system, which is—due
regard being given to masking effects—also leading to a comparably low subjective
echo/noise impression at these sections.
These findings are supported by the instrumental measures shown in Fig. 4.1. The
fact that this noise blocking only affects nonactive near-end speech sections explains
that the most distinct impact can be found on the segmental noise and echo attenuation
measures, segNA and segERLE, since short-term results are over-proportionally con-
sidered there, as opposed to the “whole-signal” measures, such as ∆SNR and ∆SER.
Considering the former two, noise blocking leads to an increase of +11.29 dB in segNA
and of +31.01 dB in segERLE, compared to PF|HP. Whereas most other instrumen-
tal measures basically retain their scores, ∆SER and PESQ-LQO worsen a bit. This
might be an indicator that speech on- or offsets might be harmed by this approach.
Considering PESQ-LQO, it remains questionable, though, whether favorable masking
effects are sufficiently covered by this instrumental measure. Altogether, a very high
relative FOM score of 98 % is reached.
PF|HP|DEC|BLOCK In combining the latter two configurations, both the “Postfil-
ter Decimation” and “Noise Blocking” modules are added to thePF|HP configuration.
In this configuration a very suitable trade-off may be found. Due to the decimation
approach a loss of algorithmic delay is achieved whilst even slightly improving the
PESQ-LQO score to 3.33 MOS points. Apart from some loss in segERLE, which
can still be considered excellent at 73.27 dB, all remaining measures remain at their
satisfying score levels, which may justify the best FOM score of 100 %.
Enhanced signal equalizing and normalization The influence of the “Enhanced
Signal Equalizing and Normalization” functional enhancement module, as introduced
in Section 2.2.1 on pp. 23f, is shown in Fig. 4.2. To enforce a balanced frequency
characteristic of the DUT’s enhanced signal—being sent to the far-end communication
partner—limits in the deviation of the frequency response in send direction have been
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Figure 4.1: Performance of the mono AEC algorithm in different configuration levels
during a double-talk condition
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Figure 4.2: Influence of “Enhanced Signal Equalizing and Normalization” module on
amplitude response in send direction.
recommended by the ITU-T. These deviation limits are shown in Fig. 4.2 in the form
of tolerance masks. Whereas tolerance mask A depicts the send sensitivity amplitude
response of ITU-T P.1110 (cf. [ITU-T 2015a, Table 11-1]), tolerance mask B shows
the most strict wideband signal enhancement subsystem send sensitivity frequency
response of ITU-T P.1130 (Performance Class 1) (cf. [ITU-T 2015b, Table 8-45] ),
introducing even more limitations on tolerable frequency response deviations.
The frequency response in send direction without equalizing module is shown as
dashed line in Fig. 4.2. It can be seen, that both tolerance masks are severely exceeded,
especially around 300 Hz. This might be caused by resonance effects of the automotive
enclosure. By making use of the “Enhanced Signal Equalizing and Normalization”
module, not only a reasonable overall loudness in send direction is achieved, but also
major amplitude response deviations are compensated, which enables compliance with
ITU-T P.1110 and “Performance Class 1” of ITU-T P.1130. It is stated again, that this
enhanced signal equalizing is performed adaptively over time, based on a comparison
of the speech component’s smoothed PSD with a pre-trained long-term average of
undistorted reference speech signals (cf. Section 2.2.1 on pp. 23f). Due to this, this
module is not covered in Fig. 4.1, since results would be long-term time-dependent,
hence being mostly irreproducible in this setup.
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Performance During Far-end Single Talk
Whereas the different configuration setups of the DUT have already been analyzed in a
double-talk scenario (cf. Fig. 4.1), the results for the corresponding far-end single talk
scenario are depicted in Fig. 4.3. Due to the muted near-end talker, some performance
measures which depend on its presence are being left out here.
In terms of segNA some notable changes can be observed for the “noise blocking”-
enabled configurations, since they experience a distinct drop. This might be explained
due to some sections of the near-end speech being misclassified as noise (or actu-
ally being noise) in the double talk and near-end single talk scenarios. This reduced
noise attenuation can also be observed in the reduced ∆SNR score, but only for
PF|HP|BLOCK.
Concerning the echo reduction performance, it can be clearly seen during far-end
single talk, that the application of the “noise blocking” module is very effective. Both
measures, the short-term-focused segERLE and the long-term-focused ∆SER, suggest,
that no residual echo is perceivable after processing.
The lack of a near-end talker, being considered a disturbing noise for the filter adap-
tation process, leads to a slight, but noticeable, improvement in normalized system
distance for all examined configurations. This rather small change in normalized sys-
tem distance is an indication for the very robust performance of the DUT in double
talk, since near-end speech activity only has a minor influence on system distance.
Overall, by looking at the FOM scores in comparison to the double-talk scenario, the
rank order of the DUT configuration’s performances does not change. Nevertheless,
the performance distinctions become more visible, especially at the extreme ends (cf.
plain vs. PF|HP|DEC|BLOCK).
Performance During Near-end Single Talk
Muting the far-end talker instead, leads to a near-end single talk scenario, of which
results are depicted in Fig. 4.4. Again, all measurements which depend on the presence
of the here muted (far-end) talker are left out here.
In comparison to the double-talk scenario shown before, the near-end speech distor-
tion, measured in LSD, is considerably lower. This can be explained by the fact, that
no residual echo reduction is needed in the postfilter.
Considering the noise attenuation scores, no relevant change can be detected.
The perceptual quality of the speech component, however, does improve substan-
tially. This is to be expected, since no echo has to be filtered out by the AEC and
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Figure 4.3: Performance of the mono AEC algorithm during a far-end single-talk
condition
postfilter, hence, only the relatively low background noise level (SNR = 15 dB) leads
to spectral attenuation in the postfilter.
Overall, the FOM scores in this scenario closely resemble the ones of the double-talk
scenario, with only the plain configuration falling behind.
Robustness Against Different Noise Levels
The comparative tests shown above have lead to a clear picture of how the different
DUT configurations perform in a typical environment (SNR = 15 dB and SER = 0 dB)
in different communication constellations (double talk, far-end single talk, and near-
end single talk). The relative amount of noise and echo, however, has a significant
influence on the DUT’s performance. As a consequence, the best-performing43 config-
uration in double talk (i.e., θopt = PF|HP|DEC|BLOCK) is evaluated in different
noise level conditions (in this subsection) and echo level conditions (in the following
subsection). The evaluation is performed in double talk for better generalizability.
43In terms of highest FOM score.
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• Conversational mode: double talk
• Signal-to-noise ratio: SNR = −15 to 30 dB
• Signal-to-echo ratio: SER = 0 dB (fixed)
Measurement results Examining the results shown in Fig. 4.5, the following as-
sumptions stand to reason:
The higher/better the SNR, . . .
. . . the lower is the LSD, which is in direct relation to NR filter attenuation.
. . . the higher is the segNA. However, at positive SNRs this effect comes to a stand-
still, as the noise in nonactive speech frames seems to be suppressed by the noise
blocking scheme. During double talk, however, the NR filter has come to its
limits.
. . . the lower is the ∆SNR, which is inversely proportional to the segNA scores.
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. . . the higher is the segERLE. It can be seen that for SNR levels of −5 dB and above
the threshold of the noise blocking module is reached, which leads to an abrupt
cancellation of any residual echo in sections of no near-end speech activity. Below
the SNR level in question, the echo cancellation performance, as achieved without
noise blocking module, can be seen.
. . . the lower the ∆SER. However, no clear progression can be seen. Whereas for
negative SNR levels a relatively high score is achieved, stagnation is reached at
positive SNR levels. This might be the case due to some minor misclassification
of noise sections as echo, as the SNR reaches lower levels.
. . . independent: PESQ-LQO scores are at “fair” quality throughout, with only a
minor drop at the lowest SNR setting. It seems, that the differing noise levels
here do not have a significant impact on speech component quality.
. . . the lower the normalized system distance. As expected, with decreasing levels of
background noise the AEC filter adaptation process is able to better converge to
the true impulse response.
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Figure 4.5: Performance of the mono AEC algorithm in different signal-to-noise ra-
tio (SNR) conditions
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Robustness Against Different Echo Levels
As already introduced before, the robustness against different echo levels, which man-
ifest in corresponding SER values, is a performance indicator as crucial as the robust-
ness against different noise levels. Therefore, in analogy to the previous subsection,
the robustness against different echo levels is shown below.
Evaluation Setup
• Configuration: PF|HP|DEC|BLOCK
• Conversational mode: double talk
• Signal-to-noise ratio: SNR = 15 dB (fixed)
• Signal-to-echo ratio: SER = −15 to 30 dB
Measurement results Examining the results shown in Fig. 4.6, the following as-
sumptions stand to reason:
The higher/better the SER, . . .
. . . the lower the speech distortion measured in LSD, due to less-aggressive echo
cancellation.
. . . the higher the segNA. However, at positive SERs this effect comes to a standstill,
as the residual echo in nonactive speech frames seems to be suppressed by the
noise blocking scheme. During double talk, however, the NR filter has come to
its limits. Though not being that bold, a close similarity to Fig. 4.5 can be seen.
. . . relatively independent: the ∆SNR does not vary by a significant amount, except
being lower for the worst SER setup of −15 dB. This might indicate a filter being
close to instability due to maladaptation to residual echo.
. . . independent: It can be seen, that for all SER levels the threshold of the noise
blocking module is reached, which leads to a cancellation of any residual echo in
sections of no near-end speech activity.
. . . the lower the ∆SER. However, there is one outlier with a ∆SER score of only
6.26 dB at the worst SER level (−15 dB). This, again, might indicate a filter
being close to instability due to maladaptation to residual echo.
. . . the higher the PESQ-LQO scores, which is according to the expectation, that
high SER (and SNR) levels lead to an “open” postfilter, hence no harm is being
done to the speech component.
. . . ambiguous: The normalized system distance decreases with increasing levels of
SER. However, with positive levels of SER the AEC filter adaptation process
becomes increasingly worse, leading to an increase of normalized system distance.
It is believed, that the lack of sufficient excitation energy (i.e., echo) leads to a
premature steady state during adaptation.
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Figure 4.6: Performance of the mono AEC algorithm in different signal-to-echo ratio
(SER) conditions
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Temporal Performance Characteristics During Conversation
The DUT’s temporal performance—as there is initial convergence time, adaptation
to impulse response changes, robustness to disturbances, or stability of steady-state
performance—plays an important role in the subjective experience of an HFS.
Whereas in Fig. 4.7 the DUT’s performance over time in a double-talk scenario is
shown, Fig. 4.8 shows the corresponding results for a far-end single-talk scenario.44 The
same evaluation setup as described in section “Evaluation Setup” on p. 93 is followed,
apart from a switch to a different45 impulse response at time instance t = 12.5 s. This
forces the AEC filter to reconverge and adapt to the new impulse response.
As both figures clearly show, there is a good initial convergence of the DUT (as
long as there is sufficient far-end excitation energy). Furthermore, by comparing the
single-talk with the double-talk scenario in segment t ∈ [−20,−10]s of the conditioning
section, a very high robustness against disturbances at the near end can be noticed, so
that at around t = −9 s a stable steady state is reached (full convergence). Even before
the end of the conditioning section / start of evaluation at t = 0 s, a normalized system
distance of less than −20 dB sets in, with only minor fluctuations during sections of
double talk. Considering ERLE, which is computed according to


























with smoothing factor λE = 0.9996, the performance only falls short by about 3 dB
to the theoretical maximum value of ERLEmax = 33.21 dB.









and puts the total energy contained in the true impulse response (of length Nh) in
relation to the partial energy of the true impulse response’s last part, which cannot be
estimated due to limitations in filter response lengthNw (“under modelling”)46. Hence,
44The DUT operates in configuration PF|HP|DEC|BLOCK.
45The first impulse response is taken and temporally delayed/right-shifted by 10 samples.
46Under consideration of the dead time τ0, if the “Reference Input Delay” module is enabled. Fur-
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even if the AEC filter would be optimally adapted to the true impulse response, this
value of ERLEmax could never be exceeded and thus provides an upper bound, which
can be used to judge the remaining potential of the AEC algorithm. [Hänsler and
Schmidt 2004]
A good robustness against noise can be stated and interfering double talk only leads
to reasonable fluctuations in terms of ERLE or system distance.
Looking at the dashed lines in Figures 4.7 and 4.8, the ERLE over time after post-
processing is shown, hereafter called ERLE2, which is calculated according to


























with residual echo after postfiltering r˜(n). ERLE2 is a measure of the total echo being
removed by the AEC filter and postfilter, thus also including functional enhancement
modules such as “Noise Blocking”. It can be seen, that—due to the said enhancement
module—roughly 60 dB of echo could be removed in the single-talk scenario, leaving
no perceivable echo traces behind. In the double-talk scenario, shown in Fig. 4.7, this
enhancement module is not triggered during sections of active near-end speech, limiting
the postfilter’s echo reduction performance there to its sole Wiener filter capabilities.
Whereas in both scenarios the impulse response change at t = 12.5 s leads to an
instant performance drop, the original performance is regained after few seconds of
adaptation.
4.3.2 Black-box Testing / Signal Identification
As opposed to Section 4.3.1, in the so-called “black-box scenario” logging and injection
of internal signals/parameters are impossible. However, it has been shown that even
if the DUT is treated as a black box with potentially heavy nonlinear processing, the
output mixture signal can be approximately decomposed into its three components,
provided that the original clean speech, noise, and echo components of the input
microphone signal are known [Vincent et al. 2006, Fingscheidt and Suhadi 2007,
Fingscheidt et al. 2008, Steinert et al. 2008b, Steinert et al. 2009] (cf. Section 3.1).
To compare both methodologies, black-box and white-box testing, on realistic data,
thermore, a stationary white input signal is assumed here.
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Figure 4.7: Performance of the mono AEC algorithm (configuration
PF|HP|DEC|BLOCK) over time for a double-talk scenario
with a switch of static impulse responses at t = 12.5 s
time [s]




















Figure 4.8: Performance of the mono AEC algorithm (configuration
PF|HP|DEC|BLOCK) over time for a far-end single-talk sce-
nario with a switch of static impulse responses at t = 12.5 s
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Figure 4.9: Comparison of white-box and black-box evaluation, applied to a mono-
phonic HFS in two different configuration setups
two DUT configurations have been chosen. The configuration PF|HP|DEC will
serve as an example for low nonlinear processing, whereas PF|HP|DEC|BLOCK
introduces strong nonlinear processing (cf. Section 4.3.1). The evaluation setup is
according to Section 4.3.1 (double talk), with static impulse responses switching at
t = 12.5 s (cf. Fig. 4.7). The black-box evaluation parameters are chosen in accordance
with [Steinert et al. 2008b].
White-box measurement results can be considered as to quite accurately resemble
the true DUT’s performance, since the system’s processes are known and thus can
be reproduced during processing of the signal components. This, however, holds only
fully true for the evaluation of noise-reduction-only processes. As soon as, for example,
a DUT resembling a full HFS with noise reduction and AEC filtering is considered,
some restrictions typically apply. Following the system model of [Gustafsson et al.
1998] the AEC process is believed to only modify the echo component d(n), with the
speech and noise components (s(n), n(n)) believed to pass the AEC filter unharmed
(those are expected to be first modified in the subsequent noise reduction filter). The
general applicability of this white-box signal separation approach in the given case at
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hand can be seen by reaching a signal separation error (cf. [Fingscheidt et al. 2008])
of −125.26 dB / −155.95 dB for both white-box test scenarios. This means that all
three signal components perfectly sum up to the former mixture signal. However, the
correct assignment of a signal mixture’s element to one of the three signal components
(s(n), d(n), n(n)) is not necessarily proven by this error measure.
Black-box measurements based on a signal separation approach, however, in general
allow for all signal components (s(n), d(n), n(n)) to be affected by the DUT’s inter-
nal processes, not being restricted to the echo component only in case of white-box
evaluation of an AEC process. Looking at the results depicted in Fig. 4.9, it can be
stated that black-box measurements are also able to achieve reasonable signal compo-
nent measurements. For DUT configuration PF|HP|DEC a signal separation error
of −17.35 dB and for configuration PF|HP|DEC|BLOCK a signal separation error
of −17.29 dB can be achieved, both resembling subjectively-indistinguishable results
(compared to the original signal mixture).
Whereas both white- and black-box evaluation methodologies seem to deliver sane
measurement results, it cannot be finally judged which of both methodologies can be
considered as being closest to the ground truth. To be able to distinguish deviations
in the individual measurements, however, the results are related by means of a relative
deviation score ϑ, comparing each black-box measurement result xˆ with its white-box
measurement result x: ϑ = xˆ−xx · 100 %.
For DUT configuration PF|HP|DEC and the measures segNA, ∆SNR, segERLE,
and PESQ-LQO a deviation score of ϑ = 17.95 %, −0.56 %, −8.15 %, and −15.51 %,
respectively, is achieved. The ∆SER scores, however, differ by more than 375 % (this is
probably due to strong underestimation of the echo component in case of the black-box
methodology, as subjective evaluation suggests). The heavy nonlinear processing in
DUT configuration PF|HP|DEC|BLOCK, however, does not seem to considerably
harm one of both evaluation methodologies. This is believed to be the case, since
the deviation scores for the measures segNA, ∆SNR, segERLE, and PESQ-LQO of
ϑ = 10.51 %, −0.93 %, −12.50 %, and −1.31 %, respectively, even tend to be somewhat
less (compared to the much more linear DUT configuration PH|HP|DEC). In case of
the ∆SER measurement, however, the deviation score even increases to ϑ = 465.71 %.
In summary it can be said, therefore, that one of the two evaluation methodologies
seems to struggle in the evaluation of the ∆SER score, due to its high deviation score ϑ.
Due to the fact that the black-box methodology comes with a subjectively-evaluated
echo underestimation and a higher signal separation error, compared to the white-box
methodology, this might be a clue for a worse evaluation accuracy of the black-box
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methodology in this specific evaluation measure and DUT configuration.
4.4 Reproducible Evaluation in Dynamic Conditions
Having covered static evaluation setups in Section 4.3, the evaluation of temporal as-
pects of the DUT’s behavior could, so far, only be performed by switching from one
static impulse response to another (cf. Section 4.3.1). Though forcing the DUT to
reconverge at the time of switching, no continuous re-adaptation process is triggered
therewith, hence only insufficiently covering the DUT’s tracking performance. As an
alternative scheme, ITU-T P.1110 proposes a rotating reflective surface to create a
time-variant echo path for temporal evaluation [ITU-T 2015a, clause 11.11.6]. How-
ever, this measuring arrangement is error-prone, tricky, and lacks exact reproducibil-
ity. To overcome these deficiencies, this section47 introduces an innovative approach
of reproducible evaluation of speech enhancement algorithms under time-variant con-
ditions, which also found its way into ITU-T Recommendation P.1130 [ITU-T 2015b,
Appendix III].
For a proper evaluation of speech enhancement algorithms (like, e.g., [Widrow and
Stearns 1985, Haykin 2002, Vary and Martin 2006, Benesty et al. 2008, Hänsler and
Schmidt 2008]) a flexible and reproducible way of processing speech test data over
a time-variant LEM system model is desired. Further development of automotive
HFSs would highly benefit from the availability of exemplary dynamic impulse re-
sponse traces from real automotive environments, provided by a common database
to allow for comparability among different measurement laboratories. Furthermore,
the significance of measurements can be increased by offering ground-truth impulse re-
sponse trajectories even to real-world measurements. There, so far, no system distance
or other impulse-response-related measurements could be performed. This approach
therefore enables the generation of (automotive) speech test data, representing numer-
ous dynamic conditions, by means of dynamic system identification.
Whereas system identification [Eykhoff 1974, Benesty et al. 2008] is a task well
understood, identification of dynamic systems is still a research topic of high demands
[Ljung and Gunnarsson 1990, Fingscheidt and Suhadi 2007, Ajdler et al. 2007]. For
this purpose oftentimes adaptive filters are employed, whereas LMS-type algorithms
convince with a lower numerical complexity compared to affine projection, recursive
least squares, or Kalman algorithms [Haykin 2002, Hänsler and Schmidt 2004]. Excita-
47Parts in this section may be taken and/or adapted from previous publications of the author (cf.
[Jung et al. 2013]).
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tion signals may range from noise(-like) sequences [Borish and Angell 1983] over sweep
signals [Müller and Massarani 2001] with higher energy efficiency, to perfect sequences
(PSEQs) [Ipatov 1979, Lüke 1988, Antweiler and Antweiler 1995, Jungnickel and Pott
1999, Antweiler and Enzner 2009] with an impulse-like autocorrelation function. In
combining the advantages of the latter two, NLMS system identification with perfect
sweep (PS) excitation [Telle et al. 2010, Antweiler et al. 2012] shows promising results.
The methodology described hereafter carries on Antweiler et al.’s work [Antweiler
et al. 2012] by employing a dynamic acoustic room simulation with nonlinear process-
ing. This accounts for the fact, that good system identification results considerably
rely on the achievable signal-to-observation-noise ratio (SNR48). The SNR, in turn,
strongly depends on the chosen excitation signal and the induced loudspeaker nonlin-
earities [Müller and Massarani 2001, Hänsler and Schmidt 2006, Enzner 2012] at high
volume levels. Therefore, the effects of different excitation signals and the chosen vol-
ume level is investigated. Evaluations are performed on a simulated and a real-world
automotive setup. To achieve direct comparability between both evaluation setups,
the simulation parameters are chosen accordingly. Furthermore, an improved variant
of the NLMS system identification framework is presented.
4.4.1 Dynamic System Identification
Figure 4.10 shows the well-known setup of a system identification process, where
the excitation signal x(n) is radiated over a loudspeaker into the acoustic enclo-
sure to be identified—represented as linear, time-variant impulse response h(n) =
[h0(n), h1(n), . . . , hN−1(n)]T with impulse response length N—thus forming a system
output signal d(n).
Superimposed at the microphone with the observation noise signal n(n), the result-
ing microphone signal y(n) is subject to subtraction by an estimated system output
signal dˆ(n) = hˆH(n) x(n), with hˆ(n) being an estimated replica of the linear system





the resulting error signal e(n) = y(n)− dˆ(n) then is to be minimized by the adaptive
filter hˆ(n). In the case at hand this is performed by the NLMS algorithm, which
48Due to matters of simplicity, the abbreviation SNR describes the relation of signal to observation
noise in this section, whereas in the remaining sections also the additive background noise com-
ponent (e.g., car noise) is incorporated, hence leading to the more general term signal-to-noise
ratio, which is also abbreviated as SNR.
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Figure 4.10: Discrete-time model for identification of a time-variant LEM system, with
simulated nonlinear processing (NLP) at the loudspeaker block
iteratively updates the replica system’s impulse response according to
hˆ(n+ 1) = hˆ(n) + µe
∗(n) x(n)
‖x(n)‖2 , (4.8)
with step size µ = 1, thus being optimized for convergence speed and in the range of
0 < µ < 2 for stable operation [Hänsler and Schmidt 2004]. The algorithm operates
at a sampling frequency of fs = 16 kHz, whereas tests with fs = 8 kHz showed very
similar results.
Practical realizations oftentimes reveal considerable nonlinear behavior. This mostly
originates from nonlinearities of the loudspeaker. Therefore, a nonlinear processing
(NLP) function has been added to the loudspeaker block of the system model, thus
forming a Hammerstein system [Hammerstein 1930]. This NLP is a function of the
excitation signal x(n) and is chosen according to [Zölzer and Amatriain 2003, Enzner
2012, Jung et al. 2013] as





with γ = 0.0001.
To evaluate the quality of the identification process, an error signal attenuation
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D(n) = 10 log ||h(n)− hˆ(n)||
2
||h(n)||2 [dB] (4.11)
is used to measure the difference between true and replica impulse response, both
of length N and || · || being the Euclidian norm.
4.4.2 Excitation Signal
The type of excitation signal for a given system identification task is crucial to achieve
a high SNR and—especially for time-variant scenarios—good tracking abilities to trace
even highly dynamic processes. To enhance convergence performance and system dis-
tance, an excitation signal with optimal autocorrelation and uniform spectral coverage
of the desired frequency range is searched for; hence, making speech signals a less than
ideal choice. The obvious choice of a noise-like excitation signal (e.g., [Borish and An-
gell 1983]), however, brings along a rather low energy efficiency, which can be improved
by using swept sine signals (e.g., [Müller and Massarani 2001]), which feature a lower
crest factor. In what follows it will be shown, that so-called “perfect sweep” signals
may qualify as being an even better type of excitation signal for the task of system
identification.
Perfect sweep signals [Telle et al. 2010], as well as all perfect sequences [Ipatov
1979, Lüke 1988, Antweiler and Antweiler 1995, Jungnickel and Pott 1999] in general,
are perfect in the sense, that they have an impulse-like autocorrelation function, thus
leading to fast convergence if used in a system identification task [Antweiler and Enzner
2009].
The design of a PS sequence P(k)|P−1k=0 = DFT{p(n)|P−1n=0 } of length P in the discrete







, for 0 ≤ k ≤ P2
P∗(P − k), for P2 < k < P
, (4.12)
with (·)∗ being the transpose operator and the stretch factor ρ = P/2 here set to
equal energy distribution. Filter length and PS sequence length are chosen here to
N = P = 256 for illustration purposes and periodicity is guaranteed with N = P .
In Fig. 4.11 a single time-domain PS sequence p(n) of length P = 256 and its
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Figure 4.11: Perfect sweep sequence p(n)|P−1n=0 = IDFT{P(k)|P−1k=0 } of length P = 256,
with a flat magnitude response and odd-symmetric phase spectrum
spectrum is shown. It can be seen, that the goals of a flat amplitude response and,
due to its odd-symmetric phase spectrum, an impulse-like autocorrelation function are
achieved.
Due to the sweeping character of the PS signal, its “perfectness”, and low crest
factor, relatively high amounts of energy can be fed into the system without causing
severe nonlinear distortions, thus leading to a high SNR [Antweiler et al. 2012]. Addi-
tionally, periodic repetitions are possible without transition artifacts, which makes the
insertion of silences (in between consecutive sequences) obsolete and further allows to
increase the excitation energy. If the system to be identified is under-modeled in terms
of impulse response length, the tail of the estimated impulse response—cut off after
N samples—will be projected as systematic error at the beginning of the estimated
impulse response. This systematic error appears to be more forgiving in terms of au-
dio degradation as opposed to an unsystematic error, as it is observed for noise-like
excitation signals (cf. [Antweiler and Enzner 2009, Benesty et al. 2008]).
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(b) NLP according to (4.9)
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Figure 4.12: Normalized system distance D(n) for a static identification process with
PS and WN excitation, Ld = −26 dBov, SNR = 30 dB, and P = N = 256.
Switch of static impulse responses at t = 2 s.
4.4.3 Robustness to Nonlinearities
In Fig. 4.12 a static system identification process according to Section 4.4.1 is shown,
with an impulse response switch taking place at t = 2 s. The underlying system—
which is without NLP for the loudspeaker model in case (a) and with NLP according
to (4.9) in case (b)—is excited with a perfect sweep sequence of length P = 256
and, alternatively, with white noise of equivalent energy. Subplot (a) shows that
both excitation signals lead to an optimal system distance of about D ≈ −SNR ≈
−30 dB in the converged state, given that enough convergence time after the impulse
response change at t = 2 s is provided. However, convergence is reached for the perfect
sweep excitation signal already after one period of P = 256 samples =ˆ 16 ms, thus
representing a big advantage over the white noise excitation signal with a convergence
time of about 150 ms.49 Taking NLP (cf. (4.9)) into account, as shown in (b), the
final system distance worsens to about −12 dB for WN and −17 dB for PS excitation,
thus showing that PS excitation is very robust against disturbing nonlinearities; while
being even more superior in terms of convergence time, compared to WN excitation.
The observed robustness against nonlinearities becomes increasingly important as
soon as higher output signal levels are desired. As shown in Fig. 4.13, the benefit
49In case of a flat start, exactly one PS sequence is needed at the beginning to initially fill the
NLMS state vector with meaningful elements, hence leading to an initial convergence time of the
equivalent of 2P samples.
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Figure 4.13: Simulated Q-measure evaluation for different excitation signal types (per-
fect sweep and white noise) and signal levels Ld at the microphone posi-
tion. With NLP according to (4.9).
of higher Q-values, which are expected to come with higher energetic excitation, is
eminently dependent on the chosen excitation signal. To prove this, PS andWN signals
have been used to excite the system shown in Fig. 4.10, including NLP according to
(4.9), at output signal levels from −36 dBov to −16 dBov at the microphone. Care
has been taken to ensure SNR = 30 dB for an output signal level of Ld = −26 dBov
by adding white noise at the microphone position, remaining at a constant level of
Ln = −56 dBov for all values of Ld. Levels have been measured according to ITU-T
P.56 [ITU-T 2011c, Ch. 8].
By comparing the simulation results in Fig. 4.12a and Fig. 4.12b to real-world
measurements of other labs [Antweiler et al. 2012, Fig. 4], a good match seems to be
achieved. Therefore it can be concluded, that typical loudspeaker nonlinearities can
be simulated with an NLP following (4.9) and that PS sequences offer a big advantage
over WN as excitation signal in terms of achievable Q-values, given a specific SNR.
4.4.4 Simulation Setup
A simulated automotive system identification setup is shown in Fig. 4.14, resembling
a simple cuboidal car interior with typical dimensions (2.9 m×1.5 m×1 m) and sound
absorption properties. This setup represents a simulation analogy to the measure-
ment setup in ITU-T P.1110 [ITU-T 2015a]. Here the time-variant echo path is re-
alized by using a modified image-source method based on [Allen and Berkley 1979]
to simulate the time-varying impulse response hdynamic(n) between an omnidirectional
HF microphone at grid position 0.48 m × 0.75 m × 0.8 m and a loudspeaker, rotat-
ing at a radius of 0.3 m around the position of an imaginary co-driver (cf. [ITU-T
2015a]) at 1.05 m× 1.1 m× 0.8 m, if the ordinate is interpreted as the car’s windshield
plane. In order to obtain a simple set of ground truth dynamic impulse responses,
the dynamic impulse response hdynamic(n) is combined with a static impulse response
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Figure 2.4: Room acoustic simulation setup of a car’s interior with hands-free (HF)
microphone, a static center loudspeaker, and a rotating loudspeaker at a
radius of 0.3m around the static one, with Φ depicting the azimuth angle
deviation from the leftmost position.
6
Figure 4.14: Room acoustic simulation setup of a car’s interior with hands-free (HF)
microphone, a static center loudspeaker, and a rotating loudspeaker at a
radius of 0.3 m around the static one, with Φ depicting the azimuth angle
deviation from the leftmost position.
Source: Own work, reprinted from [Jung et al. 2013].
















Figure 2.5: Car setup with generation of a time-varying echo path according to ITU-
T P.1110 [ITU-T, 2009], with hands-free microphone at rear-view mirror
position and four loudspeakers. Azimuth angle Φ = 0◦ depicts an orien-
tation of the reflecting surface parallel to the abscissa.
Figure 2.6: Q-measure and normalized system distance for iterative NLMS and fast
NLMS with spline interpolation (span 4)
Figure 2.7: Figure-of-merit to find the optimum sequence length
7
Figure 4.15: Car setup with generation of a time-varying echo path according to ITU-
T P.1110 [ITU-T 2015a], with hands-free microphone at rear-view mirror
position and four loudspeakers. Azimuth angle Φ = 0° depicts an orien-
tation of the reflecting surface parallel to the abscissa.
Source: Own work, reprinted from [Jung et al. 2013].
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hcenter—between the microphone and a second loudspeaker at the aforementioned co-
driver’s position—to become
h(n) = 0.1 · hdynamic(n) + 0.9 · hcenter. (4.13)
This approach is based on the assumption, that most of the sound energy is conveyed
over a static path. The rotation speed of the loudspeaker is ω = ∆Φ/∆t = 360°/4 s,
whereas the azimuth angle Φ = 0° describes the leftmost position of the rotating
loudspeaker (cf. [ITU-T 2015a]).
To cover both stationary and dynamic scenarios, the simulation setup for the follow-
ing evaluations of this section is composed of a 5 s signal: 1 s with stationary geometry
(Φ = 0°, ω = 0), followed by 4 s of circular rotation with ω = 360°/4 s.
These simulated time-varying impulse responses h(n) serve to feed the identification
algorithm described above, with NLP according to (4.9) and a high output signal level
of Ld = −16 dBov. In addition, they constitute the ground truth for the system
distance calculation (cf. (4.11)).
4.4.5 Iterative NLMS Versus Fast NLMS
The iterative NLMS algorithm described above has all the attributes to guarantee fast
tracking of highly dynamic systems at a very simplistic algorithmic structure. How-
ever, the computational complexity and—as will be shown later on—also the remaining
misalignment of the system identification filter can be decreased by incorporating an
inverse cyclic convolution (or fast NLMS) approach [Antweiler et al. 2014].
The fast NLMS procedure is based on the frame-by-frame zero-mean inverse cyclic





hˆ(`) = hˆ′(`)− hˆ′(`),
(4.14)
(4.15)
with hˆ(`) = [hˆ(0), hˆ(1), . . . , hˆ(N−1)]T , hˆ′(`) = 1/N∑N−1n=0 hˆ(n) · 1N×1, and the division
being an element-wise operation.
Since (4.15) only estimates one impulse response vector per frame `, sample-by-
sample interpolation in between frame changes is able to highly improve system iden-
tification accuracy and tracking capabilities, as the comparison of iterative and fast
NLMS in Fig. 4.16 shows.
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Q, fast NLMS D, fast NLMS
Q, iterative NLMS D, iterative NLMS

imp. resp. length (T60)
Figure 4.16: Q-measure and normalized system distance D as a function of PS se-
quence length P , for iterative NLMS and fast NLMS (with spline inter-
polation of span four)50
Here, and in all following evaluations of the fast NLMS algorithm, a centered piece-
wise cubic not-a-knot C2 spline interpolation with span four according to De Boor
[De Boor 2001, pp. 43ff] comes to use for the fast NLMS algorithm:
Hˆ′(`) = spline
{
hˆ(`−2), hˆ(`−1), hˆ(`+1), hˆ(`+2)
}
, (4.16)
using hˆ(`) from (4.15), resulting in R sample-wise interpolated impulse responses
Hˆ′(`) = [hˆ′(n), hˆ′(n+1), . . . , hˆ′(n+R−1)].
It can be seen, that the fast NLMS approach clearly outperforms its iterative com-
petitor for all evaluated PS sequence lengths in the range of P = {256, 512, . . . , 4096}
in terms of Q-measure and normalized system distance D. The mean 60 dB rever-
beration time, estimated according to Schroeder [Schroeder 1965], of T60 = 54 ms =ˆ
864 samples51 is shown by the symbol  in Fig. 4.16 (and Fig. 4.17).
Since the progression of Q(P ) and D(P ) over P seems to be somewhat contrary
(while Q(P ) clearly worsens for higher values of P 52, D(P ) stays at relatively low
50 To achieve comparability between the evaluation results stemming from different values of P
(hence leading to different filter impulse response lengths N), the system distance (cf. (4.11)) has
been computed in all cases up to the maximum number of samples of the true impulse response
(Nh = 4000) and not the individual value of N = {256, 512, . . . , 4096}.)
51The impulse response sequence at hand shows a reverberation time of T60,stat = 53 ms in the static
simulation part (t = 0 to 1 s), and of T60,dyn = 52 to 58 ms for the remaining dynamic simulation
part (t = 1 to 5 s), which leads to a total mean reverberation time of T60 = 54 ms.
52Adaptive filters of length N seem to be increasingly unable to track scenarios with higher time
variance, if N (and therefore P , due to N = P in the case at hand) increases, which is in
accordance with literature [Haykin 2002, Benesty et al. 2011].
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FOM, fast NLMS FOM, iterative NLMS
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imp. resp. length (T60)
Figure 4.17: Figure-of-merit evaluation (FOMP(P )) to find the optimum PS sequence
length P 50











is evaluated in Fig. 4.17.
Here it can be seen, that for the iterative NLMS approach the optimum PS sequence
length P—and due to the restriction N = P also the filter length N—would be at
around P = 512, hence resulting in under-modeling of the real impulse response with
T60 = 864 samples. The evaluation of the fast NLMS approach, however, reveals that
the optimum performance is reached for P = 768 samples, which nicely coincides with
the real impulse response length. Furthermore, according to the FOM values, its
performance stays at similarly high levels up to values of P ≤ 1280 samples and with
a less pronounced decrease for higher sequence lengths, in comparison to its iterative
counterpart. This extends the superior usefulness of the fast NLMS over the iterative
NLMS even more when higher impulse response lengths (i.e., PS sequence lengths)
are considered.
Consecutive instances of hˆ′, e.g., hˆ′(n) and hˆ′(n + 1), in general can be considered
highly correlated in time, due to the fact that changes to the acoustical environment
typically only occur in a continuous and constrictive manner. Therefore, a temporal
smoothing according to
hˆ(n) = λP hˆ(n−1) + (1− λP )hˆ′(n), (4.18)
with λP = 0.995 ≈ˆ 12.47 ms additionally comes to use.
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Lfes = !26 dBov
Lmic = !26 dBov
SNR = 1
fs = 16000Hz
Q(n) = 24:62 dB
segQSNR = 14:64 dB
D(n) = !21:84 dB
Figure 4.18: Evaluation of system identification via iterative NLMS with N = P =
768. Setup according to Section 4.4.4.





























Lfes = !26 dBov
Lmic = !26 dBov
SNR = 1
fs = 16000Hz
Q(n) = 32:37 dB
segQSNR = 14:91 dB
D(n) = !25:37 dB
Figure 4.19: Evaluation of system identification via fast NLMS with N = P = 768.
Centered spline interpolation with span four and temporal smoothing
with time constant 12.47 ms. Setup in analogy to Section 4.4.4, but
adapted for DUT testing.
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Incorporating the optimized sequence length P , spline interpolation, and temporal
smoothing, a final comparison between the iterative and fast NLMS approaches, as
function over time, is shown in Figures 4.18 and 4.19.
In the static part of the evaluation sequence (t = 0 to 1 s), full convergence of the
NLMS filters is reached after a short initialization phase of two PS sequence periods,
i.e., n = 2P = 1563 (cf. footnote 49 on p. 114). There, the steady-state performance
reaches a normalized system distance of −27.56 dB for the iterative approach and
−30.87 dB for the fast NLMS approach (accompanied by very good Q-measure values).
This superiority of the fast NLMS approach is kept up for the dynamic part of
the simulation (t = 1 to 5 s), leading to an overall Q-measure value of Q ≈ Q(n) =
32.37 dB and overall normalized system distance value ofD ≈ D(n) = −25.37 dB, both
for the fast NLMS approach. The iterative NLMS approach clearly falls behind by
∆Q(n) = −7.75 dB and ∆D(n) = +3.53 dB, respectively. In both cases the tracking
of the dynamically changing environment is mirrored in the distinctive rise and fall of
the Q and D curves. Noteworthy are two local maxima in the Q-measure curves which
correspond to positions of the rotating loudspeaker where a geometrical line with the
center loudspeaker (static sound contribution) and the microphone is met. Taking a
look at the system distance curves, it can be seen, that a somewhat inverse behavior
compared to the Q-measure curves appears.
The quality of the system identification/synthesis is evaluated by means of the
measure segQSNR, as shown in Figures 4.18 and 4.19. For this to work, the dynamic
impulse responses have been extracted by analyzing PS sequences (processed accord-
ing to Section 4.4.4) and subsequently used in the convolution with unprocessed PS
sequences. By comparing both output signals—the processed signal according to Sec-
tion 4.4.4 and the signal after convolution—a score about the signal similarity can be
given for a segment ` with R samples and sum index ν as






 ∑R−1ν=0 d2(ν + `R)∑R−1
ν=0
(
d(ν + `R)− dˆ(ν + `R)
)2
 [dB], (4.20)





with |L′| being the cardinality of set L, which only contains elements of segQSNR(`)
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with ` ∈ N where ref` > 0 ∧ err` > 0.
Evaluating these results it can be concluded that the superiority of PS excitation
over WN excitation can be maintained for dynamic scenarios, though having to cope
with some loss of quality. Furthermore, it shows that the Q-measure can be used
as an acceptable indicator for the rather more appropriate system distance measure,
which—if ground truth is available—directly measures the identification error.
4.4.6 Real-world Setup
Having shown the superiority of PS excitation over WN excitation in a simulated
static and dynamic automotive environment, measurements in a car are conducted to
investigate the portability of the aforementioned conclusions to real-world applications.
System identification measurements have been performed in a Volkswagen Touran
car, with an interior setup sketched in Fig. 4.15 (cf. also Fig. 4.14). Both excitation
signals, PS and WN, were played back via four internal car loudspeakers and recorded
with the HF microphone at rear-view mirror position (grid position 0.48 m× 0.75 m×
0.8 m). The normalized excitation signals were played back at high volume to achieve
a good SNR.
In accordance with ITU-T P.1110 [ITU-T 2015a] a piece of plywood of size 0.3 m×
0.4 m was placed at the co-driver’s seat and rotated with ω ≈ 360°/4 s to generate a time-
varying echo path. The initial position (Φ = 0°) of the board hereby again corresponds
to the setup, where its surface is parallel to the abscissa. The driver’s seat has been
occupied and the measurement was performed in a still car.
As can be seen in Fig. 4.20, according to Q-measure results, the PS excitation proves
to be superior over WN excitation also in this real-world automotive evaluation. Please
compare the dynamic part from this QPS curve, a real-world automotive measurement,
with the Q curve as it was introduced in Fig. 4.19 for a purely simulated setup. Though
being somewhat warped due to uneven rotation of the reflective board, the fluctuations
in Q with its two envelope maxima, caused by the movement, can also be located there.
4.4.7 Verification Step:
Application to Instrumental White-box Evaluation
To verify that the reproducible evaluation methodology, as introduced above, is suc-
cessfully applicable to real instrumental evaluations, the DUT’s temporal performance
is analyzed as in “Temporal Performance Characteristics During Conversation” on
p. 105, but by means of truly time-variant impulse responses.
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Fig. 6. Car setup with generation of a time-varying echo path accord-
ing to ITU-T P.1110 [1], with hands-free microphone at rear-view
mirror position and four loudspeakers. Azimuth angle Φ “ 0˝ de-
picts an orientation of the reflecting surface parallel to the abscissa.
aforementioned conclusions to real-world applications.
3.1. Measurement setup
System identification measurements have been performed in a Volks-
wagen Touran car, with an interior setup sketched in Fig. 6 (cf. also
Fig. 4). Both excitation signals, PS and WN, were played back
via four internal car loudspeakers and recorded with the hands-free
microphone at rear-view mirror position (grid position 0.48m ˆ
0.75m ˆ 0.8m). The normalized excitation signals were played
back at high volume to achieve a good SNR. In accordance to ITU-T
P.1110 [1] a piece of plywood of size 0.3m ˆ 0.4m was placed at
the co-driver’s seat and rotated with ω « 360˝{4 s to generate a time-
varying echo path. The initial position (Φ “ 0˝) of the board hereby
again corresponds to the setup, where its surface is parallel to the
abscissa. The driver’s seat has been occupied.
3.2. Dynamic identification
In the described car setup an identification process of the time-
variant system—created according to ITU-T P.1110, except for
manual rotation of the board—was performed and the result is
shown in Fig. 7. Only Q-values are provided, since now ground
truth is not available to perform system distance measurements.
One second after rotation start, a speed of ω « 360˝{4 s was
maintained for four seconds. As it can be seen in Fig. 7, the Q-
measure for WN excitation remains at a rather constant and low
level of QWN « 8 dB, whereas with PS excitation values for QPS
from 15 dB to 26 dB can be achieved. As it already could be as-
sumed based on the simulation results of Fig. 5, these real-world
measurements also show two local maxima in the QPS plot of Fig. 7,
here at about t “ 1 s and t “ 3 s. These maxima positions, though
somewhat misplaced due to the erratic manual rotation, belong to
azimuth angles Φ of the rotating board where again specific geo-
metrical properties are met. As a consequence, a high coherence
between the Q-measure results of the simulation (Sec. 2.4) and the
real-world measurements (here) can be observed.
By convolution of these acquired time-varying impulse re-
sponses hpnq, n “ 0, 1, 2, . . . , of the dynamic system with close-
talk speech signals xpnq, automotive speech signals with a high
resemblance to the original room impression can be simulated. In-
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Fig. 7. Measurement results of system identification according to
Fig. 6 and [1] with PS and WN excitation signals atLd “ ´16 dBov
in terms of Q-measure values Q. After one second of slow rotation
start four seconds of dynamic identification with ω « 360˝{4 s.
responses obtained by PS excitation produced far better convolution
output signals compared to the excitation by WN. For WN exci-
tation, a lot of click noises could be perceived in the convolution
output signals. Furthermore, room impression differed considerably
more as opposed to the PS excitation case.
NLMS system identification simulation and real-world measure-
ments showed that low system distance and high immunity against
nonlinearities can be achieved with periodic PS excitation. There-
fore, this approach—NLMS identification of several time-variant au-
tomotive prototype environments to build up a database for later re-
production of these conditions via convolution in the lab—can be
promoted as particularly suitable, e. g., for inclusion into a future
automotive hands-free system test Recommendation. It would offer
the advantage of high reproducibility and ease of use when avail-
able close-talk speech signals shall be equipped with dynamic au-
tomotive room characteristics of high realism. In so doing, a large
amount of test data can be processed with different settings in the
lab for dynamic automotive impulse responses of various source en-
vironments, without the effort of recording each speech file in the
car individually.
Our methodology of acquiring traces of dynamic automotive im-
pulse responses has been proposed in ITU-T focus group CARCOM
to provide a database of such impulse responses along with a future
ITU-T Recommendation and is currently under discussion.
4. CONCLUSIONS
Generation of time-variant speech material for automotive hands-
free system testing according to ITU-T P.1110 [1] oftentimes does
not lead to satisfying results, due to a lack of reproducibility, flex-
ibility, and time efficiency. Our proposed approach detaches the
dynamic room characteristics from the speech signal’s content by
NLMS system identification with perfect sweep sequences, thus of-
fering a higher degree of abstraction. It represents an advancement
of the state of the art by presenting a realistic automotive time-variant
simulation framework with nonlinear processing, underpinning its
automotive applicability with real-world measurements. By includ-
ing this method into future automotive hands-free system test Rec-
ommendations, a database could be built, allowing users to rely on
numerous predefined dynamic impulse response traces for flexible,
reproducible, and comparable generation of automotive time-variant
test data.
Figure 4.20: Automotive m asurement with time-varying echo path according to ITU-
T P.1110 [ITU-T 2015a]. It rative NLMS with white noise (WN) and
perfect sweep (PS) xcitation signal.
Source: Own work, reprinted from [Jung et al. 2013].
As can be seen in Fig. 4.21, a static automotive impulse response, extracted from
the time-variant impulse response a abase as generated according to Section 4.4.4, is
used for the first 24 s to allow for filter adaptation, the so-called conditioning section.
Afterwards, time-variant impulse responses according to Section 4.4.4 are used. As
the rotation speed of ω = 360°/4 s for one full circular rotation only leads to segments
of 4 s length, 8 2/3 rep titions have b en carried out. The easurement results of
Q(n) = 59.31 dB and D(n) = −22.33 dB, averaged over the whole time scale, support
the evidence of a successful dynamic system identification. As performed before, the
quality of the system identification and follow-up signal synthesis is evaluated by means
of segQSNR. Here, segQSNR with 5.38 dB is somewhat lower than in Figures 4.18
and 4.19, which is predominantly caused by two artifacts, at time instances t = 28 s
and t = 56 s.
Having successfully identified a dynamic system under test, these dyn mic impulse
response trajectories are used to synthesize/convolve the speech test signals according
to “Evaluation Setup” on p. 93 and the DUT’s temporal performance is analyzed as in
“Temporal Performance Characteristics During Conversation” (p. 105). The resulting
ERLE and system distance curves are shown in Fig. 4.22 for the DUT’s configuration
according to PF|HP|DEC|BLOCK.
The following measurement results are achieved, whereas only the time range of
t = 0 to 35 s has been incorporated:
• LSD = 4.03 dB
• segNA = 48.60 dB
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Lfes = !26 dBov
Lmic = !26 dBov
SNR = 1
fs = 16000Hz
Q(n) = 59:31 dB
segQSNR = 5:38 dB
D(n) = !22:33 dB
Figure 4.21: Evaluation of system identification via fast NLMS with N = P = 768
(verification step). Centered spline interpolation with span four and tem-
poral smoothing with time constant 12.47 ms. Setup in analogy to Sec-
tion 4.4.4.
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Figure 4.22: Performance of the mono AEC algorithm (configuration
PF|HP|DEC|BLOCK) over time for a double-talk scenario
with a dynamic impulse response trajectory starting at t = 0 s
• ∆SNR = 26.41 dB
• segERLE = 72.35 dB
• ∆SER = 21.75 dB
• PESQ-LQO = 3.30 MOS
• D = −16.45 dB
• ERLE = 20.24 dB
• ERLE2 = 33.37 dB
Comparing these results with Figures 4.7 and 4.8, and with the static double-talk
results shown in Fig. 4.1, a high practicability and convenience of the dynamic system
identification/synthesis approach for instrumental evaluation can be attested. The
possibility of identifying a given dynamic acoustical system with good accuracy was
shown. This can then be used to generate ground-truth data for subsequent instru-
mental performance evaluation of a DUT, with both speech and impulse response data
being present for each sample in a time-variant fashion.
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4.5 Instrumental Evaluation:
An Implementor’s Point of View
Having covered the aspect of instrumental evaluation in research in the previous sec-
tion, this section, on the contrary, will cover the implementor’s point of view. Here,
the focus lies on tests which comply with international standards (to achieve compara-
bility between laboratories) and which cover all subsystems of the DUT (e.g., acoustic
environment, microphone -, audio -, and signal enhancement subsystem, processing
platform) in their functional interaction with the overall system.
With its origins in the VDA automotive HF standards, the internationally operat-
ing ITU-T has published recommendations/standards for NB (ITU-T P.1100 [ITU-T
2015d]) and WB (ITU-T P.1110 [ITU-T 2015a]) automotive HFSs, as well as “Sub-
system Requirements for Automotive Services” (ITU-T P.1130 [ITU-T 2015b]). These
automotive recommendations are heavily influenced by corresponding VDA specifica-
tions, but have a wider scope and include several new aspects. Due to this, these
recommendations are covered in more detail in this section.
ITU-T P.1110 (and correspondingly P.1100 for NB systems) consists of three major
evaluation chapters, covering both mandatory and recommended test cases:
Chapter 10: This chapter contains microphone tests. Whereas some tests have to be
performed in an anechoic chamber (e.g., sensitivity, frequency response, distor-
tion, directivity, maximum sound pressure level (SPL), or self noise) the remaining
tests have to be conducted in the car cabin (e.g., output level, overload point,
frequency response, idle channel noise, ambient noise rejection (ANR)).
Chapter 11: Hands-free system tests. Among the tests covered in this chapter are:
delay, loudness rating, variation of loudness rating, frequency response, idle chan-
nel noise, objective speech quality, out-of-band signals, distortion, echo control
(TCLw, echo vs. time, echo vs. frequency, convergence), switching characteris-
tics (activation, attenuation range), double talk (attenuation range, echo during
DT), and background noise (BGN) transmission (near-end speech, far-end speech,
comfort noise injection).
Chapter 12: This last chapter deals with SRW-transmission-enabled phones (e.g.,
Bluetooth). Here, the following tests are included: delay, junction loudness
rating, linearity, frequency response, noise cancellation, speech quality, and AEC
disabling. Typically, these tests are to be performed with a HEAD acoustics MFE
XI terminal.
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By adapting many of the tests covered in ITU-T P.1110, the recommendation P.1130
on the one hand provides a more fine-grained evaluation (e.g., introduction of perfor-
mance classes) along with design guidance and root cause analysis, and, on the other
hand, comprises a holistic examination of the DUT’s subsystems, which helps to keep
track of all aspects of the overall system.
The above ITU-T recommendations furthermore have in common, that—for the
case at hand—the software/hardware measurement setup according to Section 3 can
come to use. Typically, the DUT is paired with a SRW/Bluetooth terminal front
end of type MFE XI. To simulate talking/listening passengers in the car, a HATS is
connected to its front end of type MFE VI.1. Both front ends, in turn, are connected
to the ACQUA measurement system, which consists of a two-channel generator, two-
channel analyzer, and the corresponding test specifications in the form of a database
(containing SMDs, MMDs, measurement objects (MOs), and measurement reports).
Unlike stated in the recommendations, a radio tester (e.g., CMU200 from Rohde &
Schwarz) has not been used to connect to the DUT; instead, the DUT has been
directly connected without using an (emulated) mobile phone in between. Since in the
case at hand this cellular connection is not part of research, this adapted setup (which
is, however, indeed covered by ACQUA’s testing procedures) is considered adequate.
In what follows, the main evaluations, measurements, and results according to ITU-
T P.1110 and (where adequate) P.1130 are shown.
4.5.1 Preparatory Measurements
As a prerequisite, measurement signals and points, as well as calibration and equal-
ization procedures are presented in the following paragraphs. As an accompanying
source of information, the following ITU-T recommendations should be consulted:
P.50/P.59/P.501/P.502 (artificial/real-speech test signals), P.51/P.57/P.58 (HATS),
P.56 (active speech level), P.61 (condenser microphone calibration), P.76/P.78/P.79
(loudness ratings (LRs)), and P.340/P.341/P.342 (HF terminals).
Evaluation Setup
All instrumental evaluations have been performed with the DUT being placed in the
research car (Volkswagen Touran), and by making use of all four available loudspeaker
channels, as well as the HF microphone (omnidirectional measurement condenser mi-
crophone) being placed at light module position at the middle, front roof liner. Also
confer Sections 3.2.2 and 3.3.2.
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If not stated otherwise, the DUT is configured according to PF|HP|BLOCK|EQ
(cf. Section 4.3.1).
Measurement Points
There are a couple of predefined measurement points which come to use during stan-
dardized testing (the following citations refer to [ITU-T 2015b], if not stated other-
wise).
HATS: Head and torso simulator. “Manikin extending downward from the top of the
head to the waist, designed to simulate the sound pick-up characteristics and the
acoustic diffraction produced by a median human adult and to reproduce the
acoustic field generated by the human mouth.”
HRP: HATS reference point. The point in the center of an HATS, where the trans-
verse, vertical, and reference plane intersect.
MRP: Mouth reference point. “The MRP is located on the axis and 25 mm in front
of the lip plane of a mouth simulator.”
HFRP: Hands-free reference point. “A point located on the axis of the artificial mouth,
at 50 cm from the outer plane of the lip ring, where the level calibration is made,
under free-field conditions. It corresponds to the measurement point 11, as de-
fined in [ITU-T P.51]”. (cf. [ITU-T 1996b])
DRP: Ear drum reference point. “Point located at the end of the ear canal which
corresponds to the eardrum position.”
POI: Point of interconnection. Electrical reference point.
Input Calibration of Measurement Microphone
The reference measurement microphone of type G.R.A.S. 26AK is calibrated to match
the calibrator’s sine signal output sound pressure of 114 dBSPL at 1 kHz.
HATS Mouth Equalization
The HATS’ loudspeaker or “mouth” [ITU-T 2013] is calibrated according to ITU-T
P.340/P.581 [ITU-T 2000a, ITU-T 2014], in the frequency range of 100 to 10 000 Hz,
by making use of the calibrated measurement microphone (see above). Please note,
that for this calibration the HATS should be arranged in such a way, that free-field
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conditions can be achieved. The reference microphone is placed at the HATS’ MRP,
being located in front of the HATS’ lip ring (mouth opening), which is on the line
of intersection between the HATS’ vertical and horizontal plane and 25 mm in front
of the intersection point of lip, vertical, and horizontal plane. This virtual reference
point plays an important role for various sound level measurements and geometric
definitions. [ITU-T 2014]
HFRP calibration
The amplitude response at the HFRP (0.5 m on axis in front of the MRP) is calibrated
by means of the reference microphone (see above). Here, a nominal attenuation level
of 24 dB shall be reached (19.6 dB in case of reduced HFRP distance of only 0.3 m).
[ITU-T 2000a, ITU-T 2014]
Binaural HATS Equalization
Equalization of both HATS ears is necessary to map the microphone characteristic at
the DRP to the one of a virtual point in an undisturbed sound field. The following
equalization modes can be used (cf. [ITU-T 2013]):
LIN: Linear. No equalization is performed.
FF: Free-field equalization. If the source of sound is a point source in front of the
HATS. Oftentimes the preferred method in Europe.
DF: Diffuse-field equalization. If the source of sound is nondirectional sound equally
arriving from all directions at the HATS. Oftentimes the preferred method in the
U.S. of America.
ID: Independent of direction equalization. Includes ear canal and cavum concha re-
sponse in diffuse sound field. Sometimes used when measuring background noise
scenarios. Not part of ITU P.58, however.
4.5.2 Delay Measurements
The following delay measurements are performed in send and receive direction, in-
dividually. Known delay contributions (e.g., hardware devices, acoustical paths) are
considered and the DUT’s delay contributions are estimated.
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Send Direction
The measured overall delay in send direction is 30.4 ms, with only the basic framework
being activated (cf. Section 3.2.3/Fig. 3.8: horizontal signal path through input,
routing, and output stage). It can be broken down into the following components:
AES delay MFE VI.1: 0.2 ms,
DAC delay MFE VI.1: 0.4 ms,
Acoustical delay SND: 1.8 ms,
DUT analog input: 0.6 ms
DUT digital output: 1.15 ms, and
Bluetooth delay (WB): 16.0 ms,
which leaves a (calculated) DUT computational delay of 10.25 ms.53
If additional algorithmic processing—including the software modules “Buffering and
main loop”, “Software sample rate conversion”, and “Two-channel audio algorithm”—
is enabled, however, the overall delay increases to 107.9 ms (including postfilter, but
without “Postfilter Decimation” module). Since in this algorithmic configuration frame
buffering and sample rate conversion to 16 kHz is necessary, the delay contributions
sum up according to:
Delay in SND direction: 30.4 ms (see above),
Ping-pong buffer delay: 2× 10 ms (cf. Section 3.2.3),
Software SRC: 2× 0.25 ms (cf. Section 3.2.3), and
Algorithmic delay: 57 ms (cf. Section 2.2, Fig. 4.1),
to a total delay in send direction of 107.9 ms.54
53Due to different packet sizes of the Bluetooth connection in use, the Bluetooth delay of 16 ms is
an empirical estimate. Therefore, the calculated computational delay of the DUT may vary in
favor of the Bluetooth delay, and vice versa.
54It should be noted, that a lot of buffering and computational delay can be avoided, if the different
subsystems share a uniform framing structure. In so doing, some ADC/DAC processes render
unnecessary and additional buffering for, e.g., Bluetooth, is avoided. For this to work, a common
frame length of, e.g., 15 ms may be advisable. [ITU-T 2015b, Annex C]
Since this platform, on the contrary, is intentionally built in a modularized manner (e.g., sep-
arate Bluetooth terminals, distinct audio DUT interfaces) for maximum flexibility, these delay
savings are not exhausted.
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Receive Direction
In receive direction, the measured overall delay is 35.4 ms, which is the summation of
Bluetooth delay (WB): 16.0 ms,
DUT digital input: 1.15 ms,
DUT analog output: 0.6 ms,
Acoustical delay RCV: 0.9 ms,
ADC delay MFE VI.1: 1.3 ms,
AES delay MFE VI.1: 0.2 ms,
and a (calculated) DUT computational delay of 15.25 ms.53
As required by [ITU-T 2015a, clause 11.2.1], the “hands-free implementation depen-
dant round trip delay” Trtd consists of the delay in send direction Ts plus the delay in
receive direction Tr and shall not exceed 70 ms. In the case at hand Ts summarizes to
34.30 ms55, based on acoustical delay SND (1.8 ms), DUT analog input (0.6 ms), DUT
digital output (1.15 ms), DUT computational delay SND (10.25 ms), ping-pong buffer
delay (20.00 ms), and software SRC (0.50 ms). Tr, however, summarizes to 17.90 ms,
based on DUT digital input (1.15 ms), DUT analog output (0.6 ms), acoustical delay
RCV (0.9 ms), and DUT computational delay RCV (15.25 ms). Therefore, a corre-
sponding round trip delay of Trtd = Ts + Tr = 34.30 ms + 18.80 ms = 53.10 ms has to
be considered in this case, which complies with the given requirement.
4.5.3 Measurements in Receive Direction
In the following subsections, measurements in receive direction, i.e., from the far-end
talker to the near-end listener, are discussed.
Loudness
The binaural RLR of 4.6 dB, measured by a HATS at the front seating row and all
four loudspeakers playing back with nominal gain56, is well in the nominal range
of 2 dB ± 4 dB for speakerphone HF terminals as recommended by ITU-T P.1110.
55This applies, if no postfilter is being used in the DUT.
56This corresponds to a DSP loudness setting of 75 at each loudspeaker output channel (with 0
referring to maximum level and 255 referring to mute).
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Loudness level variations as well as the binaural RLR at maximum recommended
loudness57, also meet the requirements by ITU-T P.1110. [ITU-T 2015a]
Distortion
The harmonic distortion in receive direction, measured from the POI to the artificial
ear, is well in the recommended limit of 3 % [ITU-T 2015a, clause 11.10], with its
maximum being 0.65 % at 500 Hz for nominal volume. At maximum recommended
loudness, harmonic distortions increase to just below 3 %, also having its maximum at
500 Hz. The playback system of the DUT is an automotive loudspeaker set consisting
of four channels, with two drivers each. A simple passive crossover network feeds
lower frequency components to a low-frequency woofer at footwell position and higher
frequency components to a high-frequency tweeter, located at a rather high listening
position. Measurements with an audio analyzer (Rohde & Schwarz UP300) revealed
that the crossover frequency is at approximately 500 Hz. This suggests the assumption,
that the unambiguous assignment of mid-frequency components might be the cause
for the considerably higher harmonic distortion, compared to the remaining frequency
spectrum.
Speech Quality
Measuring single-talk speech component quality in receive direction reveals an al-
most optimal PESQ-LQO score of 4.64 MOS, which is well above the requirement of
MOS-LQOw ≥ 3.6 according to [ITU-T 2015a, clause 11.5.2]. Considering ITU-T
P.1130, “performance class 1” is reached [ITU-T 2015b, clause 8.4.12].
Speech Attenuation
Evaluation of clauses 11.11.8.4 and 11.12.2 of ITU-T P.1110 (cf. clauses 8.4.31/8.4.33
of ITU-T P.1130), which concern the attenuation range in receive direction for single
and double talk, shows that a good performance can be attested for the DUT, leading
to a “pass” for this type of test.
4.5.4 Measurements in Send Direction
In the following subsections, measurements in send direction, i.e., from the near-end
talker to the far-end listener, are discussed.
57This corresponds to a DSP loudness setting of 35 for all four loudspeaker outputs.
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Loudness
The send loudness rating of SLR = 13.13 dB, measured by a HATS at the front
seating row and using the HF microphone as described above, is set very close to the
recommended value of SLR = 13 dB± 4 dB, given by [ITU-T 2015a, clause 11.3.1].
Distortion
The harmonic distortion in send direction, measured from the MRP to the POI, is
well in the recommended limit of 3 % [ITU-T 2015a, clause 11.9], with its maximum
being 0.28 % at 300 Hz.
Speech Quality
Measuring single-talk speech component quality in send direction reveals a MOS-LQO
score range of 3.69 to 4.64, depending on the DUT’s configuration (cf. Fig. 4.4 on
p. 100). This implies, that for all configurations the requirement of MOS-LQOw ≥ 3.6
according to [ITU-T 2015a, clause 11.5.1] is met.
Considering ITU-T P.1130 [ITU-T 2015b, clause 8.4.11], “performance class 1” is
reached for the DUT configurations plain and HP, with MOS scores of 4.64 and
4.61, respectively. The second best performance class (4.1 < MOS ≤ 4.5) is reached
for the PF|HP and PF|HP|DEC configurations (4.11 MOS and 4.15 MOS, respec-
tively). The configurations PF|HP|BLOCK and PF|HP|DEC|BLOCK just fail
“performance class 3” (3.7 < MOS ≤ 4.1) with their result of 3.69 MOS each.
Speech Attenuation
Evaluation of clauses 11.11.8.3 and 11.12.1 of ITU-T P.1110, which concern the at-
tenuation range in send direction for single and double talk, shows that excellent
performance (“category 1: Full duplex capability”, cf. [ITU-T 2000a]) can be attested
for the DUT. This holds true for nominal as well as maximum recommended loud-
ness settings. Theses tests are performed by appropriately arranged composite source
signal (CSS) bursts (cf. ITU-T P.502 [ITU-T 2000b]).
Frequency-dependent evaluation of sent speech attenuation during double talk is
performed according to clause 11.12.4 of ITU-T P.1110. If nominal loudness levels are
concerned, “category 1: Full duplex capability” is achieved for all frequencies up to
7000 Hz except the last measurement point, and an overall mean speech attenuation
of 0.19 dB. With only the last measurement being classified as “category 2a: Partial
duplex capability” at an attenuation of 5.37 dB at 6950 Hz, it stands to reason that the
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low-pass filtering of the software SRCs (cf. “Software sample rate conversion” on p. 72)
or the enhanced signal equalizer (cf. “Enhanced Signal Equalizing and Normalization”
on p. 23) might be the cause for this attenuation.
By applying an additional gain of +6 dB in send / −6 dB in receive direction in
relation to the nominal setting, as recommended by ITU-T P.1110, “category 1” is
reached for all frequencies, with an overall mean attenuation of −0.10 dB. Applying
this gain in reverse order, however, leads to some degradation. Here only 59 % of the
measurement points can be classified as “category 1” and 31 % as “category 2a”. The
measurement point at 4750 Hz is classified as “category 2b: Partial duplex capability”
and the last measurement point (at 6950 Hz) again performs worst at an attenuation
of 13.40 dB, leading to “category 3: No duplex capability” (which also applies to the
measurement point at 4450 Hz).
At maximum recommended loudness, however, all but two measurement points are
classified as “category 1”. The points at 4450 Hz and 6950 Hz, again, perform worse
at an attenuation of 4.86 dB and 4.65 dB, respectively, which leads to a classification
as “category 2a”.
Furthermore, the tests “signal enhancement attenuation range in [send/receive] dur-
ing double-talk” according to clauses 8.4.32f of ITU-T P.1130 have been performed. In
contrast to the tests according to ITU-T P.1110 described above, these tests make use
of real speech test signals from ITU-T P.501 [ITU-T 2012c]58. Though incorporating
an additional loss control algorithm during DUT testing here (which introduces 3 dB
attenuation for double-talk and 6 dB attenuation for single-talk sequences), the speech
attenuation in double talk does not exceed 2.76 dB; hence, leading to “performance
class 1”.
The same result holds true for a similar evaluation incorporating the same loss
control as shown above, but making use of overlapping CSSs (as described above for
ITU-T P.1110), leading to an attenuation of less than 1.41 dB. Here again the best
category is achieved.
4.5.5 Echo Measurements
Whereas the evaluations shown above mainly deal with the preservation of speech com-
ponent quality, the attenuation of echo—and noise, as will be covered later on—could
be considered the orthogonal aim of HFSs. Only if both aspects, good attenuation of
58Double-talk testing by means of CSSs is believed to be less meaningful, as far as the consistency with
expert listener subjective tests is concerned. Hence, real-speech tests should be given preference.
[ITU-T 2000a, ITU-T 2000b, ITU-T SG 12 2014]
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disturbing signal components (echo, noise, artifacts) and transparent passthrough of
the far-end and near-end speech component, are each covered in a satisfying manner
by the HFS, a good overall HFS quality can be attested.
To evaluate the echo attenuation of the DUT in some of its most promising con-
figurations, the measurements according to clauses 11.11.1 (“Terminal Coupling Loss
(TCLw)”, [ITU-T 2011a]) and 11.11.3 (“Spectral Echo Attenuation”) of ITU-T P.1110
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Figure 4.23: Terminal coupling loss wideband and spectral echo attenuation (as dis-
tance in decibel to tolerance mask) for different DUT configurations
Starting with the more or less basic configuration PF|HP, incorporating postfilter
and high-pass filtering (cf. Section 2.2.1), already an excellent result of TCLw =
64.03 dB is achieved. This implies a categorization as “pass” / “performance class 1”,
59The corresponding measurement in ITU-T P.1130 is clause 8.4.21. Opposed to ITU-T P.1110 with
its single requirement of TCLw > 50 dB (during single talk), the requirements of the corresponding
ITU-T P.1130 measure for the signal enhancement subsystem are TCLwSE > 50 dB for “perfor-
mance class 1”, >46 dB for “performance class 2”, >40 dB for “performance class 3”, and <40 dB
for “performance class 4”.
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for ITU-T P.1110/P.1130, respectively. Furthermore, a considerable gap/distance to
the spectral echo attenuation tolerance mask of 5.37 dB exists. This shows, that there
are no negative outliers in the considered frequency range in terms of spectral echo
attenuation, which may be hidden by the single TCLw measurement.
By adding the “Postfilter Decimation” module to the previous configuration a
PF|HP|DEC setup is achieved. This still performs exceptionally well with a TCLw of
61.22 dB and a gap to the spectral echo attenuation tolerance mask of 3.93 dB; despite
having a much smaller algorithmic delay and computational complexity.
Incorporating the functional module “Enhanced Signal Equalizing and Normaliza-
tion” in the PF|HP|EQ configuration, in exchange, a considerable drop to 45.22 dB
in terms of TCLw can be shown. This leads to a classification as “failed” / “per-
formance class 3”. This effect becomes even more apparent when the spectral echo
attenuation over frequency is examined. Here, the tolerance mask is exceeded heavily
at high frequencies (by up to 12.84 dB). However, this can be easily explained by
the amplification curve of the equalizing module, since these frequencies have been
highly boosted to reach a naturalistic sound of the enhanced speech signal, hence, also
amplifying the residual echo accordingly.
If “Postfilter Decimation” is enabled in addition (PF|HP|DEC|EQ), a beneficial
smoothing effect is leading to compliance with the spectral attenuation mask again,
with a gap of at least 2.26 dB. With a TCLw of 45.18 dB, however, the same TCLw
classification as with PF|HP|EQ applies.
Overall echo attenuation performance significantly improves if the “Postfilter Dec-
imation”, “Noise Blocking”, and “Enhanced Signal Equalizing and Normalization”
modules come to combined use in the configuration PF|HP|DEC|BLOCK|EQ.
Here, once again, excellent echo attenuation results are achieved, with TCLw =
64.85 dB and a spectral attenuation gap of 4.21 dB. This leads to conformance with
“performance class 1” and, at the same time, an enhanced subjective listening quality
at the far end, due to the “Enhanced Signal Equalizing and Normalization” mod-
ule. Additionally, this even comes at reduced cost in terms of algorithmic delay and
computational complexity due to the “Postfilter Decimation” module.
To investigate the DUT’s performance in terms of echo level versus time, measure-
ments according to clause 11.11.2 of ITU-T P.1110 have been performed (a similar
measurement is described in clause 8.4.22 of ITU-T P.1130). It shows, that with a
high signal level of −5 dBm0 the tolerance mask is slightly exceeded by 3 dB during
short periods of time at speech on-/offsets. At −25 dBm0, however, the performance
conforms to the tolerance mask. Performing this measurement with an artificial voice
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signal at −16 dBm also leads to satisfying results. These results might be an indication
to consider quickening the transition between nonactive and active speech sections;
with the possible drawback, however, of losing some robustness against short-time
fluctuations of noise.
Considering the echo performance of the DUT under a time-variant echo path (cf.
[ITU-T 2015a, clauses 11.11.6f]), it is observed that the DUT’s performance is only
decreased by −2.78 dB, in relation to a time-invariant echo path (for CSS). This
leads to a “pass” according to ITU-T P.1110 and—concerning clauses 8.4.26f of ITU-
T P.1130—to “performance class 1”. The tests involving real speech signals lead to
comparable results. For an even more fine-grained investigation on the effect of time-
variant echo paths on HFSs, the reader is referred to the Section 4.4 “Reproducible
Evaluation in Dynamic Conditions” and [ITU-T 2015b, Appendix III].
The detection and attenuation of echo components during double talk is considered
difficult (misclassifications might lead to reduced duplex capabilities or residual echo),
yet crucial for high-quality duplex HFSs. By conducting the measurements according
to clause 11.12.3 of ITU-T P.1110 (cf. clause 8.4.34 of ITU-T P.1130), a median score
of 21.22 dB (from all measurement points up to 7000 Hz) for the echo attenuation
during double talk is achieved. This classifies as “category 2b” according to ITU-T
P.1110/P.1130/P.340 and is met for 61 % of the measurement points. 21 % are classified
as “category 2a” or better. The remaining four measurement points are classified as
“category 2c: Partial duplex capability”.
4.5.6 Speech Quality in the Presence of Background Noise
Whereas most of the measurements shown above are based on DUT operation in a
noise-free environment to focus on clean speech or echo-related measures, this sub-
section directly addresses the topic of speech quality in the presence of background
noise.
Following the subclauses of [ITU-T 2015a, Section 11.13] and clauses 8.4.39f of
[ITU-T 2015b], different noise scenarios (cf. [ITU-T 2015b, Annex B]) are fed to the
DUT, to evaluate the effects on the processing and quality of the speech component
transmission.
As already introduced in Section 3.1 “Proposed Measurement Methodology”, the
noise test data is individually recorded in the moving test car, whilst different scenarios
according to Section 3.3.3 “Noise Scenarios” are observed. Having the car stand still in
the lab again, these noise signals are digitally fed into the DUT, in combination with
real-time acoustic clean speech signals, thus forming virtual microphone signals. To
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account for the effects of Lombard speech [Lombard 1911], the speech level has been
adjusted at the MRP according to clause 7.1.3 of ITU-T P.1110. This additional gain




0 for Ln < 50,
0.3(Ln − 50) for 50 ≤ Ln ≤ 77, and
8.1 for Ln > 77,
(4.22)
with I(Ln) being the Lombard gain in the presence of background noise with long-term
A-weighted level Ln, measured at head position.
To evaluate the DUT in its different configurations, three of the most promising se-
tups (PF|HP, PF|HP|DEC|BLOCK, and PF|HP|DEC|BLOCK|EQ) have been
chosen and evaluated. The results are depicted in Figures 4.24 to 4.30. Separated into
the seven noise scenarios according to ITU-T P.1130, the long-term A-weighted noise
levels are shown, which directly lead to the corresponding Lombard gains, if applicable.
Following ITU-T P.1110/P.1130, the tests according to 3QUEST (cf. [ETSI 2014]) are
carried out. The DUT’s ability to improve SNR by attenuating background noise is
measured, which leads to a ∆SNR score). Additionally, the speech quality, separated
into:
N-MOS: Transmission quality of the background noise (noise intrusiveness),
S-MOS: Transmission quality of the speech (distortions in speech), and
G-MOS: Overall transmission quality,
is evaluated and depicted, too.
The test setup has been as follows: The French 3QUEST speech test signal (file name:
fr_3quest_p30_pcs.dat) is used to evaluate the performance of the DUT, which is
directly connected to MFE VI.1 via S/PDIF.60 The signal is analyzed in the time range
of 30 to 80 s, with 3QUEST running in wideband mode and set up according to ETSI
EG 202 396-3, version 1.4.1 [ETSI 2014].
As shown in Fig. 4.24, which corresponds to noise scenario ITU 1 (“Stationary
Vehicle With Low HVAC Noise”), the very low noise level of 39.90 dB(A) does not lead
to any additional Lombard gain. Furthermore, very good speech quality is achieved
for all three configurations, leading to a classification of “performance class 1” for
60For this to work, one MFE XI device was virtually connected in ACQUA to the MFE VI.1, to act as
dummy AES device.
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N-MOS, S-MOS, and G-MOS. The additional incorporation of the equalizing module
even leads to an impressive increase of the S-MOS score to 4.8. Due to the already
high SNR value before processing, the ∆SNR scores turn out low at around 20 dB
for the configurations without equalizing module. By adding it to the configuration,
however, a distinct rise of ∆SNR to 32.87 dB can be registered.
Considering the results shown in Fig. 4.25, which correspond to noise scenario ITU 2
(“City Driving With Constant Speed and Medium HVAC Noise”), it can be seen, that
the background noise level has increased to 66.50 dB(A), which leads to a Lombard gain
of 5.0 dB. The first two configuration settings (PF|HP and PF|HP|DEC|BLOCK)
still perform very well in terms of speech quality, which leads to “performance class 1”
for N-, S-, and G-MOS. Noise attenuation in terms of ∆SNR also becomes increasingly
visible, with 22.65 dB by post- and high-pass filtering alone, and, if decimation and
noise blocking is added, even 25.28 dB. Adding the equalizing module leads to a
considerable improvement in terms of N-MOS and ∆SNR, but—and this will follow
for all further low-SNR scenarios—an even more distinct degradation in terms of S-
MOS and, consequently, G-MOS. It is believed that the equalizing module is assessed
in an unfavorable manner by 3QUEST, due to the severe changes to the amplitude
response which will possibly be classified as “speech distortions”, leading to a lower
S-MOS score.
Noise scenario ITU 3 (“Highway Driving With High Speed and Low HVAC Noise”),
with its corresponding measurement results shown in Fig. 4.26, shows a relatively sim-
ilar result compared to ITU 2. However, the increased noise level leads to a Lombard
gain of 6.1 dB and, mainly becoming apparent in the third configuration’s S-MOS
score, some increase of speech “distortion” due to the equalizing module. Once again,
a strong frequency-dependent gain of the equalizer may interfere with the postfilter
attenuation, intended to reduce background noise / residual echo.
By increasing HVAC noise, the background noise level is incremented even fur-
ther in noise scenario ITU 4 (“Highway Driving With High Speed and High HVAC
Noise”). In so doing, a more frequency-balanced noise (similar to “white noise”) is
added to the low-frequency-centered automotive noise (similar to “Brownian noise”).
Here, the quality-improving effect of adding decimation and noise blocking becomes
clearly visible again. Especially in terms of both noise metrics, N-MOS and ∆SNR, an
improvement from 4.3 MOS to 4.4 MOS and from 22.47 dB to 26.76 dB, respectively,
can be seen. Nevertheless, S-MOS and G-MOS are at least at the same level (and
complexity/delay is reduced). Concerning the effect of the equalizing module, it can
be stated, that the noise metrics are still considerably improved (at the same S-MOS
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PF / HP / DEC / BLOCK / EQ
PF / HP / DEC / BLOCK
PF / HP
Figure 4.24: 3QUEST speech quality testing [ETSI 2014] of noise user scenario ITU 1






























PF / HP / DEC / BLOCK / EQ
PF / HP / DEC / BLOCK
PF / HP
Figure 4.25: 3QUEST speech quality testing [ETSI 2014] of noise user scenario ITU 2
(cf. Section 3.3.3 “City Driving With Constant Speed and Medium HVAC
Noise”).
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PF / HP / DEC / BLOCK / EQ
PF / HP / DEC / BLOCK
PF / HP
Figure 4.26: 3QUEST speech quality testing [ETSI 2014] of noise user scenario ITU 3































PF / HP / DEC / BLOCK / EQ
PF / HP / DEC / BLOCK
PF / HP
Figure 4.27: 3QUEST speech quality testing [ETSI 2014] of noise user scenario ITU 4
(cf. Section 3.3.3 “Highway Driving With High Speed and High HVAC
Noise”).
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value of 2.7 MOS, which is classified as “performance class 3”).
Increasing the driving speed to over 160 km h−1 (at low HVAC noise) in noise sce-
nario ITU 5 (“Highway Driving With Very High Speed and Low HVAC Noise”),
brings focus to the wind noise contribution. With a high noise level of 74.70 dB(A)
a Lombard gain of 7.4 dB needs to be applied to the near-end speech component. In
comparison to ITU 4 some minor changes can be observed. The increased noise level
(and perhaps the differing spectral shape) leads to a decrease in N-MOS scores to
3.9 MOS, 3.9 MOS, and 4.4 MOS for the three configurations. This comprises a drop
to “performance class 2” for the configurations without equalizing module. Those
configurations, however, still perform exceptionally well in terms of speech and overall
transmission quality.
Though being a noise scenario with a stationary vehicle like ITU 1, ITU 6 (“Sta-
tionary Vehicle With High HVAC Noise”) differs in the way that a lot of internal noise
is added by means of the highest fan setting. Furthermore, the airflow is directed to
the HF microphone, so that wind buffeting is likely to occur. This type of noise can be
considered nonstationary and may pose a problem for the noise reduction postfilter.
This can be observed in Fig. 4.29, where configuration PF|HP only has a ∆SNR score
of 18.52 dB, which clearly falls short of the performance of the other configurations
with a ∆SNR score of more than 25 dB. This suggests the assumption that the noise
blocking scheme is performing better than the Wiener-type NR postfilter at this noise
scenario. Furthermore, the configuration PF|HP|DEC|BLOCK performs best in all
remaining scores (S-MOS, N-MOS: 4.5 MOS; G-MOS: 4.1 MOS), hence being classified
as “performance class 1” in all measures (as does PF|HP).
The last noise scenario, ITU 7 (“Highway Driving With High Speed, Medium
HVAC Noise, and High Wind Noise”), with its corresponding measurement results
shown in Fig. 4.30, can be considered as being a “worst-case scenario”. Although
declared as an optional test in ITU-T P.1130, it can provide useful hints on the
DUT’s behavior in very challenging, noisy environments. With the windows be-
ing open at a vehicle speed of about 120 km h−1, a varying noise footprint, also
known as wind buffeting (or wind gusting), sets in. The open windows (and car
roof, if applicable) can lead to an excitation of the car cabin’s Helmholtz resonance,
hence leading to low-frequency (10 to 20 Hz) modulated noise [Cerrato 2009]. As
depicted in Fig. 4.30, the extreme noise level of 85.60 dB(A) leads to the maximum
Lombard gain of 8.1 dB, which already shows the dimension of the noise exposure
in the car. By only being classified as “performance class 3”, concerning N-MOS,
and ∆SNR values of 18.03 dB, 15.86 dB, and 24.06 dB, the configurations PF|HP,
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PF / HP / DEC / BLOCK / EQ
PF / HP / DEC / BLOCK
PF / HP
Figure 4.28: 3QUEST speech quality testing [ETSI 2014] of noise user scenario ITU 5































PF / HP / DEC / BLOCK / EQ
PF / HP / DEC / BLOCK
PF / HP
Figure 4.29: 3QUEST speech quality testing [ETSI 2014] of noise user scenario ITU 6
(cf. Section 3.3.3 “Stationary Vehicle With High HVAC Noise”).
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PF / HP / DEC / BLOCK / EQ
PF / HP / DEC / BLOCK
PF / HP
Figure 4.30: 3QUEST speech quality testing [ETSI 2014] of noise user scenario ITU 7
(cf. Section 3.3.3 “Highway Driving With High Speed, Medium HVAC
Noise, and High Wind Noise”).
PF|HP|DEC|BLOCK, and PF|HP|DEC|BLOCK|EQ are not able to fully sat-
isfy in terms of noise attenuation ability under these harsh conditions. Nonetheless,
PF|HP and, even more so, PF|HP|DEC|BLOCK do still achieve excellent speech
transmission quality scores of S-MOS = 4.1 MOS and 4.7 MOS (“performance class
1”). PF|HP|DEC|BLOCK|EQ follows shortly after with S-MOS = 3.2 MOS (“per-
formance class 2”).
4.5.7 Performance of SRW-transmission-enabled Phones
Section 12 of ITU-T P.1110 deals with the performance of SRW-transmission-enabled
phones; a classification to which the DUT’s Bluetooth connection also applies. As
being described in Section 3.2.2, however, the DUT is connected to the mobile com-
munication channel by means of reference Bluetooth terminals (HEAD acoustics MFE
XI), known to be compliant with the corresponding standard. Therefore, these mea-




This chapter dealt with the evaluation of HFSs by means of different methodologies.
Firstly, relevant aspects of speech quality and intelligibility in the context of telecom-
munication were covered.
The field of subjective evaluation methodologies was introduced and relevant inter-
national recommendations by the ITU-T for subjective evaluation of telecommunica-
tion devices and algorithms were given.
Instrumental evaluation methods, on the contrary, were presented under two differ-
ent points of view. Whereas typical research-oriented white-box (“signal separation”)
and black-box (“signal identification”) tests and measurement results have been cov-
ered in the first part, the more implementation-oriented measurements according to
international standards have been covered in the second part. The evaluations in
both parts comprise performance contributions of the DUT’s algorithmic modules,
introduced in the previous chapter, as well as the DUT’s performance during differ-
ent conversational modes, namely far-end single talk, near-end single talk, and double
talk. As typically the case, measurements in send and receive direction were conducted
individually, though being structured in a similar fashion. The DUT’s ability to sup-
press echo and noise, without harming the desired useful signal, was evaluated under
different noise and echo levels, as well as temporal and conversational setups. Speak-
ing of the implementation-oriented section, special focus had been laid on the aspect
of speech quality in the presence of different background noise scenarios. Further-
more, the presented evaluation methodologies have been thoroughly discussed and
compared, if alternatives existed. The instrumental evaluation of the DUT showed
that the configuration setting PF|HP|DEC|BLOCK, as one of the proposed con-
stellations featuring most of the functional enhancement modules, performed best in
terms of overall quality, evaluated by means of an introduced figure of merit. Fur-
thermore, the functional module “Enhanced Signal Equalizing and Normalization”
(EQ) was able to counteract acoustical deficiencies of the sending path, caused by
inferior microphones or badly-suited acoustical environments. If being used, the re-
quested send-sided frequency masks could be kept more easily. Furthermore, these
frequency-dependent amplitude corrections are able to follow (electro-)acoustical drift
dynamically during DUT operation. This is done by exploiting the inherent speech
signal, hence, no special excitation signal is needed.
Lastly, an innovative approach of reproducible HFS evaluation in dynamic condi-
tions was presented in this chapter. This approach is based on dynamic system identi-
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fication of time-variant electro-acoustical systems and the subsequent signal synthesis
by means of a dynamic impulse response database, to gather a highly-realistic test
environment for HFS evaluation. Different excitation signals were analyzed for their
adequacy in system identification, including the achievable robustness against nonlin-
ear behavior. An automotive simulation setup, based on an image-source auralization
environment, was presented and put in relation to an automotive real-world setup.
The corresponding measurement results, by employing a classic iterative NLMS as
well as an innovative fast NLMS system identification algorithm, have been presented
and compared with each other. Finally, the proposed approach was verified to be
applicable to instrumental white-box evaluation of an automotive HFS.
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Automotive Acoustic Simulation
This chapter will introduce a simulation device to improve the development process
of automotive HFSs. As already stated in previous chapters, these systems have
to be thoroughly tested during development. When these systems are meant to be
introduced in an automotive environment, some specific problems have to be solved
during the development process, as—for example—special care has to be taken to
consider the interaction with static and dynamic car acoustics.
5.1 Ambition and Reasoning
The automotive HFS and its acoustic environment—which oftentimes is a car currently
under development in case of OEM HFSs—have very different engineering processes
and development/life cycles. This is why only little time for parameterization and
optimization of OEM HFSs can be accounted for, since these tasks typically have to be
performed at the end of the rather long development cycle of the underlying car model.
In case of after-market HFSs, as opposed to OEM HFSs, these should be tested in a
variety of different car types, models, and configurations to ensure a good performance,
irrespective of its environment. Only by doing so, a cross-market usability as wide
as possible can be assured. With the current legislation efforts to propagate the
HF eCall functionality (cf. ITU-T P.1140 [ITU-T 2015c])61 into as many cars as
possible, a further application of thorough testing of HFSs in a large number of different
automotive acoustic environments becomes apparent. However, the availability and
cost of a plurality of different acoustic car cabin replicas—especially in case of car
prototypes under development—can pose a serious burden for the manufacturer of the
HFS.
To ease this evaluation process and to minimize cost, while maintaining or even
increasing the flexibility and speed of the test procedure, it is advisable to move
61Opposed to eCall in the European market, the ERA-GLONASS system applies for the Russian market,
respectively.
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away from the typical evaluation procedure, which includes numerous time-consuming
recordings of fixed and predefined acoustic test signals in a real car or acoustic proto-
type. If the tests shall be repeated with different input signals, these recording sessions
have to be conducted—as reproducible as in any way possible—over and over again.
The simulation platform covered in this chapter shall solve this problem of tedious,
hard-to-reproduce, and inflexible evaluation of HFSs in an automotive acoustic envi-
ronment. This so-called “Car in a Box” system62 is able to perform a full and flexible
acoustic simulation of a variety of different car cabin interiors in real time, without
the need for specialized acoustic chambers or the actual car being present during
evaluation.
In a preparatory system identification step—which can already be performed by the
manufacturer of the car or the distributor of the Car in a Box device—one fast and easy
measurement per acoustic constellation, e.g., a user scenario in a specific car model,
will identify both the static and time-variable system parameters. These define the
main acoustic properties of the car cabin. From this point, there is no need for further
access to this car in the ongoing HFS development and evaluation process.
The static and/or time-variable system parameters thus identified will then be used
in a second step (i.e., simulation step) to recreate the proper acoustic impression of
the car cabin with an arbitrary speech or test signal as input. This simulation step will
take place without unnecessary time pressure at the HFS developer’s desk by means
of a small lab device and can deliver absolutely reproducible results independent of
the chosen input signal. Furthermore, this step can easily be parallelized to a number
of developers working at various lab sites / companies, though perhaps only a single
car prototype has been available for a minimal amount of time during the preparatory
system identification step.
The Car in a Box device will then digitally generate these signals and provide them
electrically as analog or digital audio streams to a HF DUT. As seen from the DUT’s
point of view, these signals appear to result result from real-world recordings in a car
prototype, only with much more flexibility in their application. The algorithms and
devices under development can then be tuned and tested according to these measure-
ment signals.
In detaching the expensive and time-consuming system identification step (during
the car development) from the actual test signal simulation step (during development
62The term Car in a Box is meant as a superset term for a system, comprising both the Car in a Box
device (considering the physical laboratory device) and the Car in a Box methodology (considering
the systematical procedure). Depending on the given point of view, terms Car in a Box system,
device, or methodology may be used accordingly.
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of the HFS), a valuable benefit in terms of cost, time, and reproducibility can be
achieved. This way, many sets of system parameters, pre-gathered by car manufactur-
ers or other development labs, may be stored for later use on this device. Contributed
across different developers, labs, or sites, this device can provide an acoustic equivalent
of many real car prototypes at higher flexibility and reproducibility, but with much
less effort and cost. In addition, reproducibility and comparability among different
labs can be achieved, which helps to implement standardized testing.
5.2 Technical Description
In this section, the measurement procedure and technical specification according to the
Car in a Box system are introduced. The system’s structure is analyzed and depicted
according to three different layers, each focusing on specific aspects of the Car in a Box.
5.2.1 Preparatory Measurements
In order to prepare the necessary system identification steps by the Car in a Box, re-
alistic noise signals are recorded in the chosen automotive environments, according to
Section 3.1.1 “Noise Data Acquisition”. Furthermore, time-variable test sequences are
recorded according to the system identification approach described in Section 4.4. As
a reminder, these test sequences are based on a periodic perfect sweep signal and serve
as spectrally white excitation signal, without having to resemble a real speech signal.
The static as well as time-variable system parameters are then estimated by per-
forming a system identification task based on the excitation signal as reference and
the recorded—and therefore acoustically influenced—microphone signal (“system an-
swer”) (cf. Section 4.4).
To illustrate potential electro-acoustical paths in a typical automotive environment,
Fig. 5.1 exemplarily shows echo paths (green), listening paths (yellow), sidetone paths
(red), and speaking paths (purple), in a setup of two microphones, one HFS user /
HATS, and four car loudspeakers.
Each electro-acoustical path is hereby build by the permuted combination of either
• each loudspeaker channel with each HFS microphone (i.e., echo paths) or
• each loudspeaker channel with each of the HATS’s artificial ears (i.e., listening
paths63) or
63The acoustical paths involved here can be described by so-called head-related transfer functions
(HRTFs), hence leading to the preferred term HRTF paths.
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Figure 5.1: Electro-acoustical paths inside a passenger car
• the artificial mouth of each HATS with the HFS’s microphones (i.e., speaking
paths) or
• the artificial mouth of each HATS with each of its own artificial ears (i.e., sidetone
paths),
and has to be taken into account to gather a full resemblance of the real acoustic
scenario in the car during ongoing (tele-)communication. In order to provide good
separability of these aforementioned paths during system identification, it is advisable
to record and evaluate these paths individually. In cases where precise alignment of
time-variant parameters of the different paths is essential and the acoustic-changing
task cannot be reproduced with sufficient accuracy to allow for individual measure-
ments, some electro-acoustical paths may be identified in a combined fashion. This
may then however lead to some ambiguity between the involved paths (cf. Digression
“The Nonuniqueness Problem” on p. 30).64
The system identification process according to Section 4.4 then provides a unique
impulse response vector for each electro-acoustical path concerned and in every single
sample in time, which corresponds here to 48 000 impulse response vectors per second
and path. These time-variant impulse response vectors most precisely characterize the
linear transfer path aspects at any given time instance.
As a conclusion, the structure of the Car in a Box device and its underlying algo-
rithms are described under three different points of view:
• the signal processing layer (introducing functional modules, interfaces, and algo-
rithmic procedures on a digitally-sampled signal level),
64This nonuniqueness problem might be solvable in this application by using a combination of shifted
perfect sequences as excitation signal for the different channels [Antweiler 2008] or by employing
decorrelation schemes to improve separability.
154
5.2 Technical Description
• the physical layer (focusing the attention on the conversion of levels and physical
units, as well as the necessary mathematical functions involved), and
• the software layer (giving a broad overview of the processing and data flow of
major software modules).
5.2.2 Signal Processing Layer
As can be seen in Fig. 5.2, the Car in a Box device features at least five signal input
interfaces:
• one background noise signal component for each of the two HF microphones
(MIC1 and MIC2): n′1(n) and n′2(n),
• an input speech signal for the HATS mouth: s′(n),
• left and right input channel for the four-loudspeaker audio amplifier (AMP):
x′L(n) and x′R(n), respectively,
and at least four signal output interfaces
• one mixture signal of each of the two HF microphones (MIC1 andMIC2): y1(n)
and y2(n), and
• one output signal of each of the HATS’ ear: eL(n) and eR(n).
These may be implemented as analog and/or digital audio streams.
The DUT, i.e., the device whose quality should be analyzed, will be connected to the
amplifier input and the microphone output of the Car in a Box. The DUT is depicted
in the underlying case as a stereo AEC algorithm, organized as four-pole. It will
be provided with a downlink and uplink connection from/to the telecommunication
partner on the remaining two poles. In practice, the Car in a Box can also provide the
downlink signal (typically natural speech) and will record the uplink signal for later
quality evaluation.
If available, noise meta-data, such as CAN or GPS data, may also be provided by
the Car in a Box to allow for state-dependent DUT parameterization.
Functional Modules
Looking at the inner structure, five main functional modules exist in the Car in a Box:
NLP, HRTF, ECHO, SIDETONE, and SPEECH. It should be noted, however,
that more than one instance of each of these modules can come to use. This might be
of interest whenever scaling, e.g., due to a plurality of channels, is involved.
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NLP This module is responsible for the nonlinear processing (NLP) of the loud-
speakers, thus being the interconnection between the car’s audio amplifier with its
four linear loudspeaker input channels and the virtual acoustical car enclosure, being
represented by the remaining four functional modules. By introducing a nonlinear
characteristic curve according to
xr,s(n) = f (x′r,s(n)) , (5.1)
with r ∈ {F,R} (front or rear), s ∈ {L,R} (left or right) to the four loudspeaker input
signals x′r,s(n), four loudspeaker output signals xr,s(n) are achieved. This nonlinear
characteristic curve f (·) may be of the linear-in-the-parameters kind, like





as suggested in [Zölzer and Amatriain 2003, Enzner 2012, Jung et al. 2013] (cf. (4.9))
and the level of γ chosen to be around 0.0001 to obtain a smooth saturation curve
for higher amplitudes of the input signal, quantized with 16 bit. In adapting the lin-
ear parameter γ, different levels of nonlinear distortion, hence, a varying degree of
challenge to the device under test, can be chosen. This form of nonlinearity approxi-
mation by prepending or appending a memoryless distortion function to a linear filter
is also known as Wiener [Wiener 1942] or Hammerstein model [Hammerstein 1930],
respectively.
If a more sophisticated representation of the nonlinear behavior of the loudspeak-
ers is desired, the loudspeakers’ transmission characteristics could be modeled by a
full Volterra series [Volterra 1930], a NARMAX65 model, artificial neural networks
[Rumelhart et al. 1986], curve fitting [Kaizer 1987, Klippel 1990, Jeong and Ih 1996],
or other approaches [Carini and Sicuranza 2014, Gudupudi et al. 2014, Gudupudi
et al. 2015, Enzner et al. 2016].
Since the (linear) parameters for the above NLP approaches can be considered
time invariant for the underlying use case of loudspeaker nonlinearity modeling66, the
NLP module which comes to use here is designed to process four nonlinear, time-
invariant filter processes with at least 36 bit resolution per filter coefficient. Either a
65NARMAX is an abbreviation of the term “nonlinear autoregressive moving average with exogenous
inputs”, which describes a model for nonlinear systems, based on a nonlinear expansion of the
system’s output, input, and noise component. [Chen and Billings 1989, Billings 2013, Yan and
Deller Jr. 2016]
66This can only hold true if parameter drift due to temperature change, brittleness of the loud-
speaker’s surrounding, and other fatigue-of-material processes are considered negligible on a short-
term scale.
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Wiener nonlinearity model according to (5.2) or a curve fitting model based on Klippel
parameters [Klippel 1990] can be used to process the four loudspeaker channels.
HRTF So-called “head-related transfer functions” (HRTFs) are a way of mathemat-
ically describing the transfer paths between loudspeakers and the listeners’/HATS’
ears, with regard of shading, reflection, and scattering effects of the torso and head.
In this module, four linear, but time-variant, filters come to use per ear, so the HRTF
module is actually used twice (per listener/HATS). The HRTF filter coefficient vectors
hNEs(n) = [h0(n), h1(n), . . . , hN−1(n)]T , with s ∈ {L,R}, are acquired by NLMS sys-
tem identification based on periodic perfect sweep excitation, according to Section 4.4.
The module’s input and output signals are xr,s(n) and x¯r,s(n) = hTNEs(n) ·xr,s(n), with
xr,s(n) = [x(n), x(n−1), . . . , x(n−N+1)]T and r ∈ {F,R}, respectively.
ECHO Whereas the same input signals as in the HRTF module are used (xr,s(n)),
this module, however, models the echo paths between four loudspeakers and an HF mi-
crophone. Since four linear, time-variant filters are used per microphone, the ECHO
module has to be used twice to cover both HF microphones. The echo filter coeffi-
cient vectors hNMi(n) = [h0(n), h1(n), . . . , hN−1(n)]T , with i ∈ {1, 2}, are acquired by
NLMS system identification based on periodic perfect sweep excitation, according to
Section 4.4. The module’s output signals are di(n) = hTNMi(n) · xr,s(n).
SIDETONE This module approximates the self-hearing impression of the speaker
by modeling the acoustic transfer paths from his mouth to both ears. In telephony
and acoustic conversation in general, this is considered a relevant feedback channel
for the speaker. The mouth-to-ear transfer functions are carried out as one lin-
ear, time-invariant FIR filter per ear, so that the SIDETONE module is used at
least twice. The resolution of each filter’s coefficients should be 18 bit or higher
to guarantee sufficient arithmetic precision. The sidetone filter coefficient vectors
hSEs = [h0, h1, . . . , hN−1]T are estimated by static system identification, e.g., with
swept sine excitation and inverse cyclic convolution (without NLMS). The module’s
input and output signals are s(n) and s¯s(n) = hTSEs · s(n), with s(n) = [s(n), s(n−
1), . . . , s(n−N+1)]T , respectively.
SPEECH To approximate the acoustic transfer paths from the speaker’s mouth to
each HF microphone, one linear and time-variant FIR filter per microphone is applied,
which requires the use of the SPEECH module at least twice. The filter coefficient
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resolution should be at least 18 bit to guarantee sufficient arithmetic precision. The es-
timation of the speech filter coefficient vectors hSMi(n) = [h0(n), h1(n), . . . , hN−1(n)]T
is done by NLMS system identification based on periodic perfect sweep excitation,
according to Section 4.4. The module’s input and output signals are s(n) and si(n) =
hTSMi(n) · s(n), with s(n) = [s(n), s(n−1), . . . , s(n−N+1)]T .
Virtual Hardware Units
There are at least four virtual hardware units in the Car in a Box, trying to realistically
mimic signal reproduction and acquisition devices:
AMP The behavior of a four-channel car audio amplifier will be emulated by the
AMP unit. Its main function is to map and amplify the two audio downlink channels
x′L(n) and x′R(n) coming from the DUT (or the Car in a Box’s own memory) to the
four loudspeaker input channels x′r,s(n) (being from front to rear and from left to right:
x′F,L(n), x′F,R(n), x′R,L(n), and x′R,R(n)).
There is an adjustable gain for each output channel of the AMP unit, corresponding
to αr,s, which typically is set to the overall gain of a car audio amplifier. The front-
to-rear level ratio is adjusted individually for the left and right channel by means of
the fader gain factors βs(n).
HATS To simulate speaking and listening of communication partners sitting in the
car interior, at least one HATS, capable of binaural listening and natural speaking,
can be mimicked by the Car in a Box. After level normalization of the HATS mouth
input signal s′(n), the HATS mouth output signal is available as s(n) for later sidetone
and speech-to-microphone filtering (see SIDETONE and SPEECH above).
At the receiving end, however, the HATS’ ears act as virtual summation points,
which accumulate the SIDETONE component x¯s(n) and HRTF component s¯s(n)
at the left and right ear, respectively. This leads to the mixture signals es(n) of the
HATS’ left and right ear.
MIC1 & MIC2 To gather the microphone signals y1(n) and y2(n) for later uplink
by the DUT, at least two virtual HF microphones are realized in the Car in a Box
device. These microphones (MIC1 and MIC2) act as summation points for three
components each: the near-end speech component si(n), the echo component di(n),
and the background noise component ni(n), with i ∈ {1, 2}.
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Level Calibration
There are three level calibration modules available in the Car in a Box—ASL, SER,
and SNR—which control gain factors at the signal inputs.
ASL To guarantee proper signal mixture levels at the interfaces and level ratios
between the corresponding signal components (speech vs. noise/echo), the active
speech level (ASL) of the HATS mouth input signal {s′(n)} (complete speech file) is
determined according to ITU-T P.56 [ITU-T 2011c]67. By means of this ASL module
a gain factor is computed to achieve a nominal signal level for {s(n)}, typically set to
−22 dBov, as recommended by [ITU-T 2015b].68
SER As the complexity of system identification and echo reduction differs with vary-
ing SERs, the Car in a Box is able to accurately reproduce any desired SER value. The
SER for microphone i is defined in this case as





with ASL(·) denoting the ASL power of the signal (·), and {si(n)} being the output
signal of the SPEECH module, after its input signal {s(n)} has been appropriately
set to the corresponding ASL.
In addition toASLmeasurement and level adaptation of the speech component s(n),
as described above, an ASL measurement and level adaptation has to be performed
for the echo components di(n), i ∈ {1, 2}, accordingly.
SNR Similar to the SER calibration shown above, the signal to noise ratio (SNR)
also plays an important role when evaluating HFSs. With decreasing SNR the relative
amount of noise in the microphone mixture increases, which typically leads to some
remaining disturbances (residual noise or musical tones) and/or degradation of the
speech component. The SNR for microphone i is defined here as





67It should be noted that only those speech segments are considered for the level measurement, which
are marked active, i.e., which have a sufficiently high frame energy.
68In real-world measurement preparations, this signal level would be calibrated in such a way, that
an acoustical sound pressure of, e.g., −4.7 dBPa, at the HATS’ MRP is achieved. It should be
noted, that a sound pressure of 0 dBPa corresponds to a SPL of 94 dBSPL.
160
5.2 Technical Description
with RMS(·) denoting the RMS power of the signal (·).
In addition to ASL measurement and level adaptation of the speech component
{s(n)}, as described above, an RMS measurement and level adaptation has to be
performed for the noise component {ni(n)}, i ∈ {1, 2}, accordingly.
5.2.3 Physical Layer
Switching focus from signal processing layer to the physical layer, as depicted in Fig. 5.3
(on p. 158), the functional modules shown above are broken down into single physical
signal streams, with regard of the inherent physical domain. On the output side of the
five audio signal interfaces of the Car in a Box are the HATS’ ear signals (ears) and
the microphone signals (mic1 and mic2) for the DUT, which are acoustical signals.
Though being processed in the Car in a Box as digital (dimensionless) data, its inher-
ent physical dimension is Pascal [Pa]. This data then will or will not be subject to
digital-to-analog conversion to present an analog or digital audio signal at the output
interfaces. Similarly, speaking for the input side of the Car in a Box’s audio interfaces,
the loudspeaker signals (LSs) from the DUT, the HATS mouth signal, and the near-
end ambient noise signals should be considered as voltage signals (directly from the
digital audio input or after ADC, if analog audio inputs come to use).
Since the summation points of the HF microphones and the HATS ears represent a
point of superposition of sound levels of its different components (speechi+echoi+noisei
and hrtfs + sides, respectively), a dimension conversion from Volt to Pascal has to
be performed by multiplying the signal component with 1 [Pa]/50 [mV]. This implicitly
already considers a typical 1/2-inch automotive measurement condenser microphone
sensitivity of 50 mV Pa−1.69
In Fig. 5.3 multiplication operations are indicated by the symbol ⊗ and addition
operations by ⊕. Filter operations, however, are indicated by the symbol ~, in com-
bination with the filter coefficient vector h(·)(n), whereas (·) is to be replaced by NEs
if the transfer function from NLP to the HATS’ ears is meant (HRTF), by SEs if
the sidetone transfer function is meant (SIDETONE), and by NMi for the trans-
fer function between NLP and HF microphone i (ECHO). These coefficient vectors
typically are time-variant FIR filter impulse responses, hence, they can be obtained
by NLMS system identification (cf. Section 4.4). In case of the SIDETONE trans-
fer functions, oftentimes a time-invariant impulse response vector is sufficient, which
69Please note that according to ITU-T P.1110 [ITU-T 2015a] the nominal sensitivity of automotive
HF microphones shall be 300 mV Pa−1. Hence, the sensitivity compensation factor needs to be
adjusted if other microphones come to use.
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drastically reduces complexity and measurement effort. The symbol denotes the
memoryless distortion function of the NLP Hammerstein model. The multiplication
operation after ASL calibration of the HATS’ mouth signal mimics a possible HATS
mouth amplifier gain γmouth.
5.2.4 Software Layer
The software layer of the Car in a Box and its state flow are shown in a very simplistic
manner in Fig. 5.3 (on p. 165).
Initialization
Routines to initialize necessary variables and signals are covered by the following
functions.
init_paths() Initialization of paths where speech files, noise files, static impulse
response vectors, perfect sweep sequences, loudspeaker NLP parameters, and output
signals are stored.
load_files() Loading of necessary signal data and subsequent sample rate conver-
sion to match the internal sampling frequency of 48 kHz. Signals are truncated or
appropriately extended if the signal lengths differ from the desired processing length.
ASL calibration of the HATS mouth input signal is performed if mouth signal nor-
malization is activated.70
The digital dimensionless HATS mouth signal is converted to digital voltage rep-
resentation, by calibrating the alignment level of −18 dBFS (according to European
Broadcasting Union (EBU) standard R68-2000 [PMC 2000]) to the nominal voltage
level of 0 dBU = 0.775VRMS (according to ITU-R BS.645 [ITU-R 1992]).70,71
Static impulse responses are loaded and a compensation gain is considered if value
rescaling between the measurements of reference and system answer signal occurred.
70Optionally, this can also be performed on the DUT downlink speech signal and the near-end noise
signals.
71According to EBU recommendation R.68-2000 the alignment level should be −9 dB below the
permitted maximum level (PML), which should—then again—be −9 dB below digital full scale
(0 dBFS) to provide enough head room. It should be noted, that according to EBU/ITU-T the
alignment signal should have a pure sinusoidal shape with a frequency of 1 kHz and a signal
level of 0.775VRMS at a point of zero relative level (reference point), to avoid mismeasurements
due to signals with different crest factors. It should be further noted, that this mapping from
digital to analog/voltage is not consistently regulated. In fact, there are a number of standards







































































































































5 Car in a Box
This might be the case due to, e.g., different ranges between the measurement steps
to avoid clipping of loud signal parts (this can easily be the case if the system answer
as well as the reference have been recorded acoustically). Another case might be an
electric reference measurement (e.g., at the loudspeaker or amplifier input), but acous-
tic system answer measurement (e.g., the HF microphone). Then the microphone’s
sensitivity must be considered to achieve proper dimension and value range of the
impulse response.
If, however, the reference and system answer signal have been recorded with equal
physical dimension and measurement range or the stored values have already been
compensated for this, no compensation gain has to be considered here. Then the
preceding system identification step to estimate the static impulse response by, e.g.,
inverse cyclic convolution (cf. Fast NLMS in Section 4.4.5 on p. 118) in the DFT
domain will result in the correct gain (between the acquisition positions of reference
and system answer signal).
Thoughts on Impulse Response Acquisition
It is highly recommended in this application to compute static and dynamic impulse
responses based on electrical-to-acoustical measurements, with the amplifiers input
terminals as reference point and the HF microphone(s) as system answer pickup
point, due to the following reasons:
There is oftentimes more than one loudspeaker driver per audio channel (e.g.,
woofer/mid-range/tweeter) and those are usually placed at discrete and distributed
positions. Accurate acoustic-to-acoustic impulse response estimation would require
that the reference microphone is placed in close vicinity to the involved driver. This
would lead to disturbing crossover effects due to other, offset drivers of that same
channel. To manually and nondestructively separate those drivers and individually
measure their contribution to the impulse response, however, would involve high
effort in time and work—if not practically impossible. In addition to that, driver-
individual excitation with only a band-limited signal is also error prone, since loud-
speaker crossover networks typically do not provide sufficient selectivity to justify
the assumption of full separability. Furthermore, a single measurement to simulta-
neously record the channel reference (e.g., at the drivers’ centroid), will most likely
produce unsatisfying results, since comb filtering effects lead to singularities at the
reference position (risk of division-by-zero during system identification) or the geo-
metrical positions are too far away to achieve a proper reference location (e.g., no
line of sight, which leads to reflections).
Due to this disadvantage, an electrical reference by tapping the common sup-




method of choice. On the downside, voltage levels after the amplifier might exceed
the ADC’s input range. On the contrary—and this is what is typically done for
the Car in a Box—, reference levels could be tapped at the amplifier’s input, where
standard audio signals are easily accessible and recordable. This, however, requires
a compensation of amplifier gains in the corresponding transfer paths, represented
by impulse responses, to avoid duplicate consideration (once physically and, as not
intended, by the impulse response). This process can be understood as virtual
movement of the reference point from the amplifier’s input to its output stage. This
typically can be done without causing problems, since high-class audio amplifiers
can be considered highly linear (at moderate loudness levels) and low in distortion;
hence, approximable as linear gain factor at high exactness.
By using this form of reference pickup at the amplifier’s inputs, the loudspeaker
behavior also has to be substituted from the transfer path. However—especially at
high loudness levels—, this cannot be considered a purely linear component, which
prohibits a simple linear substitution. Luckily, as shown in Section 4.4.3 “Robust-
ness to Nonlinearities” on p. 114, by choosing perfect sweep signals as excitation,
nonlinear behavior of system components only slightly harms the system identifi-
cation process. Due to this, the inherent low nonlinear contribution by the loud-
speakersa can be left in the estimated impulse response with good approximation,
whereas a further nonlinear processing module may simulate the nonlinear behavior
of the loudspeakers (now with a considerable influence, since speech signals are used
for the simulation).
aSince the impulse response estimation is based on measurements in one operating point of the
loudspeaker, only a slight increase in distortion may become apparent as a static contribution,
hence being less critical.
prepare_dut() To make necessary data available for the DUT, this method pro-
vides speech and CAN data streams at the outgoing DUT interface. This includes
in most cases downlink speech data (if not externally provided otherwise), CAN bus
data to trigger certain events or parameter choices at the DUT (if implemented by the
DUT), and four channels of loudspeaker data. Typically, the downlink speech data
and the four loudspeaker signals are identical. Cases of downlink speech enhancement
algorithms, like automatic gain control (AGC, [Shan and Kailath 1988, Hänsler and
Schmidt 2004]), near end listening enhancement (NELE, [Sauert and Vary 2006, Pre-
mananda and Ravisha 2014]), or artificial bandwidth extension (ABE, [Jax and Vary
2003, Abel et al. 2016]), may be an exception to this and may alter the loudspeaker
channels.
load_coeffs() As already stated above, two input files are needed for system iden-
tification, the reference measurement (being recorded electrically at the audio amplifier
or acoustically at the loudspeaker drivers) and the system answer (typically recorded
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acoustically at the HF microphone or the HATS’ ears). Section 4.4 then proposes two
algorithmic methods to estimate the time-variant impulse response vectors based on
these two files. Firstly, the iterative NLMS approach, which will adapt the coefficients
of a digital FIR filter according to the LMS error criterion and, secondly, the inverse
cyclic convolution approach, which estimates the systems impulse response by means
of a frame-wise division of discrete Fourier transforms of the system answer signal
by the reference signal and subsequent coefficient interpolation (to achieve smooth
temporal sample-by-sample progression and to avoid intra-frame transients).
This method loads static filter coefficient vectors, executes NLMS system identifi-
cation with complexity-optimized “delta”-factor output (cf. Digression “Thoughts on
Computational Complexity” on p. 164), and computes Thiele-Small parameters for
the nonlinear processing simulation of loudspeakers, if applicable. To save computing
time, precomputed coefficient sets are loaded if present from previous simulation runs.
Furthermore, the quality of the current system identification process is monitored by
means of Q-measure curves, according to (4.10).
Processing
Relevant processing methods are presented hereafter which take care of the simulation
of the main transfer paths and data storage.
ciab() This main constructor method creates an instance obj of the class ciab, of
which the input and output files, the DUT signals, and the filter coefficients are an
integral part.
ciab.simulate() This method initiates the core processing steps of the
Car in a Box simulation. It makes use of the input signals, such as the HATS’s mouth
signal, the DUT’s loudspeaker signals, and the near-end noise signals, together with the
helper methods ciab.side(), ciab.speech(), ciab.hrtf(), and ciab.echo(). This
finally results in the output mixture signals result.ear_left, result.ear_right,
result.mic_1, and result.mic_2.
ciab.side() This method is responsible for the filter process of the close-talk
mouth signal of the speaker/HATS with the mouth-to-ear transfer function filter co-
efficients, to generate the sidetone components at the HATS’ ears.
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ciab.speech() This method filters the close-talk mouth signal of the
speaker/HATS with the mouth-to-microphone transfer function filter coefficients, to
generate the near-end speech component at the HF microphones.
ciab.hrtf() This method filter the four nonlinearly-processed loudspeaker sig-
nals with head-related transfer function filter coefficients, to generate the HRTF com-
ponents at the HATS’ ears.
ciab.echo() This method filters the nonlinearly-processed loudspeaker signals
with the echo path filter coefficients, to generate the echo components at the HF
microphones.
save_files() Processed signals, such as the resulting HATS ear and microphone
mixtures, as well as all helpful signal components, coefficient files, and debug signals
are stored by this method for further investigation. Typically, signal values are made
available as they would appear in their physical environment, which might be, e.g.,
the voltage or sound pressure domain.
5.3 Evaluation
The successful system identification of time-(in)variant systems by means of iterative
NLMS or inverse cyclic convolution / fast NLMS has been proven before in Sec-
tion 4.4 “Reproducible Evaluation in Dynamic Conditions”, by achieving very good
Q-measure and system distance values under various conditions. It became apparent,
that especially in case of nonlinear system behavior, as it is mostly the case when
electro-dynamic loudspeakers come to use, periodic PS sequences are an excellent
choice of excitation signal, due to their forgiving nature in relation to nonlinearities
at high sound pressure levels. As shown in Figures 4.18 and, in particular, 4.19, high
values of segQSNR have proven that also the processing chain of system identification
of a time-variant system and subsequent signal synthesis with the acquired impulse
response vectors (in this case by means of PS signals) leads to a very similar output
system, compared to the original time-variant system under test. Hence, if applied
to other signals during signal synthesis, a very realistic time-variant output signal
can be expected. In addition, the information of ground truth impulse response data
as an extra, provides a very helpful evaluation possibility, usually unavailable during
time-variant system testing.
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Thoughts on Computational Complexity
Parallel computation of several time-variant filters in real time, which, in this case,
involves sample-by-sample linear convolution in the time domaina to guarantee
high temporal resolution, is exceptionally complex for the arithmetic unit of the
Car in a Box’s computing platform and requires tremendous amounts of filter coef-
ficient data to be transferred, as the following data rate calculation shows (assump-
tions: fs = 48 kHz, N = 4800, 16 bit filter resolution):
48 kHz · 4800 samples · 2 byte = 439.45 MB s−1 (per filter). (5.5)
As this high data rate forbids loading filter coefficient vectors of length N for all
time-variant FIR filters from the Car in a Box’s storage, it may be advisable to
precompute so-called delta-coefficients for the NLMS algorithm (and in similar form
for the inverse cyclic convolution algorithm) at the host PC by adapting the NLMS
filter update equation (4.8) according to









‖p(n)‖2 , in this case, being precomputed and transferred to
the external Car in a Box device, where it can be used to compute the filter response
of the corresponding FIR filter.
In so doing, the a priori-known vectorial parts (hˆ(n),x(n)) of the NLMS recursion
can be split off the changing part, represented by the so-called delta-coefficients
δ(n). In this form, this is only possible in the underlying case of a priori knowledge
of the excitation signal; here, the perfect sweep sequence. This excitation signal
x(n) can also be generated at the external Car in a Box device and multiplied with a
single delta-coefficient δ(n) per time sample, which renders the highly complex linear
convolution and full transmission/loading of filter coefficient vectors unnecessary. It
should be noted, however, that precautions shall be taken to avoid instabilities or
drift, due to quantization errors caused by low-resolution calculation hardware and
the lack of a feedback loop (opposed to the original NLMS algorithm).
aNot to be confused with the oﬄine system identification step, which can also be processed in
the frequency domain for improved speed and quality.
Digression
In addition to this fundamental proof of concept of the Car in a Box methodology,
Section 4.4.7 “Application to Instrumental White-box Evaluation” has shown the ap-

























































































































































































































































































































5 Car in a Box
Section 4.3) of a real HFS.
Furthermore, comparative evaluations have been performed to evaluate the results
of the Car in a Box simulation in relation to real-world measurements in our research
car. In addition to subjective sound quality evaluation, the instrumental measures
of Section 4.3 and Section 4.5 in combination of the proposed mono AEC algorithm
of Section 2.2 as DUT were used. By comparing both evaluation methods—being
Car in a Box simulation (according to clause 8.4.1 “interactive convolution-based ap-
proach” of ITU-T P.1130) and real-world dynamic measurements in the car (according
to clause 8.4.1 “vehicle-based approach” of ITU-T P.1130 / clause 11.11.6 of ITU-T
P.1110)—similar results have been achieved.72
Finally, it could be shown, that a hardware prototype—capable of realizing a subset
of the features presented in conjunction with the Car in a Box simulation—provided
an analogical behavior to the simulation; remarkable, however, with processing being
done in real time.
5.4 Summary
Car in a Box, an acoustic simulation platform for automotive HFS evaluation, was pre-
sented in this chapter. The reasoning behind this simulation platform was depicted
as the need for a highly-flexible, yet precise, tool to assist the evaluation process of
automotive HFSs. Those systems either need to be tested in an acoustic car prototype,
in case of OEM HFSs, or a larger number of different car brands/models, in case of
after-market devices. In both cases, however, measurement time is costly and very
time-limited, which would render a device, capable of simulation of a number of dif-
ferent automotive acoustic environments (static and time-variant) at the developer’s
desk, very useful. Hence, the Car in a Box does exactly this, by means of a one-time
system identification process in the real car environment and then, detached from the
car, flexible and reproducible signal synthesis of arbitrary test signals in the lab or
at many remote sites simultaneously. To do so, the necessary preparatory measure-
ments according to the “Car in a Box”-methodology were depicted. Starting with noise
data acquisition in the car, perfect sweep sequences then have to be played back and
recorded in the car according to different static and dynamic user scenarios (e.g., user
movement, changing speaker positions, opening/closing of windows), whereas care has
72It should be noted, however, that even if the DUT’s performance is comparable in both cases
(Car in a Box simulation and real-world testing), it is not necessarily a prove of identical behavior,
i.e., identical impulse responses. In fact, it should be considered as a necessary condition for the
applicability of Car in a Box simulation, as alternative to real-world testing.
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to be taken, that all transfer paths (echo, listening, sidetone, speaking) are covered.
The Car in a Box’s technical structure was presented based on a three-fold lay-
out. Firstly, on the signal processing layer, the connection between DUT and the
Car in a Box has been shown. The Car in a Box, in turn, consists of a number of con-
nected functional modules (NLP, HRTF, ECHO, SIDETONE, and SPEECH) and
virtual hardware units (AMP, HATS, MIC1, and MIC2). Necessary level calibration
is performed based on file-based active speech level and RMS measurements, respec-
tively. Secondly, on the physical layer, the functional modules are broken down into
single physical signal streams, with regard of the inherent physical domain. Lastly, the
software layer was presented, with a focus on the basic initialization and processing
methods.
Two digression sections in this chapter presented insights into correct acquisition of
automotive impulse responses, based on the proposed methodology, as well as on means
to shift high amounts of computational load from the external real-time Car in a Box
hardware to oﬄine processes on the host PC, which is achieved by so-called delta
coefficients.
Finally, some basic evaluation of the “Car in a Box”-methodology was conducted in
this chapter. A fundamental proof of concept was given by system identification of a
simulated automotive acoustic setup, based on Q-measure and system distance mea-
surements. Furthermore, the processing chain of system identification and subsequent
signal synthesis, as well as the applicability to instrumental white-box evaluation was
analyzed and proven to work well. Furthermore, additional evaluations have com-
pared the Car in a Box simulation to real-world measurement results and showed, that





This work dealt with the advancement and improved evaluation of wideband HFSs, es-
pecially in the field of automotive scenarios. Two wideband HFSs for mobile HD Voice
services have been presented. The most typical use cases—monophonic and stereo-
phonic operation—have been covered by presenting revised and enhanced variants of
state-of-the-art approaches known from literature ([Enzner and Vary 2006, Enzner
2006, Malik and Enzner 2011a, Malik and Benesty 2013]). Though being also based
on state-space frequency-domain adaptive Kalman filtering, as their baseline coun-
terparts from literature, both proposed algorithms were able to perform considerably
better in terms of most quality aspects.
In case of the monophonic AEC system this was made possible by expansion with
a variety of purpose-fitted functional modules, which can be chosen based on the
specific needs of the task at hand. By following the presented design guidance given
in the evaluation discussions, the adequately chosen set of functional modules along
the plain AEC system provides a significant improvement in terms of speech quality,
echo/noise reduction performance. If the “postfilter decimation” module is chosen,
for example, this even comes at less computational complexity and algorithmic delay.
Simulations and measurements have shown, that the proposed approach, with the
recommended set of parameters for the corresponding usage scenario, excels in terms
of performance and speech quality specifically during double talk, so that complete
full-duplex capabilities are given.
In case of the stereophonic AEC system, very high robustness against far-end im-
pulse response changes was achieved by making use of a perceptually-optimized decor-
relation preprocessor, which was able to encounter the nonuniqueness problem effec-
tively without causing perceivable disturbances to the loudspeaker signals. In addition
to that, the system distance was considerably improved by introducing modifications
to the measurement and process noise covariance matrices. Both quality aspects,
convergence behavior and double-talk performance, of the proposed stereophonic ap-
proach have been proven to be superior in comparison two both baseline approaches
under consideration.
By introducing the “Measurement and Prototyping System for Automotive Tele-
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conferencing” in this work, a novel methodology and technical platform is provided
for a more flexible, reproducible, and user-friendly way of developing, prototyping,
and evaluating modern telecommunication systems. This covers HF, ICC, and—by
combining both aforementioned approaches—ATC systems. Based on the assumption
of linear superposition of speech, echo, and noise components at the microphones,
its main characteristic is that all necessary signals are individually acquired in three
different recording stages: Noise data acquisition, speech data acquisition, and com-
munication simulation; with only the first stage taking part in a moving vehicle. The
actual evaluation of the DUT (here: the proposed monophonic HFS) is performed after
these three acquisition stages and offers the great advantage of a flexibly-changeable
testing environment with all relevant signal components being individually accessi-
ble. This improves instrumental evaluation accuracy and offers further measurement
possibilities. The technical platform, based on the “Measurement and Prototyping
System for Automotive Teleconferencing” methodology, is presented in this work ac-
cording to four different domains: signal flow, hardware setup, software setup, and
power concept; hence fully describing the framework by providing different points of
view.
By covering the acquisition of a noise database, comprising ten noise automotive
scenarios according to ITU-T P.1130 and variations thereof, the corresponding method-
ology proposed in this work was exemplarily conducted to prove its applicability. The
necessary preparatory tasks, involving sensor selection and placement, as well as data
postprocessing and usage, were covered, too.
The concept of live demonstration and evaluation of the DUT in a realistic environ-
ment, comprising two off-the-shelf mobile phones connected to the DUT via Bluetooth
and to each other by a cellular UMTS connection (to allow for an HD Voice connection),
was also covered and presented.
Subjective evaluation methodologies were introduced shortly and relevant interna-
tional recommendations by the ITU-T for subjective evaluation of telecommunication
devices and algorithms were given.
The field of instrumental evaluation methods, on the contrary, was covered in depth
in two ways. Whereas typical research-oriented white-box (“signal separation”) and
black-box (“signal identification”) tests and measurement results were covered in the
first part, the rather implementation-oriented measurements according to international
standards were subject of the second part.
Common to both parts is the specific evaluation of the performance contributions
of the DUT’s functional enhancement modules. Furthermore, different conversa-
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tional modes, being far-end/near-end single talk and double talk, as well as indi-
vidual measurements in send and receive direction were conducted successfully. To
guarantee proper operation under different noise/echo levels, temporal, and conver-
sational setups, the DUT was evaluated accordingly. It could be stated that under
these circumstances its ability to sufficiently suppress echo and noise, without harm-
ing the speech component’s quality considerably, could be maintained. Specific to the
implementation-oriented evaluation, strong focus had been laid on the aspect of speech
quality in the presence of different background noise scenarios. In summary it could
be stated, that the DUT in configuration PF|HP|DEC|BLOCK (equipped with
Wiener postfilter, noise high-pass filters, postfilter coefficient decimation, and noise
blocking functional enhancement modules) performed best in terms of instrumentally-
evaluated overall quality. This overall quality was assessed by means of an introduced
figure of merit, combining several independent performance indicators in a weighted
fashion. By incorporating the “Enhanced Signal Equalizing and Normalization” func-
tional enhancement module (EQ), the DUT’s algorithmic delay and computational
complexity could be reduced, while the speech component’s quality could be held or
even increased.
An innovative approach of reproducible HFS evaluation in dynamically changing
acoustic conditions was introduced in this work. Based on the identification of time-
variant electro-acoustical systems and the subsequent signal synthesis by means of a
dynamic impulse response database, this approach was shown to be helpful to gather
a highly-realistic test environment for HFS evaluation. In an automotive simulation
setup, based on image-source auralization, the approach was tested under both linear
and nonlinear conditions and finally verified in an automotive real-world setup. An
innovative “fast NLMS” system identification algorithm was introduced and compared
to an iterative NLMS approach, proving its superior quality, which also was verified
by the application of the proposed algorithm in an instrumental white-box evaluation
of a real automotive HFS.
Finally in this work, an acoustic simulation platform for automotive HFS evalua-
tion, namely “Car in a Box”, was presented. This methodology/system was proven to
be able to substitute an acoustic prototype of a car during HFS evaluation, which can
lead to a considerable reduction of duration and cost of the HFS development pro-
cess. By conducting a dynamic system identification and signal synthesis procedure,
as previously described in this work, on the acoustic car prototype a single time per
measurement scenario—which can be made by the car’s manufacturer or the reseller of
the Car in a Box system—a various number of different static and time-variant auto-
175
6 Conclusions
motive acoustic environments can be simulated at the desks of an unrestricted number
of HFS developers, simultaneously. In this work, the Car in a Box’s technical structure
was covered in depth and a detailed evaluation of its methodology was conducted,
based on system distance measurements and a so-called Q-measure. Additionally, the
processing chain of system identification and subsequent signal synthesis, as well as
the applicability of the Car in a Box methodology to instrumental white-box evalua-
tion, was analyzed and proven to work well. Finally, a working Car in a Box real-time
hardware prototype was presented and successfully tested.
Future work may cover the incorporation of accelerometer data for algorithmic noise
PSD estimation, in a sensor fusion with common microphones. Eventually, the design
of HFSs could be extended to cover multiple channels and/or listening zones, to cope
with upcoming user demands. This would also require a transition to wider acoustic
bandwidths, to accomplish a more natural sound reproduction. In terms of automotive
HFS evaluation, the topic of in-time driver distraction monitoring could be addressed,
to get further insight into the negative impact of certain aspects of human-machine
interaction and conversational effort with the current HFS under consideration.
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