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Abstract Gamma-Ray Bursts (GRBs) have been con-
ventionally bifurcated into two distinct categories:
“short” and “long” with durations less than and greater
than two seconds respectively. However, there is a lot of
literature (although with conflicting results) regarding
the existence of a third intermediate class. To inves-
tigate this issue, we extend a recent study by Kulka-
rni & Desai 2017a on classification of GRBs to two
dimensions by incorporating the GRB hardness in ad-
dition to the observed durations. We carry out this
unified analysis on GRB datasets from four detectors,
viz. BATSE, RHESSI, Swift (observed and intrinsic
frame), and Fermi-GBM. We consider the duration and
hardness features in log-scale for each of these datasets
and determine the best-fit parameters using Gaussian
Mixture Model. This is followed by information theo-
retic criterion (AIC and BIC) to determine if a three-
component fit is favored compared to a two-component
one or vice-versa. For BATSE, we find that both AIC
and BIC show preference for three components with de-
cisive significance. For Fermi and RHESSI, both AIC
and BIC show preference for two components, although
the significance is marginal from AIC, but decisive us-
ing BIC. For Swift dataset in both the observed and
rest frame, we find that three components are favored
according to AIC with decisive significance, and two
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are preferred with BIC with marginal to strong signifi-
cance.
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1 Introduction
Gamma-ray bursts (GRBs) are short-duration energetic
cosmic explosions with prompt emission between keV-
GeV energies, which are been continously detected at
the rate of about one per day (Zhang et al. 2016a;
Schady 2017). The first convincing case for bifurcat-
ing the GRB population into two categories was made
from an analysis of the BATSE data (Kouveliotou et al.
1993), and led to establishing the conventional classifi-
cation of GRBs into short (T90 < 2 s) and long (T90
> 2 s) classes, where T90 is the time which encom-
passes 90% of the burst’s fluence, and is usually used
as a proxy for the duration of a GRB.
Despite the conventional wisdom of only two dis-
tinct GRB classes, multiple groups have argued over
the years for the existence of an intermediate class of
GRBs in between the short and long bursts, using T90
as the criterion for classification. The first such claim
for an intermediate-duration GRB class, with T90 in
the range 2-10s in the BATSE dataset was put forward
by Horva´th (1998) and Mukherjee et al. (1998) and
subsequently confirmed by the analysis of the complete
BATSE dataset (Horva´th 2002; Chattopadhyay et al.
2007a). However, recently this was disputed by Zi-
touni et al. (2015), who found that two distributions fit
the BATSE T90 data much better compared to three
components. Evidence for a third lognormal compo-
nent was also found in Swift/BAT data (Horva´th et al.
2008; Zhang & Choi 2008; Huja et al. 2009; Horva´th
et al. 2010; Horva´th & To´th 2016; Zitouni et al. 2015;
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2Tarnopolski 2016b). However, these results have been
disputed by other authors, who found that the T90 dis-
tribution prefers two component (Zhang et al. 2016b).
Most recently, Kulkarni & Desai (2017a) carried out
a unified classification of the T90 distributions for the
GRB datasets from BATSE, Fermi, Swift, and Beppo-
Sax and found that among these, only for Swift GRBs
in the observed frame is the evidence for three classes
marginally significant at about 2.4σ. However, when
the same analysis is done for the Swift GRBs in the in-
trinsic GRB frame, two components are preferred. For
all other datasets, evidence for three components is ei-
ther very marginal or disfavored.
Extension of studies on GRB classification using
both duration and hardness (defined as the ratio of flu-
ences between two different energy bands) have also not
reached a common consensus. Horva´th et al. (2006) and
Chattopadhyay et al. (2007a) argued for three compo-
nents in the BATSE GRB data using two-dimensional
clustering in T90-hardness and T90-fluence planes re-
spectively. Most recently, Chattopadhyay & Maitra
(2017) have argued for more than three components
in the BATSE data by clustering in six dimensions.
For Swift data, Veres et al. (2010) showed using multi-
ple clustering techniques that three components are fa-
vored in the two dimensional log(T90) -log (hardness)
plane and the intermediate class has overlap with X-
ray flashes. However, these results are in conflict with
more recent analysis by Yang et al. (2016), who showed
by applying two dimensional GMM models on T90 and
hardness ratio on Swift GRBs, that the data favor only
two components instead of three.
To resolve this imbroglio, we use two-dimensional
clustering in the hardness vs T90 plane to find out the
optimum number of GRB classes, similar to studies
done in Yang et al. (2016). We then uniformly ap-
ply this method to the latest available data from all
the GRB detectors, for which both T90 and hardness
have been provided (or can be inferred from the cat-
alogs). These detectors include BATSE, Fermi-GBM,
RHESSI, and Swift. For model comparison, we use two
widely used information theoretic criterion, viz. Akaike
Information Criterion and Bayesian Information Crite-
rion. We note that in Yang et al. (2016), only Bayesian
Information criterion has been used to evaluate the op-
timum number of components.
Both of these information-criterion based model
comparison techniques have been applied to a variety of
problems in astrophysics and particle physics, including
in the classification of GRBs (Shi et al. 2012; Desai &
Liu 2016; Desai 2016; Kulkarni & Desai 2017a; Ganguly
& Desai 2017; Kulkarni & Desai 2017b) and references
therein.
The outline of this paper is as follows. In Sect. 2
we discuss the methodology used to obtain the best-
fit parameters for the mean GRB duration and hard-
ness, along with their covariances after positing two and
three classes of GRBs. In Sect. 3, we discuss various
techniques used for model comparison. We then present
our results for the various GRB datasets in Sect. 4, in-
cluding a very brief comparison with previous results.
We conclude in Sect. 5.
2 Parameter Estimation
2.1 Datasets
Herein, we consider the GRB datasets available from
BATSE1 4B catalog (Paciesas et al. 1999), Swift2 (Lien
et al. 2016), Fermi-GBM3 (Narayana Bhat et al. 2016)
and RHESSI4 (Rˇ´ıpa et al. 2009a). For these detec-
tors, spectral information is available. The number of
GRBs analyzed for the model comparison are 1939 from
BATSE, 991 from Swift, 1376 from Fermi, and 427 from
RHESSI. Among these, Swift and Fermi detectors are
still online and detecting on the order of about one new
GRB per day. We did not consider other catalogs such
as those from Beppo-Sax, INTEGRAL etc, as they ei-
ther contained a very small sample of GRBs or didn’t
have any publicly available data on hardness of the ob-
served bursts.
2.2 Hardness Calculation
Spectral hardness (or hardness ratio) of GRBs is defined
as the ratio between the GRB fluence in different energy
bands. For most of the datasets analyzed , we use Hobs
as the ratio between the 50− 100 keV and the 25− 50
keV bands.
Usually, the hardness can be trivially calculated from
the ratio of the fluences provided in the catalogs. How-
ever, for the most recent Swift catalog (Lien et al. 2016),
the fluence was not provided in the public catalogs. So
we calculate the hardness from the spectral fits to the
Swift GRBs, for which the coefficients were made pub-
licly available. The results from the power law fits are
provided in the Swift spectral catalog. The hardness
ratio in the observed frame is calculated as,
Hobs =
∫ 100keV
50keV
f(E).EdE∫ 50keV
25keV
f(E).EdE
. (1)
1http://gammaray.msfc.nasa.gov/batse/grb/catalog/current
2http://swift.gsfc.nasa.gov/archive/grbtable
3http://heasarc.gsfc.nasa.gov/W3Browse/fermi/fermigbrst
4https://heasarc.gsfc.nasa.gov/W3Browse/all/rhessigrb.html
3where f(E) represents the photon flux at a given en-
ergy. Two functional forms for the power-law fits have
been posited for the Swift catalog: a simple power law
as well as the cut-off power law,
f(E) = E−α. (2)
f(E) = E−α × e−E/β . (3)
where α is the power law photon index and β is the
peak energy. In Yang et al. (2016), both of the above
power laws have been used in the hardness calculation.
Here, we shall calculate the hardness using only a sim-
ple power law.
2.3 Fitting method
We follow the same procedure as in Zhang et al. (2009)
to find the optimum number of components using two-
dimensional clustering. We use the Gaussian mixture
models applied to log (T90) and log (hardness) by vary-
ing the number of components and finding the best-
fit parameters for each component using the EM algo-
rithm (Dempster et al. 1977). For a given probability
density function f(x, θ), where x denotes the observed
data-points, θ represents the parameters used to de-
fine the density function, N being the total number of
GRBs in our study and pk the probabilities associated
with each of the k Gaussian distributions (mixing pro-
portions), the log-likelihood can be defined as:
L =
N∑
i=1
log
k∑
j=1
pjfj(xi, θ) (4)
and the probability distribution function for a univari-
ate Gaussian as,
f(x, θ) =
1√
2piσx
exp
(
− (x− µx)
2
2σ2x
)
. (5)
This can generalized to a bivariate distribution as,
f(x, θ) =
1
2piσxσy
√
1− ρ2 exp
[
− 1
2(1− ρ2)(
(x− µx)2
σ2x
+
2ρ(x− µx)(y − µy)
σxσy
+
(y − µy)2
σ2y
)]
,
(6)
where ρ =
Vxy
σxσy
is the correlation, V is the covariance
of the two variables and µx is the mean log (T90) and
µy is the mean log (hardness).
We note that previously, the GMM and the corre-
sponding parameter estimation using the EM algorithm
have also been applied to GRB datasets using both
T90 (Zhang et al. 2016b) as well as in the T90 and
hardness ratio plane (Yang et al. 2016).
3 Model Comparison
The comparison of models on the basis of the best-
fit likelihood is not the optimum way to do hypothesis
testing or to select the preferred model after finding
the best-fit parameters for each model. Even though
the value of the likelihood increases, addition of ex-
tra free parameters leads to overfitting. Therefore, the
additional free parameters need to be penalized so as
to avoid getting a bad result. To address these is-
sues, a number of both frequentist and Bayesian model-
comparison techniques have been used over the past
decade to determine the best model which fits the
observational data (Liddle 2004, 2007; Lyons 2016).
Here, we use information criterion based tests such as
Akaike Information Criterion (AIC) and Bayesian In-
formation Criterion (BIC) for model comparison, since
these are straightforward to compute from the likeli-
hoods. AIC/BIC have also been previously used for
GRB classification by a number of authors (Mukher-
jee et al. 1998; Tarnopolski 2016a,b; Yang et al. 2016;
Zhang et al. 2016b). More information about AIC and
BIC and its application to astrophysical problems can
be found in Liddle (2004, 2007); Shi et al. (2012), etc.
3.0.1 AIC
The Akaike Information Criterion (AIC) is used for
model comparison, when we need to penalize for any
additional free parameters to avoid overfitting. A pre-
ferred model in this test is the one with the smaller
value of AIC between the two hypothesis. The AIC is
given by,
AIC = 2p− 2 lnL. (7)
where p is the number of free parameters in the model
and L is the likelihood. The second term favors models
with high value of likelihood, while the first term pe-
nalizes models which uses large number of parameters.
Models with large number of parameters might have a
high likelihood but will over fit on the data. The AIC
defined in Eq. 7 is good when the ratio N/p is very large
i.e. > 40 (Burnham & Anderson 2004). For smaller val-
ues, a first order correction is sometimes used (Ganguly
4& Desai 2017). However, as all our datasets have a ra-
tio of N/p greater than 40, we don’t have to correct
for this. The absolute value of AIC is usually not of
interest. The goodness of fit between two hypothesis
(A) and (B) is described by the difference of the AIC
values and is given by,
∆AIC = AICA −AICB , (8)
where AICA - AICB correspond to the AIC values for
the hypothesis A and B. Burnham & Anderson (2004)
have provided qualitative strength of evidence rules to
assess the significance of a model based on the ∆AIC
values between the two models. If ∆AIC> 5, then it
is considered as strong evidence against the model with
higher AIC and ∆AIC> 10 is considered as decisive evi-
dence against the model with higher AIC (Liddle 2007).
Values of ∆AIC< 5 correspond to weak evidence. 5
3.0.2 BIC
The Bayesian Inference Criterion (BIC) is also used for
penalizing the use of extra parameters. As in the case
of AIC, the model with the smaller value of BIC is the
preferred model. The penalty in the BIC test is harsher
than that in the case of AIC and is given by,
BIC = p lnN − 2 lnL. (9)
The logarithmic term and the number of free param-
eters act as a very harsh measure needed for the BIC
test. The goodness of fit used for hypothesis testing
between two models A and B is given by,
∆BIC = BICA −BICB . (10)
Similar to AIC, the model with lower value of BIC is
favored. To assess the significance of a model, strength
of evidence rules have also been proposed based on
∆BIC (Kass & Raftery 1995), which are approximately
the same as those for AIC.
4 Results
We apply all the techniques discussed in the previous
sections to GRB datasets from multiple detectors. For
5To avoid any ambiguity in our representation of our results, we
have consistently kept the 3-Gaussian model as the null hypoth-
esis which simplifies the analysis and makes a positive value of
∆AIC, favor the 3-Gaussian and a negative value favors the 2-
Gaussian.
data from each of the GRB detectors, we find the mean
value of T90 and its standard deviation by varying the
total number of components from one to five, followed
by maximizing the likelihood in Eq. 4 for each of the hy-
pothesis. For these best-fit parameters, we then imple-
ment the information criterion based model-comparison
techniques outlined in Sect. 3.
The GMM and the corresponding parameter esti-
mation using the EM algorithm are implemented us-
ing the sklearn.mixture module of the python library
Scikit-learn. Covariance types full and tied are
used for generating the model with the number of com-
ponents ranging from one to five and we choose the
covariance type, which yields the maximum value of
likelihood. For all the detectors except Fermi, the max-
imum value is achieved for covariance type equal to
full. Note that our main goal is to try to ascertain
whether a three-component fit is favored compared to
a two-component one or vice-versa. Therefore, we are
agnostic to the value for the number of components for
which we get the minimum value of AIC or BIC, al-
though we do report its value for all the detectors.
We now present our results for the GRB datasets
from BATSE, RHESSI, Fermi-GBM and Swift.
4.1 BATSE
The current BATSE GRB (Paciesas et al. 1999) cat-
alog contains 2036 GRBs detected between 1991 and
2000, of which we have used 1939 for our categoriza-
tion purposes. We then apply the parameter estimation
procedure outlined in Sect. 2.3. While fitting for two
components, we find that 681 and 1355 GRBs belong to
the short and long category respectively. When we fit
for three components we find a total of 574, 886, and
499 GRBs in the short, intermediate, and long cate-
gories respectively. A complete summary of the results
on applications of GMM, including the best-fit parame-
ters and their covariance matrices are shown in Table 1.
The AIC and BIC plots as a function of the number of
components can be found in Fig. 1. Here, both AIC and
BIC prefer three components. The ∆AIC and ∆BIC
values in both cases cross the threshold of 10, needed
for decisive evidence. The 1σ ellipses for the three com-
ponents are shown in Fig. 2.
There is more than 20 years of literature on classifica-
tion of BATSE GRBs. So, we only compare our results
to a few selected papers, where both T90 and hard-
ness (or other fluence related parameters) are used for
classification. Results of classification of BATSE GRBs
using only T90 are summarized in Kulkarni & Desai
(2017a). The first cogent case for three GRB classes
in BATSE data using spectral information, was made
5by Chattopadhyay et al. (2007b), who used two multi-
variate clustering methods using K-means partitioning
and Dirichlet mixture modeling using fluence vs T90
to argue for three components. However, no estimate
of the significance was made. Around the same time,
an analysis similar to this using GMM in the log(T90)-
log(hardness) plane was done by Horva´th et al. (2006),
who find that three components were favored using
frequentist model comparison by evaluating chi-square
probability with the addition of the third component.
They also found an anti-correlation between the dura-
tion and the hardness. Most recently, Chattopadhyay &
Maitra (2017) used GMM based analysis on six different
variables (two durations, peak flux, total fluence, and
two spectral hardness ratios), five types of bursts are
preferred. Our analysis finds evidence for three compo-
nents with decisive significance.
4.2 RHESSI
The RHESSI catalog (Rˇ´ıpa et al. 2009a), which we an-
alyzed contains 1939 GRBs detected between 2002 and
2008. The hardness was obtained by calculating the ra-
tio of the fluence in the (120-1500 keV) range and (25-
120 keV) range. A tabular summary of the results from
the GMM algorithm, including the best-fit parameters
and their covariance matrices are shown in Table 2. For
a two-component fit, we find that 107 and 320 GRBs
belong to the short and long categories. For a three-
component fit there are 164, 72, and 191 belonging to
short, intermediate, and long categories respectively.
The AIC and BIC plots as a function of the number
of components can be found in Fig. 3. The 1σ ellipses
for the three components are shown in Fig. 2. Note that
the best-fit maximum likelihood we obtain is negative.
Therefore, we obtain negative values of AIC and BIC
for k = 2 and a negative value of AIC for k = 3. The
scatter plot of log(hardness) vs log (T90) along with
the 1σ contours can be shown in Fig. 4. Here, both
AIC and BIC prefer two components. The ∆BIC value
in both the cases crosses the threshold of 10, needed for
decisive evidence. However the significance from ∆AIC
value is very marginal.
Previously, classification of RHESSI GRBs was done
by using both T90 only and from a clustering analy-
sis in the T90 vs hardness plane (Rˇ´ıpa et al. 2009b).
The model comparison was done by comparing the dif-
ference in likelihoods. Rˇ´ıpa et al. (2009b) found that
including both durations and hardness shows a prefer-
ence for three components, with the probability that the
third peak been only a fluctuation to be approximately
0.13% (Rˇ´ıpa et al. 2009b). Our analysis also prefers two
components, although the significance is decisive only
when evaluated using BIC.
Fig. 1 Values of AIC and BIC as a function of num-
ber of Gaussian components for BATSE data after two-
dimensional clustering. Both AIC and BIC attain a min-
imum for three components.
Fig. 2 Scatter plot of log (hardness) ratio vs log (T90)
(expressed in seconds) for BATSE data. The ellipses indi-
cate the 1σ contours from our GMM based analysis and are
centered on the best-fit parameters obtained from Table 1.
6Table 1 Results from model comparison for BATSE GRBs. The first column contains the total number of GRB classes.
The two-component array (log(T90),log(hardness)) in the second column denotes the best-fit values for the logarithm of
the mean T90 (in seconds) and the logarithm of the hardness (µT90). The 2 × 2 matrix in the third column indicates the
covariance matrix Σ returned by GMM and the fourth column denotes the total number of GRBs (ni) in each category
after positing both two and three types of GRBs. These are obtained by maximizing Eq. 4. AIC, BIC represent the Akaike
and Bayesian Information criterion respectively. The last two columns indicate the ∆AIC, and ∆BIC between the three
component and two-component model, which are used for model comparison. In this table, the preferred value for every test
is highlighted in bold. We note that ∆AIC = AIC (2 components) - AIC (3 components) and same for ∆BIC. Therefore,
if ∆AIC or ∆BIC> 0, then two GRB classes are preferred and vice-versa. We find that both AIC and BIC prefer three
components with ∆AIC/BIC > 10, corresponding to “decisive significance”.
k µ Σ ni AIC BIC ∆(AIC) ∆(BIC)
2
(-0.032,2.08)
(
2.45 −0.41
−0.41 0.80
)
658
12709.3 12770.5
88.1 54.6(3.56,1.11)
(
0.99 0.11
0.11 0.68
)
1281
3
(-0.58,2.30)
(
1.57 −0.07
−0.07 0.59
)
574
12621.2 12715.9
(2.81,0.92)
(
1.85 −0.01
−0.01 1.02
)
886
(3.72,1.28)
(
0.71 −0.01
−0.01 0.43
)
499
Table 2 Results from model comparison for RHESSI GRBs. The explanation of all the columns is the same as in Table 1.
We find that BIC prefers two components with decisive significance (∆BIC > 10) and AIC also prefers two components,
although the evidence is weak.
k µ Σ ni AIC BIC ∆(AIC) ∆(BIC)
2
(0.34,0.06)
(
3.0 −3.94
−3.94 1.96
)
107
-54.3 -9.7
-4.2 -28.5(3.00,0.06)
(
7.77 −3.78
−3.78 2.4
)
320
3
(-0.45,0.06)
(
1.67 −0.002
−0.002 0.002
)
164
-50.1 18.8
(2.71,0.6)
(
0.98 −0.004
−0.004 0.002
)
72
(3.11,0.06)
(
0.71 −0.003
−0.003 0.002
)
191
7Fig. 3 Values of AIC and BIC as a function of num-
ber of Gaussian components for RHESSI data after two-
dimensional clustering. Both AIC and BIC attain a mini-
mum value for two components.
Fig. 4 Scatter plot of log(hardness) ratio vs log (T90) (ex-
pressed in seconds) for RHESSI data. The ellipses indicate
the 1σ contours from our GMM based analysis centered on
the best fits obtained from Table 2.
4.3 Fermi
The most recent Fermi-GBM catalog (Narayana Bhat
et al. 2016) contains 1376 GRBs with tabulated val-
ues of durations and hardness from 2008 to 2016. For
Fermi-GBM, the hardness is defined as the ratio of flu-
ence in 50-300 keV to that in 10-50 keV. A complete
summary of the results on applications of GMM for
Fermi-GBM data, including the best-fit parameters and
their covariance matrices are shown in Table 3. As
stated earlier, this is the only dataset for which the
maximum value of the likelihood is obtained for covari-
ance type set to tied. For two components, we find
that 1144 and 232 GRBs belong to short and long cate-
gories respectively. For three components, 164, 72, and
191 belong to short, intermediate, and long categories
respectively. The AIC and BIC plots as a function of
the number of components can be found in Fig. 5. The
minimum value of AIC is obtained for five components.
Since our main goal is to find the optimum solution be-
tween two and three components, we do not study the
properties of the 5-component fit. However, it is possi-
ble that the number of GRBs in some of the categories
is negligible for k = 5, making it similar to the k = 3 so-
lution. Therefore, in Table 3, we show the AIC results
only for k = 2 and k = 3. AIC prefers k = 2 compo-
nent over k = 3, although with marginal significance
given by |∆AIC|=1.5. The BIC reaches a minimum at
two components and ∆BIC between k = 2 and k = 3
is greater than 10. Therefore, BIC prefers two compo-
nents with decisive significance. The 1σ ellipses for the
two components are shown in Fig. 6.
This is the first paper, which uses both hardness and
T90 for the classification of Fermi GRBs. A summary
of previous results on the classification of Fermi-GBM
using durations can be found in Kulkarni & Desai
(2017a). All previous classification studies with Fermi
GRBs show a preference for two GRBs. Our analysis
using two-dimensional clustering also confirms the evi-
dence for two components, although the significance is
decisive only with BIC.
4.4 Swift
The current Swift GRB (Lien et al. 2016) catalog (as
of Jan. 2017) contains 1376 GRBs detected after 2004.
Since the integrated fluence is not provided for the com-
plete list of 2017 Swift GRBs (unlike the dataset used
by Yang et al. (2016)), we calculate the fluence and
hardness using the method in Sect. 2.2. We find that
for a two-component fit, 273 and 718 belong to short
and long categories respectively, whereas for a three-
component fit 527, 342, and 122 belong to short, inter-
mediate, and long categories respectively. A complete
8Table 3 Model comparison parameters for Fermi-GBM GRBs. The explanation of all the columns is same as in Table 1.
We find that BIC prefers two components with decisive significance. The value of AIC is minimum at k = 5. According to
AIC also, a two-component fit is preferred compared to a three-component one, although the significance is marginal.
k µ Σ ni AIC BIC ∆(AIC) ∆(BIC)
2
(0.56,0.30)
(
2.52 −0.83
−0.83 1.12
)
1144
7820.6 7862.5
-1.5 -17.1(3.45,-0.45)
(
1.03 −0.06
−0.06 0.23
)
232
3
(-0.08,0.58)
(
1.673 −0.49
−0.49 1.11
)
564
7822.1 7879.6
(2.86,-0.46)
(
1.38 −0.17
−0.17 0.33
)
590
(3.66,-0.43)
(
0.86 −0.04
−0.04 0.21
)
222
Fig. 5 Values of AIC and BIC as a function of the
number of Gaussian components for Fermi data after two-
dimensional clustering. The minimum value of BIC is ob-
tained for two components. For AIC the minimum value
is obtained for five components. The AIC value for two
components is smaller than that for three components.
summary of the results on applications of GMM, includ-
ing the best-fit parameters and their covariance matri-
ces are shown in Table 4. The AIC and BIC plots as a
function of the number of components can be found in
Fig. 8. Here, AIC prefers two components with decisive
evidence (∆AIC > 10) and BIC prefers two components
with strong evidence (∆BIC< 10). The 1σ ellipses for
the three components are shown in Fig. 8.
Similar to BATSE, there is a lot of literature on
GRB classification from the Swift catalogs, starting
from 2008 or so (Horva´th et al. 2008). These classi-
fication results from Swift based only on T90 are re-
viewed in Kulkarni & Desai (2017a) and no consensus
has emerged among the different groups on the opti-
mum number of GRB categories in the Swift dataset.
The first comprehensive two-dimensional classification
of GRBs in the log (T90) - log (hardness) plane was
done by Veres et al. (2010) using 408 Swift GRBs
detected until 2009. Using BIC, they found support
for three components with decisive evidence. A simi-
lar analysis done around the same time by Horva´th
et al. (2010), using 325 bursts confirmed these ear-
lier results. However, based on a similar analysis of
an updated Swift catalog upto Dec. 2012, containing
300 bursts with measured redshifts, Yang et al. (2016)
found that the data prefer two components and ∆ BIC
between two and three components is about 6.5, cor-
responding to strong evidence. From our analysis, we
reach opposite conclusions when evaluating the signif-
icance with AIC and BIC. For BIC, our results agree
with Yang et al. (2016), and we also find evidence for
two components with strong evidence (5 < ∆BIC< 10).
However, AIC prefers three components with decisive
significance.
9Table 4 Model comparison parameters for Swift GRBs in the observer frame. The explanation of all columns is same as
in Table 1. We find that AIC prefers three components with decisive significance and BIC prefers two components with
marginal significance. The minimum value of AIC is obtained for five components.
k µ Σ ni AIC BIC ∆(AIC) ∆(BIC)
2
(1.38,0.19)
(
4.56 −0.54
−0.54 0.25
)
273
4219.5 4273.4
21.7 -7.7(4.29,0.28)
(
1.062 −0.008
−0.008 0.06
)
718
3
(-0.45,0.06)
(
1.54 −0.06
−0.06 0.16
)
527
4197.8 4281.1
(-0.40,0.48)
(
0.86 −0.02
−0.02 0.04
)
342
(3.2,0.08)
(
2.26 −0.08
−0.08 0.13
)
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4.5 Swift Intrinsic
We now redo the same analysis by looking at T90 and
hardness in the rest frame of Swift GRBs with measured
redshifts. We first explain how the observed T90 and
hardness are converted from the observer frame to the
rest frame.
4.5.1 Hardness in rest frame
We have outlined the procedure for the calculation of
hardness of GRBs in the observer frame in Sect. 2.2.
For GRBs with measured redshifts, we can calculate all
parameters in the intrinsic or the GRB rest frame as
well. The correction needed to account for the redshift
is different for energy and T90 duration and is outlined
below. The hardness in the rest frame is defined as,
Hint =
∫ 100(1+z)
50(1+z)
f(E′).E′dE′∫ 50(1+z)
25(1+z)
f(E′).E′dE′
. (11)
where the only difference is that the energies are mul-
tiplied by the correction factor of (1 + z), z being the
redshift.
4.5.2 T90 in rest frame
In similar fashion to the above correction due to red-
shift, the correction to T90 is as follows:
T90int =
T90obs
1 + z
(12)
4.6 Results
The Swift detector contains an ultraviolet/optical tele-
scope, which is used to slew towards the position of
GRB in order to detect the afterglow. This has en-
abled the measurement of redshifts for a large number
of bursts from the Swift catalog The current Swift GRB
catalog (Lien et al. 2016) (as of Jan. 2017) contains
373 GRBs with measured redshifts, which is the largest
among all detectors. A complete summary of the re-
sults on applications of GMM, including the best-fit
parameters and their covariance matrices are shown in
Table 5. For a two-component fit, 123 and 250 GRBs
belong to short and long categories respectively. For a
three-component fit, 36, 191, and 146 belong to short,
intermediate, and long categories respectively. The AIC
and BIC plots as a function of the number of compo-
nents can be found in Fig. 9. Here, AIC prefers three
components with decisive evidence (∆AIC > 10) and
BIC prefers two components(∆BIC< 10) with strong
evidence. The 1σ ellipses for the three components are
shown in Fig. 10. Therefore, the results are the same
as those using the observed frame.
When a similar analysis was done by Yang et al.
(2016), their results agree with those using the data
in the observed, which is that two bursts are preferred
when both T90 and hardness are used. The ∆BIC be-
tween two and three components is about 22 when hard-
ness is calculated using a simple power law and about
3.4 when a mixed spectrum model is used. Our results
are consistent with those obtained by considering the
GRB variables in the observed frame, viz. three compo-
nents are favored using AIC with decisive significance,
and two are favored using BIC with strong significance.
5 Conclusions
The main goal of this paper was to find the optimum
number of GRB components between two and three cat-
egories for a variety of datasets, by carrying out a two-
dimensional clustering in the T90 vs hardness plane,
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Table 5 Model comparison parameters for Swift GRBs in its intrinsic or rest frame. The explanation of all columns
is same as in Table 1. ∆AIC prefers three components with decisive evidence, whereas ∆BIC prefers two with marginal
evidence.
k µ Σ ni AIC BIC ∆(AIC) ∆(BIC)
2
(1.99,0.92)
(
4.13 0.01
0.01 0.30
)
123
1782.5 1825.6
19.27 -4.1(4.3,1.29)
(
0.98 0.004
0.004 0.09
)
250
3
(0.23,0.68)
(
4.87 −0.21
−0.21 0.36
)
36
1763.2 1829.7
(2.93,1.08)
(
1.52 −0.10
−0.10 0.19
)
191
(4.63,1.33)
(
0.60 −0.03
−0.03 0.08
)
146
Table 6 Summary of model comparison tests for all the myriad GRB datasets analyzed. The last two rows summarize
the analysis of subset of Swift GRBs with measured redshifts in the intrinsic frame and observer frame respectively.
Dataset
∆AIC ∆BIC
Model preferred Magnitude Model preferred Magnitude
BATSE 3 88 3 55
RHESSI 2 4 2 29
Fermi 2 1.5 2 17
Swift 3 22 2 8
Intrinsic Swift 3 19 2 4.1
Fig. 6 Scatter plot of log (hardness) ratio vs log (T90)
(expressed in seconds) for FERMI data. The ellipses indi-
cate the 1σ contours from our GMM based analysis using
the best-fit results tabulated in Table 3.
Fig. 7 Values of AIC and BIC as a function of number of
Gaussian components for Swift data after two-dimensional
clustering. BIC shows a minimum value for two compo-
nents. AIC shows a minimum value for five components.
The AIC for a three-component fit is smaller than that for
a two-component fit.
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Fig. 8 Scatter plot of log (hardness) ratio vs log (T90)
(expressed in seconds) for Swift data in the observer frame.
The ellipses indicate the 1σ contours from our GMM based
analysis using the best-fit parameters from Table 4.
Fig. 9 Values of AIC and BIC as a function of number of
Gaussian components for the Swift data in the GRB rest
frame after two-dimensional clustering. Both AIC and BIC
show a minimum value for three components.
similar to a recent analysis carried out for the Swift
data (Zhang et al. 2016b). We did a comprehensive
unified analysis of the T90 versus hardness distribu-
tions of GRBs from five different GRB datasets from
four space-based detectors: BATSE, RHESSI, Fermi-
GBM, Swift (observed frame), Swift (intrinsic frame)
by fitting the data to two as well as three bivariate nor-
mal distributions. We then used two information crite-
rion based statistical tests to ascertain the best model
among these two hypotheses. These tests include AIC
and BIC model comparison tests. The statistical sig-
nificance from the information criterion based tests was
obtained qualitatively using empirical strength of evi-
dence rules (Shi et al. 2012). Our results are stated
below. A tabular summary of all these results are sum-
marized in Table 6.
• For BATSE, we find that both AIC and BIC pre-
fer three components with ∆AIC and ∆BIC > 10 in
both the cases, pointing to decisive evidence for three
components.
• For RHESSI, we find that both AIC and BIC fa-
vor two components. However, the significance from
∆AIC is marginal, but ∆BIC points to decisive sig-
nificance for two components.
• For Fermi-GBM also both ∆AIC and ∆BIC prefer
two components, but with marginal significance for
AIC and decisive significance for BIC. We also note
that the minimum value of AIC occurs for five com-
ponents.
• When we looked at Swift GRBs in the observer frame,
we find that AIC and BIC reach opposite conclu-
sions. AIC prefers three components with decisive
significance. BIC shows a prefer for two components,
albeit with strong significance. The minimum value
of AIC is obtained for five components.
• When we repeat the analysis for Swift GRBs in the
intrinsic frame, we reach the same conclusions as in
the observer frame. AIC prefers three components
with decisive significance, where BIC prefers two with
strong evidence.
6 Acknowledgements
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Fig. 10 Scatter plot of log(hardness) ratio vs log (T90)
(expressed in seconds) for Swift data in the GRB rest frame.
The ellipses indicate the 1σ contours from our GMM based
analysis from the best fits tabulated in Table 5.
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