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Abstract
This paper aims to show that a certain moduli space T, which arises from the
so-called Dwork family of Calabi-Yau n-folds, carries a special complex Lie algebra
containing a copy of sl2(C). In order to achieve this goal, we introduce an algebraic
group G acting from the right on T and describe its Lie algebra Lie(G). We observe
that Lie(G) is isomorphic to a Lie subalgebra of the space of the vector fields on T. In
this way, it turns out that Lie(G) and the modular vector field R generate another Lie
algebra G, called AMSY-Lie algebra, satisfying dim(G) = dim(T). We find a copy of
sl2(C) containing R as a Lie subalgebra of G. The proofs are based on an algebraic
method calling ”Gauss-Manin connection in disguise”. Some explicit examples for
n = 1, 2, 3, 4 are stated as well.
1 Introduction
A modular vector field R is a special (and unique) vector field existing on a certain quasi-
affine variety T satisfying a definite equation involving the Gauss-Manin connection. In
the present work, the quasi-affine variety T is the moduli space of the pairs formed by
certain Calabi-Yau n-folds (arising from the Dwork family) along with n + 1 differential
n-forms. The modular vector field R, in some sense, can be considered as a generalization
of the systems of differential equations introduced by G. Darboux [Dar78], G. H. Halphen
[Hal81] and S. Ramanujan [Ram16], which have been discussed in [Mov12b]. A. Guillot,
J. Rebelo and H. Reis in [Gui07], [GR12] and [RR14] treat the semi-completeness and the
dynamics of the Halphen type vector field H, which is a generalization of the Darboux-
Halphen vector field, in a 3-dimensional complex variety W . They use the action of the
Lie group SL(2,C) onW and its Lie algebra sl2(C) to reduce the dynamics of H, and then
employ a phenomenon of the integration which allows one to understand the dynamics
in detail. More specifically, H together with a constant vector field and the radial vector
field generates a Lie algebra isomorphic to sl2(C).
In this article we describe an algebraic group action on T, its Lie algebra and, in par-
ticular, a copy of sl2(C) containing R. These should provide foundations for the dynamical
study of R along with the nature of its solutions.
From the early days ofMirror Symmetry ideas revolving around Calabi-Yau manifolds,
a vast number of works in mathematics and physics have been devoted to these subjects.
A pioneer work on the development of these theories is the 1991’s paper of Candelas et
al. [COGP91] where they used the mirror symmetry to predict the number of rational
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curves on quintic 3-folds. These numbers come from the coefficients of the q-expansion
of a function called Yukawa coupling. H. Movasati in [Mov15] reencountered the Yukawa
coupling by applying an algebraic method, called Gauss-Manin connection in disguise,
GMCD for short. GMCD simplifies the Candelas et al.’s method since it does not require
to compute either the periods or the variation of the Hodge structure: all these objects
become encoded in the Gauss-Manin connection. H. Movasati started the project GMCD
by applying to elliptic curves [Mov12b]. This project, so far, contains a sequence of
interesting completed works, see for instance [Mov16], [Mov17], [AMSY16], [MN16]. One
of the main objects of GMCD is the existence of a certain (unique) vector field R on the
moduli space T of a special family of Calabi-Yau varieties enhanced with the differential
forms. In lower dimensions, where so far the solutions of R have been determined, it turns
out that the q-expansion of the solutions, up to multiplying by a constant rational number,
has integer coefficients. In particular, in the case of elliptic curves and K3 surfaces the
solutions can be written in terms of (quasi-)modular forms (see [Mov12b] and the cases
n = 1, 2 of [MN16]). The vector field R is called modular vector field and the q-expansion
of its solutions are called Calabi-Yau modular forms by H. Movasati. One of the objectives
of the project GMCD, considering the modularity of the Calabi-Yau varieties, is somehow
to generalize the theory of modular forms. In this generalization the Calabi-Yau modular
forms can be regarded as the suitable candidates to substitute the classical modular forms,
see for instance [Mov16].
On one hand, the mirror quintic 3-fold is the main example of [AMSY16] in which
the authors describe a special Lie Algebra on the moduli space of the non-rigid compact
Calabi-Yau threefolds enhanced with differential forms and discuss its relation to the
Bershadsky-Cecotti-Ooguri-Vafa holomorphic anomaly equation (see also [Ali17]). On the
other hand, the mirror quintic 3-fold is the particular case n = 3 of the family of the n-
dimensional Calabi-Yau varieties X = Xψ, ψ ∈ P
1 − {0, 1,∞}, arising from the so-called
Dwork family:
(1.1) xn+20 + x
n+2
1 + . . .+ x
n+2
n+1 − (n+ 2)ψx0x1 . . . xn+1 = 0.
The enhanced moduli space T and the relevant modular vector field R of this family have
been discussed in [MN16]. These facts lead us to extend the Lie algebras discussed in
[AMSY16] to the enhanced moduli space T arising from the Dwork family for any positive
integer n.
From now on, unless otherwise is stated, by mirror variety X we mean the Calabi-Yau
n-fold X = Xψ, ψ ∈ P
1 \ {0, 1,∞}, obtained by the desingularization of the quotient
space of the Calabi-Yau varieties of the Dwork family (1.1) under a group action (see
[MN16, §2]). By enhanced moduli space T = Tn we mean the moduli space of the pairs
(X, [α1, α2, . . . , αn+1]) where X is the mirror variety and {α1, α2, . . . , αn+1} refers to a
basis of the n-th algebraic de Rham cohomology HndR(X) satisfying the following two
conditions: (i) the basis must be compatible with the Hodge filtration of HndR(X), (ii) the
intersection form matrix of the basis has to be constant (see Section 2). It is well known
that dim(HndR(X)) = n + 1 and the Hodge numbers h
ij , i + j = n, of X are all one.
The universal family π : X→ T together with global sections αi, i = 1, · · · , n+ 1, of the
relative algebraic de Rham cohomology HndR(X/T) were constructed in [MN16]. In the same
reference, T was endowed with a complete chart t = (t1, t2, . . . , td) where d = dn := dim(T)
(see (2.21)). Let
∇ : HndR(X/T)→ Ω
1
T ⊗OT H
n
dR(X/T),
2
be the algebraic Gauss-Manin connection on HndR(X/T) where OT is the C-algebra of the
regular functions on T and Ω1T refers to the OT-module of the differential 1-forms on T.
The reader who is not familiar with the Gauss-Manin connection can substitute ∇ with
d
∫
δt
where t = (t1, t2, . . . , td) and δt is an n-dimensional homology class in Xt := π
−1(t). In
fact, the equality ∇αi =
∑n+1
j=1 ζij⊗αj is equivalent to saying that d
∫
δt
αi =
∑n+1
j=1 ζij
∫
δt
αj
where ζij’s are one forms. For any E ∈ X(T), in which X(T) stands for the Lie algebra of
vector fields on T, the linear application ∇E : H
n
dR(X/T)→ H
n
dR(X/T) refers to the Gauss-
Manin connection ∇ composed with the map E ⊗ id : Ω1T ⊗OT H
n
dR(X/T) → H
n
dR(X/T).
We attach an (n+ 1)× (n+ 1) matrix AE, called Gauss-Manin connection matrix, to the
vector field E defined as follow:
(1.2) ∇Eα = AEα,
in which
(1.3) α :=
(
α1 α2 . . . αn+1
)tr
.
In the rest of this article the notation α, being clear in the context, either is used for the
columnar matrix (1.3), or for the (n+ 1)-tuple (α1, α2, . . . , αn+1).
Here, before continuing with the technical parts and the methodology, we state some
explicit examples of Lie algebras containing R which are isomorphic to sl2(C). First, notice
that the special linear Lie algebra sl2(C) is the Lie algebra of 2 × 2 matrices with trace
zero. Three matrices
(1.4) e :=
(
0 1
0 0
)
, f :=
(
0 0
1 0
)
, h :=
(
1 0
0 −1
)
,
form the standard basis of sl2(C) with the commutators:
(1.5) [e, f ] = h , [h, e] = 2e , [h, f ] = −2f .
From now on, the notations e, f, h are saved for the standard basis (1.4) of sl2(C) with
the Lie brackets (1.5). In order to prove that a determined Lie algebra is isomorphic to
sl2(C) it is enough to introduce the corresponding standard basis. It is well known, see
for instance [Mov16, §2.12], that the Ramanujan vector field
(1.6) R = −(t21 −
1
12
t2)
∂
∂t1
− (4t1t2 − 6t3)
∂
∂t2
− (6t1t3 −
1
3
t22)
∂
∂t3
,
together with the vector fields
H = 2t1
∂
∂t1
+ 4t2
∂
∂t2
+ 6t3
∂
∂t3
, F =
∂
∂t1
,
is isomorphic to sl2(C) under the correspondences R 7→ e, F 7→ f, H 7→ h. In the point of
view of GMCD, the vector fields R,H,F satisfy
∇Rα =
(
0 1
0 0
)
α , ∇Hα =
(
1 0
0 −1
)
α , ∇Fα =
(
0 0
1 0
)
α ,
where α = ( α1 α2 )
tr and ∇ is the Gauss-Manin connection of the universal family of
the elliptic curves
y2 = 4(x− t1)
3 − t2(x− t1)− t3 , α1 = [
dx
y
], α2 = [
xdx
y
], with 27t23 − t
3
2 6= 0 .
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A similar statement holds for the Darboux-Halphen vector field, see [Mov12a, Gui07].
Analogously, on the enhanced moduli space T = Tn arising from the Dwork family we find
a unique modular vector field R ∈ X(T) which along with two other vector fields forms a
copy of sl2(C).
Example 1.1. In this example we explicitly state the modular vector field R and vector
fields H and F on the enhanced moduli space T for n = 1, 4. These three vector fields form
a copy of sl2(C) under the correspondences R 7→ e, F 7→ f, H 7→ h. For details of the
computations and more examples see Section 5 and Section 6.
• n = 1:
R = (−t1t2 − 9(t
3
1
− t3))
∂
∂t1
+ (81t1(t
3
1
− t3)− t
2
2
)
∂
∂t2
+ (−3t2t3)
∂
∂t3
,(1.7)
H = t1
∂
∂t1
+ 2t2
∂
∂t2
+ 3t3
∂
∂t3
,(1.8)
F =
∂
∂t2
,(1.9)
• n = 4:
R = (t3 − t1t2)
∂
∂t1
+
6−2t2
3
t4t8 − t
6
1
t2
2
+ t2
2
t6
t6
1
− t6
∂
∂t2
(1.10)
+
6−2t2
3
t5t8 − 3t
6
1
t2t3 + 3t2t3t6
t6
1
− t6
∂
∂t3
+
−6−2t2
3
t7t8 − t
6
1
t2t4 + t2t4t6
t6
1
− t6
∂
∂t4
+
6−2t3t
2
5
t8 − 4t
6
1
t2t5 − 2t
6
1
t3t4 + 5t
4
1
t3t8 + 4t2t5t6 + 2t3t4t6
2(t6
1
− t6)
∂
∂t5
+ (−6t2t6)
∂
∂t6
+
6−2t2
4
− t2
1
2× 6−2
∂
∂t7
+
−3t6
1
t2t8 + 3t
5
1
t3t8 + 3t2t6t8
t6
1
− t6
∂
∂t8
,
H = t1
∂
∂t1
+ 2t2
∂
∂t2
+ 3t3
∂
∂t3
+ t4
∂
∂t4
+ 2t5
∂
∂t5
+ 6t6
∂
∂t6
+ 3t8
∂
∂t8
,(1.11)
F =
∂
∂t2
,(1.12)
where t28 = 36(t
6
1 − t6).
Next, we state the main theorem of [MN16] which, in a more general context, is also
treated in [Nik15].
Theorem 1.1. There exist a unique vector field R = Rn ∈ X(T), and unique regular
functions Yi ∈ OT, 1 ≤ i ≤ n− 2, such that:
(1.13) ∇R

α1
α2
α3
...
αn
αn+1

=

0 1 0 0 · · · 0 0
0 0 Y1 0 · · · 0 0
0 0 0 Y2 · · · 0 0
...
...
...
...
. . .
...
...
0 0 0 0 · · · Yn−2 0
0 0 0 0 · · · 0 −1
0 0 0 0 · · · 0 0

︸ ︷︷ ︸
Y

α1
α2
α3
...
αn
αn+1

,
and YΦ+ΦYtr = 0.
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Note that the vector field R = Rn introduced in the above theorem is called modular
vector field and, referring to the notation introduced in (1.2), we have AR = Y. In the case
where n = 3, R3 is explicitly computed in [Mov15] and it is verified that Y1 is the Yukawa
coupling introduced in [COGP91]. R1,R2,R4 are explicitly described in [MN16] where the
solutions of R1 and R2 are in terms of (quasi-)modular forms, and when n = 4 we found
that Y21 = Y
2
2 is the same as 4-point function presented in [GMP95, Table 1, d = 4].
For any positive integer n, let G := Gn be the following algebraic group
(1.14) G := {g ∈ GL(n+ 1,C) | g is upper triangular and gtrΦg = Φ},
where Φ is the constant matrix given in (2.19). Let us fix the notation m := n+12 if n is
an odd positive integer, and m := n2 if n is an even positive integer. G acts on T from the
right and it has m copies of Gm and d− (m+1) copies of Ga as subgroups where Gm and
Ga, respectively, refer to the multiplicative group (C
∗, ·) and the additive group (C,+).
We present an interpretation of this group action in the chart t = (t1, t2, . . . , td) of T. We
observe that in the case of n = 1 this action coincides with the action of Gm and Ga given
in [Mov12b, §6.3] for the family of elliptic curves arising from Weierstrass form of elliptic
curves, and in the case n = 3 this action has been studied in [Mov15] (see Section 3).
We see that the Lie algebra of G is
(1.15) Lie(G) = {g ∈ Mat(n+ 1,C) | g is upper triangular and gtrΦ+ Φg = 0}.
Lie(G) is a d− 1 dimensional Lie algebra and we find its canonical basis formed by gab’s,
1 ≤ a ≤ m, a ≤ b ≤ 2m + 1 − a, given in (4.1) and (4.2). In the following theorem we
illustrate that to every element of Lie(G) there corresponds a unique vector field on T.
Theorem 1.2. For any g ∈ Lie(G), there exists a unique vector field Rg ∈ X(T) such that:
(1.16) ARg = g
tr,
i.e., ∇Rgα = g
trα.
The Lie algebra generated by Rgab ’s, 1 ≤ a ≤ m, a ≤ b ≤ 2m + 1 − a, in X(T) with
the Lie bracket of the vector fields is isomorphic to Lie(G) with the Lie bracket of the
matrices. Hence, for simplicity of the notation, we use Lie(G) alternately either as a Lie
subalgebra of X(T) or as a Lie subalgebra of Mat(n + 1,C). Note that Rgab ’s construct
the canonical basis of Lie(G) ⊆ X(T).
We define the AMSY-Lie algebra G to be the OT-module generated by Lie(G) and the
modular vector field R in X(T). To determine the Lie algebra structure of G, it is enough
to find the Lie brackets [R,Rgab ] which is done in the following theorem. Before stating the
theorem we fix some notations. In what follows, δkj denotes the Kronecker delta, ̺(n) = 1
if n is an odd integer and ̺(n) = 0 if n is an even integer, Yj’s, 1 ≤ j ≤ n − 2, are the
functions given in Theorem 1.1, and besides them we let Y0 = −Yn−1 = 1.
Theorem 1.3. Considering the notations defined above, the followings hold:
[R,Rg11 ] = R,(1.17)
[R,Rg22 ] = −R,(1.18)
[R,Rgaa ] = 0, 3 ≤ a ≤ m,(1.19)
[R,Rgab ] = Ψ
ab
1 (Y)Rg(a+1)b +Ψ
ab
2 (Y)Rga(b−1) , 1 ≤ a ≤ m, a+ 1 ≤ b ≤ 2m+ 1− a ,(1.20)
5
where
Ψab1 (Y) := (1 + ̺(n)δ
2m
a+b − δ
2m+1
a+b )Ya−1,(1.21)
Ψab2 (Y) := (1− 2̺(n)δ
m+1
b
)Yn+1−b .(1.22)
If n = 1, 2, then we observe that G is isomorphic to sl2(C). In general, for n ≥ 3 we
find a copy of sl2(C) containing R as a Lie subalgebra of G, which is stated in the following
theorem.
Theorem 1.4. Let the vector fields H and F be defined as follows:
(i) if n = 1, then H := −Rg11 and F := Rg12 ,
(ii) if n = 2, then H := −2Rg11 and F := 2Rg12 ,
(iii) if n ≥ 3, then H := Rg22 − Rg11 and F := Rg12 .
Then the Lie algebra generated by the vector fields R,H,F in X(T) is isomorphic to sl2(C);
indeed we get:
[R,F] = H , [H,R] = 2R , [H,F] = −2F .
In OT, for n = 1, 2, 3, 4, we attach to any ti the weight deg(ti) := wi, where wi’s
are defined by H =
∑d
i=1 witi
∂
∂ti
. If we let the vector fields R and F operate on OT
as derivations, then F is a derivation of degree −2, and the modular vector field R is a
derivation of degree 2 on the weighted space OT (see Examples 1.1 and 5.1). Note that
a derivation D on OT is of degree r if for a given quasi-homogenous function ϕ ∈ OT we
have deg(Dϕ) = deg(ϕ) + r. The author believes that these facts hold for any positive
integer n.
Remark 1.1. It is worth briefly mentioning a possible application of Theorems 1.3 and
1.4. On one hand, it is well known that the space of modular formsM∗ for SL(2,Z) is given
by C[E4, E6], i.e., M∗ is generated by the Eisenstein series E4, E6. On the other hand, the
triple (E2, E4, E6) of the Eisenstein series gives a solution of the Ramanujan’s vector field
(1.6). Hence by following the same process introduced by Don Zagier in [Zag94, §5] for the
Eisenstein series E2, E4, E6 one may define the Serre derivation and the Rankin-Cohen
bracket on the space of Calabi-Yau modular forms.
The outline of this paper is as follows: Section 2 contains a brief summary of the rel-
evant facts and the terminologies of [MN16] which are necessary to have a self-contained
manuscript. In Section 3 we discuss the action of the algebraic group G on T; indeed we
observe that dim(G) = d− 1 and we present its action in the chart t = (t1, t2, . . . , td) of T.
Section 4 is devoted to introduce Lie(G) and AMSY-Lie algebra G. In this section we also
prove Theorem 1.2 and Theorem 1.3. In Section 5 we construct a copy of sl2(C) as a Lie
subalgebra of G which contains the modular vector field R and we demonstrate Theorem
1.4. The last section, Section 6, establishes a brief summary of the AMSY-Lie algebra G
attached to a non-rigid compact Calabi-Yau threefold X and shows that G contains h21
copies of sl2(C) where h
21 is the Hodge number of type (2, 1) of X.
Acknowledgment. The author would like to appreciate Hossein Movasati for valuable
conversations that benefited him during the preparation of this paper. He also thanks
Julio Rebelo for commenting the importance of sl2(C) in their works which encouraged
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this manuscript the author was partially supported by ”Fundac¸a˜o Carlos Chagas Filho
de Amparo a` Pesquisa do Estado do Rio de Janeiro (FAPERJ)” with process number
E-26/010.001735/2016.
2 Moduli spaces and GMCD
For the convenience of the reader and also to have a self-contained text, in this section
we recall some relevant facts and terminologies discussed in [MN16], which construct the
foundation of the present article.
In the Dwork family (1.1) it is more convenient to substitute the parameter ψ with the
parameter z := ψ−(n+2) which is considered as the standard parameter in the literatures.
Let Wz be the n-dimensional hypersurface in P
n+1 given by:
fz(x0, x1, . . . , xn+1) := zx
n+2
0 + x
n+2
1 + x
n+2
2 + · · ·+ x
n+2
n+1 − (n+ 2)x0x1x2 · · · xn+1 = 0.
Wz represents a one parameter family of Calabi-Yau n-folds. The finite group G :=
{(ζ0, ζ1, . . . , ζn+1) | ζ
n+2
i = 1, ζ0ζ1 . . . ζn+1 = 1}, acts canonically on Wz as
(ζ0, ζ1, . . . , ζn+1).(x0, x1, . . . , xn+1) = (ζ0x0, ζ1x1, . . . , ζn+1xn+1).
The mirror variety X = Xz, z ∈ P
1 \{0, 1,∞}, is obtained by the desingularization of the
quotient space Wz/G (for more details see [MN16, §2]).
By the moduli space of holomorphic n-forms S we mean the moduli of the pairs (X,α1)
where X is an n-dimensional mirror variety and α1 is a holomorphic n-form on X. We
know that the family of mirror varieties Xz is a one parameter family and the n-form α1
is unique, up to multiplication by a constant, therefore dim(S) = 2. Analogously to the
construction of Xz , let Xt1,tn+2 , (t1, tn+2) ∈ C
2 \ {(tn+21 − tn+2)tn+2 = 0}, be the mirror
variety obtained by the desingularization of the quotient space of the variety arising from
the equation
ft1,tn+2(x0, x1, . . . , xn+1) := tn+2x
n+2
0 +x
n+2
1 +x
n+2
2 +· · ·+x
n+2
n+1−(n+2)t1x0x1x2 · · · xn+1 = 0.
We fix two n-forms η and ω1, respectively, in the families Xz and Xt1,tn+1 such that in the
affine space {x0 = 1} are given as follows:
(2.1) η :=
dx1 ∧ dx2 ∧ . . . ∧ dxn+1
dfz
, ω1 :=
dx1 ∧ dx2 ∧ . . . ∧ dxn+1
dft1,tn+2
.
Any element of S is in the form (Xz, aη) where a is a non-zero constant. (Xz, aη) can be
identified by (Xt1,tn+2 , ω1) as follows:
(Xz , aη) 7→ (Xt1,tn+2 , ω1) , (t1, tn+2) = (a
−1, za−(n+2)) ,(2.2)
(Xt1,tn+2 , ω1) 7→ (Xz , t
−1
1 η) , z =
tn+2
tn+21
.(2.3)
Hence (t1, tn+2) construct a chart for S; in the other word
S = Spec(C[t1, tn+2,
1
(tn+21 − tn+2)tn+2
]) ,
and the morphism X → S is the universal family of the moduli of the pairs (X,α1). The
multiplicative group Gm := (C
∗, ·) acts on S from the right by (X,α1) • k = (X, k
−1α1)
where k ∈ Gm, (X,α1) ∈ S. This action can be interpreted in the chart (t1, tn+2) as:
(2.4) (t1, tn+2) • k = (kt1, k
n+2tn+2), (t1, tn+2) ∈ S, k ∈ Gm ,
which follows from the isomorphism
(Xkt1,kn+2tn+2 , kω1)
∼= (Xt1,tn+2 , ω1),(2.5)
(x1, x2, · · · , xn+1) 7→ (k
−1x1, k
−1x2, · · · , k
−1xn+1) .
Let ∇ : HndR(X/S) → Ω
1
S ⊗OS H
n
dR(X/S) be the Gauss-Manin connection of the two pa-
rameter family of varieties X/S. We define the n-forms ωi, i = 1, 2, . . . , n+ 1, as follows:
(2.6) ωi := (∇ ∂
∂t1
)i−1(ω1),
in which ∂
∂t1
is considered as a vector field on the moduli space S. Then ω := {ω1, ω2, . . . , ωn+1}
forms a basis of HndR(X) which is compatible with its Hodge filtration, i.e.,
(2.7) ωi ∈ F
n+1−i \ Fn+2−i, i = 1, 2, . . . , n + 1,
where F i is the i-th piece of the Hodge filtration of HndR(X). We can write the Gauss-
Manin connection of X/S as follow
(2.8) ∇ω = Bω , with ω =
(
ω1 ω2 . . . ωn+1
)tr
.
If we denote by B[i, j] the (i, j)-th entry of the Gauss-Manin connection matrix B, then
we obtain:
B[i, i] = −
i
(n+ 2)tn+2
dtn+2 , 1 ≤ i ≤ n ,(2.9)
B[i, i+ 1] = dt1 −
t1
(n+ 2)tn+2
dtn+2 , 1 ≤ i ≤ n ,(2.10)
B[n+ 1, j] =
−S2(n+ 2, j)t
j
1
tn+21 − tn+2
dt1 +
S2(n+ 2, j)t
j+1
1
(n+ 2)tn+2(t
n+2
1 − tn+2)
dtn+2 , 1 ≤ j ≤ n ,(2.11)
B[n+ 1, n + 1] =
−S2(n+ 2, n + 1)t
n+1
1
tn+21 − tn+2
dt1 +
n(n+1)
2 t
n+2
1 + (n+ 1)tn+2
(n+ 2)tn+2(t
n+2
1 − tn+2)
dtn+2 ,(2.12)
where S2(r, s) is the Stirling number of the second kind defined by
(2.13) S2 (r, s) =
1
s!
s∑
i=0
(−1)i
(
s
i
)
(s− i)r ,
and the rest of the entries of B are zero. As we mentioned in [MN16], equations (2.11) and
(2.12) are checked for n = 1, 2, 3, 4 and we believe that they are valid for arbitrary n, even
though such explicit expressions do not interfere with our proofs. For any ξ1, ξ2 ∈ H
n
dR(X),
in the context of the de Rham cohomology, the intersection form of ξ1 and ξ2, denoted by
〈ξ1, ξ2〉, is given as
〈ξ1, ξ2〉 :=
1
(2πi)n
∫
X
ξ1 ∧ ξ2 ,
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which is a non-degenerate (−1)n-symmetric form. We obtain
〈ωi, ωj〉 = 0, if i+ j ≤ n+ 1 ,(2.14)
〈ω1, ωn+1〉 = (−(n+ 2))
n cn
tn+21 − tn+2
, where cn is a constant ,(2.15)
〈ωj , ωn+2−j〉 = (−1)
j−1〈ω1, ωn+1〉, for j = 1, 2, . . . , n+ 1 ,(2.16)
from which we can determine all the rest of 〈ωi, ωj〉’s in a unique way. If we set Ω = Ωn :=
(〈ωi, ωj〉)1≤i,j≤n+1 , to be the intersection form matrix in the basis ω, then we have
(2.17) dΩ = BΩ+ ΩBtr.
For any positive integer n by the enhanced moduli space T = Tn we mean the mod-
uli of the pairs (X, [α1, · · · , αn, αn+1]) where X is an n-dimensional mirror variety and
{α1, α2, . . . , αn+1} constructs a basis of H
n
dR(X) satisfying the properties
αi ∈ F
n+1−i \ Fn+2−i, i = 1, · · · , n, n+ 1,
and
(2.18) [〈αi, αj〉]1≤i,j≤n+1 = Φn.
Here, Φ = Φn is the following constant (n+ 1)× (n+ 1) matrix:
(2.19) Φn :=
(
0m Jm
−Jm 0m
)
if n is odd, andΦn := Jn+1 if n is even,
where by 0k, k ∈ N, we mean a k × k block of zeros, and Jk is the following k × k block
(2.20) Jk :=

0 0 . . . 0 1
0 0 . . . 1 0
...
... . .
. ...
...
0 1 . . . 0 0
1 0 . . . 0 0
 .
We find that
(2.21) d = dn := dim(T) =

(n+1)(n+3)
4 + 1, if n is odd
n(n+2)
4 + 1, if n is even
.
Next, we are going to present a chart for the enhanced moduli space T. In order to do
this, let S =
(
sij
)
1≤i,j≤n+1
be a lower triangular matrix whose entries are indeterminates
sij, i ≥ j and s11 = 1. We define(
α1 α2 . . . αn+1
)tr︸ ︷︷ ︸
α
= S
(
ω1 ω2 . . . ωn+1
)tr︸ ︷︷ ︸
ω
,
which implies that α forms a basis of HndR(X) compatible with its Hodge filtration.
We would like that (X, [α1, α2, . . . , αn+1]) be a member of T, hence it has to satisfy(
〈αi, αj〉
)
1≤i,j≤n+1
= Φ, from what we get the following equation
(2.22) SΩStr = Φ.
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Using this equation we can express (n+2)(n+1)2 − d − 2 numbers of the parameters sij’s
in terms of the other d − 2 parameters that we fix them as independent parameters.
For simplicity we write the first class of the parameters as tˇ1, tˇ2, · · · , tˇd0 and the second
class, which are the independent parameters, as t2, t3, . . . , tn+1, tn+3, . . . , td. We put all
these parameters inside S according to the following rule which we write it only for n =
1, 2, 3, 4, 5:
(
1 0
t2 tˇ1
)
,
(
1 0 0
t2 tˇ2 0
tˇ4 tˇ3 tˇ1
)
,
(
1 0 0 0
t2 t3 0 0
t4 t6 tˇ2 0
t7 tˇ4 tˇ3 tˇ1
)
,
(
1 0 0 0 0
t2 t3 0 0 0
t4 t5 tˇ3 0 0
t7 tˇ7 tˇ5 tˇ2 0
tˇ9 tˇ8 tˇ6 tˇ4 tˇ1
)
,
 1 0 0 0 0 0t2 t3 0 0 0 0t4 t5 t6 0 0 0
t8 t9 t10 tˇ3 0 0
t11 t12 tˇ7 tˇ5 tˇ2 0
t13 tˇ9 tˇ8 tˇ6 tˇ4 tˇ1
 .
Note that we have already used t1, tn+2 as coordinates system of S. In particular we find:
(2.23) s(n+2−i)(n+2−i) =
(−1)n+i+1
cn(n+ 2)n
tn+21 − tn+2
sii
, 1 ≤ i ≤ m.
Hence t := (t1, t2, . . . , td) forms a chart for the enhanced moduli space T, and in fact
T = Spec(C[t1, t2, . . . , td,
1
tn+2(tn+2 − t
n+2
1 )tˇ
]) ,(2.24)
OT = C[t1, t2, . . . , td,
1
tn+2(tn+2 − t
n+2
1 )tˇ
] ,(2.25)
Here, tˇ is the product of m − 1 independent variables which are located on the main
diagonal of S. From now on, we alternately use either sij’s, or ti’s and tˇj’s to refer the
entries of S. If we denote by A the Gauss-Manin connection matrix of the family X/T
written in the basis α, i.e., ∇α = Aα, then we calculate A as follow:
(2.26) A = (dS + S · B) S−1 .
In the following remarks we recall some results deduced from the proof of Theorem 1.1 in
[MN16, §7].
Remark 2.1. We obtain the functions Yi’s given in (1.13) as follows: if n is odd then
Yi = −Yn−(i+1) =
s22 s(i+1)(i+1)
s(i+2)(i+2)
, i = 1, 2, . . . ,
n− 3
2
,(2.27)
Yn−1
2
= (−1)
3n+3
2 cn(n+ 2)
n
s22 s
2
n+1
2
n+1
2
tn+21 − tn+2
,(2.28)
and if n is even then
Yi = −Yn−(i+1) =
s22 s(i+1)(i+1)
s(i+2)(i+2)
, i = 1, 2, . . . ,
n− 2
2
.(2.29)
Remark 2.2. Let E ∈ X(T). If ∇Eα = 0 for any (X, [α1, α2, . . . , αn+1]) ∈ T, then E = 0.
3 Algebraic group
For any positive integer n, let G := Gn be the algebraic group given in (1.14). G acts on
T from the right as follow:
(X, [α1, α2, . . . , αn+1]) • g = (X,α
trg),
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where α :=
(
α1 α2 . . . αn+1
)tr
, g ∈ G, and in the right hand side of the above
equality αtrg refers to the matrix product. It is of interest to interpret this action in the
chart t presented for T. To this end, we first announce some properties of G. Before, note
that we fixed m := n+12 if n is an odd integer, and m :=
n
2 if n is an even integer.
The equation gtrΦg = Φ in (1.14) guaranties that dim(G) = d−1. For i = 1, 2, . . . ,m,
by defining
Gi :=
{
g = (gkl) ∈ G
∣∣∣∣∣ g is a diagonal matrix with gii = g−1(n+2−i)(n+2−i) ∈ C∗,and gkk = 1 for all k 6= i, n + 2− i.
}
we find out that Gi ≃ Gm; hence G has m copies of Gm as multiplicative subgroups. To
describe additive subgroups of G, we consider the following two cases:
First case: If n is odd, then for 1 ≤ i ≤ n+12 and i+1 ≤ j ≤ n+2− i define Gij as follow:
Gij :=
g = (gkl) ∈ G
∣∣∣∣∣∣∣∣
◮ gkk = 1, for k = 1, 2, . . . , n+ 1,
◮ if j ≤ m, then gij = −g(n+2−j)(n+2−i) ∈ C,
◮ if j ≥ m+ 1, then gij = g(n+2−j)(n+2−i) ∈ C,
◮ and the rest of the entries are zero.
 .
One can easily check that Gij ≃ Ga, i.e., Gij is an additive subgroup of G. Thus we
find d− (m+ 1)(= (n+1)
2
4 ) copies of Ga as additive subgroups of G.
Second case: If n is even, then for 1 ≤ i ≤ n2 and i+ 1 ≤ j ≤ n + 1− i we consider Gij
as follow:
Gij :=
g = (gkl) ∈ G
∣∣∣∣∣∣∣∣
◮ gkk = 1, for k = 1, 2, . . . , n+ 1,
◮ gij = −g(n+2−j)(n+2−i) ∈ C,
◮ if j = n+22 , then gi(n+2−i) = −
1
2g
2
(n+2−j)(n+2−i),
◮ and the rest of the entries are zero.
 .
Again it is not difficult to show that Gij ≃ Ga. Therefore in this case we have
d− (m+ 1)(= n
2
4 ) copies of additive subgroups of G as well.
We give the new order Gm+1 . . . ,Gd−1 to additive subgroups Gij’s, in such a way that in
this order Gi1j1 appears before Gi2j2 provided that i1 < i2, and in the case that i1 = i2
then Gi1j1 appears before Gi1j2 if j1 < j2. Any gi ∈ Gi, i = 1, 2, . . . , d−1, can be presented
by a unique complex number, that by abuse of notation, we denote it again by gi. For any
g ∈ G there are unique elements gi ∈ Gi, i = 1, 2, . . . , d − 1, such that g = g1g2 . . . gd−1.
Therefore, we can represent any g ∈ G by a (d− 1)-tuple (g1, g2, . . . , gd−1), where gi ∈ C
∗
provided i = 1, 2, . . . ,m, and gi ∈ C provided i = m + 1,m + 2, . . . , d − 1; in the other
words
G ≃ Gm ×Gm × . . .×Gm︸ ︷︷ ︸
m−times
×Ga ×Ga × . . . ×Ga︸ ︷︷ ︸
d−(m+1)−times
.
Hence we can summarize the above facts in the following lemma.
Lemma 3.1. G is a (d − 1)-dimensional Lie group which contains m copies of Gm as
multiplicative subgroups and d − (m + 1) copies of Ga as additive subgroups. Moreover,
for any g ∈ G, there exist unique elements gi ∈ Gi, i = 1, 2, . . . , d − 1, such that g =
g1g2 . . . gd−1.
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The following example helps to have a better imagination of elements of Gi’s.
Example 3.1. If n=3, then any g ∈ G can be written as g = g1g2g3g4g5g6 where gi ∈ Gi
are given as follows:
g1 =


g
−1
1
0 0 0
0 1 0 0
0 0 1 0
0 0 0 g1

 , g2 =


1 0 0 0
0 g−1
2
0 0
0 0 g2 0
0 0 0 1

 , g3 =


1 −g3 0 0
0 1 0 0
0 0 1 g3
0 0 0 1


g4 =


1 0 g4 0
0 1 0 g4
0 0 1 0
0 0 0 1

 , g5 =


1 0 0 g5
0 1 0 0
0 0 1 0
0 0 0 1

 , g6 =


1 0 0 0
0 1 g6 0
0 0 1 0
0 0 0 1

 .
If n=4, then any g ∈ G can be written as g = g1g2g3g4g5g6, in which gi ∈ Gi are given
bellow:
g1 =


g
−1
1
0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 g1


, g2 =


1 0 0 0 0
0 g−1
2
0 0 0
0 0 1 0 0
0 0 0 g2 0
0 0 0 0 1


, g3 =


1 −g3 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 1 g3
0 0 0 0 1


g4 =


1 0 −g4 0 −
1
2
g24
0 1 0 0 0
0 0 1 0 g4
0 0 0 1 0
0 0 0 0 1


, g5 =


1 0 0 −g5 0
0 1 0 0 g5
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1

 , g6 =


1 0 0 0 0
0 1 −g6 −
1
2
g26 0
0 0 1 g6 0
0 0 0 1 0
0 0 0 0 1


.
From (2.5) we get that for any k ∈ C∗
(3.1) (Xt1,tn+2 , Sω)
∼= (Xkt1,kn+2tn+2 , S

k 0 . . . 0 0
0 k2 . . . 0 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0 0 . . . kn 0
0 0 . . . 0 kn+1
ω),
in which ω =
(
ω1 ω2 . . . ωn+1
)tr
and S is the basis change matrix α = Sω.
Let (Xt1,tn+2 , [α1, α2, . . . , αn+1]) be a presentation of t = (t1, t2, . . . , td) ∈ T. Then for
any g = (g1, g2, . . . , gn+1) ∈ G we have:
(Xt1,tn+2 , [α1, α2, . . . , αn+1]) • g = (Xt1,tn+2 , (Sω)
trg)
∼= (Xg1t1,gn+21 tn+2
,
S

g1 0 . . . 0 0
0 g21 . . . 0 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0 0 . . . gn1 0
0 0 . . . 0 g
n+1
1
ω

tr
g) ,(3.2)
in which the latter isomorphism is concluded from (3.1). The last pair of the above
equations, namely (3.2), gives the action (t1, t2, . . . , td) • g. In particular, if we denote
by (t1, t2, . . . , td) • g = (t1 • g, t2 • g, . . . , td • g), then we always have t1 • g = t1g1 and
tn+2 • g = tn+2g
n+2
1 .
Example 3.2. For n = 1, 2, 3, 4 we state the action of g = (g1, g2, . . . , gd−1) ∈ G on
t = (t1, t2, . . . , td) ∈ T as follows:
n=1:
(t1, t2, t3) • g = (t1g1, t2g
2
1 + g2, t3g
3
1).
n=2:
(t1, t2, t4) • g = (t1g1, t2g1 − g2, t4g
4
1).
n=3:
t1 • g = t1g1, t2 • g = (t2g1 − g2g3)g
−1
2 ,
t3 • g = t3g
2
1g
−1
2 , t4 • g = (t2g1g6 + t4g1g
2
2 − g2g3g6 + g2g4)g
−1
2 ,
t5 • g = t5g
5
1, t6 • g = (t3g
2
1g6 + t6g
2
1g
2
2)g
−1
2 ,
t7 • g = (t2g1g4 + t4g1g
2
2g3 + t7g
2
1g2 − g2g3g4 + g2g5)g
−1
2 .
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n=4:
t1 • g = t1g1, t2 • g = (t2g1 − g2g3)g
−1
2 ,
t3 • g = t3g
2
1g
−1
2 , t4 • g = (−t2g1g6 + t4g1g2 + g2g3g6 − g2g4)g
−1
2 ,
t5 • g = (−t3g
2
1g6 + t5g
2
1g2)g
−1
2 , t6 • g = t6g
6
1,
t7 • g =
1
2
(−t2g1g
2
6 + 2t4g1g2g6 + 2t7g1g
2
2 + g2g3g
2
6 − 2g2g4g6 − 2g2g5)g
−1
2 ,
t8 • g = t8g
3
1 .
4 Lie algebra
We stated the Lie algebra Lie(G) of G in (1.15). If n is an odd integer, then for 1 ≤ a ≤ m
and a ≤ b ≤ n+ 2− a let
(4.1)
gab := (gkl)(n+1)×(n+1), such that

if b ≤ m, then gab = 1, g(n+2−b)(n+2−a) = −1,
if b ≥ m+ 1, then gab = g(n+2−b)(n+2−a) = 1,
and the rest of the entries are zero.
If n is an even integer, then for 1 ≤ a ≤ m and a ≤ b ≤ n+ 1− a set
(4.2) gab := (gkl)(n+1)×(n+1), such that
{
gab = 1, g(n+2−b)(n+2−a) = −1,
and the rest of the entries are zero.
One can easily check that the set of gab’s forms a canonical basis of Lie(G).
Example 4.1. If n=3, then (4.1) yields:
g11 =


1 0 0 0
0 0 0 0
0 0 0 0
0 0 0 −1

 , g22 =


0 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 0

 , g12 =


0 1 0 0
0 0 0 0
0 0 0 −1
0 0 0 0


g13 =


0 0 1 0
0 0 0 1
0 0 0 0
0 0 0 0

 , g14 =


0 0 0 1
0 0 0 0
0 0 0 0
0 0 0 0

 , g23 =


0 0 0 0
0 0 1 0
0 0 0 0
0 0 0 0

 .
If n=4, then by (4.2) we have:
g11 =


1 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 −1

 , g22 =


0 0 0 0 0
0 1 0 0 0
0 0 0 0 0
0 0 0 −1 0
0 0 0 0 0

 , g12 =


0 1 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 −1
0 0 0 0 0


g13 =


0 0 1 0 0
0 0 0 0 0
0 0 0 0 −1
0 0 0 0 0
0 0 0 0 0

 , g14 =


0 0 0 1 0
0 0 0 0 −1
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0

 , g23 =


0 0 0 0 0
0 0 1 0 0
0 0 0 −1 0
0 0 0 0 0
0 0 0 0 0

 .
4.1 Proof of Theorem 1.2
This proof is somehow analogous to the proof of Theorem 1.1 given in [MN16, §7]. We
first construct another moduli space T˜ which contains T. In order to do this, assume that
all the entries sij, j ≤ i, (i, j) 6= (1, 1), of S are independent parameters. We denote by T˜
and α˜ the corresponding family of varieties and a basis of differential forms. Indeed, T˜ is
formed the same as T by removing the condition (2.18).
Let g ∈ Lie(G) be arbitrary. In account of (2.26), the existence of a vector field
Rg := t˙1
∂
∂t1
+ t˙n+2
∂
∂tn+2
+
n+1,i∑
i=2,j=1
s˙ij
∂
∂sij
,
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in T˜ with the desired property (1.16) is equivalent to the existence of a solution of the
equation
(4.3) S˙ = ARg · S − S · B(Rg).
Note that here x˙ := dx(Rg) is the derivation of the function x along the vector field Rg in
T˜. In (4.3) the equality corresponding to the (i, j)-th entry, j ≤ i, (i, j) 6= (1, 1), serves as
the definition of s˙ij . The equality corresponding to (1, 1)-th and (1, 2)-th entries of (4.3)
yield, respectively, t˙1 and t˙n+2. All the rest of the entries of (4.3) are trivial equalities
0 = 0. Therefore, we conclude the statement of Theorem 1.1 for the moduli space T˜.
To prove the statement for the moduli space T, consider the map
(4.4) T˜→ Mat(n+1)×(n+1)(C), (t1, tn+2, S) 7→ SΩS
tr .
It follows that T is the fiber of this map over the point Φ. It is enough to prove that the
vector field Rg is tangent to the fiber of the above map over Φ. This follows from
.︷ ︸︸ ︷
(S ΩStr) = S˙ ΩStr + S Ω˙Str + S Ω S˙tr
= (ARgS − S B(Rg))ΩS
tr + S (B(Rg)Ω + ΩB
tr(Rg))S
tr + SΩ(StrAtrRg − B
tr(Rg)S
tr)
= ARgΦ+ ΦA
tr
Rg
= gtrΦ+ Φ g
= 0 ,
where x˙ := dx(Rg) is the derivation of the function x along the vector field Rg in T. Note
that in the above equalities we are using (2.17) and the fact that g belongs to Lie(G).
The uniqueness of Rg follows from Remark 2.2.
4.2 Lie(G) as a Lie subalgebra of X(T)
We know that the Gauss-Manin connection ∇ is a flat (or integrable) connection, i.e., for
any E1,E2 ∈ X(T) we have ∇[E1,E2] = ∇E1∇E2 − ∇E2∇E1 where [E1,E2] refers to the Lie
bracket of the vector fields. If ∇E1α = AE1α and ∇E2α = AE2α, then one obtains
∇E1∇E2α = AE2AE1α+ E1(AE2).
Hence, by letting ∇[E1,E2]α = A[E1,E2]α, we get:
(4.5) A[E1,E2] = [AE2 ,AE1 ] + E1(AE2)− E2(AE1),
where on the right hand side by [AE2 ,AE1 ] we mean the Lie bracket of the matrices. Since
elements of Lie(G) are constant matrices, for any g1, g2 ∈ Lie(G) we obtain:
(4.6) A[Rg1 ,Rg2 ] = [ARg2 ,ARg1 ] .
Consider the map
ϕ : Lie(G)→ X(T) , ϕ(g) = Rg .
For any g1, g2 ∈ Lie(G), by using of (1.16) we have:
Aϕ([g1,g2]) = [g1, g2]
tr = [ARg2 ,ARg1 ] .(4.7)
Therefore, in account of (4.6), (4.7) and Remark 2.2 we get ϕ([g1, g2] = [Rg1 ,Rg2 ] which
implies that the Lie algebra generated by Rgab ’s, 1 ≤ a ≤ m, a ≤ b ≤ 2m+ 1− a in X(T)
is isomorphic to Lie(G). By abuse of notation, we use the same notation Lie(G) for the
Lie algebra generated by Rgab ’s, and by employing (4.6) and Remark 2.2 we can determine
the Lie bracket of Lie(G) ⊂ X(T) completely.
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4.3 AMSY-Lie algebra
As we mentioned in Section 1, we define AMSY-Lie algebra G as OT-module generated by
Lie(G) and the modular vector field R, which is a Lie subalgebra of X(T). Determining the
Lie algebra structure of G is not as easy as of Lie(G), since not all matrices corresponded
to the elements of G are constant. In order to do this, it is enough to determine [R,Rgab ]
for 1 ≤ a ≤ m, a ≤ b ≤ 2m+ 1 − a. Before proving Theorem 1.3, note that if we denote
by E =
∑d
i=1 t˙i
∂
∂ti
∈ X(T), then we find t˙i’s from
(4.8) S˙ = AES − S B(E) ,
where x˙ := dx(E) is the derivation of the function x along the vector field E in T. We saw in
Section 2 that any ti, 1 ≤ i ≤ d, i 6= 1, n+2, corresponds to only one sjk, 1 ≤ j, k ≤ n+1.
4.4 Proof of Theorem 1.3
Equation (4.5) yields:
(4.9) A[R,Rgab] = [ARgab ,Y]− Rgab(Y).
Hence, to determine [R,Rgab ], we need to compute Rgab(Y). If we apply (4.8) to Rg11 , then
the equalities corresponding to (1, 1)-th and (1, 2)-th entries, respectively, lead to
t˙1 = −t1, t˙n+2 = −(n+ 2)t2,
from what we obtain the diagonal matrix B(Rg11) = diag(1, 2, . . . , n+ 1). This implies
Rg11 =
d∑
i=1
cig11ti
∂
∂ti
,
in which cig11 ’s are constants given as follows:
(4.10) cig11 =

−1, if i = 1 ,
−(n+ 2), if i = n+ 2 ,
−2, if i = d and n is odd ,
−1, if i = d and n is even ,
−k, if ti = sjk and i 6= 1, n + 2, d for some 2 ≤ j, k ≤ n+ 1.
For 2 ≤ a ≤ m, we employ (4.8) for Rgaa that yields t˙1 = 0 and t˙n+2 = 0. Hence we find
B(Rgaa) = 0 which provides
Rgaa =
d∑
i=1
cigaati
∂
∂ti
,
where cigaa ’s are following constants:
(4.11) cigaa =

1, if ti = sak, for some 1 ≤ k ≤ n+ 1 ,
−1, if ti = s(n+2−a)k, for some 1 ≤ k ≤ n+ 1 ,
0, otherwise .
Analogously, for Rgab, 1 ≤ a ≤ m, a + 1 ≤ b ≤ 2m + 1 − a, we obtain B(Rgab) = 0, thus
Rgab follows from the equation
(4.12) S˙ = ARgabS .
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The equations (4.10) and (4.11) yield:
Rg11 = −(t1
∂
∂t1
+ (n+ 2)tn+2
∂
∂tn+2
)−
m∑
k=2
kskk
∂
∂skk
+ R̂g11 ,(4.13)
Rgaa = saa
∂
∂saa
+ R̂gaa , a = 2, 3, . . . ,m ,(4.14)
where in the part R̂gaa , a = 1, 2, 3, . . . ,m, do not appear the terms including t1
∂
∂t1
,
tn+2
∂
∂tn+2
and sjj
∂
∂sjj
, j = 2, 3, . . . ,m. Hence in account of equations (2.27), (2.28) and
(2.29) we get:
Rg11(Yi) = −Yi , 1 ≤ i ≤ m− 1,(4.15)
Rg22(Y1) = 2Y1, Rg22(Yi) = Yi, 2 ≤ i ≤ m− 1,(4.16)
Rgaa(Ya−2) = −Ya−2, Rgaa(Ya−1) = Ya−1, 3 ≤ a ≤ m− 1,(4.17)
Rgaa(Yi) = 0, 3 ≤ a ≤ m− 1, 1 ≤ i ≤ m− 1 and i 6= a− 2, a − 1 .(4.18)
If n is odd, then
(4.19) Rgmm(Ym−2) = −Ym−2, Rgmm(Ym−1) = 2Ym−1, Rgmm(Yi) = 0, 1 ≤ i ≤ m− 3,
and if n is even, then
(4.20) Rgmm(Ym−2) = −Ym−2, Rgmm(Ym−1) = Ym−1, Rgmm(Yi) = 0, 1 ≤ i ≤ m− 3.
These relations together with (4.9) and Remark 2.2 prove (1.17), (1.18) and (1.19). We
conclude from (4.12) that the terms including ∗ ∂
∂skk
, 2 ≤ k ≤ n + 1, do not appear in
the expression of Rgab , 1 ≤ a ≤ m, a + 1 ≤ b ≤ 2m + 1 − a. Hence Rgab(Y) = 0 which
combining with (4.9) and Remark 2.2 finishes the proof of (1.20).
5 sl2(C) Lie algebra and the weights
In the following example we observe that for n = 1, 2 the Lie algebra G is isomorphic to
sl2(C).
Example 5.1. If n = 1, then we have:
Y =
(
0 1
0 0
)
, gtr11 =
(
1 0
0 −1
)
, gtr12 =
(
0 0
1 0
)
.(5.1)
By letting H := −Rg11 and F := Rg12 , we get R, H and F respectively as given by (1.7),
(1.8) and (1.9). For n = 2 we obtain:
Y =
(
0 1 0
0 0 −1
0 0 0
)
, gtr11 =
(
1 0 0
0 0 0
0 0 −1
)
, gtr12 =
(
0 0 0
1 0 0
0 −1 0
)
,(5.2)
R = (t3 − t1t2)
∂
∂t1
+ (2t21 −
1
2
t22)
∂
∂t2
+ (−2t2t3 + 8t
3
1)
∂
∂t3
+ (−4t2t4)
∂
∂t4
,(5.3)
Rg11 = −t1
∂
∂t1
− t2
∂
∂t2
− 2t3
∂
∂t3
− 4t4
∂
∂t4
,(5.4)
Rg12 =
∂
∂t2
,(5.5)
where the polynomial equation t23 = 4(t
4
1 − t4) holds among ti’s. In this case we define
H := −2Rg11 and F := 2Rg12 . Hence for n = 1, 2 in account of the correspondences
R 7→ e, F 7→ f, H 7→ h we observe that G is isomorphic to sl2(C).
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Proof of Theorem 1.4. The proofs of (i) and (ii) are given in Example 5.1. For
n ≥ 3, we define H := Rg22 − Rg11 and F := Rg12 . The equation (4.12) yields:
(5.6) F =

∂
∂t2
, if n is even,
∂
∂t2
− sn1
∂
∂td
, if n is odd .
If we consider R 7→ e, F 7→ f, H 7→ h, then it is an immediate result of Theorem 1.3 that
the Lie algebra generated by R, H, F in X(T) is isomorphic to sl2(C). 
In the following example we state R, H, F for n = 3, 4.
Example 5.2. If n = 3, then we get:
R = (t3 − t1t2)
∂
∂t1
+
t3
3
t4 − 5
4t2
2
(t5
1
− t5)
54(t5
1
− t5)
∂
∂t2
+
t3
3
t6 − 3× 5
4t2t3(t
5
1
− t5)
54(t5
1
− t5)
∂
∂t3
+ (−t2t4 − t7)
∂
∂t4
+ (−5t2t5)
∂
∂t5
+ (−t2t6 − 2t3t4 + 5
5t3
1
)
∂
∂t6
+ (−54t1t3 − t2t7)
∂
∂t7
,
H = t1
∂
∂t1
+ 2t2
∂
∂t2
+ 3t3
∂
∂t3
+ 5t5
∂
∂t5
+ t6
∂
∂t6
+ 2t7
∂
∂t7
,
F =
∂
∂t2
− t4
∂
∂t7
.
For n = 4 the vector fields R, H and F are respectively given by (1.10), (1.11) and (1.12).
Remark 5.1. For n = 2 and n = 4, to avoid the second root of tˇ2 and tˇ3, in the coordinates
chart t we are considering extra variables t3 := tˇ2 and t8 := tˇ3 respectively. Because
of this, in these cases, we are stating a polynomial equation following from (2.23). An
analog argument is applied to the enhanced moduli spaces corresponding to all positive
even integers n.
For any ti in OT let deg(ti) = wi where wi’s are defined by H =
∑d
i=1 witi
∂
∂ti
. By
letting R =
∑d
i=1 t˙i
∂
∂ti
, in account of the computations given for n = 1, 2, 3, 4, we observe
that t˙i’s are rational functions satisfying deg(t˙i) = wi + 2. If we consider modular vector
field R as a derivation on the weighted space OT, then R increases the degree of any
quasi-homogeneous regular function of OT by two. For n = 1, 2 we found a solution
of R (see [MN16]) in terms of (quasi-)modular forms. It is well known that the usual
derivation of the (quasi-)modular forms increases their weight by two. This observation
is another evidence which convince us to relate the modular vector field R to the classical
theory of (quasi-)modular forms. The author believe that for any positive integer n the
modular vector field R is a derivation of degree 2, i.e., R increases the degree of any
quasi-homogeneous regular function of OT by two.
Equations (4.10) and (4.11) yield that for any positive even integer n the term ∗ ∂
∂sn1
does not appear in the expression of H, hence the weight of tk corresponding to sn1 is zero.
This fact combining with (5.6) implies that F is a vector field of degree zero and H is the
radial vector field in the weighted space OT. This observation coincides, in some sense,
with the definition of Halphen type and semi-simple vector fields given in [Gui07, GR12].
All these facts about weights, may motivate one to pursue the studying of the dynamics
of the modular vector field R in the weighted space OT with the assigned weights deg(ti) =
wi.
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Remark 5.2. Let f ∈ OT be a quasi-homogenous polynomial of degree k. Then H(f) = k f
which implies [H, fR] = (k + 2)fR. In particular if f = tn+21 − tn+2, then we get
(5.7) [fR,F] = fH , [H, fR] = (n+ 4)fR .
Therefore, instead of working with R, one possibly use fR which is a polynomial vector
field and is more convenient to work with.
5.1 Another copy of sl2(C)
For n = 3, if we set
E := (t3 − t1t2)
∂
∂t1
+ (−t22)
∂
∂t2
+ (−3t2t3)
∂
∂t3
+ (−t2t4 − t7)
∂
∂t4
+ (−5t2t5)
∂
∂t5
+ (−t2t6 − 2t3t4 + 5
5t3
1
)
∂
∂t6
+ (−54t1t3 − t2t7)
∂
∂t7
,
then we have
AE =

0 1 0 0
t2t
2
3t6−t
3
3t4
54(t51−t5)
−t23t6
54(t51−t5)
t33
54(t51−t5)
0
t2t3t
2
6−t
2
3t4t6
54(t51−t5)
−t3t
2
6
54(t51−t5)
t23t6
54(t51−t5)
−1
−t22t3t
2
6+2t2t
2
3t4t6−t
3
3t
2
4
54(t51−t5)
t2t3t
2
6−t
2
3t4t6
54(t51−t5)
−t2t
2
3t6+t
3
3t4
54(t51−t5)
0
(5.8)
= Y −
t6
t3
Y1ARg11 +
t2t6 − t3t4
t3
Y1ARg12 +
t2t
2
6 − t3t4t6
t23
Y1ARg13
+
−t22t
2
6 + 2t2t3t4t6 − t
2
3t
2
4
t23
Y1ARg14 −
t26
t23
Y1ARg23 ,
from what we get E ∈ G. For n = 4 let
E := (t3 − t1t2)
∂
∂t1
+ (−t2
2
)
∂
∂t2
+ (−3t2t3)
∂
∂t3
+ (−t2t4)
∂
∂t4
+ (−2t2t5 − t3t4)
∂
∂t5
+ (−6t2t6)
∂
∂t6
+
6−2t2
4
− t2
1
2× 6−2
∂
∂t7
+ (−3t2t8)
∂
∂t8
.
Then we obtain the (3, 3)-th entry of AE as
−3t51t3
t61−t6
, which implies E /∈ G. In the both
cases n = 3, 4 it follows that the Lie algebra generated by E, H, F is isomorphic to sl2(C).
Here E is a polynomial vector field following from R =
∑d
i=1 t˙i
∂
∂ti
by discarding the non-
polynomial terms of t˙i, i = 1, 2, . . . , d. Note that, the same as R, the vector field E is a
degree 2 derivation on the weighted space OT, and Remark 5.2 holds for E as well.
6 sl2(C) attached to Calabi-Yau threefolds
In this section we suppose that X is a non-rigid compact Calabi-Yau threefold on C,
and h := h21 is the Hodge number of type (2, 1) of X. Here, we first give a brief
summary of AMSY-Lie algebra G attached to the Calabi-Yau threefold X which is dis-
cussed in [AMSY16]. Then we observe that there are h copies of sl2(C) in G. Note that
dim(H3dR(X)) = 2h+ 2 and its Hodge filtration is as follow:
0 = F 4 ⊂ F 3 ⊂ F 2 ⊂ F 1 ⊂ F 0 = H3dR(X) .
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The enhanced moduli space T is the moduli of the pairs (X, [α1, α2, . . . , α2h+2]) where X
is as above and {αi}
2h+2
i=1 is a basis of H
3
dR(X) with the properties:
α1 ∈ F
3, α1, α2, . . . , αh+1 ∈ F
2, α1, α2, . . . , α2h+1 ∈ F
1, α1, α2, . . . , α2h+2 ∈ F
0 ,
[〈αi, αj〉] = Φ ,
in which Φ is the following constant matrix:
(6.1) Φ :=

0 0 0 −1
0 0 1h×h 0
0 −1h×h 0 0
1 0 0 0
 .
Here, it is used (2h+2)× (2h+2) block matrices according to the decomposition 2h+2 =
1 + h+ h+ 1 and 1h×h denotes the h× h identity matrix. The algebraic group
G :=
{
g ∈ GL(2h+ 2,C) | g is block upper triangular and gtrΦg = Φ
}
acts from the right on T and its Lie algebra is as follow
Lie(G) =
{
g ∈ Mat(2h+ 2,C) | g is block upper triangular and gtrΦ+Φg = 0
}
.
By block triangular we mean triangular with respect to the partition 2h+2 = 1+h+h+1.
One finds that
dim(G) =
3h2 + 5h+ 4
2
, dim(T) = h+ dim(G).
In [AMSY16] it is proved that there are unique modular vector fields Rk, k = 1, 2, . . . , h,
on T and unique regular functions Calgijk ∈ OT, i, j, k = 1, 2, . . . , h, which are symmetric in
i, j, k, such that
ARk =

0 δjk 0 0
0 0 Calgkij 0
0 0 0 δik
0 0 0 0
 .
Also, for any g ∈ Lie(G) there is a unique vector field Rg in T such that
ARg = g
tr.
Here the AMSY-Lie algebra G is the OT-module generated by the vector fields
(6.2) Ri, Rg, where i = 1, 2, . . . , h, and g ∈ Lie(G).
Followings form the canonical basis of Lie(G):
tab :=

0 0 0 0
0 0 0 0
0 12 (δ
i
aδ
j
b + δ
i
bδ
j
a) 0 0
0 0 0 0

tr
, ta =

0 0 0 0
0 0 0 0
−δia 0 0 0
0 δja 0 0

tr
, t :=

0 0 0 0
0 0 0 0
0 0 0 0
−1 0 0 0

tr
,
ka :=

0 0 0 0
δai 0 0 0
0 0 0 0
0 0 δaj 0

tr
, gab :=

0 0 0 0
0 −δai δ
j
b 0 0
0 0 δibδ
a
j 0
0 0 0 0

tr
, g0 :=

−1 0 0 0
0 0 0 0
0 0 0 0
0 0 0 1

tr
.
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The Lie algebra structure of G is given by the following table.
Rg0 Rgd
c
Rt
cd
Rtc Rt Rkc Rc
Rg0 0 0 0 −Rtc −2Rt −Rkc Rc
Rga
b
0 0 −δa
c
Rt
bd
− δa
d
Rt
bc
−δa
c
Rt
b
0 δc
b
Rka −δ
a
c
Rb
Rt
ab
0 δd
a
Rt
bc
+ δd
b
Rtac 0 0 0
1
2
(δc
a
Rt
b
+ δc
b
Rta ) −
1
2
(C
alg
cbd
R
gd
a
+ C
alg
acd
R
gd
b
)
Rta Rta δ
d
a
Rtc 0 0 0 2δ
c
a
Rt 2Rtac − C
alg
acd
R
kd
Rt 2Rt 0 0 0 0 0 Rtc
Rka Rka −δ
a
c
R
kd
−
1
2
(δa
c
Rt
d
+ δa
d
Rtc ) −2δ
a
c
Rt 0 0 −δ
a
c
Rg0 + Rgac
Ra −Ra δ
d
a
Rc
1
2
(C
alg
ade
Rge
c
+ Calg
ace
Rge
d
) −2Rtac + C
alg
ace
Rke −Rta δ
c
a
Rg0 − Rgca
0
For k = 1, 2, . . . , h we define
Hk := Rg0 − Rgk
k
, Fk := Rkk .
The correspondences Rk 7→ e, Fk 7→ f, Hk 7→ h imply that the Lie algebra generated
by Rk, Hk, Fk is isomorphic to sl2(C). Hence there are h copies of sl2(C) in AMSY-Lie
algebra G attached to the non-rigid compact Calabi-Yau threefolds on C.
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