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ABSTRACT 
The purpose of this dissertation is to provide an empirical evaluation of the 
macroeconomic information content of divisia monetary aggregates relative to the 
official simple sum monetary aggregates. The simple sum monetary aggregates, widely 
used by applied economists and central banks, are well known to possess none of the 
desirable properties of a meaningful economic aggregate. In contrast, the divisia 
monetary aggregates are rigorously based on sound aggregation and statistical index 
number theory. Despite the clear theoretical dominance of the divisia aggregates, the 
simple sum aggregates are still predominantly used. This is in large part due to 
incomplete empirical evidence assessing the alternative indices in macroeconomic 
applications. The research here fills this gap by employing modem multivariate time 
series models for the analysis of the divisia aggregates. 
Part Two of this dissertation is used to model aggregate economic activity using a 
set of eight structural vector autoregressions (SV ARs ), each including an alternative 
monetary aggregate. From these SV ARs, impulse response functions (IRFs) and forecast 
error variance decompositions (FEVDs) are presented to assess the relative impacts, on 
both real and nominal economic activity, of shocks to the simple sum and the divisia 
aggregates. 
The focus of Part Three is on the differential nature of regional economic 
responses to both money and interest rate shocks. From a set of SV AR models of 
regional activity, IRFs and FEVDs are used to explore four distinct issues: 1) the nature 
lV 
of regional responses to interest rate shocks, 2) the nature of regional responses to money 
shocks, 3) the relative importance of these two shocks within regions, and 4) the relative 
information content of the divisia and simple sum aggregates. 
Part Four provides an assessment of the alternative aggregates in terms of 
forecasting performance. Using a set of vector forecasting models, specified via a model 
selection procedure, the ability of the alternative money measures to forecast both real 
activity and prices is evaluated. 
This research represents a significant contribution to many areas of literature, 
including those concerned with monetary aggregation, empirical macroeconomic 
modeling, regional macroeconomic dynamics, macroeconomic forecasting, and 
econometric model selection. 
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PART ONE 
GENERAL INTRODUCTION AND OVERVIEW 
1 
1.1 General Introduction 
Chapter One 
Introduction and Overview 
This dissertation provides an evaluation of the divisia monetary aggregates, 
widely advocated and assessed by William Bamett1, within applied macroeconomic and 
sub-macroeconomic settings. The official method of monetary aggregation of most 
central banks is simple summation. The simple sum aggregates arbitrarily assign each 
component monetary asset a weight equal to unity. In contrast, the divisia monetary 
aggregates are based on sound aggregation and index number theory. In this dissertation, 
at both the national and the regional level, the macroeconomic information content of the 
divisia monetary aggregates is assessed relative to the traditional simple sum monetary 
aggregates. More specifically, Parts Two - Four below each present an empirical 
evaluation of the divisia aggregates using multivariate time series models. Within each 
Part, issues surrounding the divisia monetary aggregates are discussed as they relate to 
the specific application. Thus, it is useful at this stage to provide a relatively general 
introduction to the divisia monetary aggregates, in terms of the differences between 
divisia and simple sum monetary aggregation. 
The discussion that follows draws largely from Barnett (1997), and illustrates the 
practical differences between the simple sum and divisia monetary aggregates. Figure 1.1 
1See, for example, Barnett (1980, 1982, 1983) and Barnett, Offenbacher, & Spindt (1981, 1984). 
2 
plots the monthly growth rates of simple sum M2 for the period 1981: 1 - 1988: 12. Over 
this period, the average monthly growth rate of simple sum M2 was 0.66 percent. What 
is clearly striking in Figure 1.1 is the large spike in simple sum M2 growth in early 1983.2 
Simple sum M2 growth jumped to 2.86 percent during January. A fairly obvious and 
mainstream prediction following this money surge would be for a rise in inflation. 
Indeed, in a September 26, 1983 Newsweek article, Milton Friedman responded to the 
spike in money growth saying (p. 84) it will "produce a renewed acceleration of 
inflation." Figure 1.2 shows the monthly growth rates in the consumer price index for the 
period 1981: 1 - 1988: 12. The renewed acceleration of inflation never came. Thus, 
according to Barnett (1997, p. 1172): 
There are only two possible conclusions: either money growth has no effect on 
prices, and hence all macroeconomic theory is wrong, or simple sum M2 is a 
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Figure 1.1, Simple Sum M2 Monthly Growth Rates 
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Figure 1.2, Consumer Price Index Monthly Growth Rates 
On the same day that Friedman's prediction appeared in Newsweek, an article by 
William Barnett in Forbes magazine focused on the recent behavior of the divisia 
monetary aggregates. As stated by Barnett (p. 196), compared with the spike in simple 
sum growth, "the Divisia aggregates are rising at a rate not much different from last 
year's ... the 'apparent explosion' can be viewed as a statistical blip." Figure 1.3 
illustrates Barnett's point by plotting the monthly growth rates of divisia M2 over the 
period 1981:1 - 1988:12. Clearly, there is no corresponding jump in divisia M2 in early 
1983. Therefore, divisia M2 correctly gave no indication that inflation would soon rise. 
What caused the difference between simple sum M2 and divisia M2 in January of 
1983? The spike in simple sum M2 was due to large inflows into the newly authorized 
super NOW accounts and money market deposit accounts. A simple sum monetary 
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Figure 1.3, Divisia M2 Monthly Growth Rates 
unity. Thus, a simple sum monetary aggregate treats the component assets as perfect 
substitutes. However, it is likely that holders of these new assets did not view them as 
perfect substitutes for, for example, cash and demand deposits, in terms of the monetary 
services provided by the assets. Rather, these new accounts attracted funds because of 
relatively high initial rates of return. 
In sharp contrast to the official simple sum aggregates, the divisia aggregates are 
based on sound aggregation and index number theory. 3 The weights on component assets 
in a divisia index are a function of the user cost prices of the assets. Because interest 
rates on the super NOW and money market deposit accounts were high, the associated 
opportunity cost was low. Thus, these new assets were introduced into the divisia index 
with an initially low weight. Recall, in the simple sum M2 aggregate, all assets receive 
equal weights regardless of their attributes. The large spike in simple sum M2 was 
3Further details on the basis for and construction of the divisia monetary aggregates are available in 
Parts Two - Four below. 
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indeed a "statistical blip" which did not truly represent a monetary explosion. 
The traditional simple swn monetary aggregates do serve as useful accounting 
identities. However, as the experience of early 1983 illustrates, simple swn aggregation 
is invalid if the goal is to obtain a theoretically meaningful measure of monetary services 
in the economy. The divisia monetary aggregates are derived from microeconomic and 
index nwnber theory. These properly constructed indices do indeed provide a 
theoretically meaningful measure of the flow of monetary services. 
Despite the clear theoretical dominance of the divisia aggregates, and evidence 
such as that presented above, it is the simple swn aggregates that are still typically used 
by economists and central banks. A major contention in this dissertation is that the 
primary explanation for the continued use of the simple swn aggregates stems from the 
empirical techniques used previously to evaluate the divisia aggregates relative to the 
simple swn aggregates. Specifically, existing assessments of divisia money's 
performance as a predictor or indicator of broad economic activity are largely based on 
two single-equation approaches: Granger-causality tests and St. Louis reduced-form 
nominal spending equations.4 Overall, the existing evidence tips in favor of the divisia 
aggregates over the simple swn aggregates. That is, the divisia aggregates generally 
Granger-cause some measure of economic activity more significantly than do the simple 
swn aggregates, and divisia money is generally more significant in St. Louis-type 
equations. However, these results are largely uninformative in that conclusions beyond 
4See the literature reviews in Parts Two - Four for complete discussions of these existing studies. 
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simple significance comparison cannot be drawn from these approaches. 
This dissertation presents evaluations of the divisia aggregates utilizing the more 
informative models of modem multivariate time series analysis. More specifically, a 
variety of vector autoregressive (VAR) models are employed. These VAR models allow 
for a richer assessment of the divisia aggregates. Thus, the research presented here 
moves the literature on divisia aggregates beyond simple significance level comparisons. 
The remainder ofthis introduction provides a general overview of Parts Two - Four of 
this dissertation. 
1.2 Overview of Parts Two - Four 
Part Two, "A Comparison of Divisia and Simple Sum Monetary Aggregates: 
Evidence From a Traditional Interpretation of Macroeconomic Fluctuations," provides an 
evaluation of the relative information content of divisia and simple sum money from an 
empirical model of U.S. macroeconomic dynamics. A set of structural vector 
autoregressions (SV ARs) are estimated which employ a set of theoretical identifying 
restrictions similar to those used by Blanchard (1989) and Giannini, Lanzarotti, & 
Seghelini (1995). This SV AR model represents a traditional aggregate demand-aggregate 
supply macroeconomic framework. Eight such SV ARs are estimated, each including an 
alternative monetary aggregate. From these SV ARs, impulse response functions (IRFs) 
and forecast error variance decompositions (FEVDs) are presented. These dynamic 
simulations are used to compare, in terms of magnitude and persistence, the responses of 
a set of macroeconomic variables following shocks to divisia and to simple sum money. 
7 
This research makes a major contribution to the literature focusing on the empirical 
evaluation of the divisia monetary aggregates. 
The primary purpose of Part Three, "Regional Dynamics: Heterogeneous 
Regional Responses to Money and Interest Rates and the Role of Alternative Monetary 
Aggregates," is to assess to what extent U.S. regional economies differ in their responses 
to monetary shocks. Extending the work of Carlino & DeFina ( 1996), a set of SV ARs 
are specified and estimated to model the dynamics of regional real personal income, 
national prices, nominal money, and the federal funds rate. Similar to the approach of 
Part Two, eight regional SV AR models are estimated, each including a different 
monetary aggregate. From these regional SV ARs, IRFs and FEVDs are presented to 
empirically evaluate four distinct issues. The first issue is the differential nature of 
regional responses to federal funds rate shocks across regions. Second is the differential 
nature of regional responses to nominal money shocks across regions. The third issue is 
the relative importance of interest rate and money shocks within each given region. 
Finally, the fourth issue is the relative information content of the divisia and simple sum 
aggregates within these regional models. This research contributes to the literature 
concerned with: 1) the disaggregate-level impacts of monetary shocks, 2) the differential 
nature of regional macroeconomic dynamics, and 3) the empirical performance of the 
divisia monetary aggregates. 
The approach of Part Four, "The Relative Forecasting Performance of Simple 
Sum and Divisia Monetary Aggregates: An Application oflnformational Complexity 
Based Model Selection," differs from that followed in Parts Two and Three. Where Parts 
8 
Two and Three each estimate the dynamics of a set of macroeconomic variables, Part 
Four focuses exclusively on the forecasting performance of the divisia aggregates relative 
to the simple sum aggregates. Utilizing a set ofV AR forecasting models, out-of-sample 
forecasts of U.S. real GDP and the GDP deflator are generated from each of eight 
alternative monetary aggregates. An additional purpose of Part Four is to evaluate a 
model selection approach to the specification of the VAR models. This model selection 
procedure is similar to that of Bozdogan & Bearse (1997) emphasizing the performance 
of the model selection criterion /COMP developed by Bozdogan (1988). The research 
presented in Part Four contributes significantly to the literatures concerned with monetary 
aggregation, macroeconomic forecasting, and econometric model selection. 
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PART TWO 
A COMPARISON OF DIVISIA AND SIMPLE SUM MONETARY 
AGGREGATES: EVIDENCE FROM A TRADITIONAL INTERPRETATION 




A key variable common to most macroeconomic and monetary models, almost by 
definition, is money. Money appears centrally in both monetary policy debates and in 
theories of macroeconomic fluctuations and dynamics. Empirical applications of these 
theories typically feature money in either estimated money demand functions, or as an 
ingredient in a model of business cycle dynamics. That is, much empirical work has 
been devoted to estimating both the evolution and determination of money, and the role 
of money as an indicator of some broader measure of economic activity. Historically, 
the measure of money most commonly used in these studies has been one of the official 
simple sum aggregates. Unfortunately, the official simple sum monetary aggregates are 
plagued by at least two widely recognized theoretical deficiencies. 
The first problem with the official monetary aggregates concerns the collection of 
monetary assets comprising the aggregates. The official monetary aggregates, such as 
Ml, M2, M3 and L, are essentially ad hoc bundles of monetary assets. Theoretically, for 
a monetary aggregate to be an optimal aggregate, it must contain a linearly 
homogeneous, weakly separable bundle of monetary assets. 1 That is, for a collection of 
assets C to comprise an optimal aggregate, the elasticity of substitution between two 
assets, x 1 and x2, where x 1 is any component of C and x2 is any asset not in C, must be 
1 Barnett (1982) is an excellent source for a discussion of the conditions necessary for an aggregate to be 
optimal. 
13 
independent of x2• This linear homogeneity restriction implies the weakly separable 
condition that the marginal rate of substitution between any two included assets is 
independent of the quantity of any asset not in the bundle. While empirical research 
implies the official monetary aggregates do not satisfy these requirements ( see Serletis, 
1987, for example), this issue has been widely addressed elsewhere and is not the focus 
of this essay. This study proceeds with the asset set of the official monetary aggregates. 
The second problem with the official aggregates is the method used to aggregate a 
given set of monetary assets into an aggregate, or index. The simple summation formula 
implicitly imposes that all assets within a given aggregate are perfect substitutes. If this 
was the case, microeconomic optimization tells us that holders of monetary assets should 
hold only the one asset with the lowest opportunity cost. Mixed portfolios comprised of 
several assets of any one aggregate should be observed only if each asset in the portfolio 
has the same (lowest) opportunity cost. Thus, simple sum aggregation is simply 
inconsistent with observed behavior. 
Economists have long recognized this shortcoming of the simple summation 
technique. Irving Fisher (1927, p. 29-30) wrote that the simple arithmetic index (simple 
sum index) is: 
... the most common form of average. In fields other than index numbers it is 
often the best form of average to use. But we shall see that the simple arithmetic 
average produces one of the very worst of index numbers. And if this book has 
no other effect than to lead to the total abandonment of the simple arithmetic type 
of index number, it will have served a useful purpose. 
Similarly, Barnett (1980, p. 44) states that "Simple summation would provide valid 
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indices of the stock of nominal monetary wealth, ... , or indices of bank liability, ... but 
not valid structural economic variables." Barnett's indictment of the simple sum 
aggregates was particularly pointed (see Barnett, 1980, 1982, 1983, and Barnett, 
Offenbacher, & Spindt, 1981, 1984). 
Barnett also provided a viable alternative to the simple sum aggregates. He 
proposed a rigorous application of aggregation and index number theory to the 
construction of monetary aggregates. In particular, Barnett advocated aggregating 
monetary assets according to the Tomqvist-Theil discrete-time approximation to the 
divisia quantity index. This approach assigns each component asset a weight which 
depends jointly on the quantities and user costs of every asset in the aggregate. The 
variable asset weighting scheme of the divisia monetary aggregates follows from the 
divisia aggregate's solid foundation in aggregation and index number theory. The use of 
aggregation theory ties the divisia aggregates to the consumer's optimization problem. 
Thus, the divisia monetary aggregates proposed by Barnett are based on sound theory, 
while the simple sum aggregates are atheoretic indices of money. 
The theoretical dominance of divisia monetary aggregates as a meaningful 
measure of money in the economy is clear. Divisia aggregation does not impose the 
unrealistic conditions of the simple sum aggregates. However, the official simple sum 
aggregates are still commonly used in empirical work. There are likely two main reasons 
for the continued use of the simple sum aggregates. First, the general empirical 
macroeconomist may not be aware of the divisia aggregates, or of the important 
differences between them and the simple sum aggregates. Further, if awareness is not the 
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problem, perceived difficulty in obtaining data may be. However, this no longer is an 
obstacle as the divisia aggregates are now posted and updated regularly on the St. Louis 
Federal Reserve's FRED website. 
The second explanation for the widespread use of the theoretically deficient 
simple sum aggregates is the lack of complete evidence on the empirical performance of 
divisia money relative to simple sum money. Studies such as Barnett, Offenbacher, & 
Spindt (1984) suggest divisia monetary aggregates perform better in estimated money 
demand functions than do simple sum aggregates, in terms of the plausibility of 
parameter estimates, stability, and forecasting accuracy. However, as will be shown 
below in Chapter Two, the evidence is mixed on the performance of divisia relative to 
simple sum money as an indicator or predictor of nominal or real output, and prices. 
Evidence in this respect has, for the most part, been gathered from Granger-causality 
tests, and reduced-form St. Louis-type forecasting equations. As such, the existing 
evidence has been gathered from relatively simple, largely uninformative, single-
equation methods. 
This essay extends the methodology used to assess the effectiveness of divisia 
versus simple sum monetary aggregates as indicators of economic activity by utilizing 
modem multivariate time series models. In this essay, for the first time, structural vector 
autoregressions (SV ARs) will be used to provide evidence comparing divisia and simple 
sum monetary aggregates. The SV ARs employed are similar to those estimated by 
Blanchard ( 1989) and Giannini, Lanzarotti, & Seghelini ( 1995), and are based on a 
traditional aggregate demand-aggregate supply interpretation of macroeconomic 
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fluctuations. While these two studies each estimated one SV AR using a simple sum 
monetary aggregate, this essay will estimate a total of eight SV ARs, each using an 
alternative measure of money. 
Briefly, evidence from these SV ARs, to be presented primarily through impulse 
response functions (IRFs) and forecast error variance decompositions (FEVDs), will 
suggest that divisia and simple sum monetary aggregates do indeed behave differently, 
and that the divisia aggregates may be more closely linked to real economic activity. The 
implications of these results are important for both empirical macroeconomic researchers 
and monetary policymakers. In particular, the applied economist should be aware that 
conclusions based on empirical models involving money are dependent on the type of 
aggregate used. Further, the relatively stronger relationship between divisia money and 
real activity suggests that the divisia aggregates can provide useful information to 
policymakers. 
The remainder of this essay is organized as follows. Chapter Two provides a 
review of the literature on divisia monetary aggregation. In particular, the theory of 
divisia monetary aggregation will be presented, followed by a review of the available 
empirical evidence on divisia money's usefulness as an indicator or predictor of 
economic activity. Chapter Three will describe the methodology and data used in the 
essay. It first presents the SVAR methodology, as an extension of the VAR methodology 
popularized by Sims (1980a, 1980b ). Next, the specific identifying restrictions 
employed will be given. A discussion of the data, the non-stationary properties of the 
data, and estimation technique will follow. Chapter Four will present evidence from the 
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estimated SV ARs in the form of dynamic simulations, that is, IRFs and FEVDs. Chapter 




Two areas of literature are relevant to this study. The first is the research 
concerned with the theoretical differences between simple sum and divisia monetary 
aggregates. The second area is the existing literature which provides evidence comparing 
the empirical performance of simple sum and divisia money. 
2.1 The Theory of Divisia Monetary Aggregation 
Historically, the most commonly used measures of money, by both empirical 
macroeconomic researchers and most of the world's central banks, have been the simple 
sum monetary aggregates. For a given set of n monetary assets (m1, ... ,mn), the simple 
sum aggregate is given by: 
(2.1) 
This simple sum aggregate assigns each unit of each included asset a weight equal to 
unity. The clear implication of this index is that the n monetary assets are perfect 
substitutes. If holders of monetary assets truly viewed assets as perfect substitutes, then 
they should be observed holding only the one asset with the lowest opportunity cost. A 
mixed portfolio of assets could occur only if the set of assets each shared the same 
minimum opportunity cost. The fact that simple summation imposes this perfect 
substitute condition, which logically leads to asset holding behavior that is simply not 
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observed, clearly implies that simple sum monetary aggregates are not theoretically valid 
economic aggregates. 
The failure of simple sum aggregates to provide a meaningful measure of money 
depends on the degree of substitutability between the component assets. As the 
heterogeneity of the asset set increases, the perfect substitute condition is more seriously 
violated, and the corresponding simple sum aggregate becomes increasingly distorted. 
Thus, differences between the simple sum aggregate and any theoretically valid measure 
of money are likely to be most acute at the broadest levels of aggregation. 
Barnett (1980) forcefully argued that the construction of monetary aggregates 
should utilize the sound principles of aggregation and index number theory. Barnett 
applied aggregation theory to arrive at a monetary aggregate that is completely consistent 
with the consumer's optimization problem, which is in sharp contrast with the unrealistic 
conditions imposed by simple summation. 
Barnett assumes the existence of a representative consumer with a current period 
intertemporal utility function u1• This utility function is weakly separable in goods and 
monetary assets for each period. Following the notation of Barnett (1980, p. 18), the 
consumer's optimization problem at date tis to: 
where: 
(2.2) 
m, = (n x 1) vector of planned real balances of n monetary assets at dates 
X, = (k x 1) vector of planned consumption of k goods and services at dates 
A,+ r = planned real bond holdings at dates+ T 
T= the consumer's planning horizon 
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where: 
Maximization of (2.2) is subject to the budget constraint: 
n 
p',L = w,L + L [(I+ ri.,- 1)p', -mi., - .- p",m;,] 
i=l 
+[(I+ R, -1)p', - 1A, - I - p 0 .A,] 
p, = (k x 1) vector of expected goods and services prices at dates 
r;. , = expected nominal yield on monetary asset i at date s 
w, = wage rate at date s 
L, = labor supply at dates 
R, = expected bond yield at date s 
p ·, = true cost of living index at date s 
(2.3) 
Given the assumption of weak separability, the consumer faces a two-stage 
budgeting problem. The consumer first selects aggregate monetary asset expenditures 
and aggregate consumption expenditures for each period, as well as terminal bond 
holdings. In the second stage, the consumer allocates aggregate monetary asset and 
consumption expenditure to individual assets and goods and services, in order to 
maximize the individual subutility functions. 
Of particular interest is the current period monetary asset subutility function 
Vm,( m,) . This utility function provides a theoretically valid measure of monetary 
services. Therefore, a monetary aggregate consistent with microeconomic optimization 
is given by: 
(2.4) 
where m ·, is the vector of second stage optimal monetary asset quantities. 
The subutility function, and hence the monetary aggregate, defined in equation 
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2.4 is clearly unknown. Estimation of the subutility function would require imposing 
specific restrictions on the form of the utility function. As an alternative to estimation, 
Barnett turned to index number theory to construct a specification free statistical index 
number with no unknown parameters. Such an index number is said to be exact if it 
exactly equals the subutility function evaluated at the optimal quantities. Hulten (1973) 
has shown that in continuous time, the divisia quantity index is exact for the unknown 
aggregate M. In particular, the continuous-time divisia index, M,°, is given by the 
differential equation: 
dlog(.M/) = I Wit d[log(mit 0 )] 
dt i=I dt 
where wit is the expenditure share on monetary asset i at date t: 
mit m, 
Wit= _n __ _ 




with the user cost of asset i given by 1ru . Barnett (1978) derived the current period user 
cost of m;1 as: 
1[;, = 
p 0 ,(R, - rit) 
I+ R, 
(2.7) 
where all variables are as defined previously, though more generally R1 is the nominal 
return on any given benchmark asset. 
In discrete time, no exact index numbers have been shown to exist. However, 
Diewert (1976) developed a theory of superlative index numbers which are exact for 
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some subutility function which provides a second-order approximation to any linearly 
homogeneous subutility function. The Tomqvist-Theil discrete time approximation to 
the continuous time divisia quantity index was proven to be among the class of 
superlative index numbers by Diewert (1976). The Tornqvist-Theil quantity index is 
given by: 
(2.8) 
This discrete time approximation to the continuous-time divisia index is simply referred 
to as a divisia index throughout the literature, and that convention is followed here. 
The discrete time divisia index is one of several valid index numbers. Other 
possibilities include the Fisher Ideal, Laspeyres, and Paasche indices. Barnett advocated 
the Tomqvist-Theil divisia index due to a straightforward interpretation which can be 
seen by rewriting (2.8): 
n 
log urr - log M 17, - I= I W;,(logm;, - logm;,, - 1) (2.9) 
i=l 
I 
where W;, = 2( W;, + W;., - 1). From (2.9), it is clear that the growth rate of the divisia 
index is simply a weighted average of the growth rates of the component assets. 
The monetary aggregate defined by equation 2.8 is consistent with index number 
theory, and provides a second-order approximation to the unknown subutility function 
Vm, which is based on sound microeconomic theory. It is clear that the divisia monetary 
aggregates are, at least theoretically, superior to the simple sum aggregates. A relevant 
question is whether the divisia aggregates are superior in empirical macroeconomic 
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applications. 
2.2 The Empirical Performance of Divisia Aggregates 
Granger-causality tests are commonly used to provide evidence on the 
performance of divisia aggregates relative to simple sum aggregates. The typical 
approach is to examine Granger-causality results in two ways. The first is to determine 
which monetary aggregates appear to Granger-cause some measure of economic activity. 
Second, researchers often present the exact p-values to compare the significance of 
Granger-causality across aggregates, both between divisia and simple sum, and between 
levels of aggregation. Each study reviewed here estimates an equation of the following 
form: 
po pl 
X, = C + Lax -i + L J3;M, - i + Et (2.10) 
i=I i=I 
where Xis some measure of economic activity, and Mis a particular measure of money. 
A test for Granger-causality is a test of the validity of restricting /J ,, ... , /Jp1 to zero. 
Table 2.1 summarizes Granger-causality test results from four sources, which offer a 
variety of measures of economic activity, Xi. 
Barnett, Offenbacher, & Spindt (BOS) (1984) test for Granger-causality running 
from the alternative money measures to nominal GNP using quarterly data 1959:I -
1982:IV, and eight lags of each variable. BOS find that, at the 5% level, the divisia M2, 
M3, and L aggregates each Granger-cause nominal GNP, while the only simple sum 
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GNP 1 GNP2 GDP3 GDP3 
SSMl .074 .017 .000 .000 .000 
DMl .056 .017 .000 .000 .000 
SSM2 .005 .007 .053 a a 
DM2 .001 .000 .000 .001 .039 
SSM3 .090 .014 .000 .219 .646 
DM3 .021 .006 .000 .002 a 
SSL .079 .028 .045 .423 .608 
DL .002 .003 .000 .002 a 
Notes: Table reports p-values at which the null of no Granger-causality can be reJected. 
(a) aggregate not tested due to choice ofoptimal lag length of zero. 
(b) aggregate not considered in study 
Sources: (I) Barnett, Offenbacher, & Spindt (1984); quarterly data, 1959:1 -82:IV 
(2) Serletis (1988); quarterly data, 1970:1 - 85:I 
(3) Serletis & King (I 993), quarterly Canadian data. 1968:III - 89:III 










aggregate to do so is M2. Further, at every level of aggregation, the exact level of 
significance at which the null of no Granger-causality can be rejected is smaller for the 
divisia aggregate than for the corresponding simple sum aggregate. These results suggest 
that divisia money is superior to simple sum money as a predictor of nominal GNP. 
Also, this dominance of divisia over simple sum money appears to be more substantial at 
higher levels of aggregation. 
Serletis (1988) tests for Granger-causality between money and both real and 
nominal economic activity. In particular, he considers real GNP and prices, using 
quarterly data 1970:I - 1985:I. First, he finds that each aggregate Granger-causes real 
GNP at the 5% level. Second, the divisia aggregates reject non-Granger-causality more 
significantly than the corresponding simple sum aggregate, except at the Ml level. 
Considering the money-prices relationship, Serletis finds that simple sum M2 is the only 
aggregate which fails to Granger-cause prices. Comparison between divisia and simple 
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sum is not possible for Ml and M3 because the p-values are each zero to three decimal 
places. However, both divisia M2 and L do Granger-cause prices more significantly than 
simple sum M2 and L. 
Serletis differs from the majority of studies utilizing Granger-causality tests, in 
that he allows lag lengths to vary across each variable. That is, in equation 2. 7, he does 
not restrict p0 and p 1 to be equal. He chooses the appropriate lag lengths according to 
Akaike's final prediction error (FPE) criterion. 
Serletis & King (1993) use quarterly Canadian data, 1968:III - 1989:III, to 
perform Granger-causality tests between money and both nominal and real GDP. As in 
Serletis (1988), lag lengths are allowed to vary, here according to the Schwarz criterion 
(SC). Simple sum Ml is the only simple sum aggregate to Granger-cause either nominal 
or real GDP, while each divisia measure tested Granger-causes both nominal and real 
GDP. Again, at higher levels of aggregation the divisia aggregates appear to outperform 
their simple sum counterparts, while this conclusion is not clear at the Ml level. 
The missing entries in Table 2.1 for Serletis & King indicate that the lag orders chosen 
by SC included zero money lags. That is, in the SC sense, the optimal nominal or real 
GDP model is a pure autoregressive model. One interpretation, though not provided by 
Serletis & King, is that in these cases money does not Granger-cause economic activity 
according to an information theory criterion. Extending this interpretation, the Serletis & 
King real GDP results imply simple sum M3 and Lare more useful for forecasting real 
GDP than are divisia M3 and L. 
Rotemberg, Driscoll, & Poterba (RDP) (1995) test for Granger-causality from 
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money to industrial production and prices, using 12 lags of monthly data, 1960:2 -
1989:6. They conclude that divisia M2 and M3, and simple sum M2 each Granger-cause 
industrial production. Further, they find more significant Granger-causality for simple 
sum M2 than for divisia M2. In terms of prices, they find that no simple sum or divisia 
aggregates Granger-cause prices. This is a surprising result given that most 
macroeconomic theories predict some response of prices to changes in money. 
In terms of nominal income, there is clear evidence that divisia money dominates 
simple sum money as a predictor of economic activity. As for real activity and prices, 
however, these Granger-causality results seem inconsistent across the four studies. Many 
of these inconsistencies are likely driven by differences in data frequency and time period 
covered. 
The Serletis (1988) study using quarterly data through 1985:I produces clear 
evidence in favor of divisia money for forecasting real GNP. In contrast, the Serletis & 
King ( 1993) study with quarterly data including the late 1980s yields ambiguous 
evidence for real GDP causality. Also, RDP (1995) with monthly data through the late 
1980s find mixed evidence using industrial production. Finally, the sole study with 
monthly data also concludes that money does not Granger-cause prices, a result 
incompatible with most macroeconomic theories. It seems, therefore, that differences in 
time period and data frequency may be largely responsible for the existing mixed 
empirical evidence on divisia aggregates. 
A second source of empirical evidence for comparing divisia and simple sum 
money is their relative performance in a reduced-form St. Louis-type nominal spending 
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equation of the general form: 
p p 
Y, = a + L ~u\ft - ; + L yXr -; + c1 (2.11) 
i=I i=I 
where Y is nominal income growth, Mis money growth, and X is a vector of the 
growth rates of, for example, measures of fiscal actions and exogenous output shocks. 
The three studies to be discussed each use different criteria for judging the relative 
performance of alternative money measures in an equation such as 2.11. 
BOS estimate equation 2.11 for each of eight alternative monetary aggregates for 
the sample period 1959:III - 1974:II, then compare out-of-sample forecasts from 1974:III 
- 1982:IV. They compare the root mean squared error (RMSE) for the entire forecast 
horizon across the money measures. The divisia aggregates are always able to reduce the 
RMSE relative to the corresponding simple sum aggregate, with the most substantial 
improvements at the Ml and L levels. For example, the simple sum L RMSE is 5.54 
while the divisia L RMSE is 2.814. (p. 1071) Further, they find that divisia L 
outperforms all aggregates, with divisia Ml yielding the next lowest RMSE at 3.417. 
Belongia & Chalfant (1989) test for the joint significance of the money terms in 
equation 2.11, using quarterly data 1976:I - 1987:III. They only consider simple sum 
and divisia MIA and Ml. Either aggregate's MIA lags are significant, with divisia MIA 
providing 50% more explanatory power and indicating a one-for-one relationship 
between money growth and nominal income growth, consistent with the quantity theory 
of money. As a measure of fit, simple sum MIA resulted in a marginally higher adjusted 
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R-squared (.28) than did divisia MIA (.25). At the Ml level, neither the divisia or 
simple sum money lags were jointly significant. Divisia evidence from this study should 
be considered cautiously, as the usefulness of these narrow aggregates have in general 
been questioned since the 1980s. 
A potentially important factor in the Belongia & Chalfant study is the 
combination of using a time period in which many observations come from the late 
1970s and early 1980s, a period thought to be dominated by structural changes in the 
monetary sector, and not considering the broader aggregates generally favored over Ml 
beginning in the 1980s. 
A final criterion in this setting was employed by Belongia & Chrystal (1991). 
They performed a series of non-nested J tests to determine which aggregate performed 
best in equation 2.11. Using quarterly U .K. data, 1970:1 - 1987 :IV, they found that their 
divisia measures Dl and D4 dominate the simple sum Ml and M4, though the non-nested 
tests were ambiguous for simple sum M3. Of these studies, BOS and Belongia & 
Chrystal provide evidence in favor of divisia money over simple sum aggregates. 
The only study identified to date which uses time series techniques such as vector 
autoregressions (V ARs) or error-correction models (ECMs) to compare divisia and 
simple sum money is Swofford & Whitney (1991). They estimate a vector ECM 
(VECM) with money and prices, and conduct out-of-sample forecasts of inflation. They 
do this with simple sum Ml and M2, and a divisia index of assets similar to M2, 
excluding travelers checks and Eurodollars. Forecasts are obtained for various horizons 
during the early and middle 1980s, and find that the RMSE of forecasts are lower for the 
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divisia index than for the simple sum aggregates. Further, Swofford & Whitney show 
that the simple sum aggregates overpredicted inflation in the 1980s substantially more 
than the divisia aggregate. 
The evidence presented in the literature reviewed here tips in favor of the divisia 
aggregates, though not consistently. The techniques that have been frequently used, 
Granger-causality tests and St. Louis equations, tend to support the divisia aggregates 
when quarterly data is used. However, the assessments to date appear incomplete, 
considering the widespread emphasis on relatively more sophisticated time series 
techniques in recent years. Swofford & Whitney provide the only assessment from 
multivariate time series models, but this study only included money and prices, and was 
therefore unable to compare real impacts. There is clearly a need for a full assessment of 
the divisia monetary aggregates relative to the simple sum aggregates utilizing the 
modem models of time series analysis, as opposed to seeking further evidence from the 
single-equation approaches commonly used previously. 
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Chapter Three 
Methodology, Data and Estimation 
The purpose of this essay is to evaluate the information content of alternative 
monetary aggregates within a dynamic monetary macroeconomic model. In contrast 
with the existing Granger-causality test and St. Louis reduced-form approaches, this 
study employs modem time series techniques to compare the divisia and simple sum 
monetary aggregates. In particular, the structural VAR (SV AR) approach is applied. 
This chapter will detail the SV AR models employed. The SV AR methodology will first 
be outlined, followed by the specific identifying restrictions imposed. This is followed 
by a description of the data used in this study, and the nature of nonstationarity present in 
the data. Finally, the estimation technique and results are presented. 
3.1 Structural VAR modeling 
Large scale simultaneous equation macroeconomic models were a popular tool 
for analysis and forecasting from the 1950s through the 1970s. In 1980, Christopher 
Sims ( 1980b) launched a pointed attack against the use of these traditional structural 
macroeconomic models. He argued that the estimation of such models requires the 
imposition of "incredible" identifying restrictions in terms of isolating endogenous and 
exogenous variables. Sims also provided an alternative which has supplanted the large 
scale macroeconometric models. The vector autoregressive models proposed by Sims 
treat all variables in the system symmetrically. A VAR allows each variable in the 
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system to act as an endogenous variable. 
The VAR representation of a vector of n variables Xr = [x1r x2, .•• xn,l' is given by: 
X, = µ + ct> 1X, - 1+ ... + ct> pX, - P + &, (3.1) 
where µ is an ( n x 1) vector of intercepts, <I> 1, ••• , <I> p are ( n x n) matrices of 
autoregressive coefficients, and &, ~ iidN(0,0.). The VAR representation in (3.1) 
may be augmented to include other deterministic or exogenous regressors. As specified, 
the VAR in (3 .1) imposes no restrictions on the nature of lagged dynamics, except that 
the lags truncate atp. Equation 3.1 is therefore referred to as an unrestricted VAR. As 
such, 0. represents the (n x n) contemporaneous covariance matrix of the unrestricted 
VAR residuals, or innovations. 
VAR models are often used to perform dynamic simulation exercises referred to 
as innovation accounting. Impulse responses functions (IRFs) and forecast error variance 
decompositions (FEVDs) provide a convenient framework for describing the dynamic 
effects of random shocks to a system estimated with an unrestricted VAR. However, as 
is well known, meaningful innovation accounting requires the identification of a series of 
orthogonalized shocks from the unrestricted innovations. This is because 0. is generally 
not diagonal. An approach common in the applied VAR literature is to orthogonalize the 
unrestricted innovations via a Choleski decomposition. While this approach is a 
convenient way to identify uncorrelated shocks, it is not entirely clear what these shocks 
represent. In fact, a Choleski decomposition imposes a particular, likely arbitrary 
recursive structural model on the unrestricted innovations. To see this, it is convenient to 
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now tum to the structural VAR methodology. 
The SV AR approach has been employed by Sims ( 1986), Bemanke ( 1986), 
Blanchard & Watson (1986), Blanchard (1989), Blanchard & Quah (1989), Gali (1992), 
and Giannini, Lanzarotti & Seghelini (GLS) (1995). The basis of the SVAR 
methodology is the recognition that the unrestricted VAR of (3 .1) can be seen as the 
reduced-form solution to a class of dynamic structural models given by: 
(3.2) 
where x1 is as defined earlier, k is an (n x 1) vector of intercepts, A 1, .•• .AP are (n x n) 
matrices of structural autoregressive coefficients, e, is an (n x 1) vector of structural 
shocks, and A and Bare invertible (n x n) matrices. Using the normalization of Amisano 
& Giannini (1997), er~ iidN(O,ln). That is, the structural shocks are, by 
construction, orthonormalized ( orthogonal with unit variance). This normalization is 
achieved by allowing the diagonal elements of B to be not equal to unity. Premultiplying 
(3.2) by A·1 yields the restricted reduced-form VAR: 
x,= A-1k+ A-1A1X,-1+ ... +A-1Apx,-p+ A- 1Be, (3.3) 
Renaming the terms of (3 .3) gives the unrestricted reduced-form VAR of (3 .1 ). 
From equations (3.1) and (3.3), it can be seen that the unrestricted innovations are 
related to the structural shocks according to: 
A5r = Ber (3.4) 
Therefore, the A matrix characterizes the contemporaneous relations between the 
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unrestricted innovations, while the B matrix characterizes the contemporaneous impacts 
of the structural shocks on the unrestricted innovations. The SV AR approach is now 
clear: impose a set of identifying restrictions on A and B such that the structural 
parameters and structural shocks can be recovered from the unrestricted reduced-form 
VAR. Given estimates of A and B, it is easy to recover the set of orthonormalized 
structural shocks from (3.4). 
The appeal of SV AR modeling is that, given economically meaningful 
restrictions on A and B, the estimated structural model can be used to construct 
economically meaningful IRFs and FEVDs. From this discussion of the SV AR 
methodology, the implications of the Choleski decomposition can now be seen. A 
Choleski decomposition applied to the unrestricted innovations implies the matrix S-1A is 
lower triangular. This holds if Bis diagonal and A is lower triangular, implying a 
recursive causal chain structure. As such, inference based on shocks that are 
orthogonalized in this way is valid only if the researcher has reason to believe the 
variables are truly characterized by this recursive contemporaneous causality. 
3.2 Identification of a SV AR model 
From the relation (3.4), and recalling that E(&,&,') = Q and E( e1et') = I, the 
matrices A and B must satisfy: 
(3.5) 
The covariance matrix Q contains a total of n(n + I )/2 distinct elements. Therefore, for 
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the structural model to be just-identified, the order condition requires that A and B 
contain no more than n(n + 1)/2 free parameters. 1 Alternative identification schemes 
have been proposed in the SV AR literature. For example, Blanchard & Quah (1989) and 
Gali (1992) impose restrictions on the long-run impacts of shocks. Another approach, 
used by Bemanke (1986), Sims (1986), Blanchard (1989) and GLS (1995), is to impose a 
set of contemporaneous exclusion restrictions. This study follows the second approach, 
and in particular identifies a structural model using the theoretical framework of 
Blanchard (1989) and GLS (1995). 
Blanchard (1989) uses a SV AR to empirically examine what he refers to (p. 
1146) as a 'traditional interpretation of macroeconomic fluctuations'. This traditional 
model is based on an aggregate demand-aggregate supply framework. In this traditional 
textbook model, aggregate demand describes the aggregate demand for goods at a given 
price level, while aggregate supply characterizes prices given the level of output. The 
economy is shocked by random demand and supply disturbances. Aggregate demand 
shocks affect output and prices directly in the short-run, while affecting mostly prices 
and wages in the long-run. Aggregate supply shocks move output and prices in opposite 
directions in the short-run, and may have longer lasting impacts on output. Blanchard 
uses a SV AR to determine if historical U.S. data are consistent with this traditional 
explanation of fluctuations. GLS apply the same theoretical framework to examine 
historical Italian data. 
1The rank condition in this setting is difficult to verify analytically. Amisano & Giannini (1997) provide 
a method of numerically checking the rank condition. 
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Blanchard's empirical model assumes the economy is characterized by five 
equations: an aggregate demand (AD) equation, an Okun's law relation between output 
and unemployment (OL), a price-setting (PS) equation, a wage-setting (WS) equation, 
and essentially a money-setting, or money rule (MR) equation. This MR equation is not 
meant to characterize what is normally thought of as a monetary rule. Rather, it is 
simply used to describe the behavior of nominal money. The MR equation does not 
disentangle money demand and money supply, and thus represents simply a reduced-
form nominal money solution to a money demand-supply model. 
This general framework is used to characterize the relationship between real 
output (Y), unemployment (U), prices (P), wages (W) and money (M). That is, the goal 
is to understand the dynamics of x1 = [Y, U, P, W, Afr]'. It is assumed that five 
orthonormal structural shocks affect these variables, aggregate demand shocks ( ed), 
aggregate supply shocks (es), and nominal price, wage and money shocks (ep, e..,, em). 
The specific restrictions used to obtain a just-identified model follow exactly 







cyi = b11edi 
Cut = a21cyt + b22es1 
Cpl = Q3lcyt + Q34cwt + fo2es1 + fo3ept 
cwt = G42cut + b42es1 + b44ewt 
cmt = Q5lcyz + as2cu1 + Q53cpt + G54cwt + bssemt 
These equations lead to the following A and B matrices: 
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(3.6) 
1 0 0 0 0 
-a21 1 0 0 0 
A= -a31 0 1 -Q34 0 (3.7) 
0 -Q42 0 1 0 
-as1 -as2 -Q53 -Q54 1 
b11 0 0 0 0 
0 b22 0 0 0 
B= 0 b32 fo3 0 0 (3.8) 
0 b42 0 b44 0 
0 0 0 0 bss 
Clearly the order condition for identification is satisfied. The 15 free parameters of A 
and B exactly equal the 15 distinct elements of Q . Further, the numerical procedure of 
Amisano & Giannini ( 1997) verifies that the rank condition is also met. Before 
describing the estimation of the unknown structural parameters, it will be convenient to 
discuss both the data to be used and the method employed to account for potential 
nonstationarity. 
3.3 Data 
The specific data set used in this essay follows closely that of Blanchard (1989). 
The data set consists of the unemployment rate (U), the natural log ofreal GDP (Y), the 
natural log of the average hourly earnings index for the private non-agricultural sector 
CW), the natural log of the CPI for all urban consumers and all items (P), the natural logs 
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of simple sum Ml, M2, M3 and L (SSMJ, SSM2, SSM3, SSL), and the natural logs of 
divisia Ml, M2, M3 and L (DMJ, DM2, DM3, DL). 
All monetary asset data is from the St. Louis Federal Reserve Bank's FRED 
database at http://www.stls.frb.org. The construction of the divisia aggregates used here 
is described in detail in Anderson, Jones, & Nesmith (1997a). Y is from the Bureau of 
Economic Analysis, http://www.bea.doc.gov. Finally, U, Wand Pare from the Bureau 
of Labor Statistics, http://www.bls.gov. Each variable consists of 136 quarterly 
observations, 1964:1 to 1997:IV. The beginning date was determined by the availability 
of the W series. 
3.4 Stationary Specifications 
As with traditional VAR modeling, estimation of a SV AR in levels of the 
variables yields consistent parameter estimates, even if the data are nonstationary. 
However, proper accounting for nonstationarity can improve the efficiency of the 
estimates. In their seminal paper, Nelson & Plosser (1982) demonstrated that most 
macroeconomic time series are nonstationary. Further, these series can typically be 
modeled as being generated by a unit root process. That is, most macroeconomic time 
series are difference-stationary.2 Thus, a traditional approach to dealing with 
nonstationary time series was to routinely first difference each variable. 
The problem with blindly specifying a model in first differences, even if the data 
2If a variable follows a unit root process, such that the first difference of the series is stationary, the 
variable is said to be integrated of order one, or is/( 1 ). In general, if the series must be differenced d 
times to produce a stationary series, the variable is l(d). 
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are in fact difference stationary, is that such a specification ignores the potential for 
cointegration among variables. Individually integrated series are cointegrated if there 
exists a linear combination of the variables which is stationary. That is, there is some 
long-run equilibrium between the levels of cointegrated variables. A specification of 
cointegrated series in first differences alone clearly ignores useful information contained 
in the levels of the variables. The error-correction model (ECM) of Engle & Granger 
( 1987) is a stationary specification of the data which does allow for this useful long-run 
information. 
The approach followed in this study is to determine first the nonstationary 
properties of the individual series, to determine if any cointegrating relationships exist 
between the series, and finally to specify an appropriate vector ECM (VECM) to obtain 
efficient parameter estimates. 
To determine the order of integration of each of the individual series, a Phillips-
Perron unit root test (Phillips & Perron, 1988) was performed on both the levels and first 
differences of each variable. The results of these tests are reported in Table 2.2. For 
most variables, using a traditional 5% level of significance, the conclusion from the 
Phillips-Perron tests is that the data are 1(1 ). The exceptions are the rejection of a unit 
root in Yat the 5% level, the rejection of two unit roots in SSM3 and DM3 at only the 
10% level, and the failure to reject two unit roots in SSL at even the 10% level. Clearly, 
it is acceptable to treat SSM3 and DM3 as being 1(1) due to the rejection of the 
hypothesis that they are 1(2) at a traditional level. The problem, then, is the appropriate 
specification of Y and SSL. Because a unit root in Y is only marginally rejected at the 
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Table 2.2, Phillips-Perron Unit Root Tests 
X H0: x~l(J) H0: th~l(J) 
y -3.4975** -9.0641 * 
u -2.23 IO -5.2438* 
p -0.5538 -3.6753* 
w 0.3881 -4.1520* 
SSMJ -1.4512 -4.8166* 
DMJ -1.2345 -4.8 I I I* 
SSM2 0.7407 -4.0391 * 
DM2 0.5038 -2.9875** 
SSM3 0.1167 -2.5845*** 
DM3 0.0217 -2.7791 *** 
SSL 0.1429 -2.2904 
DL -0.0153 -2.9045** 
Notes: All regressions m levels include ume trend except U, no 
regressions in differences include trend. Critical values when time trend 
is included: 1%: -4.03, 5%: -3.44, 10%: -3.15. Critical values without 
trend: 1%: -3.48, 5%: -2.88, 10%: -2.58. 
(*), (**),(***):significant at the 1%, 5%, 10% level, respectively. 
5% level, and there exists other evidence of a unit root in U.S. real GDP3, Y will be 
modeled as /(1 ). The finding that SSL may be /(2) appears to be driven by a period of 
relatively low growth during the early 1990s. Extending the sample period back further, 
or eliminating observations from the early 1990s, leads to the conclusion that SSL is 
indeed /(1).4 Given the results in Table 2.2 and the discussion above, the maintained 
assumption throughout will be that each variable used in this study can be characterized 
as following a unit root process. 
Tests for cointegration will be performed using the maximum likelihood 
3Extending the real GDP series back just I 6 observations increases the test-statistic to -2.45, and the null 
of one unit root is clearly accepted. 
4The existence of two unit roots in SSL would imply that SSL growth follows a unit root process. While 
this may be statistically supported using the current sample, observation of SSL growth appears to 
suggest reversion to an average growth rate following the low growth of the early I 990s. 
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framework of Johansen (1988, 1991). The Johansen approach is based on the following 
reparameterization of the unrestricted VAR of (3 .1): 
(3.9) 
If h linear combinations of the variables inx, are stationary, then the variables inx, are 
cointegrated, with cointegration rank (r) equal to h. Further, ( o can then be written as: 
(o=-BA' (3.10) 
where B is (n x h) and A' is (h x n), for l 5.h<n. 5 The h rows of A' form a basis for the 
space of the cointegrating vectors, such that Z1 - 1 = A' x1 - 1 is a stationary (h x 1) 
vector. Rewriting (3.9) as: 
(3.11) 
results in the vector error-correction representation of x, . 
The full-information maximum likelihood (FIML) framework of Johansen allows 
for determination of h, the cointegrating rank. This setup provides two tests to determine 
h, the maximum eigenvalue test and the trace test, depending on the alternative 
hypothesis under consideration. Both tests will be applied to find h consistent with each. 
Before applying these tests, the VAR lag length p must be determined. The method used 
in this study is to base the choice of p on the lag length chosen by four information 
criteria, Akaike's information criterion (AJC) (1973), the Schwarz Bayesian criterion 
5These A and B matrices are distinct from the A and B matrices containing the contemporaneous 
structural parameters. 
41 
(SBC) (1978), Bozdogan's consistent AIC (CAIC) (1987), and Bozdogan's information-
theoretic measure of complexity (!COMP) ( 1988, 1998). Setting the maximum lag 
length allowed equal to eight, the results of the lag length determination are given in 
Table 2.3. Because of the consistent agreement of SBC, CAJC, and !COMP, all V ARs 
throughout this study will be modeled with p = 2. 
The maximum eigenvalue test and trace test will first be applied to each of the 
eight full systems, to check for cointegration between Y, U, P, W, and each measure of 
M. The results are given in Table 2.4, where the small sample correction ofReinsal & 
Ahn (1988) has been used. The full system appears to be characterized by one 
cointegrating vector when Mis any of the simple sum aggregates or DMI. However, for 
the remaining divisia aggregates, there does not appear to be any cointegration in the full 
system. 
The next step is to test for cointegration between any subsets of variables. That 
is, the full system may not be cointegrated, while some smaller set of the variables are 
cointegrated. Applying the two tests to subsets of the DM2, DM3, and DL systems, two 
cointegrating relationships can be found for each. As shown in Table 2.5, the subset Y, 
U, P, W is cointegrated with h equal to one, and the subset P, W, Mis cointegrated with 
h equal to one. 6 
6The approach used here to detennine the basis of the co integrating space for each monetary aggregate is 
to not consider additional nested co integrating relationships. That is, while the subset of variables Y, U, 
P, Wis clearly co integrated regardless of the measure of M, it is not included in the VECM when the full 
system (including M) is itself cointegrated. 
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Table 2.3, Optimal VAR Lag Lengths 
M AIC SBC CAIC ICOMP 
SSMI 6 2 2 2 
DMI 8 2 2 2 
SSM2 4 2 2 2 
DM2 4 2 2 2 
SSM3 4 2 2 2 
DM3 4 2 2 2 
SSL 4 2 2 2 
DL 4 2 2 2 
.. 
Note: Table entnes md1cate lag order (p) selected by each cntenon 
Table 2.4, Full System Cointegration Tests 
Trace test 
'SSMJ DMI SSM2 DM2 SSM3 DM3 SSL DL 
He.H 
h=O, h;;d 81.45* 80.08* 79.38* 56.38 71.08** 59.50 79.10* 63.18 
h=I, h~2 36.06 35.25 36.96 25.61 29.88 28.92 33.40 32.09 
h=2,h~3 19.43 18.28 15.89 8.16 9.42 9.57 10.50 10.47 
h=3, h~4 6.23 7.56 3.23 2.23 3.84 3.46 3.65 3.30 




h=O, h=J 45.40* 44.83* 42.43* 30.77 41.20* 30.57 45.71* 31.09 
h=J, h=2 16.62 16.97 21.07 17.45 20.45 19.35 22.90 21.63 
h=2. h=3 13.21 10.73 12.66 5.92 5.58 6.11 6.85 7.17 
h=3, h=4 5.67 6.91 2.97 1.46 3.34 3.04 2.75 2.66 
h=4. h=5 0.57 0.64 0.26 0.78 0.50 0.42 0.91 0.64 
.. 
Notes: Crmcal values are taken directly from Case 3, Tables 8.10 and 8.11 m Hamilton, J .D. ( 1994) Time Series 
Analysis, Princeton University Press. Princeton, New Jersey. Critical values for trace test are: 5%: (68.91, 47.18, 29.51, 
15.20, 3.96), 1%: (76.96, 53.79, 35.40. 19.31, 6.94). Critical values for maximum eigenvalue test are: 5%: (33.18, 27.17, 
20.78, 14.04, 3.96), 1%: (38.34, 31.94, 25.52, 17.94, 6.94). 
(*) indicates significance at the I% level. 
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Table 2.5, Subset Cointegration Tests 
Trace test 
Y,U,P,W P,W,DM2 P,W,DM3 P,W,DL 
H,,H 
h=O, h.:tl 53.22** 35.92* 37.38* 39.08* 
h=l, h.:t2 20.66 7.49 9.90 11.31 
h=2, h.:t3 5.47 0.69 1.21 2.23 




h=O, h=J 32.56* 28.43* 27.47* 27.78* 
h=J, h=2 15.19 6.80 8.70 9.08 
h=2, h=3 5.35 0.69 1.21 2.23 
h=3, h=4 0.12 
.. 
Note: Critical values are the same as those given m the notes to table 3.3, excluding the first value 
for the four variable set and excluding the first two values for the three variable sets. 
(*), (**) indicates significance at the 1 %, 5% levels, respectively. 
Based on these cointegration test results, the appropriate A' matrices for each of 
the eight VECMs are as follows: 
SSMl:A'= [-3.447 0.7501 1.0452 0.0653 -.0699] 
DMl:A'= [12.8916 1.1532 -3.9824 -3.9958 0.2659] 
SSM2:A'= [-7.1704 0.1074 -27.0261 12.272 14.3934] 
_ ·-[-15.6676 -0.4453 -23.5462 34.6465 o l 
DM2.A - 0 0 -7.893 -2.6612 10.7657 
SSM3:A'= [-0.9093 -0.1694 20.0059 -6.418 -9.8551] 
_ ·-[-15.6676 -0.4453 -23.5462 34.6465 o l 
DM3.A - 0 0 -5.2741 -2.482 8.1213 
SSL:A' = [-4.1028 -0.3503 27.4842 -8.8409 -11.7137] 
_ • _ [-15.6676 -0.4453 -23.5462 34.6465 o l 
DL.A - 0 O 24.8167 -35.6317 9.5909 
Having found the A' matrix for each monetary aggregate, it is straightforward to 
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calculate the FIML estimates of (a, ( o, ( 1, ••• , (P - 1, Q) for the eight VECMs. The five 
systems characterized by cointegration between all variables can be estimated via 
equation-by-equation OLS. However, when only a subset of variables are cointegrated, a 
system-wide estimation technique must be used. For example, suppose the ith variable in 
the VAR is excluded from the jth stationary linear combination, this jth error-correction 
term should then not appear in the ith equation of the VECM. As such, the VECMs for 
DM2, DM3, and DL are restricted VECMs, and the method of iterated seemingly 
unrelated regressions (ITSUR) can be applied. These estimates of the VECM parameters 
can then be converted back to the levels representation, giving efficient estimates 
A 
of(µ' <l> I, ... ' <l> P, Q) for each monetary aggregate. With the FIML estimate of n ' n ' 
in hand, the structural parameters of A and B can be estimated. 
3.5 Estimation of the SV ARs 
As implied by the relationship (3.5), all the sampling information needed to 
A 
obtain estimates of A and B is contained in Q . As such, SV AR estimation is typically a 
two-stage process. In the first stage, the unrestricted VAR or VECM estimates are 
A 
obtained. The first-stage estimate Q is then passed to the second-stage to estimate the 
structural parameters. Alternative techniques have been used to estimate the system of 
equations as in (3.6). Bemanke (1986) used a method of moments, several others have 
used instrumental-variable estimation. The approach used in this study is to directly 
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maximize the log likelihood of the structural VECM. The log likelihood function, 
concentrated with respect to the first-stage coefficient estimates and except for a 
constant, is given by: 
where Tis the number of usable observations. 
Maximization of this non-linear likelihood was achieved in two steps. Initial 
estimates were obtained from a Davidon-Fletcher-Powell (DFP) algorithm with a 
Broyden-Fletcher-Goldfarb-Shanno (BFGS) update. These first step estimates were then 
used as starting values in a simulated annealing algorithm. Simulated annealing is a 
probabilistic search algorithm which is especially adept at escaping local optima.6 For 
each SV AR, DFP was able to locate the neighborhood of the global maximum, while 
simulated annealing was able to marginally improve the DFP estimates by zeroing in on 
the exact maximum. 
The estimated parameters of the A and B matrices for each of the eight systems 
are given in Table 2.6. The estimated contemporaneous effects are similar to those 
predicted by the theoretical traditional model. Innovations in Y always have a significant 
negative effect on U innovations and a positive effect on nominal money, except for an 
insignificant negative effect on SSM2. A positive innovation in U is associated with a 
6Goffe, Ferrier & Rogers (1994) provide an introduction to simulated annealing in econometric 
applications. 
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able 2.6, Estimated Structural Parameters 
SSMJ DMJ SSM2 DM2 SSM3 DM3 SSL DL 
-17.2144 -16.7054 -17.1915 -17.7073 -17.6176 -I 7.9981 -17.3595 -17.8674 
au (-92.70) (-91.47) (-91.61) (-93.76) (-95.68) (-95.64) (-94.83) (-95.05) 
-0.0359 -0.0384 -0.059 -0.0471 -0.0493 -0.0403 -0.0488 -0.0356 
aJ, (-9.51) (-10.13) (-15.50) (-12.45) (-13.14) (-10.80) (-13.02) (-9.63) 
0.0362 0.0866 -0.0044 0.0233 0.0448 0.047 0.0398 0.0559 
as, (3.82) (10.25) (-0.69) (4.25) (7.81) (8.20) (8.51) (11.23) 
-0.0099 -0.0097 -0.0081 -0.007 -0.0078 -0.0068 -0.0085 -0.0069 
a,2 (-54.51) (-52.05) (-46.04) (-43.95) (-48.26) (-44.81) (-49.22) (-44.71) 
-0.0003 0.0013 -0.0027 -0.0008 -0.0007 0.0006 -0.0022 -0.0001 
0 s2 (-I.I I) (4.63) (-12. 73) (-4.73) (-3.90) (2.98) (-14.49) (-0.74) 
-0.3909 -0.3226 -0.4944 -0.4057 -0.2777 -0.3248 -0.1044 -0.2606 
asJ (-23.93) (-22.29) (-45.95) (-43.89) (-28.55) (-33.31) (-13.15) (-30.45) 
0.2284 0.2457 0.2514 0.3235 0.315 0.3705 0.2759 0.3404 
a;; (25.44) (27.27) (26.83) (32.98) (32.78) (37.6 I) (29.72) (34.61) 
0.0752 -0.0019 0.369 0.2131 0.248 0.1273 0.2614 0.095 
as, (3.76) (-0.11) (26.78) (17.03) (19.23) (9.53) (25.85) (8.15) 
bu 
0.0078 0.0078 0.0077 0.0077 0.0078 0.0077 0.0077 0.0077 
( 189.50) ( I 89.50) (189.50) (189.50) (189.50) (189.50) (189.50) (189.50) 
h22 
0.1942 0.1908 0.1934 0.1941 0.1927 0.1944 0.1929 0.1942 
(189.50) (189.50) (189.50) (189.50) (189.50) (189.50) (189.50) (189.50) 
bJ2 
-0.0002 -0.0002 -0.0001 -0.0001 -0.0001 -0.0001 -0.0001 -0.0001 
(-8.45) (-8.89) (-2.94) (-2.13) (-1.30) (-1.88) (-3.09) (-1.98) 
b,2 
0.0013 0.0013 0.001 0.0007 0.0009 0.0007 0.0011 0.0007 
(30.67) (29.44) (24.81) ( 19.50) (23.73) ( 18.43) (27.45) (20.34) 
bJJ 
0.0036 0.0036 0.0037 0.0037 0.0037 0.0036 0.0037 0.0036 
(189.50) (189.50) (189.50) (189.50) ( 189.50) (189.50) (189.50) (189.50) 
b., 
0.003 0.003 0.0029 0.0028 0.0029 0.0028 0.003 0.0027 
(189.50) ( 189.50) ( I 89.50) (189.50) (189.50) (189.50) (I 89.50) (189.50) 
hss 
0.0079 0.0071 0.0053 0.0046 0.0048 0.0048 0.0039 0.0041 
(189.50) ( I 89.50) (189.50) (189.50) (189.50) (189.50) (189.50) (189.50) 
:e: t-statistics are given in parentheses. 
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contemporaneous negative innovation in W, a larger pool of unemployed workers 
provides less wage bargaining power to those currently employed. Except for DMJ and 
DM3, unemployment innovations have a negative effect on nominal money. Wage 
innovations positively affect both prices and nominal money, except for an insignificant 
impact on DMJ. 
Supply shocks (es) in this model represent a favorable shock, and as discussed by 
Blanchard (1989), primarily represent positive productivity shocks. This can be seen 
from the OL equation. Given the level of real output, supply shocks are positively 
associated with the unemployment rate, that is, firms are producing the same level of 
output with fewer workers. This description of supply shocks is consistent with the 
result that supply shocks positively affect nominal wages and negatively affect prices. 
Given a SV AR for each of the eight monetary aggregates in which the estimated 
characterization of contemporaneous effects is relatively consistent with theoretical 
expectations, the next step is to the analyze dynamic simulation of each system. This 




The primary descriptive tool in the VAR or SV AR methodology is innovation 
accounting. In general, the individual autoregressive coefficients of the estimated 
systems are of little direct interest. In contrast, the analysis of impulse response 
functions (IRF s) and forecast error variance decompositions (FEVDs) provides a 
convenient means to understanding the dynamic relationships between variables given 
the estimated systems. The previous chapter identified and estimated a total of eight 
five-variable SV ARs, one for each monetary aggregate. To fully characterize each 
system, using just IRFs, would require presenting 200 (52 x 8) individual IRFs. 
However, this study is concerned with the comparative performance of monetary 
aggregates, not with fully examining the consistency of the historical data with the 
traditional macroeconomic framework presented previously. Therefore, this chapter will 
present information, first from IRFs and then from FEVDs, which directly relates to the 
comparison of simple sum and divisia monetary aggregates. 1 
3.1 Evidence from IRFs 
An IRF describes the dynamic response of one variable given a shock to another 
variable in the system. The IRF of the jth variable in the SV AR, x1, following an impulse 
1Evidence pertaining to general (non-monetary) macroeconomic dynamics not explicitly presented here is 
similar to that of both Blanchard ( 1989) and GLS ( 1995). 
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in the ith structural shock, e;, is given simply by: 
OXj, I+ s 
--- , s = 0,1, ... ,h 
oej,1 
(4.1) 
where his the horizon. This derivative is easily calculated from the structural vector 
moving average representation of the SV AR. The IRFs to be presented in this chapter 
will be those for which money shocks appear in the denominator of the partial derivative 
(4.1). 
Figures 2.1 through 2.4 present the dynamic responses of Y following a positive 
shock to money.2 The response ofreal GDP to a shock in either simple sum or divisia 
M2, M3 or L appears consistent with prior expectations. A positive money shock leads 
to an increase in real GDP, such that it appears simple sum shocks are non-neutral in the 
short-run, while divisia shocks are non-neutral even in the long-run of eight years. That 
is, shocks to divisia money have significantly stronger and more persistent impacts on 
real output. 
Consider the response of output to a shock in M2. The real GDP response 
reaches a peak between four and five quarters for a simple sum shock, and between five 
and six quarters for a divisia shock. The divisia impact at the peak is approximately 29.7 
percent stronger than the simple sum impact's peak. After six years, the simple sum 
impact is not significantly different from zero. However, eight years after the divisia 
shock, the real GDP response is still 37.5 percent of it's peak value, and is still 
2 All IRFs presented in this chapter also indicate the 95 percent asymptotic confidence bands, 
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Figure 2.4, YResponses to L shocks 
significant. 
While either index of the three broadest aggregates leads to generally similar 
output impacts, the Y response to a M 1 shock is markedly different. Following a positive 
shock to M 1, real output declines steadily for about 10 quarters, then slowly starts to 
correct upwards. The unusual impacts of Ml shocks are consistent with the widely held 
notion that there is not a reliable link between Ml and real activity, and therefore, that 
Ml does not provide useful information to policymakers. 
To further explore the impacts of monetary shocks on real activity, consider the U 
responses in figures 2.5 through 2.8. As expected, the unemployment responses are 
generally mirror images of the output responses. One difference between the Y and U 
responses is that the unemployment response to a DM2 shock dies off after about four 
years, while DM2 shocks have a persistent impact on real output. The M 1 aggregates 
again show unusual behavior. A positive shock to M 1 leads to an increase in 
unemployment. From the real GDP and unemployment response functions, it is clear 
that M 1 simply does not provide information about real economic activity that is in 
accordance with prior expectations. 
The dynamic responses of the nominal variables P and W following a money 
shock are largely consistent with traditional interpretations of macroeconomic dynamics. 
The price responses are given in tables 2.9 through 2.12. The two Ml aggregates now 
display more traditional behavior. Positive shocks to Ml are followed by a seemingly 
permanent increase in prices. In fact, in every case a shock to money leads to higher 
prices, except for DL. 
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Figure 2.12, P Responses to L shocks 
A clear difference between divisia and simple sum monetary aggregates emerges 
by comparing real impacts and price impacts. While divisia money generally has a 
stronger and more persistent impact on real activity, the simple sum aggregates have a 
stronger and more persistent impact on prices. For example, following a shock to simple 
sum M3, prices continue to rise for at least eight years, while the price response to divisia 
M3 peaks between 15 and 18 quarters. Further, the peak price response to divisia M3 is 
just 16.6 percent of the price response to simple sum M3 at 32 quarters. 
The W responses given in figures 2.13 through 2.16 are similar to the price 
responses. In every case, a shock to money leads to an initial increase in nominal wages. 
Again, there is a relatively unusual impact of DL on wages. Fourteen quarters after a 
divisia L shock, wages fall below what they would otherwise have been. For each of the 
broadest aggregates, wages continue to rise after a simple sum shock for 32 quarters. 
Meanwhile, the wage response to divisia M2, M3, or L begins to die off after reaching a 
maximum sometime between four and fourteen quarters. 
These IRFs are consistent with the general theoretical and empirical result that the 
difference between divisia and simple sum money is most pronounced at the broader 
levels of aggregation. As the aggregated assets become more heterogeneous, the failure 
of the simple sum index to provide a meaningful measure of money becomes more acute. 
The review of empirical results in Chapter Two illustrated that it is at the broadest levels 
of aggregation where the aggregates differ most. However, the evidence from IRFs 
presented here for the first time sheds considerable light on the precise nature of the 
applied empirical differences between divisia and simple sum monetary aggregates. Not 
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Figure 2.16, WResponses to L shocks 
surprisingly, the dynamic responses to Ml and M2 shocks, of both real and nominal 
variables, are largely similar regardless of the aggregation scheme. However, the nature 
of real and nominal responses to M3 and L shocks is clearly dependent on the type of 
index. 
A shock to the broad simple sum aggregates leads to relatively weak and 
temporary real impacts and relatively strong and persistent nominal impacts. In contrast, 
a shock to any broad divisia aggregate is followed by a strong and persistent response of 
real output and unemployment, and a relatively weak and short-lived response of prices 
and nominal wages. This difference is important. 
The IRF evidence suggests that our understanding of money's role in the 
macroeconomy is highly dependent on the measure of money used. Further, of the 
divisia and simple sum aggregates, it is only the divisia aggregates which provide a 
theoretically meaningful measure of money in the economy. Therefore, stylized facts 
concerning the macroeconomic impacts of money which are based on simple sum indices 
of nominal wealth, may lead to an incorrect understanding of the true macroeconomic 
role of monetary services. 
3.2 Evidence from FEVDs 
A FEVD, at a specified horizon, gives the percentage of the forecast error 
variance (FEV) of variable X; that is attributable to each of the identified structural 
shocks. In this study, FEVDs will be used to understand the evolution of money by 
presenting the FEVDs of each monetary aggregate. FEVDs will also be used to uncover 
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the impact of monetary shocks on real and nominal activity. Because the previously 
presented IRFs showed similar responses to money shocks of Y and U, and of P and W, 
the FEVDs of U and W will not be presented. Therefore, only the FEVDs for M, Y, and 
P will be discussed. 
Tables 2. 7 through 2.10 give the FEVD of each monetary aggregate, grouped 
according to the level of aggregation. 3 An immediate observation from these FEVDs is 
that the FEV of money through 20 quarters is attributable primarily to money shocks. 
That is, other shocks to the system have only small impacts on the evolution of money. 
The largest of these impacts are between wage shocks and simple sum M2, and between 
price shocks and divisia L. 
The result that money shocks explain such a large portion of the FEV of money 
suggests that the degree of endogeneity of money may be relatively small. Aside from 
the Ml aggregates, real shocks (ed and es) never account for more than six percent of 
money's FEV. Comparing the results across simple sum and divisia money, no clear 
patterns of difference emerge. 
While the FEVDs for the simple sum and divisia aggregates are very similar, 
FEVDs for real GDP and prices reveal very different impacts of simple sum and divisia 
shocks. The YFEVDs are given in Tables 2.11 through 2.14. The two Ml aggregates, 
3To ease the reading of all FEVDs presented in this chapter, the widths of the symmetric 95 percent 
asymptotic confidence bands are saved for the appendix, Tables 2.19 through 2.30. These confidence 
bands are relatively tight compared to results common in the literature (see Runkle, 1987, for example). 
The confidence bands calculated here are due to Giannini & Amisano (1997). While differences in band 
construction may be partly responsible for differences between studies, it should not be surprising that the 


















'able 2.8, FEVD of M2 Aggregates 
Qtr ed e, eP ew eSSM2 
4 0.49 3.74 11.50 4.51 79.77 
8 0.34 6.39 6.31 10.86 76.10 
12 0.34 5.23 3.39 17.30 73.74 
16 0.29 4.00 2.29 21.84 71.58 
20 0.27 3.22 1.82 24.83 69.86 
able 2.9, FEVD of M3 Aggregates 
Qtr ed e, eP ew eSS.UJ 
4 1.08 0.04 3.18 1.40 94.29 
8 0.70 0.02 1.45 2.78 95.05 
12 0.67 0.10 0.68 4.46 94.09 
16 0.74 0.36 0.61 5.97 92.31 
20 0.83 0.71 0.85 7.20 90.40 
able 2.10, FEVD of L Aggregates 
Qtr ed e, eP ew essL 
4 5.67 1.07 2.11 5.92 85.23 
8 5.36 0.83 2.20 8.26 83.35 
12 5.23 0.87 1.84 9.90 82.16 
16 5.20 0.99 1.52 11.07 81.22 
20 5.20 1.10 1.30 11.91 80.49 
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3.11 9.21 1.92 
4.40 1 I.I 1 1.07 
4.87 1 1.08 0.97 
5.01 10.57 1.22 
ed e, eP 
0.16 1.25 7.62 
0.56 2.08 3.40 
0.74 I.SO 2.23 
0.72 1.03 1.88 
0.64 1.08 2.21 
ed e, eP 
0.05 0.04 5.14 
0.02 0.02 3.93 
0.02 0.09 3.02 
0.01 0.40 2.38 
0.01 I.OJ 1.93 
ed e, eP 
0.94 0.01 10.30 
0.81 0.24 17.3 I 
0.70 0.93 21.89 
0.67 1.95 24.52 

















































74.89 2.53 19.46 0.66 
65.05 7.27 21.07 1.20 
60.11 11.69 20.21 1.12 





'able 2.12, FEVD of Y using M2 Aggregates 
Qtr ed e, eP e,. eSSM2 
4 80.49 1.42 12.98 0.1 I 4.99 
8 65.17 1.06 25.71 0.97 7.08 
12 61.30 1.28 29.24 1.96 6.23 
16 60.95 1.13 29.80 2.92 5.20 
20 61.26 0.95 29.58 3.86 4.34 
able 2.13, FEVD of Yusing M3 Aggregates 
Qtr ed e, eP e,. eSSMJ 
4 83.23 1.55 10.72 0.49 4.01 
8 67.28 0.65 21.00 3.04 8.03 
12 61.87 0.47 24.48 5.08 8 09 
16 60.89 0.36 25.31 6.45 6.99 
20 61.23 0.29 25.20 7.45 5.82 
able 2.14, FEVD of Yusing L Aggregates 
Qtr ed e, eP e., essL 
4 83.87 1.14 12.25 0.16 2.59 
8 68.30 0.46 23.72 1.49 6.04 
12 62.70 0.31 27.36 2.80 6.83 
16 61.46 0.23 28.03 3.83 6.46 
20 61.66 0.23 27.66 4.70 5.76 
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69.41 5.61 20.95 1.35 
56.67 13.17 22.74 2.29 
50.95 17.94 22.44 2.34 
48.34 20.89 21.86 2.12 
ed e, eP e,. 
81.21 1.77 8.96 0.96 
65.47 1.07 16.95 4.24 
60.86 1.84 18.37 6.79 
60.12 2.56 17.62 8.74 
60.25 3.21 16.34 10.40 
ed e, eP e,. 
81.79 1.65 8.20 1.15 
63.21 0.79 15.27 5.13 
55.71 1.43 16.38 8.33 
53.10 2.49 15.39 10.74 
52.22 3.65 13.87 12.68 
ed e, eP e,. 
82.13 1.35 8.68 1.10 
63.50 0.67 17.09 4.93 
55.68 1.30 19.09 7.80 
52.98 2.17 18.43 9.79 























expected, are similar. Real GDP FEV in these two systems is explained primarily by 
demand, supply, and price shocks. Shocks to either simple sum or divisia Ml always 
explain less than 8 percent of the FEV of Y. 
These narrow aggregates are also vastly different from the remaining aggregates. 
For example, supply shocks play an economically significant role in explaining real 
output forecast errors only in the Ml systems. Supply shocks in these two systems have 
persistent impacts on real output FEV, with the percentage attributable to es increasing as 
the horizon lengthens. 
The most important finding for the present study, however, is the differential 
impacts of simple sum and divisia money. At levels of aggregation broader than M 1, and 
at every forecast horizon, divisia money shocks explain a greater percentage of real GDP 
FEV than do the corresponding simple sum money shocks. The point estimates of the 
percentage explained by divisia shocks are consistently two to three times greater than 
what is explained by shocks to simple sum money. Clearly, if divisia shocks explain an 
absolutely larger percentage of YFEV, then the explanatory power of divisia shocks 
relative to the other shocks in the system must be greater. Consider the M3 systems. 
After three years, shocks to SSM3 explain 8.09 percent of the FEV of Y, just 33 percent 
of the portion explained by price shocks. In contrast, DMJ explain 18.16 percent of Y 
FEV three years out, 10.8 percent more than the portion explained by price shocks. 
Not only is a larger percentage of Y FEV attributable to divisia shocks, but the 
divisia shocks have a more persistent effect on the FEV ofreal GDP. Between 12 and 16 
quarters, the percentage of YFEV explained by SSL shocks falls from 6.83 to 5.76, a 
61 
decrease of 15.7 percent. Meanwhile, the corresponding explanatory power of DL 
shocks increase from 16.13 percent to 16.49 percent. 
The real GDP FEVDs provide a quantitatively sharper image of the results 
already presented by the YIRFs. The same is true of the price FEVDs given in Tables 
2.15 through 2.18. The results here clearly indicate that simple sum shocks have strong 
and long-lasting impacts on the FEV of prices. The difference between simple sum and 
divisia money is truly striking for the M3 and L aggregates. For example, approximately 
one-third of the FEV of P five years out is explained by shocks to SSM3, while the 
corresponding DM3 shocks account for just 1.94 percent of the P FEV. 
The IRFs and FEVDs examined in this chapter have produced a clear picture of 
the differences between divisia and simple sum monetary aggregates. The structurally 
meaningless simple sum aggregates maintain a strong empirical relationship with 
nominal activity. Meanwhile, the theoretically valid measures of money, the divisia 
aggregates, provide much more information about real economic activity than does 
simple sum money. 
62 
fable 2.15, FEVD of P using Ml Aggregates 
Qtr ed e, eP e., eSSMI ed e, eP e., eDMI 
4 0.64 12.04 63.98 16.85 6.49 0.40 11. 71 65.82 17.60 4.47 
8 1.58 16.26 44.42 24.34 13.40 0.88 14.44 49.82 25.45 9.41 
12 1.90 17.10 37.12 27.36 16.52 0.80 13.19 44.61 29.49 11.92 
16 2.03 17.31 33.78 28.84 18.04 0.62 11.56 42.49 32.08 13.25 
20 2.09 17.40 31.96 29.67 18.88 0.48 10.25 41.34 33.88 14.04 
fable 2.16, FEVD of P using M2 Aggregates 
Qtr ed e, eP e., esSM2 ed e, eP e., eDM2 
4 0.14 7.75 74.29 16.47 1.36 0.07 10.51 68.99 19.78 0.66 
8 0.05 8.44 55.49 27.94 8.08 0.26 17.11 50.84 27.05 4.75 
12 0.21 5.93 42.46 35.79 15.61 0.26 19.70 40.17 30.95 8.93 
16 0.52 3.96 33.65 40.67 21.17 0.22 21.56 33.38 33.69 11.14 
20 0.86 2.73 27.60 43.72 25.10 0.21 23.50 28.71 35.82 11.76 
fable 2.17, FEVD of P using M3 Aggregates 
Qtr ed e, eP e,. eSSMJ ed e, eP e,. eDMJ 
4 0.13 7.86 70.82 20.60 0.59 0.29 11.98 65.32 22.34 0.07 
8 0.54 IO.SI 54.31 28.22 6.42 0.73 22.22 46.96 29.82 0.26 
12 0.67 9.62 42.92 30.61 16.19 0.89 29.07 35.3 I 33.69 1.04 
16 0.66 8.16 34.85 30.88 25.44 0.92 34.08 27.17 36.13 1.69 
20 0.61 6.98 29.36 30.49 32.56 0.91 37.97 21.38 37.81 1.94 
Table 2.18, FEVD of P using L Aggregates 
Qtr ed e, eP e,. essL ed e, eP e., eDL 
4 0.12 7.19 72.92 19.63 0.14 0.32 11.02 68.60 18.74 1.32 
8 0.69 8.88 56.02 31.29 3.12 0.89 19.20 51.69 26.43 1.79 
12 1.14 7.45 42.73 38.36 10.33 1.22 23.65 40.95 32.51 1.67 
16 1.38 5.61 32.10 41.83 19.07 1.40 25.83 33.18 38.06 1.53 




In this essay, for the first time, modern multivariate time series models were used 
to assess the macroeconomic information content of divisia monetary aggregates relative 
to simple sum aggregates. In particular, SV ARs were employed to provide evidence of 
the empirical differences between divisia and simple sum in terms of their performance 
as indicators or predictors of economic activity. Relative to the single-equation Granger-
causality tests and St. Louis equation approaches, this SV AR methodology provides a 
more complete picture of the precise nature of the differences between divisia and simple 
sum money. 
The theoretical restrictions used to identify structural shocks, as in Blanchard 
(1989) and GLS (1995), correspond to a traditional textbook macroeconomic model 
based on an aggregate demand-aggregate supply framework. A total of eight SV ARs 
were estimated, using divisia and simple sum indexes at four levels of aggregation. 
Dynamic simulations of the systems provide clear evidence that there are important 
empirical differences between divisia and simple sum monetary aggregates. While this 
result has certainly been shown before, through the use of Granger-causality tests and St. 
Louis reduced form equations, this essay has presented evidence generated from a 
complete empirical model of macroeconomic dynamics. 
The theoretical differences between divisia and simple sum aggregation imply the 
greatest difference between the two measures should occur when aggregating over 
64 
increasingly heterogeneous assets. The implicit condition of simple sum aggregation that 
all assets are perfect substitutes is more likely to be violated as the assets being 
aggregated become more diverse. Specifically, we would then expect to observe the 
most divergent behavior between divisia and simple sum aggregates at the highest levels 
of aggregation, for example M3 and L. This expectation is clearly confirmed by the 
evidence presented in this essay. 
The narrowest measures of money considered here, SSMI and DMI, were shown 
to behave very similarly. As such, conclusions about the role of money as an indicator or 
predictor of economic activity, when drawn from these narrow aggregates, are likely to 
be relatively independent of the aggregation scheme. Further, the evidence presented in 
this essay confirms the widely held belief that the narrow measures of money do not 
provide reliable information about future changes in real economic activity. 
A clear finding of this essay is that conclusions about the macroeconomic role of 
broad money will be dependent upon the type of aggregate used. The IRFs and FEVDs 
presented indicate that while simple sum money is closely linked to changes in nominal 
activity, divisia money is more informative about changes in real activity. The result that 
shocks to the broad divisia monetary aggregates have strong and persistent impacts on 
real economic activity, coupled with the fact that the divisia aggregates provide a 
meaningful measure of money, suggests that the notion that money has only a negligible 
impact on real activity may be erroneous. 
This study has demonstrated that not only will the applied macroeconomist' s 
conclusions depend on the type of index used, but that monetary aggregates may still be 
65 
able to play a role in the formulation of monetary policy. In particular, divisia 
aggregates provide information about future changes in real activity. The failure of the 
official simple sum aggregates to provide this information led to the reduced emphasis on 
monetary aggregates by monetary policymakers. This essay has shown that when a 
properly constructed monetary aggregate is used, money is important in explaining real 
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Tables 2.19 through 2.30 present the width of the 95% asymptotic confidence 
bands, symmetric around the FEVD point estimates given in the corresponding tables 2. 7 
through 2.18. 
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fable 2.19, Confidence bands for FEVD of Ml Aggregates 
Qtr ed es eP ew eSSMI ed es eP ew eDMI 
4 0.43 0.51 0.64 0.02 2.26 0.26 0.60 0.57 0.11 2.28 
8 1.22 1.34 0.54 0.11 3.79 0.79 1.36 0.54 0.04 3.88 
12 2.00 2.01 0.18 0.61 5.51 1.30 1.96 0.25 0.50 5.69 
16 2.74 2.42 0.66 1.30 7.40 1.82 2.35 0.34 1.14 7.68 
20 3.41 2.66 1.35 2.02 9.39 2.33 2.63 0.89 1.81 9.81 
fable 2.20, Confidence bands for FEVD of M2 Aggregates 
Qtr ed es eP ew eSSM2 ed es eP ew eDM2 
4 0.16 0.56 1.01 0.68 2.09 0.03 0.33 0.84 0.18 2.22 
8 0.14 I.II 0.93 1.59 4.09 0.27 0.65 0.75 0.55 4.26 
12 0.25 1.29 0.52 2.58 5.91 0.41 0.67 0.40 1.14 6.09 
16 0.31 1.35 0.25 3.42 7.48 0.49 0.39 0.35 1.83 7.41 
20 0.38 1.44 0.50 4.15 8.96 0.53 0.35 0.99 2.61 8.35 
fable 2.21, Confidence bands for FEVD of M3 Aggregates 
Qtr ed es eP ew esSMJ ed es eP e,. eDMJ 
4 0.32 0.04 0.55 0.37 2.27 0.04 0.06 0.70 0.05 2.28 
8 0.31 0.04 0.45 0.72 4.54 0.02 0.03 0.85 0.19 4.21 
12 0.37 0.15 0.19 1.13 7.17 0.04 0.16 0.97 0.43 6.14 
16 0.48 0.48 0.29 1.54 9.63 0.03 0.56 1.02 0.78 7.75 
20 0.62 0.91 0.81 1.94 11.93 0.01 1.22 1.01 1.27 9.11 
r able 2.22, Confidence bands for FEVD of L Aggregates 
Qtr ed es eP e,. essL ed e, eP ew eDL 
4 0.74 0.31 0.43 0.75 2.12 0.31 0.02 0.99 0.14 2.15 
8 0.89 0.37 0.66 1.29 4.35 0.35 0.20 1.84 0.26 3.34 
12 1.08 0.54 0.84 1.82 6.88 0.40 0.64 2.83 0.30 4.27 
16 1.31 0.80 0.99 2.27 9.32 0.48 1.30 3.88 0.27 5.10 
20 1.59 1.09 1.13 2.67 11.67 0.60 2.21 4.96 0.17 5.93 
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Table 2.23, Confidence bands for FEVD of Yusing Ml Aggregates 
Qtr ed e, e,, e,. eSSMJ ed e, e,, e,. eDMI 
4 2.42 0.17 0.63 0.10 0.06 2.41 0.07 0.66 0.02 0.10 
8 3.33 0.55 2.03 0.32 0.78 3.12 0.93 2.10 0.59 0.78 
12 4.18 1.83 3.06 0.75 1.83 3.79 2.15 3.20 1.07 1.64 
16 5.23 3.16 3.75 0.82 2.79 4.80 3.14 4.16 1.29 2.46 
20 6.50 4.43 4.16 0.59 3.49 6.09 3.98 5.08 1.35 3.22 
rable 2.24, Confidence bands for FEVD of Yusing M2 Aggregates 
Qtr ed e, e,, e,. eSSM2 ed e, e,, e,. eDM2 
4 2.27 0.18 0.74 0.07 0.47 2.26 0.22 0.61 0.21 0.53 
8 2.86 0.25 2.24 0.46 1.32 2.74 0.18 1.76 0.79 1.65 
12 3.74 0.60 3.57 0.88 1.70 3.38 0.79 2.70 1.36 2.26 
16 4.97 0.75 4.81 1.31 1.85 4.25 1.44 3.42 1.93 2.55 
20 6.40 0.79 6.03 1.73 1.88 5.27 2.16 3.96 2.54 2.68 
rable 2.25, Confidence bands for FEVD of Yusing M3 Aggregates 
Qtr ed e, e,, e,. eSSMJ ed e, e,, e,. eDMJ 
4 2.30 0.21 0.66 0.15 0.39 2.27 0.23 0.58 0.22 0.52 
8 2.81 0.09 2.08 0.71 1.52 2.67 0.09 1.64 0.85 1.83 
12 3.44 0.16 3.46 1.22 2.32 3.16 0.65 2.44 1.46 2.79 
16 4.30 0.20 4.79 1.66 2.65 3.85 1.43 3.00 2.09 3.45 
20 5.31 0.11 6.04 2.07 2.63 4.66 2.32 3.35 2.75 3.90 
fable 2.26, Confidence bands for FEVD of Yusing L Aggregates 
Qtr ed e, e,, e,. essL ed e, e,, e,. eDl 
4 2.32 0.18 0.72 0.08 0.34 2.28 0.20 0.59 0.21 0.48 
8 2.89 0.06 2.26 0.55 1.41 2.72 0.10 1.66 0.75 1.41 
12 3.61 0.10 3.70 1.02 2.31 3.28 0.63 2.49 1.21 2.03 
16 4.54 0.05 5.04 1.43 2.89 4.06 1.29 3.13 1.64 2.52 
20 5.62 0.17 6.28 1.81 3.17 5.02 2.02 3.59 2.11 2.97 
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Table 2.27, Confidence bands for FEVD of P using Ml Aggregates 
Qtr ed e, eP ew eSSMI ed e, eP ew eDMI 
4 0.24 I.OS 1.68 1.21 0.36 0.19 1.03 1.70 1.24 0.29 
8 0.53 1.71 2.34 2.35 1.35 0.39 1.56 2.58 2.41 1.14 
12 0.79 2.42 3.24 3.45 2.41 0.49 1.93 3.78 3.59 2.04 
16 1.08 3.17 4.25 4.38 3.56 0.53 2.18 5.13 4.62 3.01 
20 1.41 3.93 5.30 5.19 4.77 0.55 2.39 6.54 5.56 4.02 
Table 2.28, Confidence bands for FEVD of P using M2 Aggregates 
Qtr ed e, eP ew eSSM2 ed e, eP ew eDM2 
4 0.09 0.85 1.86 1.23 0.20 0.06 0.99 1.73 1.26 0.12 
8 0.06 1.22 2.73 2.40 1.34 0.19 1.81 2.47 1.96 0.92 
12 0.22 1.26 3.43 3.51 2.80 0.23 2.71 3.22 2.67 1.87 
16 0.47 I.IS 3.99 4.41 4.18 0.26 3.79 3.91 3.39 2.61 
20 0.76 0.98 4.48 5.20 5.48 0.29 5.05 4.54 4.14 3.11 
Table 2.29, Confidence bands for FEVD of P using M3 Aggregates 
Qtr ed e, eP ew eSSM3 ed e, eP ew eDM3 
4 0.10 0.86 1.78 1.33 0.12 0.16 I.OS 1.64 1.32 0.03 
8 0.28 1.40 2.76 2.15 1.23 0.33 2.08 2.31 1.99 0.19 
12 0.39 1.82 3.68 2.80 3.20 0.45 3.42 2.86 2.71 0.62 
16 0.45 2.13 4.43 3.29 5.39 0.54 4.99 3.18 3.43 1.02 
20 0.51 2.40 5.12 3.71 7.52 0.63 6.64 3.34 4.18 1.29 
r able 2.30, Confidence bands for FEVD of P using L Aggregates 
Qtr ed e, eP ew essL ed e, eP ew eDL 
4 0.08 0.82 1.83 1.34 0.06 0.17 1.01 1.73 1.22 0.16 
8 0.33 1.30 2.90 2.55 0.94 0.38 1.96 2.45 1.84 0.45 
12 0.53 1.58 3.67 3.63 2.80 0.56 3.16 3.02 2.47 0.60 
16 0.72 1.65 4.00 4.38 5.04 0.75 4.42 3.34 3.18 0.70 
20 0.89 1.58 4.05 4.91 7.28 0.95 5.59 3.49 4.01 0.83 
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PART THREE 
REGIONAL DYNAMICS: HETEROGENEOUS REGIONAL 
RESPONSES TO MONEY AND INTEREST RA TES AND THE 




The role of monetary policy in the macroeconomy has been, and will likely 
continue to be, at the heart of debates in macroeconomics. Most major macroeconomic 
theories are differentiated according to their treatment of money in the economy. Thus, 
much work has been devoted to understanding, theoretically and empirically, the impact 
of money or monetary policy on economic activity. The typical analysis is concerned 
with the impact of money on aggregate economic activity. However, the issue of 
ultimate concern is not how policy affects aggregate economic variables. Rather, the 
concern is the impact on economic agents, who consume and produce in disaggregate 
economic environments. To the extent that there is heterogeneity in these disaggregate 
environments, understanding the impacts of policy in the aggregate is not equivalent to 
having full knowledge of how the economy is affected at the disaggregate level. More 
specifically, conclusions based on aggregate data may well be wrong. 1 Thus, from a 
macroeconomic perspective, it is important to conduct disaggregate analyses to more 
accurately understand money's impacts across the economy. 
Blinder & Mankiw (1984) demonstrated that monetary impacts at the sectoral 
level may be masked using aggregate data alone. In their model, heterogeneous impacts 
are driven by different forms of wage and price contracts across sectors. The aggregation 
1This is simply a statement of the well known problem of aggregation bias. 
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bias found by Blinder & Mankiw is truly profound for our understanding of how 
monetary policy impacts the economy. 
In addition to diverse sectors, the macroeconomy is also comprised of diverse 
regional economies. Thus, in light of the aggregation bias issue, there is no reason to 
expect that the aggregate impacts of monetary policy will be felt equally across all 
regional economies. Just as Blinder & Mankiw directed attention towards disaggregate 
impacts by sector, this study will focus on disaggregate impacts by region. 
Understanding differential regional impacts is important from both a macro and regional 
perspective. 
For the purpose of conducting monetary policy, there are two related sets of 
information which are important when considering regional impacts. First is simply the 
knowledge that regional activity may well be affected differentially by monetary shocks. 
That is, there is no guarantee that a perfectly designed and implemented monetary policy 
geared toward national economic performance will have the desired outcome within any 
or all regions. The second set of important information, then, is knowledge about how 
specific regions are affected by monetary policy, relative to the nation and to other 
reg10ns. 
The issue of regional responses to monetary policy is nothing new to economists. 
Numerous studies have attempted to model and measure the impact of monetary policy 
on regional economies. However, these studies generally have not explicitly addressed 
the issue of heterogeneity across regions within an empirical model accounting for 
region-specific as well as interregional dynamic impacts. Indeed, the work of Carlino & 
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Defina (1996, 1997) is the first to address these issues within a modem time series 
model which can capture these full impacts across regions. 
Carlino & Defina (1996) estimate a vector autoregression (VAR) including 
regional real personal income growth for eight U.S. regions, changes in the relative price 
of energy, and changes in the federal funds rate. Their VAR is designed to capture the 
impacts of shocks to the federal funds rate (which are taken as an indication of monetary 
policy) on regional real activity. These impacts result from direct impacts within a 
region, as well as interregional effects over time. 2 They find, through an analysis of 
impulse response functions (IRFs), that the magnitude ofregional responses to monetary 
policy does differ across regions. Carlino & Defina then relate their findings to several 
possible explanations for differing regional responses. 
The purpose of this study is to extend the work of Carlino & Defina (1996). In 
particular, the variables included by Carlino & Defina limit their ability to relate the 
results to the possible channels of monetary transmission they have identified. The most 
obvious extension taken in this essay is to add a measure of nominal money to V ARs 
with regional real personal income, national prices, and the federal funds rate. Thus, the 
approach pursued here is very much in the spirit of Carlino & Defina's work. However, 
the inclusion of nominal money will allow for an expanded discussion of the nature of 
regional responses, and an additional source of evidence as to the relevance of alternative 
channels of monetary transmission. 
2Carlino & Defina (1997) use a similar approach at the level of U.S. states rather than regions. 
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The Carlino & Defina work is also extended here by analyzing forecast error 
variance decompositions (FEVDs) in addition to IRFs. The use of both of these 
techniques allows for a more complete analysis of the dynamic impacts of interest rate 
and nominal money shocks. Further, the VARs estimated in this essay will be restricted 
V ARs, for the purpose of improving the precision of estimates relative to the heavily 
parameterized model estimated by Carlino & Defina. Finally, from the restricted V ARs 
a set of structural VARs (SV ARs) will be identified using explicit restrictions on 
contemporaneous relationships. 
The inclusion of nominal money in the regional VAR model facilitates an 
additional purpose of this study, to empirically compare the simple sum and divisia 
monetary aggregates. The measures of money most often used in empirical research are 
the simple sum monetary aggregates. However, economists have long recognized that 
the simple sum aggregates do not provide a meaningful measure of money as a structural 
economic variable. In particular, the simple sum monetary aggregates unrealistically 
treat each of the included assets as perfect substitutes. Perfect substitution between 
monetary assets would logically lead to asset holding behavior which is simply not 
observed. 
As an alternative, the divisia monetary aggregates advocated by Barnett ( 1980) 
are theoretically valid. Based on microeconomic and index number theory, the divisia 
aggregates do not treat the components as perfect substitutes. Rather, the divisia index 
uses a variable weighting scheme, where the weight on any component asset represents 
the expenditure share on that asset, as opposed to the equal weights of unity used in 
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simple summation. 
In addition to their theoretical dominance, the empirical evidence tends to suggest 
that the divisia aggregates are more informative than the simple sum aggregates, in terms 
of predicting future economic activity. However, the existing empirical evidence has 
been primarily gathered from single-equation techniques, such as Granger-causality tests 
and reduced form spending equations. That is, a comparison of the divisia and simple 
sum monetary aggregates has not been generated from within the sort of multivariate 
models of economic activity to be developed in this essay. 
This study makes two significant contributions to the literature. First, it provides 
a more complete picture of the impact of monetary shocks on regional economic activity. 
This is accomplished by evaluating the differential regional impacts of both interest rate 
and nominal money shocks. This information is important from both a macroeconomic 
and a regional perspective. For our macroeconomic understanding of monetary impacts, 
it is important to observe impacts in the disaggregate. By doing so, we can ensure that 
the true responses are not hidden in the aggregate data. From a regional perspective, it is 
important to have full information about differences between regions in their responses to 
monetary shocks. Second, this essay provides a comparison of simple sum and divisia 
monetary aggregates using multivariate time series models. 
The remainder of this essay is organized as follows. Chapter Two will provide a 
review of the literature relevant to this study. This includes a review of the work on the 
differing regional impacts of monetary shocks, as well as an overview of the divisia 
monetary aggregates. In Chapter Three, the regions and data used in the study will be 
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described. Chapter Three also details the SV AR model used to estimate the regional 
impacts of monetary shocks. The results of this estimation, via IRFs and FEVDs, are 
given in Chapter Four. Chapter Four also relates the empirical evidence to the possible 





The purpose of this essay is to move beyond the aggregate level evidence on the 
impacts of interest rate and money shocks on economic activity, by looking to the 
regional level impacts of monetary shocks. Specifically, this study extends the work of 
Carlino & DeFina ( 1996) on quantifying the heterogeneity of regional responses to 
monetary shocks. An additional focus of this essay is to compare the information content 
of simple sum monetary aggregates relative to divisia monetary aggregates within the 
empirical regional models developed. Thus, two major areas of literature are relevant to 
this study. 
This chapter begins with the literature on regional responses to monetary shocks. 
This will include discussions of why regions may respond differently, and of previous 
empirical results. The second major area is the literature on the divisia monetary 
aggregates, including both theoretical and empirical considerations. 
2.1 Impacts of Monetary Shocks on Regional Activity 
It is widely accepted that changes in 'monetary factors', nominal money and 
nominal interest rates, will impact economic activity. Clearly economists hold vastly 
differing views on the magnitude, persistence, and channel of these impacts. Often lost 
in the debate over the nature of aggregate responses to monetary factors is the issue of 
regional monetary impacts. In particular, because the nation is comprised of 
84 
economically diverse regions, there is no reason to suspect that the impacts of monetary 
factors on national activity will be equally felt across regions. To improve our 
understanding of monetary impacts within the economy, it is important to draw on 
evidence from the disaggregate level as well as the aggregate level. The first question to 
address when considering these differential regional responses is: What factors may drive 
the differential regional responses to monetary shocks? 
The explanation for heterogeneous regional macroeconomic behavior is 
straightforward. At the national level, economists refer to the monetary transmission 
mechanism, the means by which money (potentially) affects real economic activity. The 
numerous transmission mechanisms likely work simultaneously. To the extent that the 
factors affecting the strength of particular transmission mechanisms differ across regions, 
the ultimate impacts of monetary shocks will likely differ across regions also. 
Carlino & Defina (1996) identify three major monetary transmission theories 
which are examined in terms of their likely relative importance at the regional level. 
These three mechanisms are the classic interest rate channel and two complementary 
views of the lending channel [see, for example, Kashyap & Stein (1994)]. Specifically, 
the lending channel is decomposed into monetary impacts via differences in the size of 
borrowers and differences in the size of lenders. 
The interest rate channel underlies the textbook Keynesian macroeconomic 
model. Monetary policy actions which affect short-term interest rates change the cost of 
obtaining capital. To the extent that economic activity is due to capital-intensive 
production, monetary policy can impact real economic activity. To compare the 
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potential importance of the interest rate channel across regions, Carlino & DeFina 
compare the capital-intensity ofregional activity. Specifically, they consider the percent 
of real gross regional product accounted for by manufacturing within each of the eight 
Bureau of Economic Analysis (BEA) regions. Those regions which have proportionately 
more capital-intensive manufacturing activities are candidates for being relatively more 
affected by monetary impulses working through the interest rate channel. 
This classic interest rate channel of monetary transmission can usefully be 
interpreted as affecting the demand for intermediated loans as the price of loans changes. 
In the lending view, it is recognized that the ability of banks to make loans creates an 
additional channel for monetary impacts, working through the supply of intermediated 
loans. The lending view essentially relies on monetary shocks having an impact on 
reserves and demand deposits, affecting the supply of loans. The lending channel allows 
monetary policy to have impacts on real activity independent of any market interest rate 
effects. 
The first aspect of the lending channel has a change in the supply of loans 
impacting economic activity via the inability of borrowers to substitute between bank 
loans and other sources of finance (public bond markets, for example). In particular, a 
negative monetary shock which effectively reduces the supply of bank loans, will have a 
real negative impact on firms without access to other forms of finance. As pointed out 
by Bemanke & Blinder (1988), this form oflending channel can exist as long as 
intermediated loans and open-market bonds are less than perfectly substitutable. 
In practice, this inability of firms to substitute away from bank loans is seen as 
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being related to the size of the firm. Larger firms are more likely to be able to raise 
funds via alternatives to bank loans, while smaller firms are more likely to rely heavily 
on bank loans. To relate this view of the lending channel to regional activity, Carlino & 
Defina find the percentage of total regional employment which is accounted for by firms 
with fewer than 500 employees. As the share of total regional employment in small 
firms increases, the regional responsiveness to monetary shocks should increase. 
The second aspect of the lending channel suggests that a shock to reserves will 
affect the ability of banks to make loans if the bank cannot tum to other sources to raise 
funds. That is, a reduction in demand deposits will not affect the loanable funds 
available to the bank if the bank can raise money through, for example, certificates of 
deposit (CDs) or commercial paper. Note that these two aspects of the lending channel 
are each necessary, but not sufficient, for the lending channel to exist. That is, monetary 
actions must be able to affect the supply of loans, and a change in the supply of loans 
must have real impacts on at least some borrowers. 
As in the case of borrowers, this inability of banks to acquire alternative forms of 
funds is generally related to the size of the bank. Larger banks will be more readily able 
to tum to CDs to raise funds when demand deposits dry up. Therefore, regions in which 
there are proportionately more small banks may be relatively more susceptible to 
monetary shocks. To operationalize this, Carlino & Defina calculate the percentage of 
total regional loans made by small banks, with a small bank defined as one with total 
assets below the 90th percentile of banks nationally, approximately $300 million in 1994. 
The approach used by Carlino & Defina to evaluate the differential regional 
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responses to monetary shocks is to estimate a VAR with real personal income growth in 
each of the eight BEA regions, the change in the relative price of energy, and the change 
in the federal funds rate. Their VAR included four lags of each variable and used 
quarterly data from 1958:1 to 1992:4. To analyze the impacts of monetary policy 
shocks, they present cumulative IRFs of regional real personal income growth following 
changes in the federal funds rate. 
Based on the regional responses to federal funds rate shocks, Carlino & Defina 
group regions into core and noncore regions. The responses of the core regions are 
similar to the national average response, while the responses of the noncore regions are 
clearly different from the national response. They find that the New England, Mideast, 
Plains, Southeast, and Far West regions behave much like the aggregate response, while 
the Great Lakes, Southwest, and Rocky Mountain regions make up the noncore regions. 
Of these, the Great Lakes response is relatively more than the average response, and the 
Southwest and Rocky Mountain regions respond less than the average. Note that these 
results are based solely on the responses to changes in the federal funds rate, as no other 
monetary variables are included. Thus, if monetary policy is not fully captured in the 
federal funds rate, and money impacts can occur independent of interest rates, then the 
Carlino & Defina model may miss potential real impacts of monetary shocks. However, 
the results are sufficient to illustrate differential impacts across regions. 
In relating their regional IRF evidence to the regional factors which may affect 
the channels of monetary transmission, Carlino & DeFina are not able to uncover 
compelling results. The most convincing argument for the presence of any of the 
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transmission mechanisms is for the interest rate channel. The most manufacturing-
intensive region, the Great Lakes, is also the most responsive to federal funds rate 
shocks. Further, the two regions with the least interest-sensitive production, the Rocky 
Mountain and Southwest regions, are the least responsive to monetary shocks. 
In terms of the two lending channels considered, little clear evidence is available. 
The most responsive Great Lakes region had the second lowest percentage of regional 
employment accounted for by small firms, 66.5 percent. Meanwhile, the relatively 
unresponsive Rocky Mountain region had 82.4 percent of total employment in small 
firms, the most of any region. These results are exactly opposite of what the firm-size 
view of the lending channel would suggest. Thus, regional differences in firm size do 
not appear to explain differences in regional responses to monetary shocks. 1 
Relating the regional responses to differences in the size of banks further suggests 
that the lending channel does not explain the regional differences. The relatively less 
responsive regions, the Rocky Mountain and Southwest, had 33.9 and 26.2 percent of 
total loans made by small banks. In the most responsive Great Lakes region, small banks 
are less dominant, accounting for just 21.4 percent of total loans. Again, these results 
tend to contradict the lending channel. 
1While Carlino & Defina do recognize this result as contradicting the lending channel, they go on to 
offer additional evidence which may suggest that firm size is in fact relevant in explaining the 
differential regional responses. In particular, they estimate an OLS equation regressing the cumulative 
regional responses at eight quarters on: a constant, the percentage of regional gross product accounted 
for by manufacturing and by construction, the percentage of employment in small firms, and the portion 
of loans made by small banks. Here they find that the percentage ofregional employment in small 
firms has a positive and significant effect on the regional response. The t-statistic on the firm-size 
coefficient is 2.57, while the 10% level critical value is 2.35, based on three degrees of freedom. 
However, it is difficult to put much faith in this result from a sample size of just eight regional responses. 
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As alluded to earlier, the inability of Carlino & Defina to explain regional 
differences via the lending channel may be due to the set of variables considered. Unless 
changes in the federal funds rate provide a perfect indication of all monetary policy 
actions, then considering the regional responses to only these rate changes may ignore 
other impacts. Thus, the lending channel may indeed be important in leading to real 
impacts of monetary shocks, and in explaining the differences in these impacts across 
regions. To overcome this shortcoming of Carlino & DeFina's work, the approach taken 
here is to include nominal money in VAR models of regional activity. This is for the 
purpose of providing a richer assessment of both the regional impacts, and the 
explanations for the differential responses. 
2.2 Divisia Monetary Aggregates 
As stated previously, this essay extends the work of Carlino & Defina by adding 
nominal money to a VAR with regional real personal income, prices, and the federal 
funds rate. The inclusion of nominal money will allow an analysis of regional responses 
to both interest rate and money shocks. Thus, the addition of money will contribute to an 
expanded analysis of the heterogeneity of regions. However, the addition of money also 
creates the ability to compare alternative measures of money in terms of their relative 
performance within the regional VAR models. As will be discussed below, it is now 
well known by monetary economists that simple sum aggregates are invalid measures of 
money, in any meaningful sense. It is therefore useful to include a valid measure, such 
as a divisia aggregate, in the regional assessment. Given mixed evidence on the 
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empirical superiority of the divisia aggregates relative to the simple sum aggregates, a 
comparison across the aggregates is of interest here. Further, this divisia and simple sum 
comparison can be related to other evidence in the literature, typically drawn from 
aggregate level macroeconomic data. This section will review the problems associated 
with the simple sum aggregates, provide an overview of the divisia monetary aggregates 
proposed by Barnett (1980) as an alternative to simple sum, and briefly review the 
existing empirical comparisons of the simple sum and divisia aggregates. 
The simple sum monetary aggregates have historically been widely used by 
empirical economists and central bankers. However, economists have also long 
recognized the theoretical deficiencies of the simple sum aggregates. In particular, 
because a simple sum monetary aggregate is a linear aggregate in which each component 
asset is assigned a weight equal to unity, the aggregate treats each of the components as 
perfect substitutes. Thus, for a simple sum aggregate to be theoretically valid as a 
meaningful measure of money, it must be the case that holders of money view each asset 
as perfect substitutes. If this was the case, we should observe no mixed portfolios of 
monetary assets. If monetary assets were indeed perfect substitutes, holders of money 
should only hold the one asset with the lowest opportunity cost. 
Barnett (1980) proposed a viable alternative to the simple sum aggregates. 
Specifically, he argued that monetary assets should be aggregated using the divisia 
quantity index.2 The resulting divisia monetary aggregates provide a theoretically 
2In particular, Barnett advocated using the Tomqvist-Theil discrete-time approximation to the 
continuous-time divisia quantity index. 
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meaningful measure of monetary services, as they are based on both microeconomic and 
index number theory. The divisia index aggregates components using variable weights, 
which depend jointly on the quantities and user costs of every included asset.3 Therefore, 
the unrealistic perfect substitute condition of the simple sum aggregates is not imposed 
with the divisia monetary aggregates. Proponents of the divisia aggregates thus argue 
that they provide a more accurate measure of monetary services within the economy than 
do the simple sum aggregates. 
Since the introduction of the divisia monetary aggregates, numerous studies have 
sought to empirically compare their performance relative to the simple sum aggregates. 
These studies can be grouped in two broad categories: money demand studies and 
macroeconomic dynamic studies. Of interest here are those studies that consider the 
ability of money to predict future changes in economic activity, the macroeconomic 
dynamic group. These studies have typically relied on two single equation empirical 
models to compare the monetary aggregates: Granger-causality tests and St. Louis-type 
reduced form nominal spending equations. 
Barnett, Offenbacher, & Spindt (BOS) (1984), Serletis (1988), Serletis & King 
(1993), and Rotemberg, Driscoll, & Poterba (RDP) (1995) each examine the relative 
predictive power of simple sum and divisia money via Granger-causality tests. Together, 
these four studies provide results on the ability of money to predict real output, nominal 
output, and prices, with the evidence overall tipping in favor of the divisia monetary 
3 A more rigorous explanation of the divisia index is most readily available in Part Two of this 
dissertation, with the original and most exhaustive reference being Barnett ( 1980). 
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aggregates. However, the dominance of divisia money is not unambiguous. For 
example, RDP find that simple sum money is better able to predict industrial production 
than is divisia money. BOS, Belongia & Chalfant ( 1989), and Belongia & Chrystal 
(1991) estimate reduced form nominal spending equations, comparing the performance 
of the alternative money measures. Here again, results generally favor the divisia 
aggregates. 4 
What is noteworthy here is the lack of evidence comparing simple sum and 
divisia money from the potentially more informative models of multivariate time series 
analysis. It is therefore an important contribution to compare these monetary aggregates 
from within the regional VAR models employed in this study.5 
4For an expanded discussion of this literature, please refer to Part Two of this dissertation. 
5Indeed, Parts Two - Four of this dissertation each employ modern time series models to compare the 
simple sum and divisia aggregates. 
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Chapter Three 
Regions, Data, and the Modeling of Regional Dynamics 
The purpose of this chapter is to describe the regions and data, as well as the 
techniques used to empirically assess the heterogeneity of U.S. regions, in terms of their 
macroeconomic dynamics. Extending and improving upon the work of Carlino & 
Defina (1996, 1997), this study considers the regional dynamics of a broad set of 
macroeconomic variables: regional real activity, prices, money, and interest rates. 
Carlino & Defina (1996) use a VAR to estimate the regional responses to monetary 
policy shocks, where these shocks are defined as unanticipated changes in the federal 
funds rate. In particular, their VAR includes real personal income growth in each of 
eight regions, changes in the federal funds rate, and the relative price of energy. This 
approach misses valuable information about regional dynamics by ignoring the role of 
nominal money. 
However, the advancement here goes beyond accounting for omitted variable 
bias. Estimated with a lag length of four, the Carlino & Defina VAR results in a 10 
equation system, with each equation containing 41 regressors (including a constant). The 
large number of parameters to be estimated results in imprecise estimates relative to 
those obtained from a more restricted model. In light of the above discussion, this study 
uses restricted VAR models and a broad set of macroeconomic variables to explore the 
heterogeneous nature of regional dynamics. Consistent with Carlino & Defina, the 
models ultimately used for inference are structural VAR (SV AR) models. The SV AR 
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model is obtained by imposing a set of restrictions on the contemporaneous relationships 
between variables. Further, given the controversy and mixed evidence on monetary 
aggregates, this study employs both simple sum and divisia monetary aggregates. This 
allows a comparison of their relative information content, and allows a comparison of the 
results here with previous studies in the literature. 
This chapter proceeds with a description of the regions and data used throughout 
the study. This will be followed by a discussion of the approach used to select 
appropriate reduced-form VAR specifications, along with the results of this model 
selection procedure. The restrictions used to identify the SV ARs will then be discussed. 
3.1 Regions and Data 
The regions used in this study correspond precisely with those considered by 
Carlino & DeFina (1996). In particular, the eight regions used are the eight BEA 
regions: the New England (NE), Mideast (ME), Great Lakes (GL), Plains (PL), Southeast 
(SE), Southwest (SW), Far West (FW), and Rocky Mountain (RM) regions. The 
composition of these regions is given in Appendix A. 
Ultimately, the differences between these regions, in terms of their responses to 
interest rate and money shocks, will be analyzed in light of regional differences in factors 
affecting the strength of the channels of monetary transmission discussed previously. 
Thus, it is useful to present these regional factors at this stage. Recall, the factors of 
interest are: the interest-sensitivity of regional economic activity, the proportion of small 
firms in a region, and the proportion of small banks in a region. 
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To capture the interest-sensitivity ofregions, the share ofregional personal 
income derived in the construction and manufacturing sectors will be calculated for each 
region. In particular, Table 3.1 gives the average percentage ofregional personal income 
earned in these two sectors over the entire period 1969 to 1997 (the sample period used 
for estimation, as discussed below), using data from the BEA. Regional data on factors 
pertaining to the lending channel will be taken directly from Carlino & Defina (1996). 
Table 3.2 gives the percentage of total regional employment accounted for by firms with 
fewer than 500 employees as of 1981. Table 3 .3 indicates the percentage of total 
regional bank loans made by banks whose total assets were at or below the 90th 
percentile of all banks nationwide as of 1994. 
To model the dynamics of these regions, a typical collection of macroeconomic 
variables will be used. Ideally, the models would include: a measure ofregional real 
activity, a measure ofregional prices, a national measure of money, and a national 
Table 3.1, Regional Differences in Capital-Intensity 
Region 
Share of Personal Income Derived in 
Construction and Manufacturing (%) 
Great Lakes 28.4 





Far West 18.6 
Rocky Mountain 16.4 
Note: Calculated from BEA State Quarterly Personal Income series. Percentages are 
average shares over entire the entire period I 969 to I 997. 
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Table 3.2, Regional Differences in Firm Size 
Region 
Share of total regional employment 
accounted for bv small firms (%) 
Rocky Mountain 82.4 





Great Lakes 66.5 
New England 66.2 
Note: Percentages represent the share of regional employment accounted for by firms 
with fewer than 500 employees in 198 I. Taken directly from Carlino & Defina (I 996), 
Table 3, p. 21. 
Table 3.3, Regional Differences in Bank Size 
Region 
Share of total regional loans made by 
small banks (%) 
Plains 44.3 
Rocky Mountain 33.9 
Southwest 26.2 
Southeast 21.7 
Great Lakes 21.4 
New England 8.5 
Far West 8.4 
Mideast 4.4 
Note: Percentages are the share of total regional loans made by banks with total assets at 
or below the 90th percentile of all banks nationwide in 1994. Taken directly from 
Carlino & Defina (1996), Table 2, p. 19. 
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interest rate. 1 However, it is well known that no satisfactory measure of regional prices 
exists beyond the four regional consumer price indexes published by the Bureau of Labor 
Statistics.2 Further, the broadest measure ofregional economic activity is personal 
income. Therefore, personal income for each region will be deflated using the national 
CPI. The data set then consists of: real personal income for each of the eight regions, the 
national CPI for all items and all urban consumers, national nominal money measured by 
both simple sum and divisia aggregates at the Ml, M2, M3, and L levels, and the federal 
funds rate. 
The regional personal income series is from the Bureau of Economic Analysis, 
the CPI is from the Bureau of Labor Statistics, and all monetary data (aggregates and 
interest rates) are from the St. Louis Federal Reserve. Each variable consists of quarterly 
observations, 1969:1 through 1997:4. 
3.2 Reduced form VAR specifications 
Using the data described above, a total of eight SV ARs will be estimated, one for 
each of the eight alternative monetary aggregates. For any given monetary aggregate, the 
SV AR will include: regional real personal income for each region (Y;, for i=l,2, ... ,8), 
national prices (P), the federal funds rate (FFR), and the particular monetary aggregate 
1The purpose of this study is to explore how regional activity responds differentially to the same changes 
in money and interest rates, therefore national measures are needed for these two variables. 
2These four regional CPis correspond to the four Census regions, and do not coincide with the eight 
BEA regions. To maintain comparability with Carlino & Defina, it is desirable to use the eight BEA 
regions. 
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(M=SSMJ,DMJ,SSM2,DM2,SSM3,DM3,SSL,DL). While the SV AR methodology will 
be taken up in more detail below, briefly, SV AR estimation is typically a two-stage 
procedure. In the first stage, reduced form VAR estimates are obtained. This reduced 
form VAR is then passed to the second stage to estimate structural parameters. This 
section is concerned with obtaining the first stage reduced form estimates. 
The reduced form VAR representation of a vector of n variables 
X, = [x1, Xi, ••• x.,]' is given by: 
(3.1) 
whereµ is a (n x 1) vector of intercepts, <I> 1, ••• , <I> p are (n x n) matrices of 
autoregressive coefficients, and &, ~ iid N(0,O), such thatO is the (n x n) 
contemporaneous covariance matrix of the reduced form residuals This is ref erred to as a 
reduced form VAR because (3 .1) can be shown to belong to a class of dynamic structural 
models, to be taken up further in the following section. With no restrictions on lagged 
dynamics, other than lag truncation at p, (3 .1) represents an unrestricted reduced form 
VAR. 
In the present study, x, = [Y,, ... Y., P, FFR, M,]'. Therefore, for any p the 
unrestricted reduced form VAR will be comprised of 11 equations, each containing 
(1 lp+ 1) regressors. As such, using a common quarterly lag length of four, each equation 
contains 45 parameters to be estimated from a usable sample size of 108 observations. 
Therefore, the unrestricted VAR can quickly consume a significant number of degrees of 
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freedom. Further, it is likely that many of these estimated parameters do not contribute 
significantly to the explanatory power of the system. What is desired, therefore, is the 
identification of an appropriate restricted VAR. A restricted VAR is characterized by a 
set of exclusion restrictions on <I> 1, ••• , <I> p • Restricting selected elements of these 
matrices to zero results in the exclusion of some predictors from particular equations of 
the VAR. An example of such a restriction would be the absence of region i's real 
personal income lags in the region j real personal income equation. 
The target of possible exclusion restrictions in these V ARs will be the dynamic 
interregional relationships. That is, restrictions will not be placed on lagged relationships 
involving the national variables. The question, then, is what types of interregional 
restrictions can be formulated? Three tractable sets of restrictions will be considered. 
The first potential model would be the unrestricted model, such that lags of every 
region's real personal income would appear as predictors in every region's real personal 
income equation. A second possible set of restrictions would correspond to a situation 
where interregional relationships are driven by geography. This would be the case if the 
primary link between regional real activity is interregional commerce with neighboring 
regions. Therefore, the only regional regressors in region i's equation would be lags of 
real personal income in region i and region i's neighbors. A final set of restrictions 
would correspond to no explicit modeling of interregional relationships. That is, the only 
regional regressors in region i's equation would be lagged real personal income in region 
i itself. These three alternative models will be referred to as the unrestricted, 
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geographically restricted, and completely restricted models, respectively. 
Several potentially more realistic models of interregional relationships may not be 
overtly captured by these three benchmark models. In particular, real activity in regions 
is likely linked by sectoral activity as opposed to geographic proximity. A thorough 
theoretical model of interregional restrictions based on important sectoral linkages, while 
an interesting issue, is outside the focus of this research, and remains for future study. 
Further, the restricted models described above are not as restrictive as they may first 
appear. 
The restricted models above are based on explicit restrictions between direct 
interregional effects. However, the models still allow for two important interregional 
linkages. First, even the most restricted model above would allow real personal income 
in region i to affect each of the three national variables, which can then impact real 
personal income in regionj. These restricted models allow for these explicit indirect 
effects. Another, possibly more important implicit link between regions will exist due to 
the technique used to estimate the restricted VAR systems. 
An unrestricted VAR can be efficiently estimated using OLS. An n variable 
VAR results in n individual equations with identical sets of regressors. Thus, system-
wide estimation offers no gain over equation-by-equation OLS. However, the restricted 
VAR models result inn equations with different sets of regressors. OLS estimation of a 
restricted VAR is likely inefficient. To estimate these restricted V ARs, the system of n 
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equations will be treated as a system of seemingly unrelated regressions (SUR). 3 So, 
while there may be only limited explicit modeling of interregional relationships, 
estimation will allow for contemporaneous correlation between the eight regional 
reduced form errors. For example, suppose a Northwest Airlines strike affects real 
personal income in every region that is home to a Northwest hub airport. While the 
restricted V ARs may not explicitly model this sectoral link, the ITSUR estimation does 
implicitly incorporate this sectoral link into the parameter estimates. 
In addition to choosing the appropriate model of the three types outlined above, 
the VAR lag length p must also be determined. The V ARs estimated here will be 
modeled with p = 4. Quarterly V ARs typically include four lags, enough to yield white 
noise errors. The next step is to identify the appropriate set of restrictions from the 
portfolio of the unrestricted, geographically restricted, and completely restricted models. 
This is a task for which classical hypothesis testing is not appropriate. In the classical 
context, three pairwise model comparisons would be necessary, which leads to 
accumulating errors and an unknown true level of significance. An alternative to 
hypothesis testing is clearly desired in this context. In particular, what is needed is an 
approach which allows for the evaluation of a portfolio of models, which can be used to 
choose the 'best' reduced form VAR specification. 
One approach to model evaluation is to consider model fit. Accordingly, those 
models yielding the best fit may be considered 'good' models. However, it is well 
3In particular, all restricted VAR estimation will use the iterated SUR (ITSUR) technique. Iterating the 
feasible generalized least-squares algorithm until convergence will result in full infonnation maximum 
likelihood (FIML) estimates. 
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known that a measure of goodness-of-fit will be biased against parsimonious models. 
One of the earliest lessons of statistics or econometrics is that a model's R2 can always be 
increased by simply adding more variables. An ad hoc avoidance of this is the adjusted 
The informational approach pioneered by Akaike ( 1973) starts from the same 
premise: the evaluation of models on the basis of, for example, the value of the 
maximized log likelihood, will leave us with heavily parameterized models. However, 
Akaike's approach is to correct for this bias in a statistically meaningful way, relative to 
the ad hoc adjusted R2 approach. As such, Akaike's Information Criterion (AIC) and it's 
extensions score models using a penalized log likelihood function. In general, a model 
selection criterion can be expressed as the sum of a lack-of-fit term and a penalty term. 
It is the penalty term which tends to differentiate the various model selection criteria. 
To choose the appropriate reduced form specification, the two most commonly 
used model selection criteria will be applied, AIC and Schwarz's (1978) Bayesian 




SBC= -2 log L(0) + k Iog(T) 
(3.2) 
(3.3) 
where k is the number of estimated parameters (including the n(n+ I )/2 distinct elements 
A 
of Q ), Tis the number of usable observations, and log L(0) is just the value of the 
maximized log-likelihood. The best model is that for which the model selection criterion 
is minimized. Note that AIC will tend to choose more heavily parameterized models as 
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SBC places a larger penalty on additional parameters as long as T--z. 8 (because log(8)>2). 
A final modeling issue needs to be addressed before applying AIC and SBC to the 
three competing models. The estimates from a VAR will be consistent for the true 
population parameters even in the case of nonstationary data. However, the efficiency of 
estimates can be increased if the data are stationary. Following the seminal work of 
Nelson & Plosser (1982), it has been widely held that most macroeconomic time series 
variables are nonstationary, and further, that they are difference-stationary. That is, most 
macroeconomic variables are believed to contain a unit root. If a variable contains one 
unit root, it is said to be integrated of order one, or /(1). In this case, the first difference 
will be stationary. In general, if a variable is /(d), the dth difference will be stationary. 
Therefore, if a variable contains a unit root, an appropriate specification is in the first 
differences of that variable.4 
A Phillips-Perron test (Phillips & Perron, 1988) will be applied to each series to 
determine which contain unit roots. The results of these unit root tests are given in Table 
3.4. For each variable, except SSL, the null of nonstationarity in levels cannot be 
rejected and the null of nonstationarity in first differences can be rejected, at either the 5 
or 10 percent level. Therefore, each of these variables appear to be /( 1). Based on these 
results alone, SSL appears to be /(2), suggesting that quarterly SSL growth is itself 
4This statement clearly ignores the possibility of cointegrated variables, in which case a model in first 
differences is misspecified, as first differences alone ignore the useful information contained in the levels 
of the cointegrated variables. In this study, regardless of the individual stationarity properties of the 
series, cointegration will not be considered. This is due to the large number of variables creating a large 
number of possible cointegrating relationships, the incorrect determination of which would result in 
a further misspecified model. 
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Table 3.4, Results of Unit Root Tests 
X H0: x~/(1) H0: 1lx~l(J) 
NE -5.10 -92.78* 
ME -5.23 -150.16* 
GL -9.29 -89.65* 
PL -15.94 -103.75* 
SE -10.46 -98.67* 
SW -3.36 -115.86* 
RM -6.60 -127.51 * 
FW -6.33 -118.91 * 
p 0.23 -17.97** 
FFR -10.57 -75.23* 
SSMI -4.64 -33.18* 
DMI -3.02 -32.78* 
SSM2 1.56 -25.39* 
DM2 0.81 -17.33** 
SSM3 0.83 -11.94*** 
DM3 0.27 -15.45** 
SSL 1.10 -9.40 
DL 0.61 -15.76** 
Notes: All regressions in levels include time trend except FFR, no 
regressions in differences include trend. Critical values when time trend is 
included: 
1%: -27.4, 5%: -20.7, 10%: -17.S. Critical values without trend: 1%: -19.8, 
5%: -13.7, 10%: -11.0. 
nonstationary. An observation of SSL growth makes it clear that the finding of 
nonstationary growth is driven by a period of sharply lower growth during the early 
1990s. Further, SSL growth appears to have since reverted back towards a long-run 
average rate. Therefore, while two unit roots in SSL may be statistically supported using 
the current sample, prior knowledge of this series supports just one unit root. 5 Each 
variable will thus be treated as /(1). 
Given that each variable is /(1), the reduced form VAR will be a V AR(3) in first 
differences, where 3 is one less than the number of lags in the levels model. Having 
5Using an earlier sample, Serletis (1988) finds that SSL is I( 1 ). 
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determined an appropriate stationary specification, the model selection criteria can be 
applied to the previously developed portfolio of competing models. The results of this 
selection procedure are identical across each of the eight systems. As expected, AIC 
prefers the most heavily parameterized unrestricted model for each of the eight monetary 
aggregates. SBC, on the other hand, prefers the least parameterized completely restricted 
model for each monetary aggregate. Given the desire to obtain relatively precise 
estimates, along with the implicit interregional relationships that are captured even in the 
most restricted model, the SBC results will used. 
The reduced form VAR model for each monetary aggregate is a V AR(3) in first 
differences, where the eight regional real personal income equations contain 
(differenced) lags of money, prices, interest rates, and the region's own real personal 
income. These eight systems have been estimated using the iterated SUR technique. The 
estimates from the differenced models are then converted into the corresponding levels 
representations. 6 Before turning to dynamic simulations of these systems, a set of 
identified structural shocks must be obtained. This is done via a SV AR, as described in 
the next section. 
3.3 Identification and Estimation of SV ARs 
The primary tools used to analyze systems estimated with V ARs are impulse 
response functions (IRFs) and forecast error variance decompositions (FEVDs), which 
6The estimates from the stationary representation need to be converted to a levels representation so 
that impulse response functions and forecast error variance decompositions give the simulated responses 
of the variables in levels, not in first differences. 
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trace the dynamic impacts on each variable in the VAR of shocks to the system. In 
particular, the system is simulated following an impulse in an identified error, setting all 
other errors equal to zero, both contemporaneously and dynamically. As is well known, 
this requires that a set of uncorrelated shocks must be identified from the reduced form 
VAR for this dynamic simulation to be meaningful. Typically, the covariance matrix of 
the reduced form residuals Q is not diagonal. Because these reduced form errors are 
contemporaneously correlated, the dynamic response following a reduced form 'impulse' 
clearly does not yield the system's response setting all other errors to zero. 
In the applied literature, a common solution to this problem is to decompose Q 
into a set of orthogonal errors via a Choleski decomposition. The Choleski 
decomposition is a statistically valid solution, because it yields a new set of errors with a 
diagonal contemporaneous covariance matrix. However, this approach fails to provide 
economically meaningful structural shocks. This is because a Choleski decomposition 
implies a particular recursive causal chain to the variables in the VAR. Unless the 
researcher has reason a priori to believe the variables are truly related in this way, the 
Choleski approach is clearly arbitrary. 
The structural VAR approach developed as an alternative to the Choleski 
decomposition. The earliest applications of the SV AR approach were Sims ( 1986), 
Bernanke (1986), and Blanchard & Watson (1986). The basis of SV AR modeling is the 
recognition that the reduced form VAR of (3 .1) provides a solution to the following 
dynamic structural model: 
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(3.4) 
where X, is as defined earlier, k is an (n x 1) vector of intercepts, A,, ... , AP are (n x n) 
matrices of structural autoregressive coefficients, e, is a vector of structural shocks, and A 
and Bare invertible (n x n) matrices. Following the convenient normalization of 
Amisano & Giannini (1997), the structural shocks are orthonormal: e, ~ iid N(O,ln). 
Premultiplying (3.4) by A·1 and renaming terms yields the reduced form VAR of (3.1 ). 
From equations (3.1) and (3.4), it can be seen that the reduced form residuals are 
related to the structural shocks according to: 
A&,= Be, (3.5) 
As such, the A matrix characterizes the contemporaneous relations between the reduced 
form residuals and the B matrix characterizes the contemporaneous impacts of the 
structural shocks on the reduced form residuals. SV AR identification requires imposing 
a set of economically meaningful restrictions on A and B such that the structural 
parameters and shocks of equation (3.4) can be recovered. 
From (3.5), and recalling that E ( &,&,') = Q and E ( e,e,') = /. , the matrices A 
and B must satisfy: 
A-'BB' AH= n (3.6) 
The (n x n) covariance matrix Q contains a total of n(n + 1)/2 distinct elements. A 
just-identified structural model requires that A and B contain no more than n(n + 1 )/2 free 
parameters. 
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To identify the eight SV ARs in this study, a set of exclusion restrictions is 
imposed on A. These restrictions come from a priori beliefs about the nature of 
contemporaneous causal relationships within the data. The first restriction is that reduced 
form innovations in regional real personal income do not contemporaneously affect other 
regions. This same restriction is imposed in Carlino & Defina (1997). Perhaps the 
strongest support of this restriction is the previous result that the best reduced form 
model (according to SBC) excludes dynamic interregional relationships. 
Another set of restrictions concerns the contemporaneous impacts of regional real 
personal income on the national variables. In particular, regional real personal income 
will be allowed to have a contemporaneous impact on national nominal money and 
prices, but not on the federal funds rate. The exclusion of real activity impacts on the 
federal funds rate, which can be considered a monetary policy variable, follows from 
similar treatment in Sims ( 1986) and Sims & Zha ( 1998). Those authors point out the 
policymaker' s lack of contemporaneous data on real economic activity when setting 
policy. While this argument is not without question, it would seem to be further 
bolstered in this case, where the contemporaneous real activity impacts are regional. 
That is, even with full information, policymakers would likely not respond 
contemporaneously to a change in real economic activity in any one region. 
The final parameters to consider are those representing the contemporaneous 
causal impacts between the three national variables. The federal funds rate will continue 
to be treated as a contemporaneously exogenous variable. The nominal money supply 
will be allowed to respond to changes in both prices and the federal funds rate. Finally, 
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prices will not respond to money or the interest rate, suggesting sluggish price 
adjustments.7 A total of28 parameters will be estimated from the 66 distinct elements of 
Q , thus the SV ARs will be over-identified. This over-identification owes itself to the 
large block of restrictions placed on the contemporaneous interregional impacts. 
The eight SV ARs have been estimated by directly maximizing the log likelihood 
function which, concentrated with respect to the reduced form coefficient estimates and 
except for a constant, is given by: 
where Tis the number of usable observations. This nonlinear likelihood was maximized 
using a standard Davidon-Fletcher-Powell algorithm. 
The individual estimates of the reduced-form coefficients and the 
contemporaneous impacts are at the same time too numerous and too directly 
uninformative to present here. For the purpose of this essay, the primary usefulness of 
the SV AR estimation are the dynamic simulations of the systems via impulse response 
functions and forecast error variance decompositions. These dynamic simulations are the 
focus of the following chapter. 
7This identifying restriction is also imposed by Blanchard (I 989), Gali (1992), and Sims & Zha (1998). 
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Chapter Four 
Regional Responses to Money and Interest Rates 
Two concise tools used to describe a system estimated with a VAR are impulse 
response functions (IRFs) and forecast error variance decompositions (FEVDs). 
Collectively referred to as innovation accounting, IRFs and FEVDs trace the dynamic 
effects of shocks to the system. In this chapter, IRFs and FEVDs will be presented to 
empirically explore two distinct issues: 1) The nature of regional real personal income 
responses following shocks to nominal money and to the federal funds rate, and 2) The 
differential impacts of money shocks on regional real activity across simple sum and 
divisia monetary aggregates. Following the examination of IRFs and FEVDs, the 
empirical patterns which emerge will be related back to the regional transmission 
mechanisms discussed previously. 
4.1 Evidence from IRFs 
An IRF gives the dynamic response of one variable, given a shock to another 
variable in the system. In particular, the IRF for x1 following an impulse in e; is simply 
given by: 
OXj,1 + s 
---,s = 0,1,2, ... 
oei,1 
(4.1) 
To examine the heterogeneity ofregional responses to money and interest rates, the IRFs 
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presented in this chapter will be those for which regional real personal income appears in 
the numerator of 4.1, and either money or federal funds rate shocks appear in the 
denominator of 4.1. 
The first issue to address is the nature of regional responses to a shock to the 
federal funds rate. A total of eight systems have been estimated, one for each monetary 
aggregate. The IRFs of immediate interest could come from any of these systems. 
Rather than present the regional responses to a federal funds rate shock using each 
monetary aggregate, only those from the simple sum M2 and divisia M2 systems will be 
given. 1 The IRFs will indicate the response of regional real personal income, through 32 
quarters, following a negative (expansionary) shock to the federal funds rate. Figures 3.1 
and 3.2 give the IRFs from the simple sum M2 system. In Figure 3.1, the responses 
shown are for those regions responding less than the national average response, Figure 
3.2 shows regions whose response is greater then the national response.2 Figures 3.3 and 
3 .4 do likewise for the divisia M2 system. 
The first observation from these IRFs is that there are no substantial differences 
between the simple sum and the divisia systems. In both cases, a negative shock to the 
federal funds rate leads to an expansion in the regional economies, though there may be 
an initial one quarter decrease in real personal income for some regions. Regional real 
1The regional responses to FFR shocks are largely independent of which monetary aggregate is 
included. The M2 systems are representative of the other six systems. For completeness, results from 
the remaining aggregates are shown in Appendix B, Tables 3.10 - 3.15. 
2This distinction is made for ease of presentation and is based on comparing the point estimates of the 
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32 
personal income rises for about 10 quarters. In all but one region (the Southwest), real 
personal income then begins to fall through approximately the twentieth quarter after the 
interest rate shock. Finally, after about six years, regional real personal income appears 
to level off at a higher level than what would have been absent the interest rate shock. 
The Southwest region shows a slightly different real response, continuing to rise, though 
at a much slower rate, even after ten quarters out. 
The regional responses indicate generally the same pattern following the federal 
funds rate shock, though the magnitude of responses is clearly different across regions. 
That is, there is a heterogeneous regional response to interest rate shocks. Following the 
interest rate shock, four regions experience a response of real personal income which is 
less than the national average response. These relatively less responsive regions are the 
Mideast, Plains, Southwest, and Rocky Mountain regions. Meanwhile, the New England, 
Great Lakes, Southeast, and Far West regions respond relatively more to the federal 
funds rate shock. 
The differences in regional responses to FFR shocks are likely indicative of 
underlying structural differences in the regional economies. A shock to the federal funds 
rate typically leads to a change in other market rates, which can affect real economic 
activity. For example, a decrease in the federal funds rate, and a subsequent fall in 
market rates, reduces the cost of borrowing for both producers and consumers. To the 
extent that economic activity in a region is driven by interest-sensitive production and/or 
consumption, a FFR shock will affect real personal income in that region. That fact that 
regions do respond to FFR shocks in different magnitudes suggests structural differences 
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in the interest-sensitivity of the regions. 
Of the relatively responsive regions, the economy of the Great Lakes region is 
clearly the one most affected by the interest rate shock. From the simple sum M2 
system, the peak response of the Great Lakes region, at 11 quarters, is a full 22.2 percent 
more than the peak response of the second most responsive Southeast region. Compared 
to the (initially) least responsive Southwest region, the impact on the Great Lakes 
economy is more than twice as strong. This strong impact on the Great Lakes region 
makes intuitive sense in light of previous discussions of the interest rate channel. The 
Great Lakes region is home to large, capital-intensive manufacturers. 
The evidence of regional heterogeneity presented here is similar to the findings of 
Carlino & Defina (1996). Those authors break the eight regions into a group of core and 
noncore regions. The core regions show a response to monetary policy similar to the 
national response, while the noncore regions respond differently. Of their noncore 
regions, it is the Great Lakes economy which is most affected by unexpected changes in 
the federal funds rate, and the Southwest and Rocky Mountain economies which are least 
affected. The consistency of these results is striking, especially considering the 
differences between the included variables and specifications of the two studies. 
The evidence presented thus far illustrates that U.S. regions do respond 
differently to federal funds rate shocks. The next issue to pursue is the regional response 
to money shocks. Once again, for ease of presentation, the responses of regional real 
personal income following a money shock will only be presented for a subset of the eight 
systems that have been estimated. In particular, the results from the two M3 aggregates 
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will be given.3 As with the previous IRFs, the regional responses to a shock to any one 
monetary aggregate will be grouped according to the response relative to the average 
national response. Here, a region's categorization is based on comparing the peak values 
for the region and for the average.4 
Figures 3.5 through 3.8 present the IRFs ofregional real personal income 
following a positive shock to the M3 aggregates. Figure 3.5 gives the response to a 
SSM3 shock of the relatively less responsive regions, while Figure 3.6 indicates the 
response to a SSM3 shock for the relatively responsive regions. Similarly, Figures 3.7 
and 3.8 provide the regional responses to a shock to DM3. 
Consider first the general nature of real responses to positive money shocks. 
Regardless of the index used, a shock to M3 leads to an initial period of rising real 
personal income. For all but the Southwest region, the real personal income response 
reaches a maximum sometime between six and twelve quarters. After reaching a peak, 
real personal income in the seven similar regions falls, returning to zero for some 
regions, staying positive for others. For example, between 18 and 22 quarters following 
either a SSM3 or DM3 shock, the economies of the Great Lakes and Mideast regions 
return to the levels they would have experienced without the money shock. Meanwhile, 
as far out as 32 quarters after the money shock, real personal income in the Far West 
3The M3 results are generally representative of the broader aggregates, and for the current purpose, no 
infonnation is lost by focusing only on these aggregates. However, results from the remaining aggregates 
are given in Appendix C, Figures 3.16 - 3.21. 
4Complicating this is the unusual response of the Southwest region, whose response apparently does not 
reach a peak. However, the Southwest region will be defined as a relatively unresponsive region due to 
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28 32 
remains well above what it would otherwise have been. As was the case with a federal 
funds rate shock, the Southwest region appears to experience a continued expansion 
throughout the entire IRF horizon. 
After a shock to simple sum M3, five regions experience an economic expansion 
above the national average: the New England, Great Lakes, Plains, Southeast, and Far 
West regions. The Mideast, Southwest, and Rocky Mountain regions each experience a 
relatively weaker expansion. The same pattern emerges following a divisia M3 shock, 
except for the New England region which now responds less than the national average. 
In both cases, the strongest impact is felt in the Plains region, though this region also 
experiences a relatively quicker decline after reaching its peak response. The peak 
impact on the Plains region is more than twice that of the least responsive region, the 
Rocky Mountain region for SSM3 and the Mideast region for DM3. 
These results indicate that the perceived real response to a money shock, based on 
national data, masks the true impacts as felt across regions. The empirical result that the 
magnitude of responses to money shocks differs across regions suggests important 
structural differences between the underlying economies. Indeed, it is likely not a 
coincidence that the Plains region is, at the same time, the region most affected by money 
shocks and the region most dominated by small banks. This suggests a strong lending 
channel may be present in the Plains economy. 
Taking the regional responses to federal funds rate and money shocks together, 
four types of regions can be identified: regions which show a response greater than 
average for both interest rate and money shocks, regions which show a less than average 
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response to both types of shocks, regions which respond relatively strongly to interest 
rate shocks and relatively weakly to money shocks, and regions which show a relatively 
weak response to interest rate shocks and a relatively strong response to money shocks. 
The Great Lakes, Southeast and Far West regions belong to the group showing a 
strong response to both types of shocks. The Mideast, Southwest, and Rocky Mountain 
regions each respond less than average to both types of shocks. The economy of the 
Plains region responded relatively less to federal funds rate shocks and relatively more to 
money shocks. This result is consistent with the observation that the Plains region is 
characterized by a relatively large contingent of small banks and firms, and a relatively 
low percentage of capital-intensive production. Finally, the New England region 
showed a strong response to interest rate shocks and, given other evidence, a weaker 
response to money shocks. 5 
It is not surprising that the New England responses are the opposite of the Plains 
responses. The New England economy is relatively capital-intensive, while also 
containing fewer small banks and firms. This would suggest that the New England 
region should be characterized by a strong interest rate channel and a weak lending 
channel, which is the result apparently embodied in the data. 
While these IRFs have proven useful in sorting through the heterogeneous nature 
of regional responses to money and interest rates, the monetary shock IRF s also lend 
evidence to a comparison of the simple sum and divisia monetary aggregates. The 
5Recall, the New England region responded above average to a SSM3 shock and below average following 
a DM3 shock. However, results from the M2 and L systems support a less than average response 
following a money shock. 
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regional peak responses to divisia M3 shocks are always greater than the peak responses 
to a simple sum M3 shock. Referring specifically to Figures 3.6 and 3.8, the Plains 
region responds 29.6 percent more to a DM3 shock than to a SSM3 shock. 
To illustrate this simple sum/divisia comparison more succinctly, Figure 3.9 gives 
the national average responses of real personal income following both a simple sum and 
divisia M3 shock. This response is clearly stronger following the divisia shock. In 
particular, the divisia impact is approximately 33 percent stronger than the simple sum 
impact. This suggests that the divisia monetary aggregates are more informative than the 
simple sum aggregates about future changes in real economic activity. This strong 
relationship between divisia money and real economic activity is indicative of divisia 
being a superior measure of monetary services. This is of clear importance for economic 
forecasters and monetary policymakers, both of whom are concerned with obtaining 
accurate information about future economic activity. 
The IRF s presented in this section have provided compelling evidence as to the 
nature of regional responses to interest rate and money shocks. It is clear that regions do 
indeed respond differently to these 'monetary' shocks. Further, the IRFs have also 
indicated there are differences in the information content of simple sum and divisia 
monetary aggregates. These issues can now be explored again with the use of FEVDs in 
the next section. 
4.2 Evidence from FEVDs 
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Figure 3.9, Comparison of Average Responses to SSM3 and DM3 
Shocks 
describing the dynamic impact of shocks to a system estimated with a VAR. In 
particular, the FEVD at a specified horizon gives the percentage of the total forecast error 
variance (FEV) of x1 that is attributable to each of the identified structural shocks in the 
system. In this section, FEVDs will be presented to explore: how regions respond 
differentially to federal funds rate shocks, how regions respond differentially to money 
shocks, the relative importance of federal funds rate and money shocks within a given 
region, and the information content of the simple sum monetary aggregates relative to the 
divisia aggregates. 
To keep unnecessary information at a minimum, the results presented in this 
section will consist of the percentage of each region's real personal income FEV 
attributable to federal funds rate shocks and to money shocks, for each of the eight 
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monetary aggregates. These results are given in Tables 3.5 through 3.12. For example, 
Table 3.5 displays the percentage of each of the eight region's real personal income FEV 
attributable to federal funds rate shocks and SSMl shocks at each horizon (4, 6, 8, 10, 
and 12 quarters). The results in Table 3.5 indicate, for example, that a shock to simple 
sum Ml accounts for just 0.33 percent of the FEV of the New England region's real 
personal income at six quarters. Meanwhile, shocks to the federal funds rate are 
responsible for 2.94 percent of the New England region's six quarter real personal 
income FEV. 
The first issue to address is the relative importance of federal funds rate shocks 
across the eight regions. As a point of departure, consider the results given in Table 3.8: 
the FEVD evidence from the divisia M2 system. Suppose a shock to the federal funds 
rate occurs today, Table 3.8 indicates that this shock will account for 8.7 percent of the 
six quarter ahead FEV of real personal income in the Great Lakes region. Meanwhile, 
the same shock accounts for just 1.46 percent of the six quarter ahead FEV of the Plains 
region's real personal income FEV. 6 That is, a federal funds rate shock has about one-
sixth the explanatory power in the Plains region that it has in the Great Lakes region. 
An examination of the results across the eight systems reveals a group of regions 
which are most affected by federal funds rate shocks. In particular, the New England, 
Great Lakes, Southeast, and Far West regions are consistently relatively more subject to 
interest rate shocks. This is the same group of regions identified previously from the 
6Recall, of direct interest here is not the absolute percentage of regional real personal income FEY 
explained by interest rate shocks. Rather, it is the differences between regions that is of concern. 
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Table 3.5, FEVD of Regional Real Personal Income, SSMl 
System 
SSMl Shocks 
NE ME GL 
auarter 
PL SE SW RM 
4 0.56 1.15 1.06 1.22 0.16 0.25 0.49 
6 0.33 0.75 1.07 1.58 0.12 0.41 1.04 
8 0.48 0.48 0.95 1.84 0.1 I 0.74 1.90 
10 0.85 0.34 0.92 1.99 0.11 1.14 2.93 
12 1.18 0.27 1.03 2.13 0.17 1.64 4.13 
FFR Shocks 
auarter 
4 1.43 1.06 4.18 0.41 2.94 0.47 0.94 
6 2.94 1.71 6.85 0.39 3.91 0.39 0.88 
8 4.93 2.31 7.49 0.62 4.82 0.34 0.97 
10 6.40 2.63 7.20 0.87 5.03 0.25 0.92 












Table 3.6, FEVD of Regional Real Personal Income, DMl System 
DMI Shocks NE 
auarter 
ME GL PL SE SW RM FW 
4 0.58 1.26 1.06 1.23 0.32 0.42 0.54 1.52 
6 0.33 0.90 1.06 1.50 0.25 0.56 0.91 2.25 
8 0.32 0.62 0.95 1.68 0.22 0.89 1.53 2.90 
10 0.52 0.45 0.90 1.71 0.21 1.29 2.21 3.50 
12 0.75 0.36 0.94 1.71 0.24 1.77 2.97 4.11 
FFR Shocks 
auarter 
4 1.40 1.06 4.21 0.39 3.11 0.53 0.98 1.26 
6 2.73 1.62 6.81 0.38 4.11 0.50 0.96 2.05 
8 4.48 2.13 7.42 0.61 5.03 0.49 1.13 3.08 
10 5.79 2.41 7.13 0.87 5.22 0.39 1.12 3.72 
12 6.61 2.55 6.67 1.10 5.22 0.31 1.08 4.11 
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NE ME GL PL SE SW RM 
4 0.25 0.27 0.90 1.48 1.29 0.68 0.30 
6 0.40 0.38 1.23 2.42 2.00 1.28 0.55 
8 0.75 0.47 1.27 2.80 2.40 2.01 0.79 
IO 0.96 0.47 1.13 2.75 2.44 2.66 0.89 
12 1.03 0.41 0.94 2.50 2.32 3.17 0.90 
FFR Shocks 
quarter 
4 1.77 1.15 5.71 0.48 4.08 1.04 1.41 
6 3.85 2.11 9.62 1.71 6.63 2.15 2.19 
8 6.23 2.91 10.23 3.34 8.60 3.50 3.30 
IO 7.58 3.26 9.75 4.28 9.29 4.54 3.92 












Table 3.8, FEVD of Regional Real Personal Income, DM2 System 
DM2 Shocks 
auarter 
NE ME GL PL SE SW RM FW 
4 0.24 0.29 2.75 2.45 2.41 0.68 1.12 0.88 
6 0.75 0.58 3.12 4.15 3.30 1.45 2.03 2.83 
8 1.05 0.62 2.48 4.33 3.25 1.93 2.42 3.79 
IO 1.10 0.54 1.90 3.79 2.93 2.31 2.54 3.86 
12 1.00 0.42 1.43 3.16 2.57 2.57 2.44 3.63 
FFR Shocks 
auarter 
4 1.70 1.14 5.76 0.47 3.63 1.04 1.52 1.70 
6 3.05 1.72 8.70 1.46 5.02 1.68 2.37 3.27 
8 4.45 2.21 8.59 2.59 5.92 2.44 3.62 4.88 
IO 5.03 2.32 7.59 3.00 5.86 2.81 4.17 5.31 
12 5.18 2.27 6.72 3.05 5.61 3.00 4.41 5.30 
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NE ME GL PL SE SW RM 
4 0.59 0.73 2.02 2.52 3.94 1.10 0.80 
6 1.43 1.23 2.94 4.34 5.19 1.58 1.14 
8 2.30 1.49 3.05 5.43 5.59 1.99 1.38 
10 2.78 1.49 2.77 5.54 5.42 2.31 1.50 
12 2.90 1.36 2.35 5.19 5.02 2.50 1.48 
FFR Shocks 
quarter 
4 1.82 1.45 6.37 0.59 4.98 1.16 1.39 
6 3.30 2.14 10.29 1.54 6.62 1.77 1.82 
8 4.74 2.57 10.40 2.55 7.54 2.34 2.49 
10 5.37 2.64 9.31 2.97 7.30 2.54 2.76 
12 5.58 2.58 8.28 3.08 6.92 2.62 2.91 




NE ME GL PL SE SW RM 
4 3.16 3.21 5.92 5.46 7.17 2.15 3.00 
6 4.86 3.80 7.85 10.01 9.17 3.38 4.94 
8 5.31 3.42 6.58 10.75 8.75 3.89 5.75 
10 4.97 2.80 5.02 9.45 7.63 4.11 5.82 
12 4.33 2.21 3.75 7.89 6.53 4.18 5.46 
FFR Shocks 
auarter 
4 1.79 1.47 6.44 0.57 4.29 1.15 1.60 
6 3.05 2.07 9.86 1.66 5.50 1.68 2.37 
8 4.11 2.37 9.50 2.54 5.96 2.18 3.37 
10 4.40 2.31 8.12 2.69 5.58 2.28 3.70 
























Table 3.11, FEVD of Regional Real Personal Income, SSL System 
SSL Shocks 
NE ME GL 
auarter 
PL SE SW RM FW 
4 1.69 1.71 1.47 2.23 3.51 1.68 1.12 2.23 
6 3.03 2.29 2.08 4.02 4.86 1.99 1.38 4.45 
8 4.02 2.52 2.29 5.05 5.43 2.20 1.57 6.37 
IO 4.45 2.45 2.15 5.17 5.37 2.36 1.63 7.30 
12 4.50 2.25 1.88 4.85 5.04 2.43 1.55 7.59 
FFR Shocks 
auarter 
4 2.37 2.14 5.99 0.64 5.80 1.36 1.58 2.43 
6 4.01 2.92 9.26 1.69 7.95 1.98 2.05 4.60 
8 5.36 3.37 9.49 2.66 9.26 2.58 2.81 6.69 
10 5.86 3.38 8.71 3.08 9.05 2.75 3.07 7.52 
12 6.03 3.30 7.96 3.20 8.69 2.82 3.22 7.82 
Table 3.12, FEVD of Regional Real Personal Income, DL System 
DL Shocks 
NE ME GL PL SE SW RM FW 
auarter 
4 4.46 4.42 5.48 5.78 7.53 3.28 4.06 7.75 
6 6.62 5.27 7.60 10.68 9.87 4.50 6.50 12.8 I 
8 7.00 4.69 6.73 11.37 9.47 4.81 7.37 13.71 
10 6.5 I 3.85 5.37 10.06 8.31 4.84 7.32 12.72 
12 5.72 3.08 4.14 8.47 7.14 4.74 6.75 11.41 
FFR Shocks 
auarter 
4 2.12 1.87 6.25 0.62 4.71 1.35 1.85 2.64 
6 3.29 2.37 9.27 1.67 5.83 1.90 2.74 4.00 
8 4.32 2.66 9.17 2.55 6.37 2.43 3.92 5.09 
10 4.54 2.54 8.01 2.68 5.96 2.48 4.25 5.04 
12 4.49 2.35 7.01 2.59 5.51 2.44 4.30 4.79 
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IRFs as having the strongest real personal income responses to a federal funds rate 
shock.7 Further, it is the Great Lakes economy which again is most affected by shocks to 
the federal funds rate. The strong federal funds rate impact on the Great Lakes region 
has surfaced consistently in the IRFs and FEVDs presented here, as well as in Carlino & 
Defina (1996). The recurrence of this result strongly suggests that Federal Reserve 
actions affecting the federal funds rate will be felt most in the Great Lakes economy. 
This information must be included in the policymaking process. 
The second issue to explore is the nature of regional sensitivity to nominal money 
shocks. The evidence available in Tables 3.5 through 3.12 on the percentage of regional 
real personal income FEV attributable to money shocks does not paint as clear a picture 
as was available with the federal funds rate. However, some consistent patterns are 
present. Consider the FEVDs from the two M3 systems, Tables 3.9 and 3.10. Shocks to 
simple sum M3 explain a marginally higher portion of regional real personal income 
FEV in the Plains, Southeast, and Far West regions. While the differences between 
regions are not striking, this pattern is evident across aggregates, which suggests it is an 
important result. 
The differential regional importance of nominal money shocks is more apparent 
in the divisia M3 system. Consider the FEV of regional real personal income at 8 
quarters. Divisia M3 shocks account for 10.75, 9.33, and 8.75 percent of the real 
7This result is not simply due to the nature of the technique. While IRFs and FEVDs are similar in that 
they both provide information about the dynamic effects of shocks, the infonnation they provide is 
different. IRFs trace the dynamic response of a variable following a shock, while FEVDs attribute the 
error variance of forecasts generated from within the system to the system's shocks. Thus, the FEVD 
evidence is an important compliment to the IRF results. 
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personal income FEV in the Plains, Far West, and Southeast regions respectively. The 
6.58 percent of Great Lakes real personal income FEV explained by divisia M3 shocks is 
also relatively large, though this impact is not as persistent as that in the Plains, Far West 
and Southeast regions. However, this Great Lakes pattern emerges consistently enough, 
especially when using a divisia aggregate, that the Great Lakes region will also be 
considered as one in which nominal money shocks are relatively more important. 
The evidence presented thus far from the FEVDs allows for the classification of 
regions as done previously according to the IRF results. That is, regions can be 
identified in which, given the FEVD evidence: both interest rate and money shocks are 
important, neither of these shocks are important, interest rate shocks are important while 
money shocks are not, and money shocks are important while interest rate shocks are not. 
It is indeed an interesting and compelling result that the regional groupings which 
emerge from the FEVD results are exactly those which emerged previously. 
Specifically, in the Great Lakes, Southeast, and Far West regions both federal funds rate 
and nominal money shocks are important in explaining real personal income FEV. These 
shocks are relatively less important in the Mideast, Southwest, and Rocky Mountain 
regions. Federal funds rate shocks are important, while money shocks are unimportant, 
in the New England region. Finally, in the Plains region, nominal money shocks are 
important while interest rate shocks are not. 
As alluded to earlier, the explanation for these clear empirical patterns lies in the 
structural composition of the regional economies. Differences between regions in terms 
of industrial composition, firm size and bank size, are likely responsible for the empirical 
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picture that has emerged. The discussion in Section 4.3 below will provide a more 
detailed account of the structural explanations of these results. 
Thus far, the FEVDs have been used to explore the differences between regions 
in terms of the explanatory importance of federal funds rate shocks, and the importance 
of nominal money shocks. Further, two regions, the Plains and New England, have been 
identified as having clear within region differences in terms of the relative importance of 
interest rate and money shocks. The final issue to address with the FEVDs is the 
empirical difference between the simple sum and divisia monetary aggregates. 
Economists familiar with aggregation theory would argue that this regional 
assessment should properly be conducted with a theoretically valid measure of money, 
such as a divisia aggregate. Indeed, it is due to the theoretical superiority of divisia that 
they are used here. In light of the mixed evidence on the practical superiority of divisia 
over simple sum, the simple sum results are also presented and compared with divisia 
results. 
Based on the theoretical foundations of monetary aggregation, the difference 
between the simple sum and divisia aggregates should be greatest at broader levels of 
aggregation. This is because the difference between the simple sum and divisia 
aggregates can be summarized in their treatment of the substitutability of component 
assets. The simple sum aggregates implicitly assume that each of the included assets are 
perfect substitutes, while this is not the case with the divisia aggregates. Therefore, as 
the level of aggregation increases and an increasingly heterogeneous set of assets is 
included in an aggregate, this perfect substitute condition is more dramatically violated. 
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Empirically, this expectation plays out in Tables 3.9 through 3.12. At these two 
broadest levels of aggregation, there are clear differences in the explanatory power of 
shocks to simple sum and divisia money. Comparing Tables 3.9 and 3.10, at every 
horizon and for every region, the portion of regional real personal income FEV explained 
by shocks to divisia M3 is greater that the portion explained by shocks to simple sum 
M3. This difference is often substantial. Eight quarters out, a divisia M3 shock explains 
at least 56.5 percent more than a simple sum M3 shock, depending on the region. The 
difference between simple sum L and divisia L is even more significant. Here, a divisia 
L shock always explains at least 74.1 percent more than a simple sum L shock. This 
evidence strongly suggests that the divisia monetary aggregates are more informative 
about future changes in real economic activity than are the simple sum aggregates. This 
result, combined with similar findings elsewhere from widely varied techniques8, is an 
important finding for any researcher using a measure of money in an empirical model. 
The empirical evidence presented to this point has revealed a clear picture of the 
nature of differential regional responses to interest rate and nominal money shocks. 
Again, both types of shocks have been shown to be important in the Great Lakes, 
Southeast, and Far West regions. Neither shock is very important in the Mideast, 
Southwest, and Rocky Mountain regions. Nominal money shocks dominate federal 
funds rate shocks in the Plains regions. In the New England region, on the other hand, 
federal funds rate shocks are relatively more important than are nominal money shocks. 
8See the second and fourth parts of this dissertation for more evidence, as well as additional relevant 
references. 
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