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RÉSUMÉ. Dans ce papier, nous considérons une formulation de l’équation du transport au sens
des moindres carrés. Nous rappelons que le principe du maximum faible est vérifié par la formulation
continue, et nous proposons des méthodes numériques pour que le principe du maximum discret soit
satisfait en introduisant des problèmes de minimisation sous contraintes.
ABSTRACT. In this note, we deal with a least squares formulation for the transport equation. Some
numerical schemes are proposed in order that a discret maximum principle hold true. This schemes
are obtained by considering optimization problems subject to constraints.
MOTS-CLÉS : équation de transport,les méthodes espaces-temps au sens moidres carrés, variation
totale .
KEYWORDS : transport equation, space-time least squares methods, total variation.
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1. Introduction
Résoudre l’équation du Transport au sens des moindres carrés est nécessaire dans de
nombreuses applications physiques, et en imagerie par exemple, où il est souvent néces-
saire de rajouter des contraintes à l’équation du Transport (appelée flot optique) comme
une condition finale dans le cas du recalage.
Le principe du maximum est satisfait par la formulation continue au sens des moindres
carrés, et sa démonstration demande un argument de type perturbation singulière. Le pro-
blème approché par une méthode d’éléments finis de Lagrange y compris à l’ordre un
n’est pas vérifié. Afin d’imposer le principe du maximum discret (PMD) nous propo-
sons une modification de la méthode de Galerkin en y adjoignant des contraintes d’in-
égalité. Mentionnons [4] et [2] où une stratégie similaire a été utilisée et analysée, dans
un contexte algébrique pour le premier et pour des méthodes ALE pour le second. Dans
ce travail, nous proposons d’introduire une contrainte de non négativité pour la solution
afin d’éviter les undershooting, et de rajouter une contrainte de régularité concernant la
variation totale de la solution pour éviter les overshooting.
Le papier est organisé de la manière suivante. A la section 2 le problème au sens des
moindres carrés est introduit. La section 3 commence par quelques expérimentations nu-
mériques, et la contrainte de non négativité des solutions est introduite. Dans la section
4, une contrainte sur la variation totale est introduite pour contrôler les overshooting par
exemple et les oscillations. La précision de la méthode est étudiée.
2. Principe du Maximum pour le problème continu
Soit 
  Rd un domaine de frontière lipschitzienne @
 satisfaisant la propriété du
cone. Si T > 0 est donnée, soit Q = 
]0; T [. Considérons une vitesse d’advection
v : Q ! Rd et f 2 L2(Q) un terme source donné. Dans tout ce papier la vitesse v
vérifie au moins la régularité suivante : v 2 L1(Q)d; et div v 2 L1(Q): Soit    =
fx 2 @
 : (v(x; t) j n(x)) < 0g où n(x) est la normale extérieure de @
 au point x. On
suppose que    ne dépend pas de t.
Le problème consiste à trouver une fonction u : Q! R satisfaisant :8<: @tu+ ( v(x; t) jru(x; t) ) = f dansQu(x; 0) = u0(x) pour x dans

u(x; t) = u1(x; t) pour x sur  :
(1)
Quand u1, u0, et u sont suffisamment régulières, en changeant le terme source f si
nécessaire, on peut supposer que u1 = 0 sur   , et u0 = 0 sur 
. Le cadre fonctionnel
pour une formulation variationnelle du problème (1) est donné, pour v régulière. On dé-
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finit ~v par ~v = (1; v1; v2; : : : ; vd)t et pour une fonction suffisamment régulière ' définie
sur Q, soit er' = @'@t ; @'@x1 ; @'@x2 ; : : : ; @'@xdt, le produit scalaire euclidien est noté ( : j : ).
Soit
@Q  = f(x; t) 2 @Q; ( ev j en ) < 0g =     (0; T ) [ 
 f0g;
où en désigne le vecteur normal extérieure unitaire sur @Q, et
ub(x; t) =

u0(x) si (x; t) 2 
 f0g
u1(x) si (x; t) 2     (0; T ):




 ev j er' 2 L2(Q); 'j@Q  2 L2(@Q ; j ( ev j en ) j de)o
et H0(@Q ) = f' 2 H(@Q ); ' = 0 sur @Q g sont introduits. Une formulation du





 ev j erw   f)2 dt dx = argminw2H0(@Q ) J(w):




 ev j er  f  ev j er' dx dt. Donc, une condition suffisante pour
obtenir la solution au sens des moindres carrés de (1) est la formulation faible suivante :
Trouver  2 H0(@Q ) tel queZ
Q
 ev j er ev j er' dx dt = Z
Q
f
 ev j er' dx dt (2)
pour tout ' 2 H0(@Q ).
Théorème 2.1 Pour v régulière, et f 2 L2(Q), le problème (1) admet une unique so-
lution u =  + (1   t)ub. En outre, pour f = 0, u satisfait le principe du maximum :
inf ub  u  supub.
Preuve. La démonstration du principe du maximum demande d’utiliser une méthode
de perturbation singulière, elle est donnée dans [5] 
3. Problème discrétisé
Soit f'1; '2; : : : ; 'Ng une base du sous-espace d’éléments finis Vh  H0(@Q ),
obtenue, par exemple, pour un maillage du domaine Q, avec des éléments finis du type
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Q1. Une approximation du problème consiste à trouver h =
PN






 ev j er'j  ev j er'i  dx dt = RQ f  ev j er'i  dx dt:
La méthode que nous proposons est une méthode de marche en temps. En effet cela est
possible, car on suppose que ev1 > 0, alors toutes les courbes sont croissantes par rapport
au temps. Le principe de cette méthode : À chaque pas de temps on résout un problème "
local en temps", où l’état initial est l’état au pas de temps courant et l’inconnu est l’état au
pas de temps suivant. Nous calculons la matrice de rigiditéA du système pour un domaine

 (tn; tn+1). La solution est obtenue en résolvant le système suivant :8<: Au








Considérons le problème de l’équation de transport avec condition initiale non nulle
et une vitesse constante pour 
 = (0; 1)
@tu+ @xu = 0 dans Q (4)
avec u(x; 0) = u0(x) = 12 (1  tanh(100x  50)), et on résout par la méthode de marche
en temps pour un seul pas de temps et pour 20 pas de temps avec 80 points en espace, en
respectant le CFL on peut obtenir le pas de temps maximal ( ici, le pas de temps est égale
au pas d’espace). La figure 1(a) représente la solution pour un seul pas de temps, la figure
1(b) représente la solution pour 20 pas de temps. Malgré les oscillation présentes en (a)
et (b), la méthode converge comme il est montré en figure 1(c) où nous avons 1000 points
en espaces.




























Figure 1. (a) Solution pour un pas de temps. (b) Solution pour 20 pas de temps. (c)
Convergence de la solution
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3.2. Principe du maximum
Afin d’avoir une solution positive on transforme le problème en un problème de mini-
misation sous contrainte.
Trouver p 2 RN vérifiant : 
Ap = F
p  0 (5)
On utilise les conditions de complémentarité données pour le problème dans RN (voir
par exemple [6]), puisque le problème peut être considéré comme la minimisation de la
fonctionnelle : 12X
tAX  XtF sur le cône RN+ . En notant  = (Ap   F ) nous devons
satisfaire : 0  ; 0  (Ap   F ); p ? (Ap   F ).
Nous notons que les trois conditions sont équivalentes pour tout réel 0 < r à :  =
(  rp)+. Une formulation avec multiplicateur de Lagrange généralisé s’écrit
Ap = F + 
 = (  rp)+
que l’on résout itérativement avec : 0p = 0;
0 = 0
An+1p = F + 
n+1
n+1 = (n   rnp )+
Nous prenons le même exemple que précédemment, où la solution est représentée à la
figure 2 pour un pas de temps et pour 20 pas de temps.



















Figure 2. (a) Solution pour un pas de temps. (b) Solution pour 20 pas de temps.
4. Contrainte de régularité sur la variation totale
Le fait d’imposer une condition finale implique, d’un point de vue numérique, de ré-
soudre le problème de façon globale en temps. Ceci fait apparaître en plus du phénomène
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d’undershooting, un phénomène d’overshooting au voisinage des sauts (voir figure 3. (a)).
Afin de contrôler ces artefacts, on propose d’imposer la positivité de la solution tout en







(@tu+ ( v(x; t) jru(x; t) )  f)2 dtdx+ ICh(u) + TV (u) (6)




i=1 i'i j i  0; 8i
o




On propose, pour résoudre ce problème d’utiliser un algorithme de descente de gradient
alterné de type ISTA (cf. [1]). La figure suivante illustre les résultats obtenus à t = 0:3.
(a) (b) (c)
Figure 3. (a) Solution du problème global . (b) Solution du problème avec la contrainte ICh ,
persistance de l’overshooting. (c) Solution du problème avec contrainte et régularisation
TV pour  = 2:10 4.
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