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I Introduction
It is commonly agreed that structural models of credit risk over-value corporate bonds. 1 Structural models employ the contingent claims approach to value the put option inherent in the contract between lenders and equityholders. Widely used in practice, contingent claims models are seen as one of the major successes of financial theory. The failure of such models to explain satisfactorily actual corporate debt prices and spreads is therefore surprising. While the poor performance of these models in this area has been recognized for many years their failure continues to surprise. This paper makes two simple but important points. First, while structural models provide a poor prediction of prices and returns, they may perform much better as a predictor of the sensitivity -or hedge ratio -of debt to equity. This is important because hedge ratios determine the composition of the replicating portfolio which, according to the theory, determines the price. Thus, if we find that a model provides a good prediction of hedge ratios but a poor prediction of the price, we are better able to identify the reasons for model failure. In fact, we find that even the simplest structural model (Merton (1974)) predicts hedge ratios that are in line with those observed empirically. This leads us to reconsider the possible explanations for the failure of structural models to explain better the level of prices and yields.
At present, there are two main explanations for the poor performance of structural models. First, that they fail to predict accurately the probability of default and/or the recovery rate. This explanation has weight because all current models violate at least some known facts about capital structure and/or the circumstances of corporate default.
Consequently, the development of much of the theory has been in pursuit of improved ways to model credit events. As a result, we possess an arsenal of models that include stochastic default boundaries, dynamic capital structure and opportunistic behavior on the part of claimholders (e.g., Anderson and Sundaresan (1996) , Collin-Dufresne and Goldstein (2001)). Empirical tests have showed, however, that these modifications do not substan-tially improve the ability of the models to explain the level of corporate bond prices (Eom, Helwege and Huang (2002), Huang and Huang (20002) ).
A second explanation is that the pricing of corporate bonds is influenced by factors that are not related to credit risk, and are therefore not included in structural models. It could even be the case that structural models account very well for the credit risk component of bond prices and returns while, at the same time, credit risk is actually responsible for only a part, perhaps not even a very large part, of spreads and returns. Some recent results tend to support this view. Elton, Gruber, Agrawal, and Mann (2001) find that differences in taxation account for about a third of credit spreads. Huang and Huang (2002) estimate that credit risk accounts only for a small fraction of the observed credit spread. CollinDufresne, Goldstein, and Martin (2001) find that the variables present in structural models explain only a small fraction of the variation in spreads.
On the positive side, a recent paper by Leland (2002) shows that the default probability prediction of structural models are indeed roughly consistent with observed default frequency. 2, 3 Our paper contributes to this on-going debate but, unlike many previous authors (e.g., Huang and Huang (2002) ), we do not focus on the level of prices or the size of the spread.
Instead we investigate the ability of structural models to predict hedge ratios and ask whether these models can be used to hedge corporate bond returns. Using data on monthly returns for a large sample of U.S. corporate bonds over a five-year period, we find that the variables present in structural models explain a large fraction of the returns on investment grade bonds and a smaller but significant fraction for high yield bonds. This result is in itself not surprising, since it has been known for some time that investment grade and government bonds have to a large extent similar driving factors (Campbell and Ammer, 1993) . We also find that debt returns are significantly related to returns on the underlying asset and that the pattern of sensitivities is broadly consistent with the level of credit exposure.
Thus, our paper focusses attention on the second-moment predictions of structural models. In these models, any change in the value of a credit risky bond is the result of a change in the value of the assets that collateralize the debt or in riskless rates. In our empirical analysis we ask whether the sensitivities of corporate bond returns to the issuing firm's equity and riskless bond returns are consistent with the model. Our main result is that even the Merton (1974) model produces equity sensitivities that are roughly in line with those observed empirically. Our test is supportive of the view that structural models account well for the credit risk component of corporate bond returns. This positive result is also consistent with Leland's (2002) recent and favorable findings on the default probability predictions of structural models.
A number of authors have found that the returns on corporate bonds are also related to a number of factors that are not present in structural models. These include the Fama- 2001)). In the second half of the paper we include these variables in our analysis of hedged corporate bond returns.
These results represent the second main finding of this paper. We find that while returns on corporate bonds are indeed significantly related to changes in the VIX implied volatility index the sensitivities of bond returns to VIX are not related to any standard measure of credit exposure such as rating, leverage or asset volatility. We also find that returns on corporate bonds are significantly related to the Fama-French SMB factor but this sensitivity does not arise as a result of the bond's exposure to equity (or interest rates).
Thus VIX and SMB have significant effects on the prices of corporate bonds but not in any way that is consistent with the predictions of structural models.
Our results also have potential interest for practitioners who wish to hedge positions in corporate debt and suggest that structural models are in fact more useful for this purpose than might be supposed from their performance in explaining the size of credit spreads.
Other authors have previously studied these issues. Blume, Keim, and Patel (1991) also study the behavior of corporate bond returns but not within the framework of structural models. Huang and Huang (2002) use a variety of models to determine whether structural models explain the average level of yield spreads but do not study hedge ratios. CollinDufresne, Goldstein, and Martin (2001) analyze changes in yield spreads in a regression framework where the choice of regressors is motivated by structural models. They do not, however, examine whether the size (as distinct from the sign) of the estimated coefficients is consistent with the theory.
Our paper proceeds as follows. Section II provides a description of the data set and the sample selection procedure and also gives descriptive statistics. Section III contains a preliminary regression analysis of the ability of structural models to explain returns on corporate bonds. In section IV the procedure is refined and the regressions take into account the effect on the hedge ratios predicted by the structural model of changes in asset values, volatility and leverage. Section V examines the sensitivity of bond returns to other variables such as VIX and the Fama-French SMB and HML factors. Section VI concludes.
Appendix A contains a description of the procedure we develop to estimate the standard error for the cross-sectional mean of hedge ratios in time-series regressions.
II Data, Sample Selection and Descriptive Statistics

II.1 Data
We use monthly prices on corporate bonds that are included either in the Merrill Lynch Corporate Master index or the Merrill Lynch Corporate High Yield index. These indices include most rated U.S. publicly issued corporate bonds. The data covers the period from December 1996 to September 2002. Table I provides descriptive statistics on the bonds in the entire data set. The data set contains more than 308,000 bond-month observations, with about 2800 issuers and 8700 issues. Our analysis requires the bond return data to be matched with CRSP and COMPUSTAT and this allows us to use about 37% of the total number of observations. All rating categories (from AAA to CCC) are represented in the matched sample. As we would expect, as we move down the ratings the average time-tomaturity decreases and the average coupon rate increases. The median size at issuance is 
II.2 Sample selection
For the purposes of our analysis we construct two subsamples. The first, which we call the "cross-sectional sample", is used in the cross-sectional regression analysis, and the specific bonds included in the analysis satisfy the following criteria: (1) the bond is issued by a U.S. company and denominated in $U.S.; 4 (2) it is possible to match unambiguously the bond issuer with a company in CRSP using the CUSIP; (3) the bond is issued by a non-financial corporation. The second, which we call the "time-series sample", is used for the time-series analysis, and, in addition to the criteria above, the following two are added: (4) the bond has an initial maturity of at least four years and (5) the bond has at least 25 consecutive monthly price observations. Table II gives summary statistics for two subsamples of 3631 and 1595 bonds, respectively. 5
II.3 Descriptive statistics on returns
For each bond j we calculate the rate of return between months t and t − 1 as follows:
where P j,t is the price of bond j at the end of month t and AI j,t is the change in accrued interest between t − 1 and t. Since the calculation of the accrued interest restarts with each coupon payment, if the coupon date falls between t − 1 and t, C j /N j is added to the price, where C j is the annual coupon rate and N j is the coupon frequency per annum. I j,t is an indicator function taking the value of 1 if the coupon is due between t − 1 and t. The excess return is then calculated as
where rf 1m,t is the return on one-month Treasury bills up to month t.
Table III provides summary statistics on raw and excess returns on individual bonds for the entire time-series sample data set and by rating (where rating, as provided by the S&P, is defined as the rating on the first date that a bond is present in the dataset). The realized average monthly return on corporate bonds is 0.52% and the average excess return is 0.15%. 6 Over this period low-grade bonds had a lower average return than investmentgrade bonds and a substantially higher standard deviation of the rate of return.
III Structural models and returns
In this section we study the determinants of corporate bond returns implied by structural credit risk models. We take initially a conservative view and include in the regressions only those factors which are explicitly stochastic in the Merton model. Later other variables are included -specifically VIX and the Fama-French factors -and the sensitivity of debt returns to equity re-examined.
The value of the firm, V , is the driving state variable in most structural models; indeed, the presence of V is the distinguishing feature of the structural approach. In this section we estimate the sensitivity of debt values to changes in the value of the firm by regressing excess rates of return on corporate bonds against the excess return on the equity of the issuing firm. 7 In a one-factor model the elasticity of the value of debt to equity is related to the sensitivity ("delta") of the debt against V by:
Clearly, this elasticity is a function of both V and interest rates and therefore varies 6 We include these statistics on mean returns only for comparison. The period covered by our data is too short to be able to identify means with any precision. The focus of our study, however, is on second moments (e.g. hedge ratios) and for this purpose the data is adequate. 7 Holding volatility constant, an increase in V increases both E and D. Holding V constant, an increase in asset volatility results in a wealth transfer from debtholders to equityholders. The latter issue has been investigated in the structural framework by Leland (1998) . An alternative rationale for such a wealth transfer has been investigated in strategic debt service models such as Anderson and Sundaresan (1996) and Mella-Barral and Perraudin (1997). 8 We also refer to these sensitivities as hedge ratios since they determine the proportions in the hedging portfolio.
over time. These regressions are, therefore, simply a first step. Later in the paper we use the Merton model to account for time variation in the elasticity. In our regressions we also control for changes in the riskless term structure by including returns on a ten-year constant maturity Treasury bond. While in the first generation of structural models the risk-free rate was held constant, more recent versions include a stochastic interest rate (e.g., Kim, Ramaswamy, and Sundaresan (1993) , Longstaff and Schwartz (1995) ). An increase in the risk-free rate has two offsetting effects on the price of debt. First, it decreases the value of debt by decreasing the present value of all future cash flows. Second, it increases the risk-neutral drift of the value of the firm, V , and so increases the value of debt by decreasing the likelihood of default. The second effect will be relatively more important for bonds with a higher likelihood of default.
Thus we regress the excess return on each bond, r j,t , on the excess return on the issuing firm's equity, r E,t , and return on riskless bonds, rf 10y,t : for very low quality bonds the effect of an increase in the riskless rate -and thus the risk-neutral drift of V -in reducing credit exposure may outweigh the resulting decline in the present value of the promised cash flows.
Ignoring the effects of credit risk and assuming parallel shifts in the riskless term structure, the coefficient on the return on Treasuries would equal the ratio of the duration of the corporate bond to the duration of the Treasury. As the average maturity of our timeseries sample of corporate bonds is just over 13 years (see Table II ) and the Treasuries have a constant maturity of 10 years, the actual coefficient of 0.45 is clearly lower than the ratio of the durations. Since some of the bonds in our sample are callable, a simple comparison between our estimated coefficient and the ratio of durations (that clearly exceeds one) is not legitimate. However, in a corresponding analysis performed on the sample of noncallable bonds (not reported here) the estimated coefficient was still substantially below unity. This is consistent with a negative correlation between changes in the yield spreads on corporate debt and changes in Treasury yields (see, for example, Longstaff and Schwartz (1995)).
For the full sample, the return impact of a 1% return on equity is 0.041%. If we assume that the standard deviation of monthly equity returns is 12%, then a one standard deviation return on equity increases a bond's return by 0.4% on average. This is smaller than, but of the same order of magnitude as the effect of the risk-free rate. The sensitivities of bond returns to equity are convex in the credit rating: a one percent increase in the stock price increases returns by 1-2 basis points (bp) for AA-A bonds, 4 bp for BBB bonds, and 7-9 bp for BB-B bonds. The average coefficient on equity is significant for each of the ratings (apart from AAA). 9
In univariate regressions (not reported here), returns on the riskless bond explain a larger fraction of the variability of returns on high-grade bonds than equity, while for low-grade bonds the reverse is true. The two factors combined explain about half the variation in returns on AAA-A-grade bonds and 20% for low-grade bonds. Even when other regressors are included and the results are computed for subperiods, the sensitivities of corporate bond returns to both equity and riskless bonds remain significant and the coefficients exhibit the same relationship with credit ratings.
As a check on our time series results we have also estimated the equity hedge ratios using cross sectional regression. Our approach has two steps: first, for a given month t,
we estimate the average sensitivity of corporate bond returns to equity returns in a cross section:
We then repeat this regression for each month and compute the average sensitivity over time.
For the monthly regressions the conventional standard errors are both large and, as a result of cross sectional correlation in the residuals, unreliable. We therefore employ the Fama-MacBeth (1973) approach and calculate the standard error of the mean coefficient as the time-series standard error of the monthly coefficients divided by the square root of the number of months. Independence of the rates of return over time means that these standard errors should be reasonably reliable. 10 The results are contained in Table V which shows that the estimated hedge ratios are significant for the credit rating categories of A and below. The estimated hedge ratios for BBB, BB and B are very similar to the time series estimates in Table IV ; for CCC they are somewhat lower. For example the cross-sectional estimate for BBB is 3.80 compared with 3.78 from time series; for B the cross-sectional estimate is 10.52 versus 9.39 from time series. For CCC we obtain 18.35 from the cross-sectional regression and 12.28 from time series. Overall, however, these results are broadly consistent with our time series results and this suggests that the latter are relatively reliable.
10 One potential problem with this regression is possible bias in the estimated coefficients as a result of omitted variables. For example, we know that differences in duration across bonds in the cross-section will lead the errors to be correlated with duration. Similarly, later in the paper we discuss the impact of the Fama-French SMB and HML factors and changes in VIX. So far we have investigated the effect of omitting the effect of yield curve changes and found that the impact on the estimated ratios is minimal.
IV Debt sensitivity to equity
IV.1 Sensitivity in structural models
Having established that the sensitivities of corporate debt returns to the underlying equity and riskless debt are significant, we now ask whether the magnitude of these sensitivities is consistent with the predictions of structural models. In this paper we employ the Merton (1974) model. This may be a surprising choice because, not only are its assumptions regarding capital structure clearly oversimplified, but it is also well known to underestimate credit spreads by a wide margin (Jones, Mason, and Rosenfeld, 1984) . However, it remains an open question whether this simple model is able to explain the sensitivity of debt returns to equity and this is the question we now address.
In the Merton model the value of equity is simply the value of a European call option on the assets of the firm with exercise price equal to the face value of the debt. Using equation (1) we may therefore write the sensitivity of the return on a credit risky bond to the return on equity as:
where L is market leverage (defined as the market value of debt as a percentage of the market value of the firm) and ∆ E is the delta of a European call option on the value of the firm (equity). In the Merton model the parameters of interest are book leverage, B, the volatility of the firm's assets, σ A , time to maturity, T − t, and the risk-free rate, r.
The table below shows the comparative statics of h E (assuming that the option to default is out-of-the-money).
For short maturity bonds the effect of an increase in time to maturity on the dispersion of asset values at maturity is greater than the effect on the risk-neutral expected value of the firm's assets and the hedge ratio increases. For long maturity bonds the second effect dominates and an increase in time to maturity decreases the hedge ratio. Our calculations suggest that, for reasonable parameter values, the actual times-to-maturity in our sample are too small for the second effect to dominate. 
IV.2 Preliminary comparison of sensitivity in the Merton model and actual data
As a first step in investigating the relationship between the theoretical Merton model sensitivities and those estimated empirically we perform a similar simulation. The object of this simulation is to calculate the mean value of the sensitivity of bond returns to equity in our data when (a) the Merton model holds and (b) the sensitivities are estimated using linear regression on monthly data that has the same characteristics as our sample. For a given rating class, the difference between the mean sensitivity we obtain in this way and the sensitivity calculated from Merton model using the mean values by rating class, leverage, volatility, and time to maturity can be attributed to (a) non-linearity and (b) the discrete time interval between observations.
In Table VII we aggregate the seven principal rating classes into three: "AAA-A" (including AAA, AA, and A bonds), "BBB", and "Junk" class (BB, B, and CCC bonds). For each of the three classes we find the 5% and 95% quantiles of leverage, 11 volatility, and time to maturity and we take these to be the minimum and maximum points of unform distributions from which we draw values in the simulation. 12 The Table IV we see that the sensitivities are surprisingly similar. For high quality (AA-A) bonds, the average sensitivity is found to be about 0.01 for simulations and 0.01-0.02 for the actual data; 14 for BBB bonds both for the model and the actual data produce a sensitivity of 0.04 and for junk bonds we find 0.15 for the simulations and 0.07- 11 The ratio of the face value of the firm's debt to the market value of assets. 12 We also tried to account better for the distribution patterns of leverage and volatility within the rating class; it did not produce any significant changes. 13 We also run regressions on the actual data using only equity returns to be consistent. The results are broadly similar with the equity sensitivities slightly larger.
14 We exclude the estimate of AAA as it is insignificant. 0.12 bp for the actual data. The mean values of the simulated and empirical hedge ratios are not significantly different at a 5% confidence for the entire sample and the "AAA-A"
and "BBB" subsamples and at the 10% level for the "Junk" subsample. These results are the more surprising since, for the same simulated data, the model underestimates the observed level of credit spreads by more than 80%, or from 50bp for AAA bonds to more than 250 basis points for low-grade bonds.
IV.3 Preliminary Analysis of Hedge Ratios
The results in the previous section raise the possibility that, although the Merton model leads to poor predictions of credit spreads, it may perform better as a predictor of hedge ratios. This result, if substantiated, would be important because, in contingent claims pricing theory, the hedge ratios define the composition of the replicating portfolio which, in turn, defines the contingent claim price. Thus, if we find that the model provides good predictions of hedge ratios but poor predictions of the bond price, we are better able to identify the reasons for model failure.
To address this issue, we next test the second-moment predictions of the model in a more rigorous manner. Note that if the model is correct then in equation (2) α j,E is equal
to h E and we can therefore rewrite the regression as
where h E,j,t is the model hedge ratio for firm j at time t and under the null hypothesis that the Merton model holds, β j,E is equal to one. To implement (5) the following parameters need to be estimated for each firm: the ratio of the book value of debt to the market value of assets, B/V , the volatility of assets, σ A , time to maturity, T − t, and the riskless rate.
To estimate B V , we take the ratio of the book value of debt (sum of COMPUSTAT items 9 (long-term debt) and 34 (debt due within a year)) to the quasi-market value of assets (sum of COMPUSTAT items 9 and 34 plus the number of shares outstanding times the stock price (both CRSP)). The COMPUSTAT data are taken at the date of the last annual accounting report and the CRSP data are taken on the date of observation.
The estimation of asset volatility is a challenging task and here we consider a number of alternatives. First, we compute upper and lower bounds on asset volatility as follows.
The maximum equates asset and equity volatility, σ E , i.e., assuming zero leverage. The minimum is calculated as σ E (1 − L), where L is the market leverage, i.e., assuming that the debt bears no asset risk. In this case, the theoretical hedge ratio is zero.
A more realistic estimate of asset volatility recognizes that debt bears some asset risk and that equity and debt covary. For firm j at time t we have:
where σ Djt is the time t volatility of firm j's debt and σ ED,jt is the time t covariance between returns on firm j's debt and equity. 15 In principle, we could estimate firm j's debt volatility using the returns on each of firm j's bonds but this approach has two drawbacks. First, it assumes that all of a firm's outstanding debt has the same volatility as its publicly traded debt. Second, much corporate debt is relatively illiquid and some of the observed volatility may be spurious.
We therefore estimate equation (6) as follows. Firm j's equity volatility at time t is estimated as the time series volatility of returns on firm j's equity using three years of monthly data up to month t. For the volatility of returns on firm j's debt we first calculate the average volatility of debt returns by credit rating. Thus, for rating category BBB and firm j, for example, we take the returns on firm j's debt for each month that the debt was rated BBB at the start of the month. If the bond in question is rated BBB in at least 15 months we then compute the time series volatility. Averaging these volatilities over all firms we obtain the average volatility for BBB debt. The volatility of firm j's debt in month t is then set equal to the average volatility for the rating category of firm j at month t. 16 . The covariance between equity and debt returns, σ ED,jt , is estimated as ρ ED,jt σ D,jt σ E,jt where ρ ED,jt is estimated in a similar manner to σ D,jt .
Finally, we take time to maturity as equal to the median time to maturity for each rating class and the riskless rate as 5%. Table VIII) , results in estimates of asset volatility ("(1 − L)σ E ") that are relatively constant across the rating categories.
The fourth panel of Table VIII gives estimates of σ A using equation (6) and 95% quantiles, is also much wider for the lower rated bonds, e.g.,11-32% for AA vs.
21-57% for B. Table IX shows estimates of the hedge ratio h E (σ E ). The second and third panels set σ A equal to σ E and (1 − L)σ E respectively. The first -more realistic -panel shows estimates of the hedge ratio using the estimates of σ A derived using equation (6) . As expected, these rise monotonically as the rating category declines from around 0.5-1.5 basis points for AA-A, 2.3 basis points for BBB and 10.8 basis points for B.
IV.4 Testing Merton Model Predictions of Hedge Ratios
We now use our estimates of asset volatility to test more formally whether hedge ratios calculated using the Merton model are consistent with the empirical relation between equity and corporate bond returns.
For firm j we take the time t estimate of asset volatility described above and use this to calculate the time t hedge ratio, h E,jt ( σ A ). 18 We then estimate the following regression for each firm, j: r j,t = α j,0 + β j,E h E,jt ( σ A )r E,t + α j,rf rf 10y,t .
17 For example, Davydenko and Strebulaev (2003) , using a different sample of corporate bonds, arrive at similar numbers.
18 The other inputs -book leverage, time to maturity and the riskless rate -are as described earlier.
Under the null hypothesis that the Merton model correctly estimates the sensitivity of returns on firm j's debt to firm j's equity, the coefficient β j,E should be unity.
The results are given in Table X . For the entire sample the mean estimate of β j,E is 1.18 and the t-statistic against unity, the value of β j,E under the null, is 0.30. For the seven rating categories the mean value of β j,E is significantly different from unity only for the CCC category where the mean estimate of 0.60 is five standard errors below unity. For the other six categories the mean value ranges from -2.91 (AAA) to 1.61 (BBB) and none is significantly different from unity.
As in the case of the raw time series regressions on equity returns and riskless bond returns (Tables IV and V) we supplement our time series results in Table X with a cross sectional analysis. The regression equation:
is the cross-sectional analogue to equation (7) where, once again, the expected value of α E is unity.
The results are given in Table XI where, using the entire sample, we find that the mean estimated coefficient is 0.98 with a t-statistic (against unity) of -0.19. For BBB the estimated value is rather high at 2.03 but all the other six estimates lie in the range 0.63 (AA) to 1.46 (BB) and none of the seven is significantly different from unity.
Both the time-series and the cross-sectional results are supportive of the structural approach, and the Merton model in particular, in a way that previous analyses focussing on the level of prices or credit spreads have not been. They are also complementary to the results recently obtained by Leland (2002) who shows that the default frequency predictions of structural models are broadly consistent with the data.
Apart from the size of the yield spread, there is a further prediction of structural models that is inconsistent with the results in Table X . This is theR 2 in the regression which, if the Black-Scholes assumptions supporting the structural approach applied, would be much higher. In our simulations reported in Table VII The small fraction of rate of return volatility explained by equity returns and changes in interest rates has a number of possible explanations. One is simply that it reflects noise in the bond return data (or, possibly in the equity or riskless bond data). The first of these almost certainly accounts for some of the unexplained variability of corporate debt returns since it is well known that liquidity in many corporate bond issues is limited. Another is that the model is mis-specified and that either the functional form of the hedge ratio is incorrect or that other variables are necessary to account for the credit exposure of corporate debt. For example, the conditions for the Merton model could hold except that volatility is stochastic and this would mean that other variables are necessary to predict volatility. Finally, returns on corporate debt could be related to other variables in a way that is not directly related to credit risk. For example, returns on corporate debt might be related to variables that proxy for changes in liquidity.
V Other Determinants of Returns on Corporate Bonds
In this section we consider the impact of variables that other authors have found to be significant explanators of returns on corporate bond. These include (i) changes in the 10-year minus 2-year yield spread on US Treasuries, (ii) the return on the S&P 500 index, The results are shown in Table XII . The mean coefficients on 10-year Treasury returns are very similar to, but around 5-10 basis points higher than, those in Table IV and those on equity are also similar but a little lower.
The mean coefficients on the S&P are not significant for any credit category. The mean coefficients on HML are significant for the whole sample and for three out of the seven 19 Note that in these simulations the interest rate is held constant. Since the great majority of the risk of high grade bonds is interest rate related, including interest rate risk in the simulations would increase theR 2 substantially. Table XII are significantly higher than in Table IV but particularly so for the non-investment grade bonds, for example, the averageR 2 for BB and B increases to 33% from 24%.
For SMB the t-statistics are even larger than those on ∆(V IX) and here the coefficients generally increase with maturity. The average coefficient is significant for the entire sample and for each of the rating categories apart from CCC. Just as one might (incorrectly) imagine that the sensitivity of corporate bonds to VIX is related to their exposure to asset volatility, so it might be supposed that they are sensitive to the Fama-French SMB factor because the corporate bond value is related to the value of the issuing firm's equity and the equity is related to SMB. However, the regressions in Table XII already control for changes in the value of issuing firm's equity and so this explanation is unlikely to be valid. To investigate this point further we have taken the residuals from the regressions in Table IV and regressed these on all the variables in Table XII The residuals in this regression are, by construction, orthogonal to the returns on the issuing firm's equity and yet we find the coefficients on SMB (and the other variables) are essentially unchanged.
To summarize, it appears that corporate bond returns are (a) highly sensitive to the implied volatility on equity index options but in a way that is unrelated to their credit exposure and (b) highly sensitive to the Fama-French SMB factor but independently of their exposure to the equity of the issuing firm. We do not have explanations for either of these surprising results but both suggest that there is an important component in the returns on corporate bonds that is not explained by the "fundamentals" that appear in structural models such as the Merton model.
VI Conlusion
This paper studies the ability of structural models to predict the hedge ratios of corporate bonds against the equity of the underlying firm. Using data on monthly returns for a large sample of U.S. corporate bonds over a five-year period, we find that those variables included in structural models -returns on the issuing firm's equity and on riskless bonds -explain a large fraction of the returns on investment grade bonds and a smaller but significant fraction for high yield bonds. Further, and this is a principal result of the paper, we find that, for most rating categories, the equity ratios predicted by the Merton model are not rejected in either time series or cross-sectional tests.
The next step is to account for other factors. We include in our regression variables that in previous studies have been shown to influence corporate bond prices. The variables we use are: (i) changes in the 10-year minus 2-year yield spread on US Treasuries, (ii) the return on the S&P 500 index, (iii) changes in the VIX index of implied volatility of options on the S&P 100 index and (iv & v) the Fama-French SMB and HML factors. We find that when these variables are included the sensitivities of corporate bonds to the risk-free rate and equity are largely unchanged. Our main result here, and the second main result of the paper, is that changes in both VIX and SMB have an impact on corporate bond returns that is both significant and not predicted by structural models. It seems clear, therefore, that returns on credit risky bonds are systematically related to at least two factors that lie outside standard measures of "credit risk". Whether there are still important other factors, and the precise role of ∆(V IX) and SMB in the determination of risky bond prices, is a question for further research.
Appendix A Computation of Standard Errors for Cross-Sectional
Mean of Hedge Ratios
For the time series regressions described in this paper (e.g. Tables X, XII and IV) we report average values of the estimated coefficients. However, calculating reliable estimate of these averages is not straightforward since the time series of observations for different bonds often overlap significantly and this may lead to correlation between estimates of hedge ratios. Here, we compute the standard error of the average in a way that takes these features into account and discuss its properties.
Consider the regression equation (2) r j,t = α j,0 + α j,E r E j,t + α j,rf rf 10y,t + ε j,t
For each bond j returns are observed for only T j periods. Define X j as a T ×1 vector, where x j,t is equal to the regressor value if the bond return is known at date t and 0 otherwise.
Also, define ε j as a T × 1 vector where ε j,t is equal to the residual term if the bond return is observed at date t and N aN otherwise. N aN has two properties: the multiplication or summation of N aN and any number (including N aN ) is N aN ; when summation is done, all values equal to N aN are ignored. 21
Then, under the usual regression assumptions -and using conventional notation -the estimation error in the parameter vector α j can be written as
and, assuming E(ε 2 j,t ) = σ 2 ε,j ∀t,
Similarly, assuming E(ε j,t ε k,t ) = σ ε,j,k ∀t, the variance-covariance matrix of the estimates of α for two firms j and k is:
where I j,k (T × T ) is a diagonal matrix with element I j,k t,t equal to one if observations of the return on both bonds j and k are available in month t and zero otherwise. Thus, T race(I j,k ) is the number of months for which observations on both bonds are available.
The mean value of the average of α j over j is:
and therefore the variance-covariance matrix of α is:
To calculate t-statistics for α we need to compute the diagonal elements in the variancecovariance for α above and this requires an estimate of the correlation, ρ ε,j,k , between pairs of residuals in the N regressions. Under the assumption that ρ ε,j,k = ρ ε ∀j, k, j = k, the estimation of the standard error is derived from this formula:
This is a different approach from that adopted by Collin-Dufresne et al. (2001) who estimate the cross-sectional standard deviation in estimated values of each α j and then scale by √ N . This would be the appropriate procedure if (a) the cross-sectional variation in true parameters were zero (implying that all cross-sectional variation in estimated sensitivities is the result of estimation error) and (b) each estimate in the cross-section were independent. In fact, neither of these conditions hold.
To gauge the importance of using the revised standard error, consider the behavior of the standard error in the limit. Under mild technical assumptions on the finiteness of variance and regressors, the first term vanishes as N → ∞ while the second term converges to a positive constant We see that ignoring the dependence in the cross-sectional estimates understate standard errors and, even for very large N , the understatement can be substantial even for small values of correlation. Conversely, ignoring only partially overlapping nature of the data overstates standard errors. In our procedure we take account of both.
Finally, we report below estimated values of ρ ε for the whole dataset and for various ratings. (2) it is possible to match unambiguously the bond issuer with a company in CRSP using the CUSIP; (3) the bond is issued by a non-financial corporation. Panel 2 reports for the sample used in time-series analysis. The time-series sample selection criteria are (1)- (3) above and also: (4) the bond has an initial maturity of at least four years and (5) r j,t = α j,0 + α j,E r E,t + α j,rf rf 10y,t + j , t
The table reports the means of the estimated coefficients across bonds. The t-statistics are given in parenthesis and calculated using a formula given in Appendix A. rf ret 10y is the excess return on the 10-year constant maturity U.S. Treasury bond and E ret is the excess return on the issuer's equity. All coefficients are given in basis points. N is the "average" number of observations per bond (in parenthesis the total number of bonds in the sample). 12.1996-12.2001 for the cross-sectional sample (using the selection procedure described in the paper) of corporate bonds. Standard error are calculate using the Fama-MacBeth (1973) estimation procedure. For each of 60 months the following cross-sectional regression is run r j,t = α 0 + α E r E,j,t + u j,t .
All
Then the resulting coefficients are averaged across time. E ret is the excess return on the issuer's equity. N is the average number of observations in each month. t-statistics are given in parentheses. 
Leverage and Volatilities
This table reports summary statistics on estimates of leverage and volatility for the final sample used in time-series analysis. L is quasi-market leverage defined as the ratio of book value of debt to the sum of book value of debt and market value of equity. σ E is historical equity volatility over the last three years before an observation. σ A is estimated asset volatility according to formula (6) in the paper. Volatilities and leverage are given in %/100. N is the number of observations. The further details of the estimation procedure are given in the paper. Hedge Ratios
All
This table reports descriptive statistics on estimated hedge ratios using the Merton (1974) model for the final sample used in time-series analysis. Hedge ratios are estimated for three different assumptions on asset volatility (sigma A ). In panel (a) σ A is estimated using formula (6) in the paper. In panel (b) σ A is set equal the (1 − L)σ E , where σ E is historical equity volatility over the last three years before an observation. L is quasi-market; in other words, estimation in panel (b) assumes that the firm debt bears none of the riskiness. In panel (c) σ A is set equal to σ E . Hedge ratios are given in basis points (0.01%) and N is the number of observations. The further details of the estimation procedure are given in the paper. This table reports results of a regression analysis of hedge ratios. The regression is r j,t = α j,0 + β j,E h E,j,t r E,t + α j,rf rf 10y,t ,
where h E,j,t is the hedge ratio for bond j at time t as implied by the model. Under the null hypothesis that the Merton model holds, β j,E is equal to unity. rf ret 10y is the excess return on the 10-year constant maturity U.S. Treasury bond. The regression is estimated for each bond and the table reports the cross-sectional means of the coefficients. The method used the estimate the t-statistics is described in Appendix A. The t-statistics for h E × E ret is with respect to the difference from unity. The further details of the estimation procedure are given in the paper. N is the number of observations. 12.1996-12. 2001for the cross-sectional sample (using the selection procedure described in the paper). The Fama-MacBeth (1973) estimation procedure is implemented. For each of 60 months the following cross-sectional regression is run:
where h E is the average Merton-implied ratio for a "fine" rating (e.g., AA1,AA2 and AA3). Further details are given in the paper. Then the resulting coefficients are averaged across time. E ret is the excess return on the issuer's equity.h E × E ret is the excess equity return multiplied by the average Merton(1974)-implied hedge ratio for the rating class. N is the average number of observations in each month. t-statistics are given in parentheses. t-statistics onh E × E ret are on difference with unity. 
Regression of Excess Returns
This table reports results of regression analysis of excess returns on corporate bonds over the period 12.1996-12.2001 for the time-series sample (using the selection procedure described in the paper) rf ret 10y is the excess return on the 10-year constant maturity U.S. Treasury bond. E ret is the excess return on the issuer's equity. Slope (∆(rf 10y −rf 2y )) is the slope of the term structure (the difference between the yield on ten-year and two-year constant-maturity U.S. Treasury bonds. S&P ret is the return on the S&P index, VIX is the volatility implied by the S&P100 index options. SMB and HML are the Fama-French Small minus Big and High minus Low factors. N is the number of observations. t-statistics are given in parentheses and the methodology of their estimation is given in Appendix A. 
All
