In this article we continue our analysis of Schrödinger operators on arbitrary graphs given as certain Laplace operators. In the present paper we give the proof of the composition rule for the scattering matrices. This composition rule gives the scattering matrix of a graph as a generalized star product of the scattering matrices corresponding to its subgraphs. We perform a detailed analysis of the generalized star product for arbitrary unitary matrices. The relation to the theory of transfer matrices is also discussed.
INTRODUCTION
Potential scattering for one particle Schrödinger operators on the line possesses a remarkable property concerning its (on-shell) scattering matrix given as a 2 × 2 matrix-valued function of the energy. Let the potential V be given as the sum of two potentials V 1 and V 2 with disjoint support. Then the scattering matrix for V at a given energy is obtained from the two scattering matrices for V 1 and V 2 at the same energy by a certain non-linear, noncommutative but associative composition rule. This fact has been discovered independently by several authors (see e.g. [1, 56, 57, 46, 61, 63, 64] ) and is an easy consequence of the multiplicative property of the transfer matrix of the Schrödinger equation (see e.g. [40] ). It has also been well known in the theory of mesoscopic systems and multichannel conductors (see e.g. [68, 22, 23, 24, 25, 54, 66, 8, 20] ). In higher space dimensions a similar rule is not known. However, for large separation between the supports of the potentials the scattering matrix at a given energy is asymptotically related to the scattering matrices for V 1 and V 2 at the same energy [38, 39] .
To the best of our knowledge the composition rule for 2 × 2 scattering matrices was first observed in network theory by Redheffer [56, 57] , who called it the star product. In our preceding article [41] we extended this result to quasi-one dimensional quantum systems -Schrödinger operators on graphs. Such systems are nowadays a subject of intensive study (see e.g. [31, 7, 27, 13, 14] ). Some other related works are quoted in [41] . In [62, 47] differential operators with Neuman boundary conditions on "fat graphs" were considered, i.e. on thin domains in Ê d which asymptotically shrink to a graph.
There is also a large amount of literature on linear difference operators on graphs. The motivation for the study of such operators comes from the graph theory, where the spectrum of these operators are known to be related to topological properties of the graph [18, 17, 9] . Scattering theory for such operators was developed in [55, 4] .
In [41] we considered the (continuous) Laplace operator on graphs with an arbitrary number n of open ends (i.e. channels) and with arbitrary boundary conditions at the edges resulting in a self-adjoint operator. We formulated and proved necessary and sufficient conditions for such operators to be self-adjoint. We provided an explicit expression for the resulting unitary n × n scattering matrix in terms of the boundary conditions, the lengths of the internal lines and the given energy. Furthermore, we generalized Redheffer's star product to what we called the generalized star product. This is a non-linear, noncommutative but associative composition rule for unitary matrices not necessarily of equal rank and resulting in a unitary matrix.
There is an alternative way to describe the generalized star product under special circumstances. Fix p ≥ 1 and consider the group U(p, p) with its natural multiplication. As a set this group is isomorphic to some subgroup of U(2p). This non-linear set isomorphism is well known in the case p = 1 (see e.g. [26] ) and can be easily generalized to the case of arbitrary p > 1. Under this isomorphism the multiplication in U(p, p) induces new nonlinear multiplication £ p in this subgroup of U(2p), which is our generalized star product. The operation £ p can be extended by continuity to the whole U(2p). The set U(2p) with £ p as multiplication is no longer a group, but only a semigroup.
Employing this generalized star product in [41] we provided a formal proof based on the quantum mechanical superposition principle to show how the scattering matrix at the same energy for the whole graph can be obtained from the scattering matrices of two subgraphs obtained by cutting the graph in any way in two. Again for the special case of 2-channel scattering matrices, like potential scattering on the line, this formal argument is well known (see e.g. [20] ). In this article we will provide a rigorous proof of this decomposition rule. It is interesting to note that in this general case the composition rule cannot be reduced to the multiplicative property of the transfer matrix of the Schrödinger equation on the graph.
Such composition rules are important for the study of the electric conduction in multi-terminal mesoscopic systems. By the Landauer-Büttiker theory the electric conduction in mesoscopic systems is directly related to the transmission probability and thus to the scattering matrix [50, 10, 11, 12] . A good introduction into the theory of electronic transport in such systems is given in the book [20] by S. Datta. The formal arguments leading to the composition rule for the scattering matrices are presented on p. 125 -126 of this book.
The composition rules are also very useful in the study of statistical properties of large random or periodic systems. Examples of such systems can be found e.g. in [5, 7, 27] . In [40, 42, 43, 45] we proved that in arbitrary dimensions the scattering phase (or more generally of the spectral shift function) per interaction volume equals (up to a factor π) the difference of the integrated densities of states for the free and interaction theories respectively. In the strictly one-dimensional situation (Schrödinger operators on the line) the Lyapunov exponent is known to be related to the logarithmic density of transmission probability [51, 52, 53, 40] . Due to the Ishii-Pastur-Kotani theorem (see e.g. [19] ) the vanishing of the transmission amplitude for almost all values of energy implies localization (i.e. the spectrum must be purely point), see also the related works [68, 22, 23, 24, 25, 54, 66, 8] .
Certain Laplace operators on (infinite) periodic graphs were previously considered in [7, 27] . There are also some attempts to consider differential operators on regular graphs with random boundary conditions or on random graphs with deterministic boundary conditions (see e.g. [5] ). Some other examples can be found also in [37, Chapter 3] . A difference Laplace operator on the edges of aperiodic tilings was considered in [36] . Such systems provide a main field of application for our composition rule which will be discussed in a forthcoming publication.
The article is organized as follows. In Section 2 we recall the general quantum scattering theory on graphs as given in [41] . In Section 3 we recall the definition of the generalized star product and study some its properties. In particular we show that this product applies to arbitrary unitary matrices. In Section 4 we give the rigorous proof of the decomposition rule for scattering matrices on arbitrary finite graphs. Section 5 is devoted to the special case of graphs having an even number 2p of external lines. If the new graph is obtained by gluing of exactly p lines then it has again 2p external lines. We consider the question whether in this case the composition rule for the scattering matrices can be reduced to the multiplication rule of the corresponding transfer matrices. In general for p > 1 the answer is negative. We formulate a necessary and sufficient condition, which guarantees that the composition rule for the scattering matrices is equivalent to the multiplication of the transfer matrices.
We are indebted to P. Kuchment for sending us the preprint [47] and also for pointing out the works of R. Carlson [13, 14, 15 ].
THE LAPLACIAN ON A GRAPH AND ITS SCATTERING MATRIX
In this section we will recall the definition of Schrödinger operators on an arbitrary but finite graph and the construction of their scattering matrices [41] .
We consider an arbitrary graph Γ with a finite number n ≥ 1 of external and a finite number m≥0 of internal lines (edges). More precisely this means that outside of a finite domain the graph is isomorphic to the union of n positive half-lines. Any internal line ends at two, not necessary different vertices and has a finite length. We assume that any vertex of Γ has non-zero degree, i.e. for any vertex there is at least one edge (internal or external) with which it is incident.
Let the set label the external and the set Á the internal lines of the graph. We assume that the sets and Á are ordered in an arbitrary but fixed way. To each e ∈ we associate the infinite interval [0, ∞) and to each i ∈ Á the finite directed interval [0, a i ], where a i > 0 is the length of this line. With this association the graph becomes to be a directed graph, such that the initial vertex of an edge corresponds to x = 0 and the terminal vertex corresponds to x = a. The external lines are assumed to be directed in the positive direction of half-lines.
We define the Hilbert space À = L 2 (Γ) as
where À e = L 2 (0, ∞) and À i = L 2 (0, a i ). Elements of À are written as column vectors
Similarly we define the Sobolev space W 2,2 (Γ) as
where W 2,2 (0, ∞) and W 2,2 (0, a i ) are the usual Sobolev spaces of square integrable functions whose distributional second derivatives are also square integrable (see e.g. [58] ). Let ℄ : W 2,2 (Γ) 2(n+2m) be the surjective linear map which associates to each ψ the element [ψ] given as
again viewed as a column vector with the same ordering as in ψ, i.e. with the ordering given by the ordering of and Á.
In [41] we showed that for any two (n + 2m) × (n + 2m) complex matrices A and B with AB * being Hermitian and the (n + 2m) × 2(n + 2m) matrix (A, B) having maximal rank equal to n + 2m, one can define the self-adjoint Laplace operator ∆(A, B, a) in À corresponding to the boundary condition
Here a = (a 1 , , a m ) T ∈ Ê m + , m = #(Á). Furthermore, any self-adjoint extension of the Laplacian on the given graph is given by ∆(A, B, a) with some matrices A and B satisfying the properties stated above. If Á = ∅ we simply write ∆(A, B) instead of ∆(A, B, ¡).
Before we turn to the scattering theory for ∆(A, B, a) we recall some well-known facts from scattering theory in two Hilbert spaces À 1 and À 2 (see e.g. [59] ). Let H 1 and H 2 be self-adjoint operators in the Hilbert spaces À 1 and À 2 respectively. Let Â be a bounded operator from À 1 into À 2 . The two-space wave operators are defined as the strong limits
where P ac (H) denotes the projection onto the absolute continuous subspace of H. We consider the sets AE ± of elements g ∈ À 2 for which lim t §∞ Â * e −iH 2 t P ac (H 2 )g = 0. The wave operators Ω ± are called Â-complete if À 2 = Ran(Ω ± )⊕AE ± . For details we refer e.g. to Chapter 3 of the book [69] . Now we consider a graph Γ consisting of the external lines of the original graph Γ. On the graph Γ we consider the operator −∆(A = 0, B = Á) corresponding to Neumann boundary conditions. Let Â: À À be given as Âψ = ψ according to the notation (2.1). In particular Â is identity if m = 0. Since we actually deal with finite dimensional perturbations by the is unitary and its layers S A,B,a (λ): n n (in the direct integral representation with respect to −∆(A = 0, B = Á)) are also unitary for almost all energies λ ∈ Ê + .
The resulting scattering matrix is related to the scattering wave function for the operator −∆(A, B, a) at energy λ>0 as follows. The function ψ k (¡, λ) indexed by k∈ and with components The scattering matrix S A,B,a (λ) as well as the m × n matrix amplitudes α A,B,a (λ) and β A,B,a (λ) are determined as solutions to the equation
Here e ±i Ô λa stands for the m × m diagonal matrix with elements
If det Z A,B,a (λ) ≠ 0 the scattering matrix S(λ) = S A,B,a (λ) as well as the m × n matrices α(λ) = α A,B,a (λ) and β(λ) = β A,B,a (λ) can be uniquely determined by solving the equation (2.5) in the
We denote by Σ A,B,a =¨λ > 0 det Z A,B,a (λ) = 0 © the set of exceptional points for which Z A,B,a (λ) is not invertible.
Let φ be an arbitrary measurable function on the graph Γ. The subset supp φ of all edges of the graph Γ will be called the support of the function φ if φ ≠ 0 a.e. on supp φ.
In [41] we proved the following Given an arbitrary n×n unitary matrix U and an energy λ 0 >0 we can find boundary conditions A, B defining a self-adjoint operator −∆(A, B) on a single-vertex graph (i.e. with m = 0) with n external lines such that the corresponding scattering matrix is given as S A,B (λ 0 ) = U . The proof of this fact can be found in [44] . For other inverse problems on graphs we refer to [32, 15] .
Recall that by definition the operator ∆ The last condition is satisfied iff there is an invertible matrix C 1 such that A = C 1 A, B = C 1 B or alternatively there is an invertible matrix C 2 such that both C 2 A and C 2 B are real. We recall that ∆(A, B, a) = ∆(CA, CB, a) for any invertible C (see [41] ).
In [41, Corollary 3.2] we have proved the following Here we give an alternative proof.
Proof. ¿From the selfadjointness of the operator ∆(A, B, a) it follows that the matrix A + i Ô λB is invertible for all λ > 0 (see [41] ). The relation (2.5) implies that
Similarly, for the operator ∆(A, B, a) we have
Taking the complex conjugate and multiplying by (A + i Ô λB) −1 (A − i Ô λB) from the left we
We multiply this relation by S A,B (λ) T from the right and make use of the unitarity of the scattering matrix in the form
Equivalently, this relation can be written in a form analogous to (2.5),
In [41] we proved that the equation (2.5) has a solution for all λ > 0. If λ > 0 is not an eigenvalue of the operator ∆(A, B, a) then it has a unique solution. If λ > 0 is an eigenvalue of ∆(A, B, a) this solution is non-unique, but still determines the scattering matrix uniquely. Therefore from comparison of (2.5) and (2.9) the relation (2.8) follows. If ∆(A, B, a) is real by the remark preceding the theorem we can choose the matrices A and B to be real. From this and from (2.8) the second claim of the theorem follows.
We note that the comparison of (2.5) with (2.9) also gives the relations 
THE GENERALIZED STAR PRODUCT
Let U (1) and U (2) be arbitrary n 1 × n 1 and n 2 × n 2 unitary matrices respectively. Let p be some integer satisfying 1 ≤ p < (n 1 + n 2 )/2, p ≤ n j , j = 1, 2, and V be an arbitrary p × p unitary matrix. We write U (1) and U (2) in a 2 × 2-block form
22
,
where U (1) 22 and U (2) 11 are p×p matrices, U (1) 11 is an (n 1 −p)×(n 1 −p) matrix, U (2) 22 is an (n 2 −p)×(n 2 −p) matrix etc. The unitarity condition for U (1) then reads
and similarly for U (2) .
Definition 3.1. The unitary matrix U (1) is called V -compatible with the unitary matrix U (2) if the p × p matrix VU (1) 22 V * U (2) 11 does not have 1 as an eigenvalue. For the case V = Á the matrix U (1) is simply called compatible with U (2) (for given p ≥ 1).
Note that the compatibility of the matrices is not a symmetric relation, i.e. if U (1) is Vcompatible with U (2) then U (2) need not be V -compatible with U (1) .
Obviously, if U (1) is V -compatible with U (2) then also the matrix V * U (2) 11 VU (1) 22 does not have 1 as an eigenvalue. Indeed, let us assume the converse, i.e. let there be non-zero c ∈ p such that V * U (2) 11 VU (1) 22 c = c and thus
11 has 1 as an eigenvalue, which is a contradiction. From this it also follows that if U (1) is not V -compatible with U (2) then the matrix V * U (2) 11 VU (1) 22 has 1 as an eigenvalue.
¿From the unitarity conditions it follows that
then it is easy to see that the following p × p matrices exist:
An easy calculation establishes the following relations
Note that formally one has the power series expansion
These power series expansions combined with the superposition principle was used in [41] to give a formal proof that the composition rule for scattering matrices was given by the generalized star product.
With these preparations the generalized star product U = U (1) £ V U (2) of the unitary matrices U (1) and U (2) is defined as follows. Write the (n 1 + n 2 − 2p) × (n 1 + n 2 − 2p) matrix U in a 2 × 2 block form as
where U 11 is an (n 1 − p) × (n 1 − p) matrix, U 22 is an (n 2 − p) × (n 2 − p) matrix etc. These matrices are now defined as
(3.4)
In particular for an arbitrary n × n unitary matrix U and all p such that 1 ≤ p < n the 2p × 2p
Further we will need the following Perron-Frobenius-type result which for the sake of generality will be formulated to cover also the infinite-dimensional case:
Lemma 3.2. Let a compact operator A on a separable Hilbert space À be a contraction, i.e.
A ≤ 1. Suppose that λ = 1 is an eigenvalue of A. Then (i) every c ∈ À such that Ac = c also satisfies A * c = c and hence also A * Ac = AA * c = c, (ii) the geometric and algebraic multiplicities of the eigenvalue λ = 1 are equal.
Proof. The claim (i) is an easy consequence of the singular values decomposition (see e.g. [34, p. 155] ). Thus we have Ker(A − 1) = Ker(A * − 1) =´Ran(A − 1)µ ⊥ . The claim (ii) now follows from the fact that the geometric and algebraic multiplicities of an eigenvalue λ are unequal iff
Also we will make use of the following
Lemma 3.3. Let A and B be linear compact operators on a separable Hilbert space
Proof. Without loss of generality we may assume that b À = 1. By Lemma 3.2
Therefore by well-known inequalities for the singular values of compact operators (see e.g. [33] ) we have Suppose now that the unitary matrix U (1) is not V -compatible with U (2) . In this case the linear subspaces of p = Ker(Á− VU (1)
Obviously =V * and =V . Since V is unitary this implies dim =dim and dim =dim . Furthermore we have 
, k ≤ p (k ≥ 1) be a (not necessarily orthogonal) basis in . For all
Multiplying these equations by V * U (2) 11 from the left we obtain
and therefore by (3.8) 
, k ¼ ≤ p be some basis in . We have
and thus
Again by Lemma 3.3 it follows from (3.11) that
and therefore by (3.12) dim ≤ dim . So we have proved that dim = dim . The inclusion (3.8) and the equality (3.10) imply that
The inclusion (3.12) and the equality (3.14) imply that
The proof of the relations
is similar and therefore will be omitted.
We turn to the proof of (ii) -(v). By the unitarity of U (2) 
Since Ker A * A = Ker A for any linear operator A we obtain the claim (ii). By the unitarity of
12 b i = 0 which proves the claim (iii). As already noted the vectors c i and b i also satisfy
A final application of Lemma 3.3 yields
which by the unitarity of U (1) , U (2) and V implies (iv) and (v) which completes the proof of the lemma.
Proof. Since V is unitary by the definitions of and it suffices to prove (i) and (ii). By the definition of we have that
This proves the claim (i). The claim (ii) is proved similarly.
Theorem 3.6. If at least one of the off-diagonal blocks of the matrices U (1) and U (2) 
is of maximal rank, then the matrix U (1) is V -compatible with U (2) for all unitary p × p matrices V .
Proof. We recall that for p ≤ n 1 /2 the (n 1 − p) × p matrix U (1) 12 is not of maximal rank (= min n 1 − p, p ) iff there is a vector b ∈ p such that U (1) 12 b = 0. For p ≥ n 1 /2 the matrix U (1) 12 is not of maximal rank iff there is a vector c ∈ p such that U (1) 12 * c = 0. Let us suppose that the matrix U (1) is not V -compatible with U (2) . Then by Lemma 3.4 it follows that all off-diagonal blocks of U (1) and U (2) are not of maximal rank.
Actually we have also the following result. Let a unitary n × n matrix U be written in the block form
where U 11 is an (n − p) × (n − p) matrix, U 22 is a p × p matrix etc. with p being an arbitrary integer such that 1 ≤ p < n.
Lemma 3.7. The matrices U 12 and U 21 are simultaneously either of maximal rank or not of maximal rank.
Proof. Let us suppose that p ≤ n/2. Then the (n − p) × p matrix U 12 is not of maximal rank iff there is a non-zero vector b ∈ p such that U 12 b = 0. From the unitarity of U it follows that
From this it follows that the (n − p) × p matrix U * 21 is not of maximal rank, and thus the p × (n − p) matrix U 21 is also not of maximal rank. Now let us suppose that n > p ≥ n/2. Then the matrix U 12 is not of maximal rank iff there is a nontrivial vector b ∈ n−p such that U * 12 b = 0. Again from the unitarity we have U 21 U * 11 + U 22 U * 12 = 0, U 11 U * 11 + U 12 U * 12 = Á, and therefore
We will show now that the * -product can be extended to arbitrary, not necessarily V -compatible unitary matrices. We will prove that the operators 
Similarly we one can show that the operators
are also well-defined. With this we obtain that the relations (3.4) indeed also define the generalized star product of two non-compatible unitary matrices. Moreover, we have
Theorem 3.8. For arbitrary unitary matrices U (1) , U (2) , and V the matrix
This theorem was proved in Appendix C of [41] in the case when U (1) is V -compatible with U (2) . For the general case the proof is given in Appendix A below.
Analogously one can prove associativity of the generalized star product. More precisely let
holds.
Theorem 3.9. The generalized star product is a continuous operation in each of its two arguments, i.e. for any unitary matrices U (1) , U (2) , U (3) , and V such that U (2) and U (3) have equal size there is a constant C > 0 depending on U (1) and V only such that
, where the norm ¡ is an arbitrary matrix norm. A similar estimate holds with respect to the first argument.
In [41] we proved that the scattering matrix of a self-adjoint Laplacian on an arbitrary graph is a continuous function of λ > 0. Theorem 3.9 together with the composition rule given in Section 4 below allows to give an alternative proof of this fact. We will not dwell on the details here.
In the sequel we will use the notion of the Moore-Penrose pseudoinverse (see e.g. [67] ). Let U again be an arbitrary unitary n × n matrix written in the block form with some 1 ≤ p < n. We multiply this equation by U 21 from the left and use the unitarity of U which in particular implies
Again by unitarity we have U 21 
by the hypothesis of the lemma. Thus, from (3.16) it follows that c = 0.
Now we turn to a discussion of the inverse of a unitary 2 p × 2p matrix U with respect to the generalized star product £ p , i.e. the existence of the unitary matrices U L and U R such that
where is the 2p × 2p matrix 0 Á Á 0 (in the p × p block notation). We will not discuss general necessary and sufficient conditions for the existence of U L and U R , but simply restrict ourselves to a special case. We will prove Theorem 3.11. Let U be an arbitrary 2p × 2p (p ≥ 1) unitary matrix. Let at least one of the p × p matrices U 12 and U 21 be of maximal rank (=p). Then there exists a unique unitary 2p × 2p
(3.17)
Proof. By Lemma 3.7 both matrices U 12 and U 21 have maximal rank. We will discuss only the second of the relations (3.17). In block notation this relation has the form 
12 U 11 is invertible and thus
¿From the third relation in (3.18) we obtain
The second relation in (3.18) determines U ¼
.
It remains to prove that U ¼ is unitary. By the unitarity of the matrix U we have
11 ) −1 = Á, and thus by (3.19) and (3.20) we obtain
The left inverse is constructed similarly and by means of the obvious relation
is easily shown to be equal to the right inverse.
Corollary 3.12. Let G be the set of all 2p × 2p unitary matrices with p × p blocks U 12 and U 21 both being of maximal rank, endowed with the generalized star product £ p as a multiplication and as a unit. Then G is a group isomorphic to U(p, p).
The proof will follows from the arguments given in the Section 5. In particular, the group isomorphism between G and U(p, p) is given by the formulas (5.9) and (5.13) below. We note that this isomorphism generalizes the well-known set isomorphism between the group SU(1, 1) and a subgroup of SU (2) .
The set of all 2p × 2p unitary matrices endowed with the generalized star product * p as a multiplication and as a unit is no longer a group but only a semigroup.
COMPOSITION RULE FOR THE SCATTERING MATRICES
Now we apply the generalized star product to prove the composition rule for the scattering matrices on graphs. For this we only need the special case V = Á p , the p × p unit matrix, and so we introduce the notation £ p : =£ V =Á p . Let Γ 1 and Γ 2 be two graphs with n 1 ≥ 1 and n 2 ≥ 1 external lines, respectively, labeled by 1 and 2 , i.e. #( 1 ) = n 1 , #( 2 ) = n 2 and an arbitrary number of internal lines with given fixed lengths (see Fig. 1 ). Furthermore at all vertices we have local boundary conditions giving Laplace operators ∆(Γ 1 ) on Γ 1 and ∆(Γ 2 ) on Γ 2 and the scattering matrices S 1 (λ) and S 2 (λ). Let now 0 1 and 0 2 be subsets of 1 and 2 respectively having an equal number 1 ≤ p ≤ min n 1 , n 2 of elements. Also let ϕ 0 : 0 1 0 2 be a one-to-one map. Finally to each k ∈ 0 1 we associate a number a k > 0. With these data we can now form a graph Γ by connecting the external line k ∈ 0 1 with the line ϕ 0 (k) ∈ 0 2 to form a line of length a k . In other words any interval [0 k , ∞ k ), k ∈ 0 1 belonging to Γ 1 and the interval [0 ϕ 0 (k) , ∞ ϕ 0 (k) ) belonging to Γ 2 is replaced by the finite interval [0 k , a k ] with 0 k being associated to the same vertex in Γ 1 as previously and a k being associated to the same vertex in Γ 2 as 0 ϕ 0 (k) before in the sense of the discussion at the end of the previous section. Recall that the graphs need not be planar. Thus Γ has n = n 1 + n 2 − 2p external lines indexed by elements in ( 1 Ò 0 1 ) ( 2 Ò 0 2 ) and p internal lines indexed by elements in 0 1 in addition to those of Γ 1 and of Γ 2 . We denote this set by Á 12 such that the set of all internal lines of the graph Γ is given by Á = Á 1 Á 2 Á 12 .
There are no new vertices in addition to those of Γ 1 and Γ 2 so the boundary conditions on Γ 1 and Γ 2 define boundary conditions on Γ resulting in a Laplace operator ∆(Γ). Suppose that the indices of 0 1 in 1 come after the indices in 1 Ò 0 1 (in an arbitrary but fixed order) (see (3.1)). Via the map ϕ 0 we may identify 0 2 with 0 1 so let these indices now come first in 2 , but again in the same order. Finally, let the diagonal n 2 × n 2 matrix V (a) be given as
where exp(i Ô λa) again is the diagonal p × p matrix given by the p new lengths a k , k ∈ 0 2 .
Recall that by Theorem 2.1 all eigenfunctions of the operator −∆(Γ) have the form
where the coefficients α j and β j satisfy the homogeneous equation
with the matrix Z A,B,a (λ) defined by (2.6). We define the linear subspace Ä 12 (λ) of n+2m as a set of all vectors (0, α, β) T for which α j = β j = 0 for all j ∈ Á 12 ,
Obviously for λ ∉ σ A,B,a this subspace is trivial, i.e. Ä 12 (λ) = 0 . Let ϒ(Γ, Á 12 ) ⊂ Ê be the set of those eigenvalues of −∆(Γ) for which Ker Z A,B,a (λ) © Ä 12 (λ) is nontrivial. Obviously the eigenfunctions corresponding to the eigenvalues from ϒ(Γ, Á 12 ) have nontrivial overlap with Á 12 , i.e. suppφ Á 12 has non-zero measure.
Let Ξ(Γ 1 , Γ 2 ) ⊂ Ê + be the set of those λ > 0 for which Ker(V (a)S (1) 22 (λ)V (a)S (2) 11 (λ) − 1) is nontrivial. 
holds for all λ ∈ Ê + . If λ ∈ ϒ(Γ, Á 12 ) and λ > 0 then its multiplicity equals
In particular if the eigenvalue λ > 0 is such that λ ∉ ϒ(Γ, Á 12 ) then its multiplicity equals dim Ker(−∆(Γ 1 ) − λ) + dim Ker(−∆(Γ 2 ) − λ).
Note that by Lemma 3.2 dim Ker(V (a)S (1) 22 (λ)V (a)S (2) 11 (λ) − 1) equals the algebraic multiplicity of the eigenvalue µ = 1 of V (a)S (1) 22 (λ)V (a)S (2) 11 (λ). If by cutting p internal lines of an arbitrary graph Γ with local boundary conditions, the graph will be decomposed into two disjoint subgraphs Γ 1 and Γ 2 , by Theorem 4.1 the scattering matrix S Γ can be obtained from the scattering matrices S Γ 1 and S Γ 2 at the same energy. Thus, using (4.2) iteratively the scattering matrix associated to any graph can be obtained from the scattering matrices associated to its subgraphs each having one vertex only. In fact, pick one vertex and choose all the internal lines connecting to all other vertices. This leads to two graphs and the rule (4.2) may be applied. Iterating this procedure L times, where L is the number of vertices, gives the desired result.
Proof of Theorem 4.1. We split the proof into several steps.
1. First we suppose that S 1 (λ) is compatible with V (a)S 2 (λ)V (a) and prove that the composition rule (4.2) holds. Let ψ k j (x, λ; Γ l ), j ∈ l Á l for any k ∈ l be the solution of the Schrödinger equation with the operator −∆(Γ l ), l = 1, 2 (see (2.4)) at energy λ. Let Ψ l (x, λ) be n l × n l matrices Ψ l (x, λ)℄ jk = ψ k j (x, λ; Γ l ), j, k ∈ l , l = 1, 2 (4.3) such that Ψ l (x, λ) = e −i Ô λx Á+ e i Ô λx S l (λ), l = 1, 2.
(4.4)
Observe that e −i Ô λx and e i Ô λx are linearly independent functions and therefore the scattering matrices may uniquely be recovered from Ψ l (x, λ). The columns of Ψ l (x, λ) define the external
part of solutions of the Schrödinger equation for −∆(Γ l ) at energy λ. We are looking for a square matrix
such that its (n 1 − p) + (n 2 − p) = n 1 + n 2 − 2p columns defines the external parts of a solution to the Schrödinger equation for −∆(Γ). Here the indices are assumed to be arranged such that the first indices are those of 1 Ò 0 1 followed by the indices of 2 Ò 0 2 . The aim is to obtain λ) , and the lengths a = a s s∈Á 12 of the new internal lines Á 12 . By the above observation this will determine the scattering matrix S(λ). The strategy will be to find new solutions of the Schrödinger equations for −∆(Γ l ) with incoming plane waves (e −i Ô λx ) in the channels k ∈ l Ò 0 l which agree suitably in the channels k ∈ 0 1 and ϕ 0 (k) ∈ 0 2 . With the conventions made above we write
where the superscripts denote the sizes of the blocks. For arbitrary p × (n 1 − p) matrices C 1 and C 2 , respectively, consider the n 1 × (n 1 − p) and n 2 × (n 1 − p) matrices
Here Á stands for the (n 1 − p) × (n 1 − p) unit matrix and 0 stands for the (n 2 − p) × (n 1 − p) zero matrix. Obviously, the columns of Φ l (x, λ; C l ) are the external parts of linear combinations of the columns of Ψ l (x, λ; Γ l ), and thus define the external parts of solutions of the Schrödinger equations for the operators −∆(Γ l ), l = 1, 2. Note that Φ 1 (x, λ; C 1 ) has an incoming plane wave in any of the channels k ∈ 1 Ò 0 1 and Φ 2 (x, λ; C 2 ) has no incoming plane wave in all channels k ∈ 2 Ò 0 2 . Now we make the coordinate transformations x a k − x on the lines ϕ 0 (k) ∈ 0 2 (k ∈ 0 1 ). The reason for this is as follows. Under the gluing process Γ 1 , Γ 2 Γ the two half-lines corresponding to k ∈ 0 1 and ϕ 0 (k) ∈ In particular x = a k on the k-line corresponds to x = 0 on the ϕ 0 (k)-line and vice versa. Applying this transformation to Φ 2 (x, λ; C 2 ) we obtain in this new coordinate system
We now require that Φ 1 (x, λ; C 1 ) and Φ (a)
2 (x, λ; C 2 ) agree on the lines labeled by Á 12 . This will fix C 1 and C 2 . Indeed, we then obtain
By the linear independence of the functions e i Ô λx and e −i Ô λx it follows that Since for any invertible A and U the identities UA −1 = (AU −1 ) −1 and A −1 U = (U −1 A) −1 hold, we have
Since S 1 (λ) is assumed to be compatible with V (a)S 2 (λ)V (a) the inverses in (4.8) are well defined. Similar to (4.5) and according to the ordering convention made above we write the scattering matrix S(λ) for the graph Γ in the block form
where the superscripts denote again the sizes of the blocks. Since Φ 1 (x, λ; C 1 ) has an incoming plane wave in any of the first n 1 − p channels k ∈ 1 Ò 0 1 , equations (4.8) allow one to determine S (n 1 −p)×(n 1 −p) (λ) and S (n 1 −p)×(n 2 −p) (λ):
To determine the remaining blocks of the scattering matrix S(λ) instead of (4.6) we consider the n 1 × (n 2 − p) and n 2 × (n 2 − p) matrices
with arbitrary p × (n 2 − p) matrices C 1 and C 2 . Again Φ l (x, λ; C l ) are the external parts of some solutions of the Schrödinger equations with the operators −∆(Γ l ), l = 1, 2. Now Φ 1 (x, λ; C 1 ) has no incoming plane waves in the channels k ∈ 1 Ò 0 1 , but Φ 2 (x, λ; C 2 ) has an incoming plane wave in any of the channels k ∈ 2 Ò 0 2 . Repeating the arguments used above we obtain the following matching conditions for C 1 and C 2 : and thus
Since S 1 (λ) is compatible with V (a)S 2 (λ)V (a) the inverses are again well defined. From this and from (4.9) it follows that
By the definition of the generalized star product (3.4) we obtain (4.2).
2. Now suppose that λ ∈ Ξ(Γ 1 , Γ 2 ). We prove that the composition rule (4.2) remains valid.
Also λ ∈ ϒ(Γ, Á 12 ) and the multipicity of λ equals
The assumption λ ∈ Ξ(Γ 1 , Γ 2 ) implies that
have nontrivial kernels. This implies that the homogeneous form of the equations (4.7) and (4.10), and
respectively, have nontrivial solutions. It is easy to prove that the inhomogeneous equations (4.7) and (4.10) still have solutions in this case. Consider for instance the equation (4.7) , which is equivalent to 
and from (4.15) it follows that
Since KerC * C = KerC for any operator C we obtain (4.14) . Equation (4.10) is discussed similarly. ¿From (4.6) and (4.9) it follows that the Schrödinger equation with the operator −∆(Γ) for given value of the spectral parameter λ > 0 has (nonunique) solutions which have the form
where C 1 and C 2 ( C 1 and C 2 ) solve (4.12) ((4.13), respectively). Note that C 1 = C 1 and C 2 = C 2 .
On the lines in the set Á 12 the quantity Φ 1 coincides with Φ 2 and Φ 1 and Φ 2 . We will now prove that S (n 1 −p)×p Now we note that from (4.12) and (4.13) it follows that
The columns of (4.16) correspond to linear independent eigenfunctions of −∆(Γ) for the eigen- where the linear subspace Ä 12 (λ) is defined by (4.1). This means that there is precisely k eigenfunctions of −∆(Γ) which disappear if we cut the internal lines Á 12 . We prove that λ ∈ Ξ(Γ 1 , Γ 2 ) and that dim Ker(V (a)S (1)
. ¿From the existence of the above mentioned eigenfunctions it follows that these eigenfunctions can be constructed by means of superposition and matching of the solutions (4.4) of the Schrödinger equation for the operators −∆(Γ 1 ) and −∆(Γ 2 ) at energy λ > 0. For any vectors C 1 , C 2 ∈ p the functions
define the external parts of solutions of the Schrödinger equations for the operators −∆(Γ l ), l = 1, 2. Since the eigenfunctions are supported on internal lines of the graph Γ (Theorem 2.1) the vectors C 1 and C 2 must satisfy
such that φ 1 (x, λ, C 1 ) vanishes in any of the channels k ∈ 1 Ò 0 1 and φ 2 (x, λ, C 2 ) vanishes in all channels k ∈ 2 Ò 0 2 . Making the coordinate transformation x a − x on the lines ϕ 0 (k) ∈ 0 2 (k ∈ 0 1 ) and requiring that φ 1 (x, λ, C 1 ) and φ 2 (a − x, λ, C 2 ) agree on the lines labeled by Á 12 , we obtain
or equivalently
Linear independent solutions of (4.21) correspond to linear independent eigenfunctions of −∆(Γ) and vise versa. Thus the condition (4.19) implies (4.20) . This completes the proof of the theorem.
Note that if Γ is simply the disjoint union of Γ 1 and Γ 2 , i.e. if no connections are made (corresponding to p = 0 and n = n 1 + n 2 ), then S(λ) is just the direct sum of S 1 (λ) and S 2 (λ). 
where the S-matrices are written in the form analogous to (3.1)
22
, leaving out the λ−dependence. These relations are equivalent to the well-known factorization formula [56, 57, 46, 1, 61, 63, 64] Fig. 3 where the length of the edges 3 and 6 equals a and the length of the edges 4 and 5 equals b. Let the boundary conditions be given as 
By Theorem 4.1 the scattering matrix S a,b (λ) is given by
We now compute the 2 × 2 matrices K 1 and K 2 entering the definition (3.4) of the generalized star product, thus obtaining
¿From this it follows that
where ξ = exp 2i Ô λa − 1 and η = exp 2i Ô λb − Ô λa = e 2i Ô λb = 1 the matrix S a (λ) is not compatible with V (b)S a (λ)V (b) and
where ±1 corresponds to exp i Ô λa = ±1. Obviously Ker K −1 1 = Ker K −1 2 is a subspace spanned by the vector (1, §1) T . Further, (S a (λ)) 12 1 §1
Thus, as proved in Section 3, the generalized star product is well defined also in the case when Fig. 5 where the length of the edges 3 and 6 equals a and the length of the edges 4 and 5 equals b. Let the boundary conditions be given by
Obviously they define a self-adjoint operator which we denote by ∆(a, b) . The scattering matrix corresponding to this operator (as defined by (2.3) and (2.4)) will be denoted by S a,b (λ). To determine this 4 × 4 matrix we first consider the graph depicted in Fig. 4 where the length of the edge 3 is supposed to be equal a. The boundary conditions (4.23) determine the self-adjoint operator. The corresponding scattering matrix S a (λ) can be obtained from the permutation of its lines and columns thus giving
Obviously these determinants vanish if e 2i Ô λb = 1. One can show that there are no other zeros.
Note that the embedded eigenvalues of the operator −∆(a, b) are determined by the equation e 2i Ô λb = 1.
For e 2i
Ô λb = 1 the matrices S a (λ) and V (b)S a (λ)V (b) are not compatible and
Obviously Ker K −1 1 = Ker K −1 2 is a subspace spanned by the vector (1, −1) T . Further, (S a (λ)) 12 1 −1 = −4 1 1 1 1
Thus, as proved in Section 3, the generalized star product is well defined also in the case when the matrices S a (λ) and V (b)S a (λ)V (b) are not compatible.
As already discussed in [41] multiple application of (4.2) to an arbitrary graph allows one by complete induction on the number of vertices to calculate its scattering matrix from the scattering matrices corresponding to single-vertex graphs. If these single vertex graphs contain no tadpoles, i.e. internal lines starting and ending at the same vertex, then (4.2) give a complete explicit construction of the scattering matrix in terms of the scattering matrices for single vertex graphs. In case when a resulting single-vertex graph contains tadpoles we proceed as follows. Let the graph Γ have one vertex, n external lines and m tadpoles of lengths a i . To calculate the scattering matrix of Γ we insert an extra vertex on each of the internal lines (for definiteness, say, at x = a i /2). At these new vertices we impose trivial boundary conditions corresponding to continuous differentiability at this point. With these new vertices we may now repeat our previous procedure. Thus in the end we arrive at graphs with one vertex only and no tadpoles. 5. SPECIAL CASE n 1 = n 2 = 2p: TRANSFER MATRICES This section is devoted to the construction of the transfer matrix for Schrödinger operators on graphs with an even number of external lines. The transfer matrix formalism for general Schrödinger operators on the line is well known (see e.g. [19] ). Its relation to the scattering matrix is discussed in e.g. [68, 40] . We start with the simplest example of a Laplace operator on the graph with n = 2 and m = 0 (see Fig. 7 ) which is equivalent to a Schrödinger operator on the line with point interaction. The boundary conditions given by the relation
and µ is real, lead to self-adjoint Laplacians (see [41, 65, 16, 48, 3] ). Conversely, from the viewpoint of the von Neumann extension theory (see e.g. [58] ) relation (5.1) describes almost all (with respect to the Haar measure on U(2)) self-adjoint Laplacians ∆(A, B) . If exp 2iµ =1 the operator ∆ (A, B) is real, i.e. commutes with the complex conjugation. In particular, the choice a − 1 = d − 1 = b = 0, exp 2iµ = 1 corresponds to the δ-potential of strength c (see e.g. [2] ).
By definition the transfer matrix is a 2 × 2 matrix M(λ) ∈ U(1) × SL(2, Ê) satisfying
In fact, in the case at hand it is given explicitly as follows
The transfer matrix possesses the following equivalent description. Any solution of the Schrödinger equation with the operator −∆(A, B) for the energy λ > 0 has the form
¿From this and (5.2) it follows that there is a matrix Λ(λ) ∈ U(1) × SU(1, 1) ⊂ U(1) × SL(2; ) (with the inclusion in the group-theoretical sense) such that
For λ > 0 the matrix Λ(λ) is related to the scattering matrix
by the relation
Note that T 1 (λ) = T 2 (λ) for all λ > 0 if the operator ∆ (A, B) is real, i.e. exp 2iµ = 1. This is in analogy with the Schrödinger operators on the line with potentials which are necessarily real (see e.g. [29, 21] 
The relation (5.4) is the special case of the well-known factorization formula [1, 56, 57, 46, 61, 63, 64] applied to the Laplacian on a line with point interaction.
It is easy to realize that the transfer matrix cannot be defined for arbitrary boundary conditions. For instance, the Dirichlet (ψ 2 (0+) = ψ 1 (0+) = 0) or Neuman (ψ ¼ 2 (0+) = ψ ¼
) boundary conditions introduce the decoupling ∆(A, B) = ∆ 1 ⊕∆ 2 , where ∆ j , j = 1, 2 are the Laplacians on L 2 (0, ∞) with corresponding boundary conditions. Recall, however, that the scattering matrix is well defined even in these cases. The composition rule (4.22) (see Example 4.2) remains valid. Now we consider an arbitrary graph Γ with an even number of external lines n = 2p. We enumerate the external lines in an arbitrary but fixed order. The external part of an arbitrary solution of the Schrödinger equation with −∆ (A, B) at the energy λ > 0 has the form
We define the transfer matrix Thus, the columns of (5.7) have to satisfy (5.6), i.e.
Λ(λ)
where the p × p block notation is adopted. Writing Λ(λ) as
we obtain Λ 11 (λ)S 11 (λ) + Λ 12 (λ) = 0, Thus, we proved that for det S 12 (λ) ≠ 0 the transfer matrix exists and has the form
Also, its definition (5.6) immediately leads to the following factorization formula Λ(λ) = Λ (1) (λ)U (a)Λ (2) (λ)U (a) −1 , (5.10) where the diagonal unitary matrix U (a) is given by
Note that formal arguments based on the superposition principle leading to (5.10) have appeared earlier in [20] . As for related results we mention that in [49] it was shown that the transfer matrix of a Schrödinger operator on the line with a matrix-valued potential can be written in the form (5.9).
Proof. Obviously the coefficients a 1 , , a n , b 1 , , b n in (5.5) satisfy the relation
¿From the unitarity of the scattering matrix it follows that
or, equivalently,
This relation and (5.6) complete the proof of the lemma.
Let us summarize the above results of the present Section: ∆(A, B) at the energy λ > 0 whose external part has the form (5.5) and the coefficients (b p+1 , , b n , a p+1 , , a n ) ∈ n are given by (5.6) . The composition rule for the scattering matrices (4.2) is equivalent to the multiplication formula (5.10) for the transfer matrices.
In addition for real operators we have We turn now to a discussion of the assumption det S 12 (λ) ≠ 0. For the scattering matrix of the graph depicted in Fig. 4 with the boundary conditions (4.23) (see Example 4.3) det´S a (λ)µ 12 = 0 for all λ > 0. Theorem 5.4. Suppose that det S 12 (λ) = 0. Then the transfer matrix Λ(λ) exists such that for arbitrary (a 1 , , a p , b 1 , , b p ) ∈ Ran Á 0 0 P (Ker S 12 (λ)) ⊥ ⊂ n there is a solution of the Schrödinger equation with −∆ (A, B, a) at energy λ > 0 whose external part has the form (5.5) and the coefficients (b p+1 , , b n , a p+1 , , a n ) ∈ n are given by (5.6) .
Proof. The external part of any solution to the Schrödinger equation with the operator −∆ (A, B, a) satisfying the conditions of the theorem is a linear combination of the columns of the matrixvalued function Ψ(x, λ) Á 0 0 P (Ker S 12 (λ)) ⊥ , (5.12) where Ψ(x, λ) is given by (5.7) . Thus, the columns of (5.12) have to satisfy (5.6), i.e. If det Λ (1) (λ) = det Λ (2) (λ) = 0 then Ran U (a)Λ (2) (λ)U (a) and Ker Λ (1) (λ) may have a nontrivial overlap and therefore the multiplication formula (5.10) does not hold in this case.
Example 5.5. Consider the graph depicted in Fig. 4 (λ) .
In particular, we can choose a 1 = a 2 = 0,
It is easy to check that there is no solution to the Schrödinger equation with these boundary conditions.
Example 5.6. Consider the graph depicted in Fig. 6 with the boundary conditions as in Example 4.4. For all λ ∈ Ê + we have that Ker S 12 (λ) is nontrivial and P Ker S 12 (λ) = 1 2 1 −1 −1 1 , P (Ker S 12 (λ)) ⊥ = 1 2 1 1 1 1 .
Suppose again that
(a 1 , a 2 , b 1 , b 2 ) T ∉ Ran Á 0 0 P (Ker S 12 (λ)) ⊥ and choose a 1 = a 2 = 0, b 1 = 1, b 2 = 1.
Again it is easy to check that there is no solution to the Schrödinger equation with these boundary conditions.
The statement converse to Theorem 5.2 immediately follows from Theorem 5.4. Proof. Suppose that det S 12 (λ) = 0. Then by Theorem 5.4 we get det Λ(λ) = 0, which is a contradiction. Thus, det S 12 (λ)≠0 and therefore by Theorem 5.2 det Λ(λ)≠0. The representation (5.13) follows from (5.8) .
APPENDIX A
Here we give the proof of Theorem 3.6 which claims that for arbitrary unitary matrices U (1) , U (2) , and V the matrix U = U (1) £ V U (2) defined by (3.4) is unitary. As already noted in [41] it suffices to prove only the relations follow immediately from (A.1). To see this for an arbitrary unitary matrix U we define an involutive map U U τ given as
Direct calculations show that the following "transposition law"
holds whenever U = U (1) £ V U (2) . Assume that (A.1) holds for arbitrary unitary U . First we note that by Lemma 3.4 (iv) the relation (A.6) holds for all d ∈ . Therefore it suffices to prove that (A.6) holds for all d ∈ ⊥ . Observe that in this case by Lemma 3.4 (i) and by the unitarity of the matrices U (1) and U (2) we have ¿From Lemma 3.5 and the definition (3.2) of the matrices K 1 and K 2 it follows that (i) K 1 maps ⊥ onto ⊥ bijectively, (ii) K * 1 maps ⊥ onto ⊥ bijectively, (iii) K 2 maps ⊥ onto ⊥ bijectively, (iv) K * 2 maps ⊥ onto ⊥ bijectively.
(A.10)
Noting that U (1)
22 * U (1) 22 b ⊥ ∈ ⊥ and U (2) 
