The plasma electron density oscillation produced in the wake of a narrow ͑beam waistӶplasma wavelength͒ ultrashort laser pulse is measured by frequency-domain interferometry with a temporal resolution much better than the electron plasma period, and a spatial resolution across the laser focal spot. The absolute density perturbation is observed to be maximum when the pulse duration equals half the plasma period. The relative density perturbation varies from a few percent at high density to 100% at low density. For nonlinear oscillations we measure the increase of the electron plasma frequency predicted for radial oscillations ͓J. M. Dawson, Phys. Rev. 113, 383 ͑1959͔͒. The damping of the oscillations is observed. It is very rapid ͑a few periods͒ when the oscillation is nonlinear. Comparison with the code WAKE ͓P. Mora and T. M. Antonsen, Jr., Phys. Rev. E 53, R2068 ͑1996͔͒ indicates that the gas ionization creates a steep radial density gradient near the edge of the focus and that the electrons oscillating near this density gradient are responsible for the damping.
I. INTRODUCTION
The accelerating electric field in conventional accelerators is limited to around 100 MV/m by the breakdown on the structures. Fully ionized plasmas can sustain electron plasma waves ͑EPW͒ with relativistic phase velocities and electrostatic fields that can exceed 100 GV/m, 1 making them very attractive as compact high-energy particle accelerators or sources. 2 The ponderomotive force of an intense laser pulse can excite such waves via the laser beat-wave ͑LBW͒, 3 the laser wakefield ͑LWF͒, 3 or the self-resonant laser wakefield processes ͑SRLWF͒. 4 Several experiments have observed the acceleration of injected electrons by the LBW [5] [6] [7] [8] and the LWF, 9 or of background electrons by the SRLWF. 9, 10 Electric fields of the order of 1 GV/m for the LBW or the LWF, and of 100 GV/m for the SRLWF have been produced. An overview of these methods and experiments can be found in Ref. 11 . These experiments have demonstrated the feasibility of each concept. However, only a few of them have measured the EPW 6, 8 and identified the mechanisms that limit its amplitude and lifetime.
Particle accelerators require a longitudinal electric field. The resonant excitation of the LWF is mainly longitudinal if ӷc 0 , [11] [12] [13] where is the laser focal spot radius and 0 is the pulse duration. The maximum longitudinal field is given by: E z (GV/m)Ϸ8.2ϫ10
Ϫ19
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2 ͒ 2 ͑m͒/ 0 ͑ps͒. Reaching E z у1 GV/m with a Ti:sapphire laser (ϭ0.8 m) of 1 J and 100 fs requires a focal spot radius Ϸ40 m, leading to Ϸc 0 . This means that with current lasers, transverse effects cannot be avoided, and a better knowledge of their influence is necessary.
Radial electron oscillations produced by the LWF process have recently been studied. Hamster et al. 14 have observed the quasiresonance of the LWF by measuring the terahertz electromagnetic emission of the EPW. However, the EPW period was not resolved and no spatial information was available. The electron density oscillations have been measured with a temporal resolution much better than the electron plasma frequency, 13, 15 and spatial resolution in one dimension 13 in experiments using longitudinal frequencydomain interferometry of short laser pulses. With the same diagnostic, we have very recently 16 measured the temporal evolution of the EPW on a time scale much longer than the electron plasma period.
In this paper we present experiments in which we have measured radial electron plasma oscillations excited by laser wakefield using spatially resolved frequency-domain interferometry. The EPW amplitude, frequency, and damping are studied in detail around the LWF quasiresonance. The LWF theory and the difference between longitudinal and radial oscillations are presented rapidly in Sec. II and in more detail in Appendix A. The experimental setup and procedure are described in Sec. III, while an extensive discussion on the spatially resolved frequency-domain interferometry diagnos-tic is presented in Appendix B. Section IV is devoted to experimental results. In particular, we have observed the increase of the electron plasma frequency for nonlinear radial oscillations as predicted in Ref. 17 . In this regime, we have also observed a very rapid damping ͑a few plasma periods͒ of the oscillation. We present simulation results obtained from the code WAKE indicating that gas ionization creates a steep radial density gradient near the edge of the focus. When the EPW reaches nonlinear amplitudes, the electron excursion is large enough to cross the radial density gradient. This nonharmonic motion leads to the damping of the oscillation. The codes WAKE and the code IMAGE that simulate the frequency-domain interferometry diagnostic are presented in Appendix C.
II. BASIC THEORY
A two-dimensional, nonrelativistic, analytical model of the LWF process has been developed by Gorbunov and Kirsanov. 12 This model is detailed in Appendix A. The electron motion is calculated assuming an electron density perturbation ␦n small compared to the equilibrium density n e , fixed ions, and a cylindrical geometry. It is also assumed that the radial and temporal parts of the potential can be separated, which is valid for a Gaussian beam if the Rayleigh length z R ϭ2 2 / is much larger than c 0 as it is actually the case in the experiment. The laser intensity in the vicinity of the focus can then be approximated by I(r,z,t) ϭI max exp(Ϫr 2 / 2 )exp͓Ϫ(tϪz/c) 2 / 0 2 ͔. The electron density perturbation is excited by the ponderomotive force associated with the temporal and the radial profile of the short laser pulse. The electron density oscillation produced in the wake of the laser pulse is given by
is an amplitude factor characterizing the LWF quasiresonance ͑P is the laser pulse power at maximum and pe is the electron plasma frequency, proportional to the square root of the electron density n e ͒.
The perturbation is the sum of two contributions: ␦n ϭ␦n z ϩ␦n r . The first one, ␦n z , describes the longitudinal oscillation of the electrons. It is only induced by the temporal profile of the laser pulse. The second one, ␦n r , corresponds to the transverse motion induced both by the temporal and radial profiles of the pulse. These perturbations are maximum when n e satisfies pe 0 ϭͱ6 for ␦n z , and pe 0 ϭ& for ␦n r and ␦n z /n e . The relative radial perturbation ␦n r /n e has no resonance and increases when n e decreases.
The absolute and relative amplitudes of the radial and longitudinal perturbations versus electron density are shown in Fig. 1 for a pulse duration of 120 fs which corresponds to our experimental conditions. The two contributions also have different transverse profiles. The radial dependence of the transverse and longitudinal part of the perturbation is shown in Fig. 2 . Both of them present a radial extension of the order of the laser focal spot radius . The central part of the transverse perturbation comes from the initial radial expulsion of the electrons located near the high-intensity region (rϭ0). These expelled electrons increase the electron density on both sides of the focus, thus creating the bumps around r/ϭ&.
The ratio of these contributions on the laser axis is
2 , where p ϭ2c/ pe is the plasma wavelength.
Therefore the electron motion can be treated as longitudinal when ӷ p and radial when Ӷ p . In this experiment, the density perturbation is observed with a diagnostic proportional to the product L␦n, where the interaction length L is of the order of the laser Rayleigh length z R . The perturbation amplitude is maximum for a plasma wavelength p that satisfies the quasiresonance condition pe 0 Ϸ1. For a given laser pulse ͑P and ͒, the product z R ␦n z is fixed, while the product z R ␦n r can be increased by tightly focusing the laser beam ͑decreasing ͒. The transverse oscillation then becomes much easier to measure than the longitudinal one. For these reasons, we have chosen to excite mainly the radial oscillation ͓18р( p /) 2 р600 in our experiment͔. We can also reach the nonlinear regime more easily because ␦n r is proportional to (1/) 4 . Let us note that if this radial oscillation ͑transverse field͒ may not be used for particle accelerators, it can be useful for photon acceleration:
18 the longitudinal density gradient required to shift the laser frequency is also present in a radial oscillation.
III. EXPERIMENTAL SETUP AND PROCEDURE
The principle of the experiment is the following: a pump beam is focused into a chamber backfilled with helium gas. The laser ionizes the gas near the focus and excites the electron perturbation. Two twin colinear probe pulses, separated in time and frequency doubled, are focused on the same axis. Because the group velocity of each probe pulse is almost equal to the phase velocity of the EPW, each pulse stays in phase with the density modulation during the propagation. If the electron densities seen by the pulses are different, their relative phase is modified during the propagation. We measure this relative phase shift by the spatially resolved frequency-domain interferometry technique 13 ͑see Appendix B͒: at the output of the plasma, the two probe pulses are time recombined: the temporal beating creates a system of fringes in the frequency domain. The position of the fringes depends on the relative phase between the two pulses. The easiest way to recombine the two pulses is to send them into a spectrometer: when the grating disperses the frequencies it also temporally stretches the pulses. The spatial information is obtained along the vertical slit of the spectrometer. The output spectrum is recorded on a charge-coupled device ͑CCD͒ camera. On each image, the horizontal axis gives the position of the fringes and so the perturbation amplitude, while the vertical axis gives a one-dimensional transverse resolution.
The experimental setup is shown in Fig. 3 . The LOA 10 Hz Ti:Sapphire laser beam at a wavelength of 800 nm, with a maximum energy of 40 mJ and a duration of 120 fs ͓full width at half maximum ͑FWHM͔͒, is split into two parts.
The reflected part ͑80%͒ is used as the pump beam, and the transmitted part as the probe beam. The probe beam is frequency doubled and sent into a Michelson interferometer to generate two colinear pulses with an adjustable time delay. These two pulses pass through a circular aperture to improve the phase front homogeneity and increase their focal spot diameter to a size much larger than the pump one. The time delay between the pump and the probe pulses is adjusted with a delay-line. The probe beam is injected colinearly with the pump by transmission through a dichroic mirror that reflects the pump. The pump and probe pulses are focused by a f/8 MgF 2 lens in a low-pressure helium gas ͑around 1 mbar͒. The gas pressure is measured with a precision of Ϯ1 bar by a capacitance manometer.
The pump focal spot is almost Gaussian with a radius ͑at 1/e of the maximum intensity͒ ϭ6Ϯ1 m, while the probe radius is 140 m. The maximum pump intensity is 2 ϫ10 17 W/cm 2 , easily creating a fully ionized helium plasma in the focal area. 19 The focal plane is imaged on the spectrometer slit with a f/4 doublet, with a spatial resolution of about 2 m and a magnification of 16. The pump beam is attenuated before the imaging lens by a dielectric mirror. The spectrometer slit is imaged on a CCD camera to control the alignment on the slit and the pump/probe spatial overlap.
We have designed our spectrometer to minimize the aberrations and the energy losses. This spectrometer uses one single spherical mirror ͑focal length of 1.5 m and aperture of f/18͒. The holographic grating is used near the Littrow angle. This configuration allows a reduction of the angle of incidence on the spherical mirror and thus minimizes the spherical aberration. It also minimizes the anamorphic magnification and maximizes the grating efficiency. With a 100 m slit, the spectral resolution is 0.3 Å. At the output of the spectrometer, the twin probe pulses are stretched to 57 ps. The output spectrum is recorded on a 16 bit CCD camera.
The experimental procedure is the following: For each gas pressure, the time separation of the two probe pulses is adjusted to 1.5 T pe ͑T pe ϭ2/ pe is the EPW period for a fully ionized helium gas͒. In this configuration, when one of the probe pulses coincides with a maximum of the density perturbation, the other pulse is located on a minimum. In that case, the phase difference between the two pulses corresponds to the peak-to-peak density perturbation. This optimizes the signal-to-noise ratio. It also avoids a contribution of the singly ionized region, the pulse separation being in that region almost equal to the electron period of the He ϩ plasma.
Two modes of measurements are possible. 20 They are represented in Fig. 4 . In the absolute mode, the first probe pulse propagates in the gas before the pump beam while the second one propagates in the plasma after the pump beam ͓Fig. 4͑a͔͒. In this configuration, the phase shift between the pulses arises from the plasma formation. The amplitude and the spatial extent of this phase shift come from the integration along the laser axis in the singly and doubly ionized regions. This measurement also provides the absolute time separation ⌬t between the pump and the two probe pulses: we first adjust the pump-probe delay so that the probe pulses arrive before the pump pulse. As we decrease the delay, a phase shift appears. It saturates when the second probe pulse is at the end of the ionization front. This corresponds to the pump pulse maximum (⌬tϭ0). In the relative mode, the two probe beams propagate after the pump beam, so that they both travel after the plasma formation ͓Fig. 4͑b͔͒. Their relative phase is due to a plasma perturbation produced in the wake of the pump pulse. By recording the relative phase for various pump/probe time delays, one can measure the temporal evolution of the perturbation.
The spatial resolution of our frequency-domain interferometry enables us to probe both the perturbed and the unperturbed regions in a single shot. This provides a phase reference and avoids errors due to laser spectrum fluctuations. To eliminate errors due to the spectrometer slit imperfect quality ͑see Appendix B 4͒, we also substract the relative phase measured with a reference shot ͑shot without pump͒ to all other relative phase measurements.
IV. EXPERIMENTAL RESULTS
A. Spatial and temporal resolution
A typical result of the relative phase measurement is presented in Fig. 5 . It has been obtained at a pressure of 0.5 mbar ͑n e ϭ2.5ϫ10 16 cm Ϫ3 for fully ionized helium͒. Each vertical line is an average of 40 shots recorded at 10 Hz. The horizontal coordinate is the time delay ⌬t and the vertical coordinate is the radius from the laser axis. At ⌬tϽ0 both the probe pulses propagate in the gas. When ⌬t increases, the second probe pulse begins to overlap with the pump pulse and is modified by the plasma formation. A relative phase shift appears ͑absolute mode, corresponding to part A of . This curve shows the radial plasma extent. Even if the helium gas is doubly ionized near the focus, the phase profile does not present a steplike shape. This is due to the integration along the laser axis ͑the radial location of the He ϩ /He 2ϩ interface changes along the laser axis͒.
Curve ͑a͒ corresponds to a delay for which the phase amplitude is maximum in the relative mode. Because the amplitude of the laser wakefield is significant only in regions of high laser intensity ͑rр, ͉z͉рz R ͒, the relative phase has a much smaller radial extent in part B than in part A. Curve ͑c͒ is the intensity profile of the pump focal spot. As expected from Eq. ͑1͒, the phase transverse profile of curve ͑a͒ presents two parts: a central part at rϽ (Ϸ6 m) and bumps on each side. Curve ͑b͒ is obtained half a plasma period later. As expected, it presents a reversed shape. We note that a flat profile ͑null phase͒ is measured when we delay the probe beams by a quarter of a plasma period after an extremum.
A horizontal line-out of Fig. 5 is presented in Fig. 7 . It represents the relative phase on the laser axis as a function of time. The insert shows a vertical zoom of the phase oscillation in the relative mode, with a fit using an exponentially damped sinusoidal curve.
Typical measurements of the phase difference on the laser axis versus the pump/probe time delay are presented in is limited by the delay-line translation control digit and is better than 3 fs. The relative phase is oscillating with a welldefined period. As expected, this period decreases with the gas pressure. The phase difference is maximum around 1.5 mbar on the LWF quasiresonance. One can observe an important damping of the oscillation at lower pressures. For each gas pressure, we apply to the curves of Fig. 8 a fit of the form: ⌬ max* exp͓Ϫ␥(tϪt 0 )͔ * sin͓ p (tϪt 0 )͔. The parameters of the fit are the maximum relative phase amplitude ⌬ max the damping rate ␥, and the frequency p of the electron oscillation. We calculate the uncertainty of this numerical calculation and add it to the experimental error bars.
B. LWF amplitude
The maximum relative phase ⌬ max measured on the laser axis is plotted in Fig. 9 as a function of the electron density assuming a fully ionized He gas. This plot shows the LWF quasiresonance. The solid line is a fit using the expression of ␦n r ϭ␦n max ( pe 0 )exp͓Ϫ2( pe 0 /2) 2 ͔ obtained from the linear theory ͑see Appendix A͒, where the adjustable parameters are an amplitude ␦n max and the pump ͑and probe͒ pulse duration 0 . The factor 2 in the exponential is due to the temporal convolution induced by the probe envelope: for a Gaussian envelope and a sinusoidal perturbation, the convolution decreases the phase shift by a factor of exp͓Ϫ( pe 1 /2) 2 ͔, where 1 is the half width at 1/e in intensity of the probe pulse ͑see Appendix B͒. If we consider 1 ϭ 0 , the fit is obtained for 1 ϭ 0 ϭ84 fs (FWHMϭ140Ϯ6 fs) which is close to the laser pulse duration.
A more rigorous calculation must take into account the precise value of 1 . The probe beam is first frequency doubled. This reduces the pulse length by a factor of &. It then goes through several dispersive media: 2 cm of BK7 ͑Michelson cube͒, 1.4 cm of fused silica ͑dichroic mirror͒, and 6 mm of MgF 2 ͑chamber entrance window and focusing lens͒. Measurements of the pump spectrum show that the 120Ϯ5 fs pulse is Fourier limited. From the frequency bandwidth, one can easily deduce that the duration of the probe pulses ͑FWHM͒ in the interaction chamber is 160Ϯ5 fs. When the curve in Fig. 9 is fitted by the theoretical expression ␦n r ϭ␦n max ( pe 0 )exp͓Ϫ2( pe /2) 2 ͔ with the adjustable parameters ␦n max and , we then have to compare ϭ84 Ϯ4 fs obtained from the fit with ͱ( 0 2 ϩ 1 2 )ϭ85Ϯ6 fs. A probe laser pulse that propagates through a thickness dz in an underdense plasma (n e /n cl Ӷ1), undergoes a phase modification dϭ(2/ 1 )(n e (z)/2n cl )dz, where 1 and n cl are the probe wavelength and the corresponding critical density. The relationship between the measured relative phase shift and the maximum density perturbation at the focal plane is obtained by integration along the laser axis. The radial density oscillation ␦n r (z) is proportional to 1/ 4 (z), where (z) is the radius of the intensity profile at 1/e at the position z along the laser axis. Assuming a Gaussian propagation and zϭ0 at the focal plane, then (z) ϭͱ(1ϩz 2 /z R 2 ). Integration along z gives
The exponential term comes from the temporal convolution induced by the finite probe pulse duration ͑see Appendix A͒.
The product z R ␦n r /n e obtained from this formula is presented in Fig. 9 . The solid line is a fit using the expression of ␦n r /n e ϭB exp͓ϪC pe 2 ͔/ pe , obtained from the linear theory ͑see Appendix A͒. In this experiment, z R is estimated to be between 100 and 200 m, so that the relative density perturbation at the focus is ␦n r /n e Ϸ10% at the resonance density (n e Ϸ10 17 cm
Ϫ3
) and reaches ␦n r /n e Ϸ100% for n e р10 16 cm
. Let us underline that even when the density perturbation is nonlinear, the measured phase shift presented in Figs. 5-8 still has a sinusoidal temporal behavior and a smooth radial profile. This is due to two main reasons: with a time separation of 1.5 T pe between the probe pulses, the measured phase corresponds to the peak-to-peak amplitude and that leads to a symmetric behavior around zero. Moreover, the maxima of a nonlinear density perturbation are very narrow in space and time. The temporal envelope of the probe pulses ͑see Appendix B͒ the finite spatial resolution of the imaging system, and the integration along the laser axis average these narrow peaks, as confirmed by simulations presented in Sec. IV C.
A calculation of the tunneling ionization rate of helium by the pump laser pulse indicates that the plasma should be singly ionized for ͉z͉р7 z R , and doubly ionized for ͉z͉ р2.5 z R on the laser axis. Therefore the phase amplitude ratio ⌬ abs /⌬ rel between the absolute and the relative mode measurements should be about 4 at low density ͑n e р10 16 cm
, where ␦n r /n e Ϸ1͒ and proportional to (␦n r /n e ) Ϫ1 . This is in good agreement with our measurements.
C. Nonlinear frequency increase
The relative difference ( p Ϫ pe )/ pe between the measured frequency p and the theoretical linear plasma frequency pe is presented in Fig. 10 as a function of the electron density n e . A positive shift ͑frequency higher than the theoretical linear frequency͒ can be clearly seen. It increases with decreasing electron density, and reaches 5% for n e Ϸ10 16 cm
Ϫ3
. The results of the code WAKE originally developed by Mora and Antonsen, Jr. 21 are represented by open triangles. This code is a two-dimensional ͑2-D͒ ͑cylindrical͒, fully relativistic particle code, in which the laser field acts on the particles via the ponderomotive force. The new version of the code used here also simulates the plasma formation by tunneling ionization ͑via a Monte Carlo method͒, the propagation of the two frequency doubled probe pulses, the imaging lens, and the time domain interferometry ͑see Appendix C͒. To simulate the kinetic energy produced during the ionization, the electrons can be generated with a Maxwellian radial velocity distribution. The plasma frequency increase obtained from the code is in good agreement with the measurements. As we have noted for the experimental results in Sec. IV B, even when the density perturbation is nonlinear, the code shows that the measured phase shift has a sinusoidal time evolution and a radial profile very similar to the one obtained from linear theory. Applying the same fit (⌬ max* exp͓Ϫ␥(tϪt 0 )͔ * sin͓ p (tϪt 0 )͔) to much later periods ͑when the EPW relative amplitude is smaller͒ shows that the shift disappears, both in the experiment and in the simulations. This indicates that the shift does not come from an error in the pressure measurement or from the delay-line calibration, but is related to the nonlinear amplitude of the EPW.
Few mechanisms can modify the electron plasma frequency. In a hot plasma the frequency increases with the electron temperature: p 2 ϭ pe 2 ϩ3k 2 v th 2 . The transverse residual energy produced by a linearly polarized laser pulse ionizing a helium gas can be calculated using the tunneling ionization rate. 19, 22, 23 It is of the order of 60 eV for our experimental conditions. The code WAKE shows that the electron temperature does not affect the plasma frequency so much: changing the temperature from 0 to 50 eV leads to a positive frequency shift of a few 10 Ϫ3 , that is ten times less than the measured shift. In addition, the shift disappears after a few periods (Ϸ1 ps), and we do not think that the electron temperature can vanish in such a short time scale. So this effect is not related to the electron temperature. The plasma period can also be modified when the electrons of the EPW reach relativistic velocities. 24 This shift has recently been observed by Modena et al. in SRLWF. 25 The increase of the electron relativistic factor ␥ induces a decrease of the frequency ͑negative shift͒. Our simulation shows that the velocity of the electrons does not exceed v/cϷ0.1 ͑at n e ϭ10 16 cm
͒ and that leads to a shift of only Ϫ0.25%. For oscillations in a 3-D space, two other effects induce a frequency modification. ͑a͒ When electrons execute an elliptic motion, current loops and magnetic fields are produced. 26, 27 The magnetic field deflects electron motion to the third order in amplitude and that induces a decrease of the electron plasma frequency. ͑b͒ In the case of nonlinear cylindrical electrostatic oscillations, the radial displacement of an electron away from the symmetry axis produces a charge density at the center which is greater than in planar geometry. This produces a stronger restoring electric field and leads to an increase ͑positive shift͒ of the electron plasma frequency ͓⌬ p / pe Ϸ(␦r/r 0 ) 2 /12, where ␦r is the electron displacement from its initial position r 0 , and ␦r/r 0 Ӷ1͔.
17
The total frequency shift depends on the relative amplitude of the thermal, the relativistic, the electrostatic, and the magnetic effects, or, in other words, on the geometry and amplitude of the oscillation. In the context of the laser beatwave accelerator, Bell and Gibbon 26 have shown that these effects can have similar amplitudes and comparable spatial profiles. The code WAKE includes all these effects. Measurements and simulations both indicate that the electrostatic effect ͑frequency increase͒ is predominant in this experiment. It is to our knowledge the first observation of this effect that was predicted by Dawson in 1959. 17 
D. Damping of the oscillations
We have obtained the value of the damping rate ␥ from the fit of Fig. 8 in Sec. IV A. The dependence of ␥ as a function of the mean electron density n e is shown in Fig. 11 ), the oscillation is damped in two or three periods only. The solid line is a fit of the form A/n e that shows that ␥/ pe is approximately inversely proportional to the electron density.
This damping cannot be the signature of the ion motion. Indeed, the ion plasma frequency is 60 times lower than the electron plasma frequency for a fully ionized helium plasma.
So the typical time of the damping induced by the ion motion expressed in plasma period units is about 60 and is independent of the electron mean density.
Several mechanisms can attenuate the oscillation. One of them is the fine scale mixing: 17 the frequency of the oscillation depends on its relative amplitude. Electrons with different equilibrium radii have different frequencies. After some time, crossings of electrons can occur and induce a damping. With a maximum frequency shift of 5% at n e ϭ10
16 cm
Ϫ3
, electrons should appear with opposite phases after at least ten periods, which is five times longer than the observed damping rate. Another possible mechanism is the thermal convection: The density perturbation propagates at the group velocity v g ϭ‫ץ/ץ‬k, where 2 ͒, indicating that neither the convection nor the fine scale mixing can explain the observed damping rate.
A good agreement is only obtained by taking into account the gas ionization as we have done in the simulations in Fig. 11 . Two simulations at n e ϭ10
16 cm Ϫ3 are presented in Fig. 12͑a͒ , one in a preformed homogeneous plasma ͑top graph͒, and the other in a tunneled-ionized helium gas ͑bot-tom graph͒. They show the electron density at the laser focal plane as a function of the radius ͑vertical axis͒ and time ͑horizontal axis͒. One can see the electron density oscillation around the laser axis. In the case of the tunneling ionized helium gas, the plasma exists only in a small region near the laser axis (rϽ15 m).
The radial profiles of the laser intensity and of the calculated electron density at the laser focal plane are shown in Fig. 13 . One can see the two steep density gradients corresponding to the two ionization stages of helium. The fully ionized helium plasma has a radial extent of only 10 m.
The electron radial positions at the laser focal plane are presented in Fig. 12͑b͒ as a function of time. At timeϭ0, the electrons begin to feel the ponderomotive force of the pump laser pulse and move away from focus. After the laser pulse, the electrons are pulled back by the electrostatic field and they oscillate at the plasma frequency. In the homogeneous plasma, this oscillation decreases quietly with time. In the case of a plasma created by tunneling ionization, the radial density profile of the plasma modifies the electron trajectories: when it is pushed by the ponderomotive force of the laser pulse, an electron close to the He 2ϩ /He ϩ interface can explore the He ϩ region or even the neutral gas. In these regions, the electrons do not follow the collective motion of the EPW, they come back into the plasma after a few oscillations of the EPW. These electrons are not in phase with the EPW and destroy the oscillation.
This phenomenon can be understood as follows. In a preformed plasma radially larger than the perturbation, when an corona electron moves away from the laser axis, a positive charge is created. This induces a restoring electrostatic force which is proportional to the electron displacement: it is an harmonic oscillator at the electron plasma frequency. In the case of a radially limited plasma, when the corona electron leaves the plasma, the number of positive charges is fixed by the plasma radius. This induces a lower restoring force and explains why the electrons come back in the plasma later than in the case of an infinite plasma.
A simulation of the relative phase shift oscillation in the conditions of Figs. 12͑a͒ and 12͑b͒ is presented in Fig. 14. One can see the sinusoidal behavior of the phase shift and the damping. We also added a curve corresponding to an ionization without heating (T e ϭ0). In that case the damping is a little bit slower than when T e ϭ50 eV ͑two times slower at 10 16 cm
͒ but still remains much faster than in a preformed plasma.
A similar plasma edge effect has been observed in particle-in-cell ͑PIC͒ simulations by Bonnaud et al. 28 in the case of an EPW excited in a planar geometry ͑longitudinal LWF͒ and in a cold plasma. This damping mechanism is more important at low density because the electron excursion increases with ␦n r /n e which is larger at low density ͑cf. Fig.   9͒ .
V. CONCLUSION
We have performed the first detailed experimental study of the electron density oscillation produced in the wake of a laser pulse. The electron oscillation is measured with a time resolution much better than the electron plasma period, and a spatial resolution smaller than the pump focal spot radius. The spatial shape and size of the perturbation agree with the laser wakefield linear theory. The laser wakefield quasiresonance is observed. Depending on the background electron density, the relative density perturbation amplitude is between a few percent and 100%. In the density range of our experiment, the damping rate normalized to the plasma frequency varies approximately linearly with the radial relative electron density perturbation. The damping time goes from two periods at 5ϫ10 15 cm Ϫ3 ͑nonlinear oscillation amplitude͒ to tens of periods for densities above 10 17 cm Ϫ3 ͑linear amplitude͒. The simulations show that because the oscillation is radial, electrons exit from the plasma and lead to the destruction of the plasma oscillation. In the nonlinear regime, the electron plasma frequency increases, as predicted by Dawson in 1959 17 for radial ͑cylindrical͒ oscillations. 
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APPENDIX A: LASER WAKEFIELD LINEAR THEORY
A two-dimensional, nonrelativistic, analytical model of the LWF process has been developed by Gorbunov and Kirsanov. 12 The electron motion is calculated by solving the linear fluid equations:
where the electric field E is related to the potential by E ϭϪ", and where m e , e, and v are the electron mass, charge, and velocity, ⑀ 0 is the vacuum permittivity, n e is the electron density at equilibrium, ␦n is the electron perturbation (␦nӶn e ), and NL the ponderomotive potential associated to the laser pulse:
which is equivalent to NL ϭϪ I 2ecn c ͑v osc is the quiver velocity in the laser field, ͗ ͘ denotes a temporal average on a laser period, I is the laser intensity, and n c the critical density at the laser wavelength͒. Because we are interested in time scales of the order of the electron plasma period, the ions can be assumed to be fixed. The evolution of the potential is obtained by combining these equations:
where pe is the electron plasma frequency: pe 2 ϭn e e 2 /m e ⑀ 0 . This equation can be solved in a cylindrical geometry assuming that the radial (r) and the temporal (zϪct) part of the ponderomotive potential can be separated:
This implies
͑r,z,t ͒ϭ 0 ͑ r ͒ f ͑ zϪct͒.
In the dimensionless form, Eq. ͑A1͒ becomes
where ϭ pe (tϪz/c).
The solution that cancels at ϭϪϱ is
In the laser pulse wake (ӷ1), and if f 0 is an even function, this solution is
In the case of a laser pulse with a Gaussian temporal profile,
If the radial envelope is also Gaussian: 0 (r)ϭ(m e c 2 /2e) ϫ͗v 
The electric field can be obtained from EϭϪ", and the electron density perturbation from the Poisson law: ␦n
The electron density perturbation is the sum of two terms: ␦nϭ␦n z ϩ␦n r . The first one ␦n z comes from the longitudinal oscillation of the electrons induced by the temporal profile of the laser pulse, while the second one ␦n r corresponds to the transverse motion induced by the radial profile of the pulse.
where
APPENDIX B: THE FREQUENCY DOMAIN INTERFEROMETRY
Principle
Tokunaga et al. 29 have demonstrated that the spectral interference of two twin ultrashort laser pulses can be used to measure the temporal evolution of the refractive index of an excited absorptive material. Geindre et al. 20 added to this technique a one-dimensional spatial resolution and measured the expansion of the critical density surface of a femtosecond laser-produced plasma with subnanometer spatial resolution and a sub-100 fs temporal resolution. Temporal 15 and spatiotemporal 13, 16 measurements of the electron density oscillation produced by the laser wakefield process has been performed with this technique. The principle of this frequency-domain interferometry of ultrashort laser pulses is the following.
In the new method that we have developed, two collinear identical laser pulses, overlapped in space, are created by sending a low-intensity short laser pulse in a Michelson interferometer. The output pulses are separated by ␦t, follow exactly the same path, and irradiate the object to be studied. The perturbation of the object can be done before the arrival of the twin pulses, or between them, for example, by the interaction with a high-intensity laser pulse. The interaction with the object modifies the relative phase of the twin pulses. After the interaction, the two pulses are sent in a spectrometer. By dispersing the pulse spectrum, the grating also temporally stretches the two pulses, which makes them overlap in time. Their temporal beating creates interference fringes in the frequency domain. The position of these fringes depends on the relative phase between the pulses. The interaction region is imaged on the vertical entrance slit of the spectrometer. The spectrum and so the relative phase are then spatially resolved along the slit axis ͑cf. Fig. 15͒ . Let us note that because the object is irradiated by the far field of the probe beam, relative phase shifts produced by defects on the Michelson mirrors ͑near field͒ are smoothed at the object plane.
Theory
Let us consider a point along the entrance slit of the spectrometer which is the image of a point of the object to the studied. The electric field associated to the twin pulses can be expressed by
where 0 is the laser pulse frequency, and where we have supposed that during the interaction, the probe pulse has undergone a phase shift ⌬ and an intensity decrease characterized by the transmission coefficient T. The frequency spectrum in intensity is obtained by the Fourier transform of the total electric field:
If the transmission coefficient T and the phase shift ⌬ do not evolve during the laser pulse, the intensity spectrum is
The spectrum of the twin pulses has an envelope that is identical to the spectrum I 0 () of a single probe pulse, but modulated by a cosine function ͑cf. Fig. 16͒ . The fringes are separated in frequency by 2/␦t, so that the larger is ␦t, the more fringes are present in the spectrum. Their contrast depends on the transmission coefficient T, and is maximum for Tϭ1. One can obtain simultaneously the transmission coefficient from the contrast of the spectrum and the relative phase shift from the displacement of the system of fringes. What makes this diagnostic very performable is that each point along the spectrometer slit corresponds to a complete system of fringes along the dispersion axis. The signalto-noise ratio is then strongly increased ͑proportional to the number of points along a line of the detector͒, and the results are largely insensitive to the local defects of the detector. The phase information is extracted from the spectral domain by calculating the inverse Fourier transform of I(). In the general case, one has If the probe pulse duration 1 is much smaller than the probe pulses separation ( 1 Ӷ␦t), the dominant term is G(0)
which is the integral ͑real͒ of the reference pulse intensity. The phase m (␦t) at tϭ␦t of the inverse Fourier transform of the spectrum in intensity is then:
If ⌬ and T vary in the laser pulse temporal envelope, then the dominant term at tЈϭ␦t is
where I 0 (t)ϭE 0 (t)E 0 *(t).
One then gets If the two probe pulses are temporal Dirac functions, then the measured phase is exactly the relative phase ⌬(t). The finite duration of the pulses induces a smoothing of the information: the measured phase m (␦t) is the temporal average of the phase shift ⌬(t) weighted by the intensities of the pulses I 0 (t). In the case of Gaussian laser pulses ͓I 0 (t) ϭI max exp"Ϫ(t/ 1 ) 2 …͔ in an electron plasma wave ͓⌬(t) ϭ⌬ max sin( pe t)͔, and assuming T(t)Ϸ1, the measured phase is m (␦t)Ϸ⌬ max exp"Ϫ( pe 1 /2) 2 ….
Error on the measured relative phase
Let us estimate the phase error made by neglecting the terms G(␦t) and G(2␦t): 
An advantage of having a spatial resolution is that the phase shift is obtained by subtracting from the phase measured in a perturbed region ͑around the laser axis͒, the phase of an unperturbed region ͑far from the laser axis͒. In that case, the second term of the above expression is subtracted, and one gets:
In the case of a Gaussian laser pulse, E 0 (t)ϭE max ϫexp"Ϫ(t/ 1 ) 2 /2…, one gets
For Tϭ1, the maximum relative error on the phase is smaller than 1% for ␦tϷ3 1 . In the experiment presented in this article, the pulse separation was adjusted to ␦tϭ1.5T pe . The pulse duration was 1 Ϸ95 fs, so that the phase relative error was smaller than 5% for n e р2ϫ10 17 cm
Ϫ3
, which was always the case.
A more realistic calculation taking into account the time dependence of ⌬ and the limited width of the recorded spectrum ͑CCD chip size͒ increases this relative error to less than 15% for n e р2ϫ10 17 cm
. So, in our case, these effects are not limitative at all.
Noise sources on the measurement of the relative phase
The shot-to-shot fluctuations of the spectrum recorded on the CCD and of ␦t can induce a phase error. If we assume that the pulse spectrum does not depend on the position in the beam, then we can take the reference in a nonperturbed region of the probe beam and these errors are eliminated. This is an other advantage of having a spatial resolution.
Anyway, each measure is obtained from the averaged spectrum of 40 shots. This procedure reduces drastically the stochastic noise coming from the laser fluctuations. We have measured the rms of this noise: it is around 5 mrad without averaging, and it decreases to 0.5 to 1 mrad with a 40 shot averaging. In fact, the rms is yet at this value when we operate only a 20 or a 30 shot averaging. Consequently, there is another noise source which prevents us from improving our signal-to-noise ratio.
The second noise source is the detector ͑CCD͒ noise. At each position on the spectrometer slit, the detected signal S() is the laser signal I() plus a background noise B(), so that
If the CCD noise is much smaller than the laser signal, and assuming m Ϸ⌬, the detected phase d is
Experimentally, the signal is sampled on the N pixels of the CCD camera. Let us note ␦ the frequency step of the sampling, the inverse Fourier transform is then
B͑m␦ ͒sin͑ m␦␦tϪ⌬ ͒.
If we note ͑⌬͒ the standard deviation of the phase,
The detector noise can be written as BϭB av ϩ␦B. The average noise B av has been measured on the CCD without laser signal: it is the same for all the pixels. The stochastic variable ␦B satisfies ͗␦B͘ϭ0. This leads to
If we assume that the pixels are not correlated and that the noise does not depend on the signal on the pixel, then
Using the fact that This phase noise can be decreased by working close to the saturation of a high-dynamic CCD camera (I av ) and with a large number of pixels (N). It does not depend on the number of fringes. With our 16 bits CCD camera, Nϭ512, (B)Ϸ7 counts. The average signal is around 2ϫ10 4 counts, so that the phase noise coming from the camera is of the order of 10 Ϫ2 mrad, indicating that the measured noise ͑of the order of 0.5 to 1 mrad͒ is not coming from the detector.
Another source of phase noise is coming from the defects of the spectrometer slit. This one is imaged on the frequency plane ͑CCD chip͒. Each point of the slit corresponds to a system of fringes. If the slit is not quite vertically straight, the fringes are not straight either. A horizontal defect ␦x on the slit induces a translation of the system of fringes, which gives the same result as a phase shift ␦:
where d/dx is the frequency dispersion of the spectrometer. This phase noise increases with ␦t which means with the number of fringes. This dependence on the number of fringes is confirmed by our measurements of the noise rms with different ␦t. Our measurements are made without changing ␦t. If the slit does not move, the systematic phase noise coming from the slit defect is the same from shot-to-shot and can then be eliminated by making a reference shot. The method we use keeps contributions from the vibration of the slit: highfrequency vibrations (Ͼ1 Hz) coming from the vacuum pump system are smoothed by the 40 shot ͑4 s.͒ averaging, but low-frequency position shifts of the slit are not eliminated and contribute to the background noise.
A modification ⌬(␦t) of ␦t is equivalent to a phase modification ␦ϭ 0 ⌬(␦t). In our experiment 0 ϭ4.7 ϫ10
15 rad s
Ϫ1
, so that a variation of 1.3 fs on ␦t is equivalent to a phase shift of 2. However, the spatial resolution along one direction allows us to get rid of it: the calculated phase shift is obtained for each CCD image recorded by comparison with a reference line on the CCD ͑unperturbed fringes͒. The number of photons N ph follows a Poisson distribution so that its standard deviation on the CCD camera is (N ph )ϭͱN ph . The ratio between N ph and our corresponding CCD counts is of 6 photons ͑at 0.4 m͒ for 1 CCD count. If we express I() in CCD count units, then the photonic noise on each pixel is ph (I)ϭ(1/ͱ6) ͱI. Assuming noncorrelated pixels, this photonic noise leads to the following phase standard deviation: I͑m␦ ͒sin 2 ͑ m␦␦t Ϫ⌬ ͒.
As the square of the sinus function is overestimated by 1, one can easily deduce that ph ͑ ⌬ ͒р 1 ͱ 6TNI av .
With our experimental parameters, this noise is lower than 0.1 mrad and is not so limitative. This photonic noise can be reduced by increasing the number of probe photons on the CCD.
Conclusion
This diagnostic allows one to detect phase shifts with on-live spatial resolution, and with a precision under the mrad. The main limitation of this detection seems to come from the spatial quality of the spectrometer slit, and from the control of its vibrations.
APPENDIX C: THE CODES WAKE AND IMAGE
The simulations we show this paper are obtained with a special numerical toolkit made up of two codes. These are a laser-plasma relativistic interaction code called WAKE, recently modified in order to take gas ionization, plasma optical probing, and plasma temperature into account and a vacuum propagation code called IMAGE for ultrashort laser pulses.
First the code WAKE simulates the interaction of a very intense pump laser pulse with the gas medium and the action of the varying medium on a pair of probe laser pulses. The spatial regions covered by the simulation being typically of some Rayleigh lengths, the laser pulse distributions worked out by WAKE belong to an intermediate-field region. The actual frequency-domain interferometry being performed ͑as most optical diagnostics͒ in the near-field region, a second numerical code is needed for the propagation of the probe pulses through the optical collecting system and up to the spectrometer. The vacuum propagation code IMAGE has been conceived for broad spectrum waves such as ultrashort pulses.
We recall in the following the main features of the simulation code WAKE ͑more details on the structure of the algorithm can be found in recent specific papers 21, 27 ͒ and we describe the propagation code IMAGE. At the end of this section the wave propagation algorithms of the two codes are compared and discussed.
WAKE interaction code
WAKE is a 2-D particle code that can be used in cylindrical as well as in Cartesian geometry. Its algorithm is based upon three approximations: the ponderomotive and quasistatic approximations and an extended paraxial approximation.
Electron trajectories are governed by the ponderomotive force of the laser field and the self-consistent electric and magnetic fields of the plasma wake. Within this approximation, their low-frequency ͑i.e., plasma frequency band͒ components can be obtained by integration of the motion law where the bar quantities are the low-frequency band components, p is the momentum, v is the velocity, E and B are, respectively, the electric and magnetic fields, and Ã is the high-frequency band component of the vector potential. The quasistatic approximation consists of assuming that the form of the laser pulse, and consequently that of the wakefields, does not change significantly during the time it passes over individual electrons. 
