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ABSTRACT
The magnetic Rayleigh-Taylor instability has been shown to play a key role in many
astrophysical systems. The equation for the growth rate of this instability in the in-
compressible limit, and the most-unstable mode that can be derived from it, are often
used to estimate the strength of the magnetic field that is associated with the observed
dynamics. However, there are some issues with the interpretations given. Here we show
that the class of most unstable modes ku for a given θ , the class of modes often used
to estimate the strength of the magnetic field from observations, for the system leads
to the instability growing as σ2 = 1/2Agku, a growth rate which is independent of the
strength of the magnetic field and which highlights that small scales are preferred by
the system, but not does not give the fastest growing mode for that given k. We also
highlight that outside of the interchange (k ·B = 0) and undular (k parallel to B)
modes, all the other modes have a perturbation pair of the same wavenumber and
growth rate that when excited in the linear regime can result in an interference pat-
tern that gives field aligned filamentary structure often seen in 3D simulations. The
analysis was extended to a sheared magnetic field, where it was found that it was
possible to extend the results for a non-sheared field to this case. We suggest that
without magnetic shear it is too simplistic to be used to infer magnetic field strengths
in astrophysical systems.
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1 THE RAYLEIGH-TAYLOR INSTABILITY IN
ASTROPHYSICAL PLASMA
The Rayleigh-Taylor instability, first proposed by Rayleigh
(1900) and Taylor (1950), is a fundamental process in many
space and astrophysical systems. For a contact discontinu-
ity that is formed where a heavy fluid is supported above a
light fluid against gravity, this boundary is unstable to per-
turbations that grow by converting gravitational potential
energy into kinetic energy creating rising and falling fingers.
The growth rate (σ) for this instability in the absence of
magnetic field or viscous effects is give as:
σ =
√
Akg, (1)
where k is the wavenumber, g is the acceleration due to grav-
ity and A is the Atwood number give as (ρu−ρl)/(ρu +ρl)
for where ρu is the upper density and ρl is the lower den-
sity (Chandrasekhar 1961). Daly (1967) described how the
⋆ E-mail: ah826@cam.ac.uk
evolution of the Rayleigh-Taylor instability changes from the
symmetry of the low Atwood number Rayleigh-Taylor insta-
bility to be replaced by the formation of rising bubbles and
sharp falling spikes in the high Atwood number limit. For a
review of the hydrodynamic Rayleigh-Taylor instability see,
for example, Sharp (1984).
The inclusion of a horizontal magnetic field to the
Rayleigh-Taylor instability adds a directionality to the
system (Kruskal & Schwarzschild 1954). The interchange
mode, where the wavevector k is perpendicular to the mag-
netic field and so magnetic tension does not have an effect,
reduces the problem to one analogous to the hydrodynamic
situation where a total pressure replaces the role of the gas
pressure. The undular mode, where the wavevector k is par-
allel to the magnetic field and as such drives distortion of the
magnetic field, creates a magnetic tension force that works
to suppress high wavenumber perturbations along the mag-
netic field. The growth rate of the magnetic Rayleigh-Taylor
instability for a mixed mode perturbation where the mag-
c© 2015 The Authors
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netic field is only in the y-direction is given as
σ2 = kg
[
A− B
2k2y
2pi(ρu +ρl)gk
]
, (2)
where B is the magnetic field strength in the y direction
(Chandrasekhar 1961). This implies that the system is al-
ways unstable providing a perturbation with sufficiently
small kx is given. For Equation 2 a critical wavelength
(λc) that gives a growth rate of σ = 0 can be defined as
λc = 2pi/kc = B2cos2θ/(ρu − ρl)g, where θ is the angle be-
tween the k vector and the magnetic field.
The Rayleigh-Taylor instability drives many observed
features in astrophysical systems. Hachisu et al. (1992) de-
scribed how the instability can lead to element mixing in
supernova explosions. Hester et al. (1996) compared the ob-
servational characteristics of the Crab Nebula with simula-
tions of the magnetic Rayleigh-Taylor instability performed
by Jun et al. (1995), finding that the magnetic Rayleigh-
Taylor instability could explain the observed filamentary
structure. Recent axisymmetric simulations of the Crab
Nebula by Porth et al. (2014), using adaptive mesh refine-
ment to provide high resolution, found that the magnetic
field is insufficient to suppress the growth of the instabil-
ity. In the Earth’s ionosphere, the rise of regions of depleted
plasma against the gravitational field during the Equato-
rial Spread-F phenomenon has been interpreted as the oc-
currence of the magnetic Rayleigh-Taylor instability in a
low-beta magnetic plasma environment (Kelley et al. 1976;
Takahashi et al. 2009). Gratton et al. (1996) described how
variations in the solar wind can lead to expansion and con-
traction of the magnetopause pointing out that in the ex-
pansion phase there is an effective gravity that drives the
magnetic Rayleigh-Taylor instability, a similar physical pro-
cess can also happen at the heliopause as a result of changes
due to the solar cycle (Borovikov & Pogorelov 2014). Ob-
servations by Berger et al. (2008, 2010) show this instabil-
ity occurring in quiescent prominences. This instability has
also been found in plasma jet experiments (Moser & Bellan
2012)
Numerical investigations in the magnetic Rayleigh-
Taylor instability in 3D have revealed a great deal about
its evolution. One of the key aspects that these simulations
have revealed is that in the 3D magnetic Rayleigh-Taylor
simulations is that in 3D the instability results in the for-
mation of structures that are elongated in the direction of
the magnetic field (Stone & Gardiner 2007). This feature
has been of particular importance in understanding the for-
mation of plumes in solar prominences (Hillier et al. 2011,
2012; Terradas et al. 2015; Keppens et al. 2015) or in the
formation of filamentary structure associated with emerging
magnetic flux (Isobe et al. 2006).
To make the linear theory for the magnetic Rayleigh-
Taylor instability more applicable to the astrophysical set-
tings described above, there has been development of the lin-
ear theory beyond the simple model used by Chandrasekhar
(1961). Ruderman et al. (2014) investigated the role of mag-
netic shear on the instability both for the single discontinuity
and for a dense slab embedded in a tenuous atmosphere. This
can be treated as an extension of case of a plasma interact-
ing with a vacuum where there is shear in the magnetic field
as elucidated in Chapter 6 of Goedbloed & Poedts (2004),
their Equation 6.612 in the short wavelength limit (when
compared to distance to the upper and lower walls) matches
that of Equation 19 of Ruderman et al. (2014) where ρe is
taken as 0. One key role of the magnetic shear was to bound
the growth of the instability, i.e. give the highest growth
rate for a finite k, as the pure interchange mode was no
longer possible in the system. Liberatore & Bouquet (2008)
and Liberatore et al. (2009) investigated the role of com-
pressibility and stratification on the growth of the instabil-
ity in an isothermal plasma. They found that the role of
stratification weakened the instability but that compress-
ibility has a destabilizing effect. As in many astrophysi-
cal systems the temperatures are insufficient to fully ionise
the plasma resulting in partially ionised plasma, Dı´az et al.
(2012) investigated how the ion-neutral interaction through
collisions changes the growthrate in the compressible mag-
netic Rayleigh-Taylor instability. Their analysis showed that
though these physics do not alter the threshold for instabil-
ity, the ion-neutral collisions can vastly reduce the growth
rate of the instability. Zhai & Bellan (2016) developed a
model of a hybrid of the current-driven kink instability and
the magnetic Rayleigh-Taylor instability in a flux tube to
model the experimental findings of Moser & Bellan (2012),
where they found this new geometry was able to explain the
growth of the observed instability. For a detail investigation
into many of the important process relating to the Rayleigh-
Taylor instability including the extension to stratified atmo-
spheres, compressibility, inhomogeneity and continua see, for
example, Goedbloed & Poedts (2004) and Goedbloed et al.
(2010).
One of the key application of equation for the linear
growth rate of the instability has been in estimation of
the magnetic field strength of various observed phenom-
ena. From observations, the wavelength of the magnetic
Rayleigh-Taylor instability is determined and, assuming that
this wavelength is created by the most unstable mode, the
observed wavelength can be connected with the magnetic
field strength through the following equation:
ku =
pig(ρu−ρl)
cos2 θB2 , (3)
where cosθ is the angle between the wavenumber k and the
magnetic field direction. This has been applied to determine
the magnetic field strength in a wide variety of situations in-
cluding prominence plumes (Ryutova et al. 2010), material
from a solar eruption (Carlyle et al. 2014; Innes et al. 2012)
and for supernova remnants (Hester et al. 1996).
In this paper, we revisit the analysis of the magnetic
Rayleigh-Taylor instability to understand what will happen
to a system in the linear stages of its evolution when given
a random perturbation and thus exciting the most unstable
modes of the system. We first look at the case of a uniform
magnetic field and then extend these results to include the
influence of magnetic shear at the boundary.
2 WHAT ARE THE CRITICAL AND MOST
UNSTABLE MODES?
2.1 Some insight from Hydrodynamics
Following Chandrasekhar (1961) it is possible to show that
the hydrodynamic Rayleigh-Taylor instability with surface
MNRAS 000, 1–11 (2015)
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tension acting on the boundary between the light and dense
fluids follows the following growth rate:
σ2 = gk
[
A− k
2T
g(ρu +ρl)
]
, (4)
where T is the surface tension. By taking the derivative of
this equation with respect to k and looking for solutions
where ∂σ/∂k = 0 gives a most unstable mode ku of:
ku =
[
g(ρu−ρl)
3T
]1/2
(5)
which bears some similarity to Equation 3.
It is important to note one crucial point here. The
growth rate in Equation 4 describes an isotropic system in
the x–y plane, but Equation 2 is not isotropic as the inclusion
of the magnetic field gives a dependence on θ to the growth
rate. Therefore it is important to understand that you can
define a most unstable mode for a fixed k or one for a fixed
θ (the angle between k and B), the latter is that which was
used for Equation 3.
2.2 The most unstable mode for a given θ
Equation 3 gives the most unstable mode, but what does
this actually imply for the development of the instability?
To look at this, we only need the equation for the growth
rate of the RT:
σ2 = Akg− k
2
y B2
2pi(ρu +ρl)
, (6)
If we first perform a thought experiment, we can understand
a very simple property of this equation, i.e. that the scale
across the magnetic field determines what scale can form
along the magnetic field. If we start with k = [0,ky] we have
only an undular mode, which has a critical wavenumber kcrit
such that σ = 0. If we now increase k from this kcrit by only
increasing kx the first term on the RHS of the equation in-
creases, but the second term stays the same, making σ > 0
so the system is unstable. Therefore, to return to the crit-
ical wavelength for this now non-zero kx, the wavenumber
along the magnetic field has to be increased. This means
that the smaller the scale we have across the field the smaller
the scale that can form along the field. You can under-
stand this physically by comparing the gravitational freefall
time to the timescale for magnetic suppression. The critical
mode is when these are balanced, so by making the freefall
time smaller by reducing the lengthscale across the magnetic
field, to maintain marginal stability the timescale for mag-
netic suppression has to go down by making that lengthscale
smaller as well. It is actually quite trivial to show that if we
set kx we can find a ky s.t. we find the most unstable mode
for that kx.
We can define the equation for the critical wavenumber
as:
0 = Ag
√
k2x +k2y −
k2yB2
2pi(ρu +ρl)
, (7)
where ky is the part of the wavenumber parallel to the mag-
netic field and kx is the part of the wavenumber perpendic-
ular to the magnetic field. This can be rearranged to give kx
as a function of ky:
k2x =
(
k2yB2
2pig(ρu−ρl)
)2
−k2y (8)
=k2y
[
k2y
(
B2
2pig(ρu−ρl)
)2
−1
]
. (9)
Using this equation we can now investigate the relation be-
tween kx and ky in terms of the stability of the system.
Firstly, the simplest approach is to investigate the roots
of the equation. One of these roots exists at ky = 0. The other
can be found by solving
k2y
(
B2
2pig(ρu−ρl)
)2
= 1 (10)
which gives
ky =
2pig(ρu−ρl)
B2
. (11)
This region of ky perturbations gives the region in which pure
undular modes can exist, i.e. even if kx is 0 a perturbation
can grow.
Figure 1 shows the relation between different kx and ky
values where panel (a) shows a small region in k-space that
highlights the 0 crossing of k2y as part of the distribution
shown in panel (b). The solid line denotes the most critical
mode. In panel (b), the regions of stability and instability
are labelled. The region below the dashed line in panel (a)
gives the values for ky where a pure undular mode can be
excited. For larger ky values, it is not possible to excite a
pure undular mode, and so a mixed mode (where kx > 0)
is required. Therefore, to excite a mode along the magnetic
field greater than the value for ky given in Equation 11, a
mode including a component perpendicular to the magnetic
field must be excited.
We can perform the same analysis for the most unstable
growth rate by differentiating by k:
k2x =
(
k2y B2
pig(ρu−ρl)
)2
−k2y (12)
=k2y
[
k2y
(
B2
pig(ρu−ρl)
)2
−1
]
=⇒ k2y =
1
2
(
pig(ρu−ρl)
B2
)2
(13)
+
1
2
(
pig(ρu−ρl)
B2
)[(
pig(ρu−ρl)
B2
)2
+4k2x
]1/2
.
Note that the second solution of the negative of the square
root cannot lead to any physically realisable solutions and
has been neglected. Using this equation we can now inves-
tigate the relation between kx and ky in terms of the most
unstable mode of the system for a given angle θ between the
magnetic field and the perturbation.
Before looking into the solutions of the equation, it is
important to understand what exactly we mean by the most
unstable mode. Returning to the equation for the growth
rate
σ2 = Ag
√
k2x +k2y −
k2yB2
2pi(ρu +ρl)
(14)
MNRAS 000, 1–11 (2015)
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if we set ky to be constant and only vary kx we can see
that the larger kx, the larger σ becomes. Therefore, there is
no most unstable mode for a fixed ky, as k → ∞ so does σ .
This implies that when we talk about the most unstable k
for a given θ , this also means we are discussing the most
unstable ky in terms of a constant kx, i.e. the preferential ky
as associated with a kx, as is shown in Equation 13.
The dashed line in Figure 1 shows the relationship be-
tween kx and ky for the most unstable mode. The point where
this crosses the x-axis gives the most unstable undular mode.
It is clear that the most unstable modes that exist for higher
ky are associated higher and higher values of kx. Therefore,
the larger the kx value the larger the corresponding ky for
the most unstable mode. For then case where:
4k2x ≫
(
pig(ρu−ρl)
B2
)2
(15)
then Equation 13 tells us that k2y ∝ kx For this, it can be
concluded that for the very specific system that is under
study, as the value of kx → ∞ then ky → ∞ but ky/kx → ∞.
Another way to look at this system is to calculate
the growth rate associated with each of the most unstable
modes. Firstly, we need to calculate the balance of the grav-
itational and magnetic terms for the most unstable mode,
which are given by:
kucos2θB2
2pi(ρu +ρl)
=
1
2
Ag. (16)
This can be substituted into the equation for the growth
rate, i.e.:
σ2 = Akug− k
2
ucos
2θB2
2pi(ρu +ρl)
, (17)
where we have used the most unstable mode in this case.
This then gives:A
σ2 =
1
2
Agku. (18)
This equation is very interesting for reason that it does not
depend on the magnetic field strength (though this is in-
herent in the aspect ratio that makes up the wavenumber
ku). Direct comparison to the purely hydrodynamic case (see
equation 1) highlights that the addition of a magnetic field,
regardless of strength of that magnetic field, reduces the
growth rate by a factor of 1/
√
2. point that should be taken
from this is that there is no preferred lengthscale, simply
put the smaller (i.e. the larger k) the better.
2.3 The most unstable mode for a given k
It is easy to calculate the most unstable mode for a given k
by taking the θ derivative of Equation 2 and looking for the
0 crossings of that function. This gives:
sin(2θ ) = 0 (19)
implying that θ = 0,±pi/2,±pi.... A maximum of this can be
found when θ = pi/2, i.e. when k ·B = 0. Therefore, the most
unstable mode for a given k is simply when the interchange
mode is evoked:
σ2 = Akg. (20)
It is clear from 3D simulations of the magnetic Rayleigh-
Taylor instability that modes with both a component per-
pendicular and parallel to the magnetic field are favoured
(e.g. Stone & Gardiner 2007). Given that the interchange
mode has the largest growth rate of any mode of the same
k, it is necessary to understand the why simulations give
something different. It is necessary to note here that the
work of Stone & Gardiner (2007) used a compressible code
to study the instability in a regime where the compressibility
of the modes was estimated to be negligible.
One other point that should be made is that for the
most unstable mode for a given k we find σ2 = Akg and for
a given θ we find σ2 = 1/2Akg. It turns out that for any
constant C ∈ IR and C ≤ 1 a class of modes can be defined
s.t. σ2 =CAkg. For all C the minimum k for which this holds
is given by:
k = ky = 2pi(1−C)Ag(ρu +ρl)B2 (21)
and the maximum is k = ∞.
3 THE PRINCIPLE OF SUPERPOSITION
AND WHY 3D RT SIMULATIONS GIVE
STRUCTURE ALIGNED WITH THE
MAGNETIC FIELD
In this section I extend the statements of the previous
section to explain why 3D simulations of the magnetic
Rayleigh-Taylor instability can create structure aligned with
the direction of the magnetic field, c.f. Stone & Gardiner
(2007) for the classic instability situation or, for example,
Hillier et al. (2012); Isobe et al. (2006) for specific simula-
tions of astrophysical phenomena. Here two important prop-
erties of the instability are used: the principle of superposi-
tion and the duality of the modes of the instability. The first
means that if you apply two linear perturbations to a system
simultaneously, there is no coupling between the two modes.
The second of these refers to the fact that there are 2 modes,
which form a set of basis vectors in IR2, of the magnetic
RT that always have the same growth rate and wavenum-
ber k, i.e. the wavenumber associated with the wavevec-
tors k = [kx,ky] and k = [−kx,ky] (note that k = [kx,−ky] and
k = [−kx,−ky] are actually the same pair).
This is important to distinguishes the pure undular and
interchange modes from all the other perturbations. This
happens because the pair of modes form a set of basis vec-
tors for IR2 if the perturbation is not either a pure undular or
interchange mode, i.e. to have a perturbation for which there
exists another wave vector of same magnitude k, strictly
speaking the condition is that for both perturbations |kx|
and |ky| are the same, that has the same growth rate, then
the perturbation must be a mixed mode. The interchange (or
undular) mode, however, becomes k = [kx,0] and k = [−kx,0]
that are fundamentally the same perturbation to the system
(i.e. does not form a set of basis vectors). Figure 2 shows how
a pair of perturbations, k = [3,1] and k = [−3,1], can be su-
perimposed to give structure that is longer in the y-direction
than the x and the values of k used (3 and 1) tell you the
wavenumber of the structure size in each direction. This is
very simple to think about for the hydrodynamic limit of
this instability. In this case the wavevectors k = [kx,kY ] and
MNRAS 000, 1–11 (2015)
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[ht]
Figure 1. The relation of critical (solid line) and most unstable mode (dashed line) of a given perturbation across the magnetic field.
Here the normalising lengthscale k0 is set as the most unstable undular mode. The triple-dot-dashed line marks the boundary between
the physically realisable perturbations and those that are not, i.e. k2x < 0.
k = [−kx,ky] have the same growthrate when kx = ky, which
creates creates rising and falling axially symmetric plumes
of material.
We must note that this is inherently different from a su-
perposition of an undular and interchange mode. For exam-
ple, if we take an undular mode of ky = 1 and an interchange
mode of kx = 3, then there superposition would give the re-
quire structure, but the growth rates for the two perturba-
tions would be very different, meaning that one perturbation
had grown and reached its nonlinear saturation before the
other had even started, i.e. they wouldn’t grow coherently
therefore not giving the growing filamentary structure. One
caveat to the superposition argument is that for this to work
exactly in a linear system, not only does the mode have to
have the same wavenumber and growthrate, but also start
growing at the same time and have the same amplitude to
be completely coherent and create an interference pattern.
As this interference pattern is a clear signature of simula-
tions, greater investigation of 3D numerical simulations is
necessary to determine how these two Fourier components
can start growing together.
An interesting comparison can be made here with Fara-
day waves (Faraday 1831), which ties in very strongly to
the similarity between the magnetic Rayleigh-Taylor and
the hydrodynamic case with surface tension. In this case
the structure that forms is as a result of the resonant inter-
action of the excited waves. For two wave interactions where
k1 = k2, i.e. the wavenumber is the same for each perturba-
tion, formation of squares or rectangles is common, which
matches very closely with my predicted structure formation
for two perturbations of the same k and σ from the lin-
ear analysis (see Figure 2). For Faraday waves, where there
are two or more driving frequencies, where the frequencies
form an integer ratio, the selection of different modes from
each frequency can result in stark differences in the nonlin-
ear structure formed Takagi & Matsumoto (2011). A weakly
nonlinear analysis of the magnetic Rayleigh-Taylor instabil-
ity for the simultaneous excitation of a number of system
may lead to some very interesting results.
3.1 Applicability of incompressible modes to
simulations using compressible codes
From linear analysis, it is clear that if the exact eigenfunc-
tion of the linear mode is used to seed the instability in
a numerical simulation, then the seeded mode should grow
with the expected growth rate. This leads to the question as
to why simulations of the magnetic Rayleigh-Taylor insta-
bility are not completely dominated by interchange modes,
which are the fastest growing modes.
There are a number of issues that may result in numer-
ical simulations not preferentially picking the interchange
modes, the first relates to the applicability of the approxi-
mations used to the numerical setup and scheme. Here it is
worth noting that though in the linear theory the weak mag-
netic field limit does not tend towards the hydrodynamic
regime, where isotropic structures dominate, but simula-
tions, e.g. Stone & Gardiner (2007), suggest the weak filed
limit is tending towards the hydrodynamic limit. The use
of a compressible scheme is one point that could effect the
modes that grow. However, even for a compressible code,
the mode will well approximate the incompressible limit if√
gλ/Cs ≪ 1, where λ is the wavelength of the mode. Evi-
dence for this can be seen in Liberatore & Bouquet (2008),
where high k (small λ ) modes match the incompressible
limit even though compressibility is included. The finite
width over which the density varies and the numerical dif-
fusion/viscosity of the scheme used may also play a role in
determining the most unstable mode. However, none of these
considerations remove the simple fact that if the magnetic
field is bent it will work to straighten itself, reducing the
growth of those modes compared to a pure interchange mode
MNRAS 000, 1–11 (2015)
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Figure 2. Superposition of a pair of perturbations to give field aligned (in y-direction) structure formation.
of the same wavenumber k. Therefore, the fastest growing
mode being an interchange mode cannot be avoided.
Another possible explanation is that the timescale for
the formation or the eigenfunction has some dependence on
the Fourier mode being excited. As most simulations will
excite the instability by a random perturbation of the ver-
tical velocity, this is not seeding by the exact eigenfunc-
tions of each mode to be excited. Therefore to set up an
eigenfunction there must be communication between differ-
ent parts of the domain, which will happen by waves. In the
incompressible limit, the sound wave will effectively travel
instantaneously. The Alfve´n wave, however, will travel in a
finite time, and the larger the wavelength along the magnetic
field, the longer the timescale it will take for information to
be communicated over that distance. This may allow modes
that may not have the largest growth rate to influence the
structure because they start growing earlier and interchange
modes, with constant phase along the magnetic field can take
longer to develop. This is likely to result in a wavelength de-
pendence that is inversely proportional to B (i.e. linear with
the Alfve´n speed) as well as the dependence proportional
to B2 in the growth rate. In compressible simulations, the
finite sound speed will also have to be considered which will
influence both interchange and undular modes.
4 ENERGY PARTITION OF THE
INSTABILITY
It is possible to give a definition for all the physical variables
using the eigenfunction for vz:
vz(z) =
{
vz(0)exp(kz), if z < 0
vz(0)exp(−kz), if z > 0
. (22)
Following the derivation in Chandrasekhar (1961) the x and
y components of the velocity field are defined in terms of vz
as:
vx(z) =
ikx
k2
Dvz =
ikx
k
{
vz, if z < 0
−vz, if z > 0
(23)
vy(z) =
iky
k2
Dvz =
iky
k
{
vz, if z < 0
−vz, if z > 0
, (24)
where D symbolises the derivative in the z direction. For the
magnetic field perturbations we have:
σb = ikyBv (25)
which gives:
bx(z) =−
kxky
k2σ
BDvz(z) =−
kxky
kσ B
{
vz, if z < 0
−vz, if z > 0
(26)
by(z) =−
k2y
k2σ
BDvz(z) =−
k2y
kσ B
{
vz, if z < 0
−vz, if z > 0
(27)
bz(z) =i
ky
σ
Bvz(z), (28)
From this, it is possible to calculate the partition between ki-
netic and magnetic energies in the system. Here the method
presented in Moreels et al. (2015) for the determination of
the energy of normal modes in linear MHD, which they ap-
plied to sausage modes, will be adapted for this calculation.
This method is applicable for a couple of simple reasons, a
normal mode decomposition is used and averaging over one
wavelength in those directions removes the influence of the
non-perturbed component of the magnetic field, and that the
energy of the mode is finite because the perturbed quantities
are 0 as z →±∞ (or the r direction for the sausage mode).
One change has been implemented, here the time integration
is not performed as the temporal evolution is not cyclical.
The equations for the energies as a function of z are given
as:
KE(z) =
1
4
ρ0v ·v∗ (29)
ME(z) =
1
16pi b ·b
∗. (30)
MNRAS 000, 1–11 (2015)
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The x, y and t distributions are ignored as they add no im-
portant information to this discussion. All that is left is to
calculate v ·v∗ & b ·b∗ and then integrate over z.
As laid out in the previous paragraph, next we calculate
ρ0v ·v∗ & b ·b∗.
ρ0v ·v∗ = ρ0v2z
(
k2x
k2
+
k2y
k2
+1
)
= 2ρ0v2z (31)
b ·b∗ = v2z
k2y B2
σ2
(
k2x
k2
+
k2y
k2
+1
)
= 2v2z
k2y B2
σ2
(32)
which gives KE(z) and ME(z) as:
KE(z) =
1
4
ρ0v ·v∗ =12 ρ0v
2
z (33)
ME(z) =
1
16pi b ·b
∗ =
1
8pi
v2z
k2y B2
σ2
. (34)
If both KE and ME are integrated with respect to z (by
integrating from −∞ to the density discontinuity at z= 0 and
then from z = 0 to ∞) we can calculate the total energies:
T KE =
∫
∞
−∞
1
2
ρ0v2z dz (35)
=
1
2
vz(0)2
(∫ 0
−∞
ρl exp(2kz)dz+
∫
∞
0
ρu exp(−2kz)dz
)
=
1
2
vz(0)2
ρu +ρl
2k
=
1
2
vz(0)2
ρav
k
T ME =
1
8pi
k2y B2
σ2
∫
∞
−∞
v2z dz =
1
8pi
k2yB2
kσ2
vz(0)2, (36)
where ρav = (ρu +ρl)/2. It is clear that the TKE is only a
function of vz(0) (the z component of the velocity at z = 0),
the average density and the wavenumber, i.e. independent
of the magnetic field.
The ratio of TME and TKE will give information about
the relative amount of magnetic energy to kinetic energy.
T ME/T KE =
k2y B2
4piρavσ2
=
ω2A
σ2
, (37)
where ωA is the frequency of the Alfve´n wave calculated
using the average density of the system. From this ratio,
it is easy to see that an interchange mode (ky = 0) gives
T ME/T KE = 0 and an undular mode gives:
T ME/T KE =
ω2A(
Agky− k
2
y B2
2pi(ρu+ρl)
) = ω2A
Agky−ω2A
. (38)
More interesting is the most unstable mode for a given θ
where:
T ME/T KE = 1 (39)
i.e. the most unstable mode for a given θ is the class of modes
that equally partition the gravitational energy released by
the instability into kinetic and magnetic energies.
5 NONLINEAR SATURATION OF THE
LINEAR REGIME
Here we will think about the nonlinear saturation of a the
magnetic Rayleigh-Taylor instability. The first point to note
is that the eigenfunction for the vertical velocity v˜z is given
by (Chandrasekhar 1961):
v˜z(z) = vz(0)exp (−k|z|) (40)
so the vertical scaling of the eigenfunction is 1/k. Therefore,
there is an inherent implication that once the contact discon-
tinuity has undergone a vertical deformation of lengthscale
ξ that is greater than 1/k then the instability can be seen
to have deformed the interface to a greater extent than is
given by the linear regime of the instability. This implies
that 1/k can be used as the vertical scale through which the
discontinuity can be distorted before it enters its nonlinear
evolution.
Dynamic arguments can also be used to produce this
scaling. Here we will use the linear relation:
∂ξ
∂ t = σξ = vz(0) (41)
One argument for the development of nonlinearity of the in-
stability can be based on the nonlinear saturation through
velocity shear driven instabilities like the Kelvin-Helmholtz
instability. If we balance the temporal derivative of the ve-
locity with the advective derivative:
∂v
∂ t =σv ∝ v ·∇v∼ kv
2 (42)
=⇒ v
σ
= ξ = 1
k
. (43)
Therefore, it can be predicted that the Rayleigh-Taylor in-
stability will develop secondary Kelvin-Helmholtz instabili-
ties when the plumes have travelled through a distance of
approximately 1/k.
Another way of looking at this is that the nonlinear
saturation can be understood as the point where there is
a significant increase in magnetic forces to halt the further
evolution of the rising/falling plumes.
σv =
∂v
∂ t =
1
ρ0
1
4pi
j ×b ∼ 1ρ0
1
4pi
k2y k
σ2
B2v2 (44)
=⇒ v
σ
= ξ ∼ 1k
σ2
ω2A
. (45)
This means that when the linear instability is dominated
by the production of kinetic energy instead of the magnetic
energy (see previous section), then the magnetic forces satu-
rate at greater deformations of the boundary implying that
the saturation dominates with the class of modes given by
the most unstable mode for a given θ giving the equiparti-
tion of the two saturation mechanisms. However, for modes
where the magnetic energy dominates, the saturation will
be for smaller deformations of the boundary.
6 THICKENING OF THE DENSITY JUMP BY
LINEAR MODES
Here we look at the case where there is a sea of different
plumes all excited by a random perturbation, the mode for
a given k will be the dominated by the modes that grow
fastest for that given k, here for simplicity we can take sys-
tem evolving under the whole spectrum of modes given by
σ2 =CAgku where C is 0 <C ≤ 1 (NB: the following analysis
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deal with interchange modes only when C = 1 or the spec-
trum of most-unstable-modes for a given θ when C = 1/2),
and lead to a thickening of the boundary between the two
fluids over time. If we just look at this thickening from the
perspective of the growth of a linear mode and take its non-
linear saturation to occur when it reaches the height 1/k
which then allows the next mode with smaller k to take over
until it reaches its own saturation. The saturation height is
given by the equation:
ξt = ξ0 exp(σkt), (46)
where ξt is the maximum vertical distance of the contact
discontinuity from its initial position given by the magni-
tude of the perturbation ξ0. If we normalise the distance
by some arbitrary wavenumber ξt = ξ ′t k0 and the time by
the growthrate of the preferred mode with this wavenumber
then we have t = t ′/
√
Agk0C = t ′/σk0 the equation becomes:
ξ ′t = ξ ′0 exp(
√
k′t ′). (47)
If we know that at a time t ′0 the mode of wavenumber k0
has saturated giving ξ ′t ′0 = 1 and that at time t ′1 the mode of
wavenumber k1 has saturated giving ξ ′t ′1 = 1/k′1, the ratio of
the separation given by these two saturated modes is:
1
k′1
= exp(
√
k′1t
′
1− t ′0). (48)
This can be rearranged to give:
t ′1 =
1√
k′1
[
t ′0 + ln
(
1
k′1
)]
. (49)
From this we can expect the thickening of the boundary
layer between the two fluids will increase due to the growth
and saturation of linear modes as:
t ∝
√
L ln(L), (50)
where L is the thickness of the boundary. This predicts that
for large L the boundary thickness will change as L ∼ t2.
Numerical experiments seem to suggest that the non-
linear thickening of the boundary layer for the magnetic
Rayleigh-Taylor instability follows the same t ∝
√
L de-
pendence (Stone & Gardiner 2007) as is seen in experi-
ments of the hydrodynamic Rayleigh-Taylor instability (e.g.
Ristorcelli & Clark 2004). This suggests that in experiments
or numerical simulations of the nonlinear evolution of this
system, great care must be taken to make sure that the
initial spectrum of perturbations for the instability is suf-
ficiently narrowband or that the system has been sufficient
time to develop all possible linear modes so that later evo-
lution is dealing with a thickness of the layer far beyond
the spectrum of perturbations and as such does not have
any competition between larger scale linear modes and the
nonlinear evolution.
7 INFLUENCE OF SHEARED MAGNETIC
FIELD
The analysis provided so far in this paper has been con-
cerned with a magnetic field that is in the same direction
both above and below the discontinuity. However, as has
been seen in this work and countless others, this problem is
ill posed because the growth rate is unbounded. One way to
make the problem well posed, as well as make it more ap-
plicable for many astrophysical situations, is to include the
affect of magnetic shear. The linear stability of this prob-
lem was investigated by, amongst others, Ruderman et al.
(2014). The growth rate for a situation where the strength
and direction of the magnetic field change across the dis-
continuity, but everything else stays the same as the situ-
ation under consideration here, is given in Equation 19 of
Ruderman et al. (2014).
7.1 Basis vectors
Looking at Equation 28 from Ruderman et al. (2014), and
with a change in notation to be consistent with this paper,
the modes with the maximum and minimum growth rate for
a fixed k are given by the θ that satisfies this equation:
tanθ = (Bu/Bl)
2 +cos2α
sin2α
±
[
(Bu/Bl)2 +cos2α
sin2α
+1
]1/2
, (51)
where α is the angle between the magnetic fields above and
below the discontinuity, Bu is the field strength above the
discontinuity and Bl is the field stregnth below. This implies
that over the range of angles −pi/2 ≤ θ ≤ pi/2 there is one
maximum and one minimum in the growth rate, and as such
the other two maximum and minimum that exist do not
result in any more unique modes. Therefore, for a given k,
even in the presence of magnetic shear, there exist only two
unique modes that have the same growth rate. This means
that the basis vector argument presented in Section 3 does
not become redundant in the case of magnetic shear.
To illustrate this further, it is physically intuitive to
look at the case where only the direction of the magnetic
field changes across the boundary, but the strength remains
the same. In fact, the growth rate for the case where the
strength of the magnetic field both above and below the
discontinuity are the same and with choice of axis such that
the parallel magnetic field is in the y direction and the anti-
parallel component (i.e. the component that reverses sign
across the discontinuity) is in the x direction gives:
σ2 = kg
[
A− B
2
xk2x +B2yk2y
2pi(ρu +ρ−)gk
]
. (52)
This equation bears striking similarity to Equation 2, apart
from the fact that it is clear that for no choice of wave vector
k does suppression from the magnetic field disappear. For
this case, the perturbations [kx,ky] and [−kx,ky] both give
the same σ and form a pair of basis vectors of IR2 of length
k. This could explain why though the width and length of
the structure in the simulations of Stone & Gardiner (2007)
changes with magnetic shear it is still possible to explain the
structure that develops through superposition.
7.2 Most unstable modes
The study of the most unstable modes of Equation 52 lends
itself to the comparison with the case where there is no mag-
netic shear because of the similarity of the equations for the
growth rate. Slightly reworking Equation 52 gives:
σ2 = kg
[
A−k B
2
x sin2 φ +B2y cos2 φ
2pi(ρu +ρ−)g
]
, (53)
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where φ is the angle between the wave vector and the y axis.
Now we can look at the most unstable wave vector for a given
k. By taking the derivative with respect to φ of Equation 53
and rearranging, we have:
(B2x −B2y)sin2φ = 0. (54)
In general, this implies that whenever the wavevector is in ei-
ther the x or y directions, i.e. aligned either with the parallel
or anti-parallel components of the magnetic field, depend-
ing on which is weakest. That is to say, the fastest growing
mode for a given k is, unsurprisingly, the one which does
least work against the magnetic field. However, in the case
where Bx = By, i.e. the magnetic field above the disconti-
nuity is at an angle of pi/2 to the magnetic field below,
when any angle satisfies the condition. In this case the in-
stability will form plumes of circular cross-section similar by
the superposition of two wave vectors at pi/2 to each other
similar to those found in the hydrodynamic Rayleigh-Taylor
instability or the simulations with large magnetic shear of
Stone & Gardiner (2007). It is also worth noting that, as
with the undular mode of the magnetic Rayleigh-Taylor in-
stability, for sufficiently small k, the growth rate will scale
as σ ∝ k1/2.
Now we can look at the most unstable wavenumber for
a given angle φ . By taking the derivative with respect to k
of Equation 53 and rearranging, we have:
ku =
gpi(ρu−ρl)
sin2 φB2x +cos2 φB2y
. (55)
This is now bounded both above and below by:
gpi(ρu−ρl)
B2y
≤ ku ≤ gpi(ρu−ρl)B2x
, (56)
assuming that Bx > By. There clearly exists a range of so-
lutions for k resulting for the varying of φ for θ ∈ [0,pi/2].
Therefore, we can define the set of growthrates that corre-
spond with these most unstable modes:
σ2 =
1
2
Akug. (57)
This is the same spectra as found for the uniform magnetic
field case. It can be hypotesized from here that a class of
modes that satisfy:
σ2 =CAkug. (58)
for any C such that 0≤C ≤ 1/2.
In this system, a most unstable mode for the whole
system can be defined as σ2 = 1/2Akug for
ku =
gpi(ρu−ρl)
B2y
. (59)
assuming Bx > By. Again it is clear that the most unstable
mode for this system is one without a pair, and so this again
raises the question as to why these modes are not seen in
the simulations of Stone & Gardiner (2007).
As the σ ∝ k1/2 dependence is also present in this case
for sufficiently small k and because the physics discussed
has not changed, it can be expected that the development
of non-linearities follows the same restrictions as for the non-
sheared case (see Section 5). However, in this case the mag-
netic saturation has a factor k2x B2x + k2yB2y instead of (kyB)2.
From this it is clear to see that the arguments presented for
the thickening of the mixing layer through linear modes (see
Section 6) will not change as a result of the introduction of
magnetic shear.
7.3 Energy partition for a sheared magnetic field
To calculate the energy partition of the instability in the
sheared field case, it is simplest to first look at the case
relating to Equation 52. As we are going to integrate from
−∞ to the boundary at z = 0 and then from the boundary to
∞, the existence of a delta function in the current does not
cause any problems for the analysis. In fact it means that
other than the existence of an x component of the magnetic
field and that it has a different sign above and below the
discontinuity, the analysis is practically the same as Section
4, with the eigenfunction for vz(z) and kinetic energy not
changing at all. The magnetic field perturbations are given
as
bx(z) =− kxk2σ (k ·B)Dvz(z) (60)
=
kx
kσ
{
(−kyBy +kxBx)vz, if z < 0
(kyBy +kxBx)vz, if z > 0
by(z) =− kyk2σ (k ·B)Dvz(z) (61)
=
ky
kσ
{
(−kyBy +kxBx)vz, if z < 0
(kyBy +kxBx)vz, if z > 0
bz(z) =i
k ·B
σ
vz(z) =
i
σ
{
(−kyBy +kxBx)vz, if z < 0
(kyBy +kxBx)vz, if z > 0
. (62)
Performing the same steps as Section 4 gives
T KE =
1
2
vz(0)2
ρav
k (63)
T ME =
1
8pi
k2xB2x +k2y B2y
kσ2
vz(0)2 (64)
T ME/T KE =
k2x B2x +k2y B2y
4piρavσ2
=
ω2Ax +ω
2
Ay
σ2
, (65)
where ωAx and ωAy are the Alfve´n frequencies calculated from
the magnitudes of the x and y components of the magnetic
field respectively. One clear difference to the case with a
uni-directional magnetic field is that there is no longer a
perturbation that does not increase the magnetic energy of
the system. Again, the case where the ratio is 1 corresponds
to the set of most unstable modes for a given θ .
Referencing back to the more general case where the
magnetic field is allowed to have both different strengths
and directions across the discontinuity, by comparison with
Equation 64 we can see that the total magnetic energy is
given by:
T ME =
1
16pi
(k ·B)2l +(k ·B)2u
kσ2
vz(0)2. (66)
8 DISCUSSION
To conclude the main points presented. For the linear growth
of the magnetic Rayleigh-Taylor instability where perturba-
tions are both ”long” in that the ratio of the wavelength
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to thickness of the discontinuity is large (λ/∆x >> 1), and
”short” in that both the ratio of the wavelength to the gas
pressure scale height is small (λ/Λg < 1) and the ratio of the
wavelength to the characteristic height over which the mag-
netic field changes its direction is small (λ/LB < 1), I have
determined a set of key characteristics from the growth of
the instability for the case where the magnetic field is uni-
form and with a shear at the contact discontinuity.
• In a 3D system, all perturbations that have both a com-
ponent parallel (λy) and perpendicular (λx) to the direction
of the magnetic field have a perturbation pair of λx and −λy
giving a set of basis vectors for IR2 that has the same growth
rate. It is the superposition of these two perturbations that
leads to an interference pattern giving filamentary structure
aligned with the magnetic field.
• For the set of most unstable modes for a given θ the
wavelength along the magnetic field tends to zero as the
wavelength across the magnetic field tends to zero. However,
the aspect ratio between the two scales increases as kx ∝ k2y .
• It cannot be said that the magnetic field suppresses
small scales (in the sense that small scales along the mag-
netic field cannot exist), as I show that the equation predicts
that the fluctuations of the magnetic field can be produced
down to arbitrarily small scales. The magnetic fields key role
is in determining the aspect ratio between the wavelength
parallel and perpendicular to the magnetic field
• The growth rate of the instability for the set of most
unstable modes for a given θ is given by: σ2 = 1/2Agku, which
is independent of magnetic field strength. Those for a given
k are given by: σ2 = Agku
• The energy partition between kinetic and magnetic en-
ergy for the release gravitational energy is such that equal
energy is given to kinetic and magnetic energy
• The nonlinear stage of the instability begins once the
boundary between the two fluids has deformed in the z direc-
tion by approximately a distance of 1/k. Though for modes
where magnetic energy dominates kinetic energy then this
happens for: ω2A/(σ
2k).
• When looking at the temporal evolution of the density
discontinuity as a result of subsequent linear modes from
the set of most unstable modes (either for a given θ or k),
at later times the linear modes will result in the boundary
layer (L) thickening as L ∝ t2.
• The results hold in the more general case where there
is shear in the magnetic field at the contact discontinuity.
One of the first uses for this knowledge on the linear
growthrate of the magnetic Rayleigh-Taylor instability is its
application to the inverse problem of determining the mag-
netic field strength from astrophysical objects. By taking
observed wavelengths, these can be related to magnetic field
strengths by assuming that the system is growing under a
most unstable mode. However, the physics of the system
do not prefer any particular wavelength, in fact the system
wants k→ ∞ implying that if a clear wavelength is observed
for a system, i.e. the observations of the Rayleigh-Taylor in-
stability in prominences by Berger et al. (2011), then either
a narrowband driver has been applied to the perturbations
or the physical assumption that went into deriving Equa-
tion 2 are invalid. The other issue is that the equation for
the most unstable mode gives a pair of wavelengths perpen-
dicular and parallel to the magnetic field (kx and ky) that
are connected by an aspect ratio that is a function of the
magnetic field strength. Therefore, if you have not measure
both kx and ky then there are an infinite rage of solutions
that give a fixed wavelength for an infinite range of mag-
netic field strengths.
A key point that needs to be understood is that the in-
stability when excited by a random perturbation that con-
tains a broad spectrum of modes becomes fundamentally
a 3D system and cannot be truly captured by 2D simula-
tions. Unlike the hydrodynamic case, the MHD evolution is
no longer isotropic due to the addition of the magnetic field,
and therefore a 2D simulation would only be able to capture
the growth of a single mode from the whole spectrum of pre-
ferred modes. It is worth noting that there is a fundamental
issue with 3D simulations as well. In 3D simulations, often
periodic boundaries are introduced to remove the necessity
for a domain of infinite size, this however has its own draw-
backs. Given a simulation domain of horizontal size Lx by
Ly, modes that satisfy the following relation kxNx = Lx and
kyNy = Ly where Nx,Ny ∈ IN are resonant with the box size
and preferentially form.
One caveat to this estimate is that at later times, physi-
cally it can be expected that the modes are not growing from
a discontinuity, but from a layer of ever increasing thick-
ness. While all modes are linear then the analysis presented
holds, but there will be a nonlinear feedback as modes sat-
urate which has not been modelled here. One aspect where
this feedback will become important is with the creation of
a finite region where the density transitions, especially as
this will allow instability modes that are on scales smaller
than the thickness of the layer to form at multiple heights
throughout the layer. However, it can be assumed that for a
mode that when it begins to grow has a wavelength that is
much bigger than the thickness of the layer can be initially
approximated by the same mode growing from a disconti-
nuity and it is only as it approaches its saturation that the
layer thickness will become comparable with the wavelength
of the mode, so roughly speaking a linear approximation
from a discontinuity can be expected to approximate the
growth of this mode. A full analysis of these effects is be-
yond the scope of this paper.
We should also take into account the equation for the
growth rate of the most unstable mode, Equation 18. This
equation states that for a given most unstable mode the
larger the wavenumber of this unstable mode the larger
the growth rate. Therefore, for a truly random perturba-
tion, the mode with the largest possible wavenumber would
grow quickest. This implies that the physics of the system
is heavily biased towards creating structures at the largest
possible wavenumber, i.e. the growth rate is unbounded
with respect to k, and so the large wavelength plumes ob-
served in both quiescent prominences (Berger et al. 2011)
and in the infalling material presented in Innes et al. (2012);
Carlyle et al. (2014) cannot be explained as the growth of
the most unstable mode of the simple system under study
here. Therefore, if relatively large wavelengths are the most
unstable, then there must be more complexity in the system,
e.g. a finite width to the density transition layer or shear in
the magnetic field (Ruderman et al. 2014), which will nec-
essarily change the conditions for most unstable mode. In
fact, a more suitable equation to use would be Equation 52
as long as there exists a physical justification, e.g. both flu-
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ids are low β , for taking the strength above and below the
discontinuity as being the same. This would justify the state-
ment in Carlyle et al. (2014) that the field strength found
when assuming a constant magnetic field can be taken as
a lower limit for the field strength because of the potential
existence of magnetic shear.
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