We consider the question of learning mixtures of generic sub-gaussian distributions based on observations with missing values. To that end, we utilize a matrix estimation method from literature (soft-or hard-singular value thresholding). Specifically, we stack the observations (with missing values) to form a data matrix and learn a low-rank approximation of it so that the row indices can be correctly clustered to belong to appropriate mixture component using a simple distance-based algorithm. To analyze the performance of this algorithm by quantifying finite sample bound, we extend the result for matrix estimation methods in the literature in two important ways: one, noise across columns is correlated and not independent across all entries of matrix as considered in the literature; two, the performance metric of interest is the maximum ℓ2 row norm error, which is stronger than the traditional mean-squared-error averaged over all entries. Equipped with these advances in the context of matrix estimation, we are able to connect matrix estimation and mixture model learning in the presence of missing data.
Introduction
Learning Mixture with Missing Values. Consider a mixture of k distributions D 1 , . . . , D k over R d with mixing weights w 1 , . . . , w k , where w a > 0 and k a=1 = 1. That is to say, each sample (in R d ) is drawn from D a with probability w a for a ∈ [k] = {1, . . . , k}. In this work, we are interested in the problem of clustering data into k groups so that subsequently we can learn the distribution D a 's.
There has been a very large body of works providing algorithms for clustering mixture models. A line of works shows that spectral algorithms can recover the underlying clustering as long as each cluster has bounded covariance and the cluster centers are sufficiently separated. Other lines of works study mixtures with the cluster means in general position, but those works require certain stringent assumptions on the distribution -Gaussians, product distributions, etc. Such assumptions are crucial in most of the works and the works are unlikely to extend to general distributions. Challenge. In addition, in many practical applications, the data sample could have missing values especially when the data is high dimensional. To the best of our knowledge, none of the prior works in clustering mixtures consider this challenge. In this work, our primary interest is in overcoming this limitation.
Matrix Estimation. The goal is to find an estimateM of an unknown matrix M ∈ R N ×d based on a noisy observation of M with potentially missing values. Without any structural assumptions on M , there is no hope for restoring M faithfully as each entry in M can take arbitrary values. One prominent example of such structural assumptions is the low-rank assumption; that is to say, the underlying matrix M has relatively small rank compared to its size (rank(M ) ≪ min{N, d}). There has been numerous works on matrix estimation with low-rank assumptions, especially in the context of matrix completion where the objective is to fill in the missing values of the observation.
Matrix estimation is the protagonist of this work as it provides a disciplined way for coping with observations with missing values. In particular, we transform the question of clustering observations from a mixture distribution with missing values to that of matrix estimation as follows: first, stack the N samples (row vectors in R d ) to form a data matrix Y and run a matrix estimation algorithm to obtainM ; next, cluster the 'trimmed' samples {M 1 * , . . . ,M N * } to recover the hidden mixture structure. The main claim of this work is that the samples can be clustered from a mixture even when there are missing values in observation, so long as the cluster means are reasonably separated from each other. Challenge. In order to argue that the above mentioned procedure yields desirable clustering, there are two challenges. One, the entries across columns in a given row are correlated while the entirety of matrix estimation literature considers entries of observed matrix to be independent. Two, to control the estimation error for each row of the matrix separately (recall that the rows of the matrix of our interest represent sample instances). However, the traditional measures such as M − M F = N i=1 M i * − M i * 2 2 only provides a control over the average estimation error. Specifically, we wish to bound row-wise error of estimation, M i * − M i * for i = 1, . . . , N , instead of the error averaged over the rows. The maximum ℓ 2 row norm of matrix estimation is a perfect fit for the purpose.
In this work, our interest is overcoming these two challenges in the matrix estimation literature to both advance the state-of-art for matrix estimation as well as achieve the goal of learning generic mixture distribution from observations with missing values.
Our Contribution
As the main contribution of our work, we resolve the above mentioned challenges for both matrix estimation and learning mixtures.
In the context of matrix estimation: (a) We extend the noise model by allowing correlation across the columns, while the independence across the rows is still assumed; (b) we analyze the effect of missing values in matrix estimation to conclude that it is dominated by a sub-gaussian distribution when the parameter matrix is sufficiently incoherent; and (c) we provide an upper bound on maximum ℓ 2 row norm of (hardor soft-) singular value thresholding matrix estimation, which is a stronger guarantee than the traditional mean squared error (=expectation of squared Frobenius norm) bound.
In the context of mixture learning, we introduce and analyze a spectral clustering algorithm for mixture models with missing values in data. Specifically, by simply viewing the matrix obtained by stacking observations (with missing values) as rows of a matrix and applying matrix estimation to this matrix equipped with above mentioned generalizations, we argue that all the row indices (i.e. observations) can be clustered correctly so that we can subsequently learn mixture parameters from it.
In summary, by extending the analysis of matrix estimation from literature and by connecting mixture distribution learning to matrix estimation, we are able to provide a method for learning (clustering, to be precise) generic mixture distribution when observations have missing values.
Informal version of results. We obtain a vanishing upper bound on the normalized max ℓ 2 row norm if the fraction of observed entries is not too small. Let p be the fraction of observed entries in the matrix, r = rank(M ), and M RLE(M ) = max i M i * − M i * 2 . Then (see (9) for more details)
If we assume σ 1 (M ) ≈ . . . , ≈ σ r (M ) = Θ
N d r
and max i M i * 2 = Θ(
is required to obtain vanishing Frobenius norm error, and the minimax rate for Frobenius norm error is O( r dp [KLT + 11]. We do not know whether this discrepancy implies achieving vanishing ℓ 2 row norm is strictly harder than achieving vanishing Frobenius norm error (worstcase error vs average-case error), or it implies the suboptimality of our result.
For mixture learning, we show that perfect clustering is possible with the minimum mean separation of Ω 1 p √ r log N with high probability.
Related Work
Mixture model. Learning mixtures has a long history, dating back to Pearson [Pea94] . Most works on this problem is based on the assumption that the cluster centers are sufficiently separated.
Since an algorithmic question of how to provably learn the true parameters of a Gaussian mixture based on a polynomial number of random samples is posed in the seminal work of Dasgupta [Das99] , many algorithms were suggested and analyzed [SK01, VW02, AM05, BV08, KK10, AS12, BWY + 17, DTZ16, KSV08, KMV10, MV10, BS10, HK13, BCMV14, ABG + 14, GHK15]. One prominent line of works is based on the clustering-and-then-learn approach. Vempala and Wang [VW02] suggests a two step procedure of PCA on data matrix followed by distance-based clustering to learn mixtures of spherical Gaussians, which naturally extends to isotropic and log-concave distributions. This result is generalized in subsequent works [AM05, BV08, KK10, AS12]. For example, the work of Kumar and Kannan [KK10] , further improved by the subsequent work of Awasthi and Sheffet [AS12] shows that a variant of spectral clustering (PCA followed by Lloyd's algorithm) can recover the hidden components as long as the cluster centers are separated by Ω( √ k) and each cluster has bounded covariance. This is the best known result in spectral clustering.
Some known results can improve this minimum separation requirement to Ω k 1/4 [SK01, DS07]. Also, there are other lines of influential works, based on the method-of-moments or EM algorithms, which study mixtures with the cluster means in general position [DS07, BWY + 17, DTZ16, KSV08, KMV10, MV10, BS10, HK13, BCMV14, ABG + 14, GHK15]. However, the assumptions, such as Gaussianity or independence, is crucial in the algorithm and analysis, hence, it is unlikely to generalize beyond such assumptions for a more general class of distributions.
Recently, Regev and Vijayaraghavan [RV17] show efficient learning of Gaussian mixture based on a polynomial number of samples is possible with separation of Ω( √ log k) via an iterative method. There are other works based on Sum-of-Square proofs and robust estimation ideas [DKK + 16, KS17, HL18], which operate under similar minimum separation requirements. These works break the √ k barrier for mean separation by utilizing certificates for the behavior of higher-order (higher than 2) moments at the expense of increased sample and time complexity.
Nevertheless, none of the aforementioned works consider solving mixtures with missing values. To the best of our knowledge, our work is the first to addresses this challenge.
Matrix estimation. There has been a plethora of works on matrix completion and estimation. Early works utilizing spectral analysis can be found in several literature in engineering [AFK + 01, AM07], and they are followed by a large number of works leading to [KMO10a, KMO10b] .
On the other hand, there has been attempts to solve matrix completion problems under appropriate model assumptions [Faz02, Sre04, RV07] . Possibly, the concurrent success of compressed sensing [CRT06, Don06] has led to rapid advances in this line of works. Beginning with the pioneering work of Candès and Recht [CR09], the technique of matrix completion by solving a convex optimization problem is introduced [CCS10, CP10, CT10] and gain substantial popularity [DPVDBW14, K + 11, KLT + 11, MHT10, NW11, RT + 11, C + 15]. This type of method has the advantage of exactly recovering the matrix entries in the noiseless setting, as long as the underlying matrix has low rank and a certain 'incoherence' condition is satisfied. However, we cannot expect exact recovery in the noisy setting where observed entries are corrupted with noise. Typically, the recovery guarantee is given in terms of the Frobenius norm (or so-called mean squared error, which is the expectation of squared Frobenius norm), which is the matrix analogue of ℓ 2 norm.
Model and Problem Statement

Notation
For a matrx X ∈ R N ×d , we write the Singular Value Decomposition (SVD) of X as X = U ΣV T , where Σ = diag σ 1 (X), . . . , σ min{N,d} (X) with the singular values of X, σ 1 (X) ≥ σ 2 (X) ≥ . . . ≥ σ min{N,d} (X) in the descending order. The spectral norm of a matrix X is given as X 2 = σ 1 (X).
For a positive integer n, we let [n] {1, . . . , n}. For each i ∈ [N ], we let X i = X i * denote the i-th row of the matrix X, viewed as a row-vector. For each j ∈ [d], we let X j = X * j denote the j-th column of the matrix X, viewed as a column-vector.
When X is viewed as a random matrix, let 
Generative Model
We start by describing a generic data generative model. The mixture model with missing values will be a special instance of this model.
N ×d denote the mean matrix. Note that M is possibly unknown, but is deterministic in our model.
The data X is observed through a 'mask'. Precisely, let Y = X • E where E ∈ {1, ⋆} N ×d be a mask matrix with Y = [Y ij ] being such that
Here, ⋆ is a symbol to denote the value is unknown. We shall assume that E is a Bernoulli(p) mask matrix for p ∈ (0, 1], i.e. E ij = 1 with probability p and 0 (i.e. ⋆ = 0) with probability 1−p; all E ij s are independent of each other. The generative model is illustrated with a hierarchical diagram in Figure 1 . i is drawn as per this mixture distribution. Then the matrix M has rows, each of which is from the set {µ a : a ∈ [k]} of size k, where µ a is the mean of random vector when drawn per mixture D a , a ∈ [k]. That is, M not only has rank k, the rows themselves are one of the k different possibility.
Model Assumptions
We assume N ≥ d. We assume the masking matrix E, the parameter matrix M and the distribution for random matrix X satisfy the following conditions. E ij = 1 with probability p, 0 with probability 1 − p.
(boundedness) ∃Λ
3. (subgaussianity) There exists τ < ∞ such that the following inequality holds for all i ∈ [N ]:
The subgaussian assumption (4) implies upper bounds on the central moments. In particular, the second central moment (=covariance) satisfies (c.f. Lemma G.9)
Remarks. We remark on the assumptions made here. The Bernoulli mask is standard in the literature. The boundedness assumption or similar is required to constrain the 'model complexity' for estimation. The sub-Gaussianity assumption is not very stringent (or, is standard) in the pertinent literature of matrix estimation as well as mixture learning. The significant SNR assumption is natural as well. For example, suppose k = 1, i.e., M is a rank-1 matrix with each entry of it being Θ(1). That is,
On the other hand, random matrix with Gaussian noise of variance Θ(1) will have spectral norm Ω( √ N ) with high probability. Therefore, requiring singular values of M to be 
Problem Statement
Here are two problems of our interest in this work.
Problem 1 (matrix estimation with dependent noise). Can we achieve a control over the worst case estimation error (in the sense of the maximum ℓ 2 row norm) in matrix estimation? If so, is it still possible to obtain a 'good' matrix estimator even when the noise is dependent across the columns?
Problem 2 (clustering mixture with missing values). Can we cluster general (=non-isotropic) sub-gaussian mixture when a 'reasonable' separation condition is satisfied?
We answer both of these questions in the affirmative: Section 4 provides an answer to Problem 1; and Section 5 provides an answer to Problem 2.
Effect of Missing Values
In this section, we argue that the data matrix Y can be viewed as the sum of scaled parameter matrix and a perturbation. Specifically, we define
as the perturbation matrix. Then Z has independent, mean zero, subgaussian rows. First of all, it is easy to verify E [Z] = 0 (Lemma A.1). Next, we identify the covariance of Z. Given a generative model for Y with sampling probability p ∈ [0, 1] as described in section 2.2, we refer to
as the covariance matrix of Z = Y − pM . We show in Lemma A.2 that
The main message in this section is the following proposition about an upper bound on Z i ψ2 .
where
(1)
Here, c 1 is an absolute constant (see section G.1).
Matrix Estimation: Bounding Max Row ℓ 2 Norm
In this section, we argue that the singular value thresholding (soft and hard) algorithm known in the literature has the desired property -that is, it bounds the max ℓ 2 row norm. We do so by providing novel analysis of the algorithm summarized as the main result in this section. This, in effect, resolves Problem 1 stated in Section 2.4.
Singular Value Thresholding Algorithm. Given input matrix Y , the algorithm produces estimated matrixM as follows:
Take the singular value decomposition of
Constants and Parameters. In this work, we utilize various constants consistently throughout. To begin with, we utilize
c inf{γ > 0 s.t. Lemma H.6 holds with c = γ}.
The constant C 0 utilized in the algorithm description needs to be sufficiently large. Specifically, we assume
while stating our results in the main body of this paper, where C 3 = C 3 (c) is an absolute constant that appears in Lemma H.1.
1 Later, we will see in Corollary C.7 that having t * in the range
suffices, where η, ζ > 0 are parameters that appear in our analysis (see section B.1). Assuming N, d are sufficiently large, we may choose η = 0.1 (see Remark 3) and ζ = (Λ ∨ τ )
√ 1+η √p (see Remark 5), where C 3 = C 3 (c) is an absolute constant that appears in Lemma H.1.
Result. We state a simplified version of the main result about the bound on the max ℓ 2 row norm for the singular value thresholding algorithm (soft and hard) under the setup described in sections 2.2-2.3. For a complete exposition of our analysis, including the choice of t * used in algorithm and the complete version of the main theorem, please see Appendices B through E.
as described in Algorithm. Then for appropriate constants C ′ , C ′′ > 0 (precise choice differ for soft-SVT and hard-SVT) and p ≥
with probability at least
This theorem is obtained as a Corollary of a general version of the Theorem (Theorem E.1), which is stated and proved in Appendix E. The proof of Theorem E.1 utilizes technical lemmas stated and proved in Appendix C and intermediate results stated and proved in Appendix D.
Interpretation of Theorem 4.1
Eq. (6) and (7) suggest that the estimation error with respect to the maximum row ℓ 2 norm is bounded above by sum of the four terms (two in (6) and two in (7)). Note that every term decreases as p → 1.
Our analysis takes divide and conquer strategy to obtain a deviation inequality for the error with aid of probabilistic machinery, e.g., the union bound. Each term but the third represents a threshold required for high-probability conditioning at certain stage in our analysis.
For example, the first term,
, is introduced to ensure the stability of top r singular subspace (see Γ(M ; p, ζ) in (50) and Proposition D.3). This term quickly becomes insignificant as N grows; specifically,
The second term,
is introduced to assurep ≈ p with high probability. Observe that this term is O(1) as long as p = Ω
, is the essential component in our upper bound. We observed
. The typical ℓ 2 norm of the projection of such a random vector onto an r-dimensional subspace is O τ +ΛK(p) p √ r with high probability.
At an extra expense of √ log N , we obtain a high probability upper bound on the maximum ℓ 2 norm of the projection among N independent random vectors.
However, the preceding argument requires the subspace to be independent of the random vector. In our setup, the top r-singular subspace is dependent on
, is introduced as an amendment to decouple the randomness in a target data vector and the randomness in the r-dimensional subspace to project on. We take 'leave-one-out' style approach for decoupling (see s * 1 (p, η, ζ) in (33) and Proposition D.1). We suspect this analysis is suboptimal and there could be room for improvement. At any rate, we observe that
We obtain a vanishing upper bound on the normalized max ℓ 2 row norm if the fraction of observed entries is not too small.
Also, in such a setting, the condition
can be simplified to
is required. Lastly, we remark (8) reduces to
is sufficiently large, we can prove a simpler (and sharper) version of Theorem 4.1. The following theorem is obtained as a corollary of Theorem E.2.
,
In section 5, we utilize (11) to analyze lower bounds on the sample complexity p, N . See Appendices B.1 and E.2 for more details about complexity analysis.
Why Do We Need Both Theorems 4.1 and 4.2? The upper bounds stated in each theorems carry ad-hoc terms: 
More on Singular Value Thresholding
Details on Singular Value Thresholding. Here we describe the well known soft and hard Singular Value Thresholding (SVT) operation for completeness. To that end, let the SVD of M and Y be
Since σ j (M ) = 0 for j > rank(M ), we want our estimatorM to have a similar low-rank structue. However, the rank of M is not known a priori. Therefore, instead of limiting the number of components to retain, many practical algorithms choose a thresholding value, say, t and keep the components of Y with σ j (Y ) ≥ t.
There are two types of singular value thresholding (SVT): soft SVT and hard SVT.
and the hard SVD of Y is
Induced Thresholding Operator. The soft and hard thresholding per Eqs. (12) and (13) suggests the following operators
where P ĵ V denotes the projection onto span(V T j ); specifically, when w ∈ R d as a row vector representation,
If we take the column vector representation, it would be natural to consider
That is, the soft and hard thresholding are simply the corresponding operators applied on the rows of Y .
Mixture Clustering with Missing Values
In this section, we describe the algorithm for clustering observations (=data vectors) generated from mixture distribution. We argue that algorithm clusters the observations correctly, i.e. all observations in any learned cluster are from the same mixture component even when the observations have missing values as long as sufficiently many data points are observed. This answers the Problem 2 as stated in Section 2.4.
Some definitions. We recap some definitions here.
2. Cluster mean:
3. Covariance:
4. ψ 2 -norm:
Recall that τ a 2 ≤ τ and Σ a 2 ≤ τ 2 for all a ∈ [k] from our sub-gaussian assumption, and τ does not grow as the dimension d increases.
Notations. Let α : [N ] → {1, . . . , k} denote an oracle map such that α(i) denotes the index of the component which the i-th row of X is drawn from. In other words,
Distance-based Clustering Algorithm. As defined in Section 2.2, we observe N random vectors with missing values denoted as the rows of matrix Y ∈ R N ×d . The goal of the algorithm is to cluster these N row indices into disjoint clusters, i.e. sets S 1 , . . . , S ℓ so that S a ∩ S b = ∅, S a ⊂ [N ] for all a, b ≤ ℓ. The algorithm does not know the number of mixture components, k. The ideal output would be where ℓ = k and S a contains precisely the row that correspond to mixture component a (of course, up to relabeling of the mixture components).
We propose a clustering algorithm that performs in two steps: one, matrix estimation on Y to producê M , and two, cluster rows ofM based on ℓ 2 distance. The details are as follows.
Matrix estimation via SVT
(a) Set the cutoff value
wherer = rank(M ), and τ est , Λ est are estimated upper bounds for τ, Λ (when τ, Λ are not known a priori).
(b) Choose one i ∈ I and construct its neighbor
(e) For i ′′ which belongs to multiple N (i)'s:
. We state the following intermediate result about clustering algorithm.
where C ′ , C ′′ are the same constants as in Theorem 4.1 (precise choice differ for soft-SVT and hard-SVT), then
2 with probability at least
The proof of Theorem 5.1 can be found in section F. The following is an immediate Corollary of Theorem 5.1. . Now we consider ∆ is fixed in (16); then it follows that
Since
log 3/2 (N ∨d) are required. If we rewrite the asymptotic inequalities for N , they read as
We suspect the second inequality is suboptimal due to our analysis. Now we investigate sample complexity using the simpler version of Theorem (Theorem 4.2). Recall from (11) that
If we rewrite the asymptotic inequalities for N , they read as
Application to Learning Mixtures of Rankings
In this section, we discuss how we apply the SVT and distance-based clustering to the problem of learning a mixture distributions over permutations, generated by random utility models.
Generative Model for Random Permutations
Generative Model for Permutations as per Random Utility Model
There are n options available. Each option i ∈ [n] has a deterministic utility u i associated with it. The random utility Y i associated with option i ∈ [n] obeys the form
where ε i are independent random variables. Sample random variables Y i for all i ∈ [n], independently as per (21). Sort Y 1 , . . . , Y n in descending order, and the sorted order of indices provides a permutation.
Example 6.1 (Multinomial Logit Model (MNL)). Let ε i drawn as per Gumbel distribution with mode µ i and scaling parameter β i > 0, i.e., the PDF of ε i is given by
We are particularly interested in the homogeneous setting, where
Embedding Permutation to the Space of Pairwise Marginals
Given a permutation σ ∈ S n , its pairwise marginal is represented as a n 2 -dimensional binary vector. Let ι : S n → {±1} ( n 2 ) denote the embedding map; for 1 ≤ i < j ≤ n,
Sub-gaussianity. Recall the generation process of a random permutation σ described in section 6.1.1. We observe that σ = σ(ε 1 , . . . , ε n ; u 1 , . . . , u n ) is a random permutation, which depends on n independent sources of randomness, ε 1 , . . . , ε n and n deterministic (but potentially hidden) parameters, u 1 , . . . , u n . So is ι(σ), which is an n 2 -dimensional binary random vector. For any v ∈ S ( n 2 )−1 , we define a random function f v as
We can observe that for any i ∈ [n],
The following theorem implies that the distribution of permutations generated as per the random utility model with any choice of parameters u 1 , . . . , u n is sub-gaussian with variance proxy at most n − 1. Lemma 6.2. For any t > 0,
Proof. The bounded difference concentration inequality yields
where the Efron-Stein upper bound on the variance yields
Lemma 6.2 implies that any distribution generated as per random utility model is subgaussian after embedding to the space of pairwise marginals (see Proposition G.8) and ι(σ) φ2 ≤ C √ n − 1 for some absolute constant C > 0.
Kendall-tau Metric in S n vs ℓ 2 Metric in ι(S n ).
Definition 6.3. Given σ 1 , σ 2 ∈ S n , the Kendall-tau distance between σ 1 and σ 2 is defined as
We observe that
where ·, · denotes the traditional inner product in R ( n 2 ) . It turns out the Kendall-tau distance between σ 1 and σ 2 is nothing but the squared ℓ 2 distance between their embeddings in {±1} ( n 2 ) because
, for each component distribution is introduced as a tool for analysis. In general, it may not correspond to any permutation in S n .
Clustering Mixtures of Random Utility Models by SVT
We apply the results from section 5 to cluster rankings (permutations) (to be precise, Corollary 5.2) where d = n 2 , Λ = 1 and τ ≤ √ n − 1.
2 with probability at least 1 − 4/(N ∨ n) 3 .
Analysis on Minimum Requirement for N, p and ∆ Recall that d = n 2 , τ ≤ √ n − 1, and Λ = 1 in the current setup. Inserting these into the analysis in section 5 leads to the following conclusion.
First of all, we consider the results based on Theorem 4.1. (17) yields
and (18) yields
and N n 7 r p 4 ∆ 4 log 6 (N ∨ n).
Now we investigate sample complexity implied by Theorem 4.2. (19) yields
and (20) yields
Discussion
On Sample Complexity and Gap Requirement Note that (22) and (23) imply ∆ √ nr log N is needed because p cannot exceed 1. This gap requirement could seem too restrictive. However, we believe it is not an intrinsic limitation; rather, it stems from the suboptimality in our estimation of the sub-gaussian norm.
Recall that we estimated ι(σ) φ2 ≤ C √ n − 1 (C > 0 is an absolute constant) for each mixture component by Lemma 6.2. This is a trivial upper bound because we do not utilize any property of the generative model but the boundedness of ι(σ). We suspect a much sharper upper bound on ι(σ) φ2 can be achieved-in particular, when u i 's are separated from each other-and such an upper bound would enable a sharper complexity analysis.
Connection to the Mallows Model
The Mallows model is one of the most popular ranking model of choice. The Mallows model and its generalizations have drawn much attention of researchers from various fields including statistics, political science, etc.
The distribution (probability mass function) of the Mallows model is characterized by the center permutation σ 0 ∈ S n and scaling factor φ ∈ (0, 1). Specifically, given σ 0 and φ,
Theorem 6.4 applies to the Mallows model because ι(σ) ∈ {±1} ( n 2 ) (bounded), and the distribution induced by P is sub-gaussian in the space of pairwise marginals. However, we do not have (a nontrivial upper bound of) the sub-gaussian norm of the Mallows model yet. 
References
Proof. Recall that
We used the independence between X ij and E ij (see generative model; Figure 1 ) as well as the fact that
Proof. First of all, we note that
Recall the identity
Therefore,
Summing up over i ∈ [N ] concludes the proof.
A.2 Proof of Proposition 3.1
In this section, we assume M i is supported on a finite set X ⊂ [−Λ, Λ] d , which is the case for the mixture learning problem. The purpose of this assumption is in succinct description of Lemmas A.3, A.5 and their proofs. However, the assumption is not necessary (see Remark ??).
We begin this section with the following helper lemma. Lemma A.3 provides an upper bound on the ψ 2 -norm (see Definition G.4) of a convex combination of sub-gaussian random variables.
Lemma A.3. Let X 1 , . . . , X n be sub-gaussian random variables, and let W 1 , . . . , W n be nonnegative random variables such that n ν=1 W ν = 1 and W ν , X(ν ′ ) are independent for all ν, ν
Proof. Recall the definition of the sub-gaussian norm:
2 is non-increasing with respect to t > 0, E exp
≤ 2 for all t ≥ X ψ2 . Note that for any t > 0, the function x → e x 2 /t 2 is convex because x → x 2 t 2 is convex and x → e x is convex and non-decreasing. By Jensen's inequality,
Note that the finiteness of the index set in Lemma A.3 is not essential. For completeness, we state a more general version of Lemma A.3, which extends to a general index set. Also, we note that the proof relies only on the convexity of Orlicz ψ 2 function and the independence between W ν , X ν , hence the same argument holds for general Orlicz norms beyond ψ 2 .
Lemma A.4. Let I be a (possibly uncountably infinite) set of indices, and µ be a counting measure on I. Suppose that X(ν) is a sub-gaussian random variable for all ν ∈ I. Let {W (ν)} ν∈I be a set of nonnegative random variables such that I W (ν)dµ = 1 and W (ν), X(ν ′ ) are independent for all ν, ν ′ ∈ I. Then
More precisely, I W (ν)dµ = 1 in the statement of Lemma A.4 means W (ν) : Ω → R + for all ν ∈ I and I W (ν)dµ : Ω → R outputs identically 1. In other words, {W (ν)} ν∈I forms a partition of unity on I.
Proof. Note that we only used Jensen's inequality and the independence between W nu and X n u in the proof of Lemma A.3. The same argument holds in the current setup.
Lemma A.5. For each i ∈ [N ], the sub-gaussian norm of Y i − pM i is bounded above as
Proof. Let X denote the support of M i , i.e., for every i ∈ [N ], M i ∈ X = {m 1 , . . . , m n }. Since X i is generated as per a distribution conditioned on M i (see Figure 1 ), we can write
Since I M i = m ν ≥ 0 and n ν=1 I M i = m ν = 1, we obtain the following inequality from Lemma A.3:
It suffices to analyze the sub-gaussian norm of
By triangle inequality,
The first term on the right hand side has the following upper bound:
, which is again bounded above by c 1 τ due to the sub-gaussian assumption (Assumption (4)).
The second term has a trivial upper bound as follows:
Note that I {E ij } − p is a centered Bernoulli random variable with parameter p. By Theorem G.6,
Lastly, |m ν j | ≤ Λ by model assumption.
B In Preparation for the Proof of the Main Theorems B.1 Conditioning Events
We define two parameterized events for conditioning. For η ∈ (0, 1) and ζ > 0, we define
We argue that our estimate possess 'nice' properties, once conditioned on the event E 1 (η)∩E 2 (ζ). Our estimate might yield an undesirable result on the complementary event
→ ∞ as long as η and ζ are not too small. Specifically, we want
, and this determines lower bounds on the choice of η and ζ.
Legitimate Choice of Parameters η and ζ
Remark 3 (Lower bound on η).
; see Lemma C.1.
Remark 4 (Upper bound on ζ). We need
for the validity of Corollary C.6.
Later, we will see in Remark 5 that
is necessary to achieve P (E 2 (ζ)) ≈ 1 and it suffices to have
Also, we define a quantity Γ(M ; p, ζ) (see (50)) later and want Γ = o(1) to obtain a vanishing max ℓ 2 error; see Theorem E.1. An even more stringent condition, namely,
, is needed for our simple distance-based mixture clustering algorithm to work. These conditions are satisfied for hard SVT provided that ζ = o
, respectively. With an appropriate choice of t * (thresholding value in algorithm), we obtain similar results for soft SVT.
B.2 Frequently Used Techniques in the Proof
Many of our theorems are about establishing deviation inequalities of the following form: given a function f of the data matrix Y and the (hidden) parameter matrix M , there exists g : R + → R + such that
The following two techniques are frequently used in our proof of the main theorems and two intermediate propositions. • Union bound. Suppose that there exist
The contraposition of this statement yields
• The Law of Total Probability. For any two events E 0 , E 1 , we have
. Due to the nonnegativity of probability, P (E 0 ) ≥ P (E 0 |E 1 ) P (E 1 ). Let E 0 denote the event of our interest, and E 1 be an auxiliary event with P (E 1 ) > 0 for conditioning. Then
B.3 Organization of the Proof
First of all, we present and prove technical lemmas in section C. Next, two intermediate propositions are proved in section D, based on the technical lemmas. These two propositions are combined by applying the union bound to yield Theorem D.4. Lastly, we prove Theorem E.1 in section E. The main theorems (Theorem4.1, Theorem 5.1) follow from Theorem E.1. See Figure 2 for a schematic overview.
C Helper Lemmas: Four Premises
In this section, we present four premises and associated technical lemmas that are needed in the proof of the main theorems.
C.1 Premise 1:p ≈ p
When N, d ≫ 1, we may identifyp with p. The exact statement of this claim is as follows.
Lemma C.1. The fraction of observed entries,p, concentrates to the sampling probability p. Specifically, for any η > 0,
2 2(η + 3) N dp .
Proof. By Bernstein's inequality, for any t ≥ 0,
N dp .
We may assume 0 < η ≤ 1. Then the right hand side of (26) is bounded above by 2 exp − 3η 2 8 N dp . We need η = Ω log N +log d √ N dp to make this probability decay no slower than a polynomial rate of N, d as N, d → ∞.
C.2 Premise 2: Y − pM 2 is small
Consider the data matrix Y as the sum of scaled parameter matrix pM and perturbation Y − pM . We show that the perturbation spectral norm is of order √ N p with high probability. This premise implies that √ N p is the correct order of singular value thresholding.
with probability at least 1 − 2 · 9 −t 2 . Here, C 3 = C 3 (c) > 0 is an absolute constant, which depends only on another absolute constant c (appearing in Bernstein's inequality; Lemma H.6).
The proof is based on Lemma A.5 and Lemma H.1 (Corollary H.2).
Proof. Observe that Z = Y −pM is an N ×d matrix whose rows Z i are independent, mean zero, sub-gaussian random vectors in R d (see Appendix A). Specifically, we know
for all i ∈ [N ] by Lemma A.5. Applying Corollary H.2 yields for every t ≥ 0,
with probability at least 1 − 2 · 9 −t 2 . By Lemma A.2,
The last inequality follows from |M ij | ≤ Λ and Lemma G.9;
Choosing t = √ N in Lemma C.2 implies the following corollary.
Corollary C.3. For any p ∈ (0, 1],
with probability at least 1 − 2 · 9 −N . Here, C 3 is an absolute constant (see Lemma H.1).
Proof. Choose t = √ N . Then with probability at least 1 − 2 · 9 −N ,
In the last line, we utilized a simple inequality: for a, b > 0, Figure 3: Upper bounding two terms in (27) by C(
Remark 5. We want to upper bound (27) by ζ(
to obtain a high-probability upper bound on σ 1 (Z). It will turn out shortly by Lemma C.4 that it suffices to have
Also, we note that the second term on the right hand side of (27) does not vanish as p → 0, while √ p → 0 as p → 0. This implies that we can hope to achieve an upper bound of the form ζ(
Proof. First, we can observe that for any p ∈ [0, 1],
By Corollary C.3 (see (27)), for any p ∈ (0, 1],
Consequently,
C.3 Premise 3: rank(M) = rank(M) with an Appropriate Choice of t *
We let M = U ΣV T and Y =ÛΣV T with the diagonals of Σ andΣ arranged in the descending order. We argue that the top r right singular subspace of Y is close to that of M in terms of sin Θ distance.
Lemma C.5. The singular values of the data matrix Y satisfies
Proof. First of all, we observe that the data matrix can be decomposed into the scaled parameter matrix plus a perturbation:
Corollary C.6. For any given ζ > 0, if t * in the range
Proof. Trivial.
. In practice, we do not know p, but have to estimate p byp. The following Corollary provides a (conservative) way to choose t * that satisfies the condition of Corollary C.6.
Corollary C.7. Given η, ζ > 0, choose t * such that
Then rank(SV T Y ; t * ) = rank(M ) (soft or hard SVT) when conditioned on E 1 (η) ∩ E 2 (ζ).
Proof. Recall that we assume
C.4 Premise 4: Stability of Top-r Singular Subspace after SVT
Given two d × r matrices with orthogonal columns V 0 andV 0 , we measure the distance between their column spaces by the sin Θ metric. Suppose the singular values of V
as the principal angles between V 0 andV 0 . We are particularly interested in the quantitative measure sin Θ(V,V ) = sin arccos(s r ), which corresponds to the maximum angle between the column space of V and the column space ofV . It is well known that
Here, P V0 = V 0 V T 0 denotes the projection operator onto the column space of V 0 when acting by left multiplication.
Lemma C.8. When conditioned on E 2 (ζ) (for any ζ > 0),
Here, V 1:r ∈ R d×r denote the matrix whose columns are top r right singular vectors of M , andV 1:r ∈ R d×r denote the matrix whose columns are top r right singular vectors of Y .
Proof. We write the data matrix Y as the sum of the signal (=the scaled parameter matrix) pM and a perturbation Z = Y − pM :
As discussed in the proof of Lemma C.5, when conditioned on
, we conclude by applying Davis-Kahan sin θ theorem (Theorem C.9) that
We assumed (see Assumption (3)
C.4.1 Subspace Stability and Davis-Kahan sin Θ Theorem
In this section, we recap perturbation bounds for singular subspaces known from literature. Specifically, we recall Davis-Kahan sin Θ theorem (Wedin's modified version for singular values) [DK70, Wed72], which will be used in our proofs. It would be convenient to keep in mind that M is the parameter matrix of our interest,
N ×d be an approximately rank-r matrix with SVD M = U ΣV T , where σ r (M ) ≫ σ r+1 (M ). Since the leading r left and right singular vectors of M are of our interest, we decompose M as follows:
Let Z be a perturbation matrix and letM = M + Z. We write the SVD ofM in the same way:
Given two d × r orthogonal columns V 0 andV 0 , we measure their distance by the sin Θ metric. Suppose the singular values of V
for any unitary invariant norm · .
Note that max{ ZV ⊥ , Z TÛ ⊥ } ≤ Z for unitary invariant norms.
D Intermediate Results: Steps towards Theorem 4.1
In this section, we present two intermediate propositions, which will be combined to yield Theorem D.4. Throughout this section, we suppose that the parameter matrix M and the data matrix Y satisfy the model assumptions in section 2.3. For η, ζ > 0, let E 1 (η), E 2 (ζ) denote the conditioning events defined in Eq. (24), (25). Given η, ζ > 0, let t * be chosen so that
In practice, one may not know σ r (M ) a priori and may choose t * based on a lower bound on σ r (M ).
The difference
(in the row ℓ 2 norm sense) between our estimate and the parameter matrix is the quantity of our primary interest. By triangle inequality,
We obtain deviation inequalities for
(in Proposition D.3) separately, and then integrate them into Theorem D.4 by the union bound. Propositions D.1, D.3 and Theorem D.4 are stated in a conditional form on E 1 (η) ∩ E 2 (ζ). Note that η, ζ > 0 are parameters introduced solely for analysis and they do not appear in our algorithm. Later in section E, we choose appropriate value for η, ζ > 0 to prove the theorem.
D.1 Deviation from the Mean after SVT
. We argue in the following proposition that
is small with high probability. For p, η, ζ > 0, define
Proposition D.1. Given η, ζ > 0, let t * satisfy (32). For every i ∈ [N ] and every s > s * 1 (p, η, ζ),
Proof. First of all, we note that if t * satisfies (32), then rank(M ) = rank(M ) = r, according to Corollary C.7.
Next, write the SVD of Y as
We recall from (14), (15) ≤ 1 for soft SVT. Note that whether soft or hard, ϕ Y ;t * is a linear contraction map, i.e., ϕ Y ;t * (λw) = λϕ Y ;t * (w) and ϕ Y ;t * (w) 2 ≤ w 2 for any λ ∈ R, w ∈ R d . By triangle inequality,
Therefore, for any s 1 , s 2 > 0, and for any event E,
We choose E = E 1 (η) ∩ E(ζ).
We establish separate upper bounds on (35) and (36) in the rest of the proof. In summary, provided that Now, it remains to prove (37) and (38).
• Proof of (37). First of all, we obtain the following inequality because ϕ Y ;t * is a linear map and ρ 2 j ≤ 1 for all j.
whereV 1:r ∈ R d×r denote the matrix whose j-th column is equal toV j and A, B := Tr(A T B) denotes the inner product of two matrices A, B ∈ R n1×n2 .
To find an upper bound on (39), we decouple the randomness in Y i − M i from the randomness in all the other rows. We fix i ∈ [N ] and defineỸ (i) ∈ R N ×d such thatỸ (i) 
+ V 1:rV
We further upper bound (35) using (39), (40), and (41). For s 11 , s 12 > 0 and s 1 ≥ √ s 11 + s 12 ,
We establish upper bounds on (42) and (43) and s 12 = s * 1 (p, η, ζ) 2 to achieve
Upper bounding (42):
Recall thatp ≥ (1 − η)p conditioned on E = E 1 (η) ∩ E 2 (ζ). By the law of total probability, if E > 0, then P (E 0 |E) ≤ P(E0) P(E) . Observe thatṼ (i) 1:r has orthogonal columns andṼ (i) 1:r is independent from Y i − pM i asṼ (i) 1:r depends on the randomness in the rows except for the i-th row. Therefore, for s 11 > 0,
2. Upper bounding (43): First, we find a simplified upper bound on (41) as
where the i-th row ofỸ (i) − pM is zero andZ(i) is zero except the i-th row. This implies
Then (43) has the following upper bound: for s 12 > 0,
We define a conditioning event indexed by i ∈ [N ] and parameterized by ξ > 0 as
by the same argument as in the proof of Lemma G.10.
Again by the law of total probability, we obtain the following upper bound on (44):
provided that
• Proof of (38).
Observe that
In this section, we state and prove a much simpler version of Proposition D.1. Actually, it establishes a sharper upper bound than the one stated in Proposition D.1 provided that σ r (M ) ≫
First, we find an upper bound on (45):
by Lemma G.10. Next, we observe that when conditioned on E 2 (ζ) (for any ζ > 0),
by Lemma C.8. With aid of this observation, we establish an upper bound on (46):
again by Lemma G.10.
Inserting (47) to (45) and (48) to (46) yields
Putting (49) back to (35), we obtain the following inequality: for any s > 0,
We can conclude the proof by realizing that
D.2 Stability of Top-r Singular Subspace
Proposition D.3. Given η, ζ > 0, let t * satisfy (32). When conditioned on E 1 (η) ∩ E 2 (ζ), for any vector w in the row space of M ,
Proof. With the given choice of t * , rank(M ) = rank(M ), conditioned on E 1 (η) ∩ E 2 (ζ) due to Corollary C.7. We write the SVD of M and 
For soft SVT,
We usedp ≤ (1 + η)p conditioned on E 1 (η) and V 1:rV
By the Pythagorean theorem yields
D.3 Towards Theorem 4.1: Combining Propositions D.1 and D.3
In this section, we put Propositions D.1, D.3 together to state and prove a result that is a step towards Theorem 4.1. Before stating the theorem, we define
Theorem D.4. Given η, ζ > 0, let t * satisfy (32). For every i ∈ [N ], and every s > s * 1 (p, η, ζ),
Proof. By triangle inequality,
Applying the usual union bound trick, it follows that for any s > 0,
By Propositions D.1,
+ s E 1 (η) ∩ E 2 (ζ) 
E Proof of Theorem 4.1 E.1 Full Version of the Main Theorem
We state an important Corollary of Theorem D.4 here. This will help us conclude the proof of Theorem 4.1. To that end, by applying a simple inequality derived from the law of total probability and the union bound, we achieve the following probabilistic bound on the max ℓ 2 row norm of c ∪ E 2 (ζ) c ) .
Proof. By the usual union bound argument and Theorem D.4, for any given η, ζ > 0,
Recall the law of total probability. For any events E 0 , E 1 , P (E 0 ) = P (E 0 |E 1 ) P (E 1 ) + P (E 0 |E c 1 ) P (E c 1 ) ≤ P (E 0 |E 1 ) P (E 1 ) + P (E c 1 ) because probability is always in [0, 1] . We conclude the proof by letting with probability at least 1 − F Proof of Theorem 5.1
Proof. As in the proof of Theorem 4.1, let η = 8 ln(2N 4 d 4 ) 3N dp 1 2 and ζ = (Λ ∨ τ )
By Theorem 4.1,
Proof. Let p, q > 1 satisfy Optimizing over λ > 0 (observe that −λa + This lemma directly implies an upper bound on σ 1 (A).
Corollary H.2. Let A be an N × d matrix whose rows A i are independent, mean zero, sub-gaussian random vectors in R d . Then for every t ≥ 0,
with probability at least 1 − 2 · 9 −t 2 .
H.2 Technical Tools for the Proof of Lemma H.1
We need the following auxiliary lemmas to prove Lemma H.1. These results, including the proof of Lemma H.1 can be found in standard textbooks on high-dimensional probability and statistics; see [Ver18] for example.
H.2.1 Sub-exponential random variables
Definition H.3. The sub-exponential norm of a random variable X, denoted X ψ1 is defined as
X is called a sub-exponential random variable if X ψ1 < ∞.
Lemma H.4. A random variable X is sub-gaussian if and only if X 2 is sub-exponential. In addition,
Lemma H.5 (centering). If X is a sub-gaussian random variable, then so is X − EX. Moreover, there exists an absolute constant C such that X − EX ψ2 ≤ C X ψ2 .
Similarly, if X is a sub-exponential random variable, so is X − EX.
X − EX ψ1 ≤ C X ψ1 .
Lemma H.6 (Bernstein's inequality). Let X 1 , . . . , X N be independent, mean zero, sub-exponential random variables. Then, for every t ≥ 0, we have
, where c > 0 is an absolute constant.
H.2.2 ε-net argument
Let N (K, ε) denote the covering number of K-the smallest possible cardinality of an ε-net-and P(K, ε) denote the packing number of K-the largest possible cardinality of an ε-separated subset of a given set K.
Lemma H.7. Let K be a subset of R d and ε > 0. Then
. H.3 Proof of Lemma H.1
Proof. We can find a For any fixed x ∈ S d−1 , we can write Ax
