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Resumen
Este proyecto usa el entorno ROS(Robot Operating System) para desarrollar el control del brazo robot
IRB 120. Se explicará la creación del modelo del robot, la planificación de trayectorias y la comunicación
con dicho robot. Además se incluirá la percepción con un sensor Kinect y algunas aplicaciones como la
evitación de obstaculos y el seguimiento de objetos.
Palabras clave: ROS, ABB IRB-120, MoveIt!, Evitación de obstaculos, OMPL.

Abstract
This project uses the ROS (Robot Operating System) framework for developing the control of the IRB
120 robotic arm. It explains the creation of the robot model, path planning and communication with the
robot. It also includes the perception with a Kinect sensor and applications, such as, obstacles avoidance
and following an object.
Keywords: Robotic operating system(ROS), ABB IRB 120, MoveIt!, Collision avoidance, OMPL.

Extended Abstract
This project proposes a good solution for the control and the trajectory planning for the smallest robotic
arm developed by the ABB corporation (IRB 120) using the Robot Operating System framework.
The main goals of the project are three:
1. Get the information of the objects in the environment and incorporate them to the scene.
2. Path planning and obstacles avoidance
3. Communication between the real robot and the computer using a ROS-IRB120 socket for sending
the points of the trajectories and receiving the states of the real robot.
There are different secondary goals but the most important are
• Development of two applications that can be used in most of the production systems scenarios.
In the first application the robot must be able to follow the position of a moving object. In the
second one it will be able to avoid a possible obstacle that would be between the start and the goal
positions of the robot.
• Development of processes that can be easily portable to other robotic arms of different companies.
One of the biggest problems in the robotic arms world is that every corporation usually has its
own software for controlling its robots and this software cannot be used with robots of different
companies. This will be solved with the free-source Robot Operating System.
The application field is wide, due to the fact, that the applications developed in this project can be
used in every place where industrial robotic arms are used. This project gives solution to companies, that
have automatic processes but they need to improve them with new features, such as, computer vision
systems.
For interacting with the working environment, a perception system composed by a Kinect sensor
will be developed. Point Cloud images will be used for extracting the information and these images are
processed using the Point Cloud Libraries.
For this project, most of the applications will be developed using the Robot Operating System (ROS).
ROS gives the robotic world the universality that is needed. Instead of using the RobotStudio software
developed by ABB for controlling this robot, ROS and other tools will carry out this process.
There exists a particular software developed in ROS for controlling robotic arms. This software called
“MoveIt!” has been used for controlling 65 different robots. In this project, MoveIT! will be used for
controlling the robot IRB 120 of the company ABB (which is not included between these 65 robots that
has been used in MoveIt!).
xiv Extended Abstract
For the communication with the real robot, a socket is used. Depending on the application, the socket
can be modified for solving the problem in the best way.
Furthermore, combined applications were developed. These applications are the combination of this
project with the Alberto Lazaro’s project “3D Object recognition and pose estimation using VFH de-
scriptors” for detection of different objects to the scene. These objects will be included in the scene and
two more applications will be developed:
• Labyrinth: This application will take the obstacle avoidance to the next level. Different objects are
incorporated to the scene through a computer vision system and the robot needs to find a path
without collisions and with height limitation.
• Follow: Choosing between three types of objects (box,cylinder or sphere), the robot will follow the
position of that object, without collide with any other object.
Finally, a final application for the classification of different objects was developed. Using a robotic
hand (BH8-262) for grabbing them.
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Chapter 1
Introduction
1.1 Overview of the problem
Nowadays, industrial robotic arm has become one of the most important tools in the production systems.
They are able to work in conditions of high temperature and risky scenarios with successful results.
Robotic arms often are programmed for doing the same trajectory all the time without interacting
with the environment. When a factory acquire a robotic arm, the corporation usually provides its own
software for programming it and being controlled by the given controller.
Nowadays, controllers are able to connect with a computer through the network. It opens several
different ways of improving the industrial robotic arm control. Computer vision systems can be incor-
porated to the automatic application improving the process and also increasing the number of possible
tasks that the robotic arm can perform.
Anyway, there is a more powerful chance that the communication with the computer gives to robotic
arm world. Generating a robot model it is possible to plan the different trajectories in
a computer. Doing this, the controller’s work is reduced to just follow the joint positions that the
computer is sending to it.
It makes that the strongest part of the control is developed in a computer and this part will be the
same for all the different robotic arms doing the process easily portable. Furthermore, it makes easier to
incorporate a vision system or to use the newest planners for obstacles avoidance.
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1.2 State of the art
Most of the software used in this project (MoveIt, ROS, ROS-Industrial, OMPL) is currently being
developed and usually they are just used for researching. Anyway, some applications for real companies
are being developed using this software currently. An example of it is the Palletizing application (Figure
1.1)that the company Intermodalics is developing using ROS Industrial. [3]
Figure 1.1: Palletizing application developed by Intermodalics
About researching applications there are several examples that have been developed. Some of them
are similar to the ones developed in this project:
Alten Mechatronics, in collaboration with CSi Palletising systems, developed a demonstrator using
an ABB IRB6640 robot. In this application two pallets were placed in the workspace of the robot. On
one of these pallets three boxes of unknown size were randomly placed. The size, position and orientation
of the boxes were determined using a Kinect, the Openni package and the PCL library. Based on this
information, a path was calculated by MoveIt! and was then sent to the robot controller using the ABB
ROS-Industrial package.
Figure 1.2: Palletizing application using ROS-Industrial and MoveIT! with kinect sensor developed by
Alten Mechatronics
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Another application that was developed in 2013 is really close to the final application that will be
generated in this project. Southwest Research developed a demonstration where two different robots
collaborate to pick parts from a cluttered pile, recognize them and sort them.
Figure 1.3: Demo identifies the different objects using PCL and sorting them
1.3 Overview of the system
In this context, a system will be developed for generate different applications. The system is composed
by the following parts:
Software: Robot Operating System (ROS), MoveIt!, ROS-Industrial, OpenNI, Robot Studio.
Hardware: Kinect sensor, IRB 120 robotic arm, IRC5 controller, Flex Pendant.
The Kinect sensor receives images and they are processed to obtain the information of the working
environment.
This information is used in The Ubuntu computer using the ROS framework to calculate the different
trajectories depending on the application.
The trajectory is sent through the socket to the IRC5 controller for moving the IRB 120 robot following
the calculated trajectory. For doing the simulations, the trajectories could be sent to the Windows PC
running Robot Studio with the simulated IRB 120.
Figure 1.4: Diagram of the architecture of the system
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General architecture of the system
2.1 Hardware
2.1.1 ABB IRB 120
IRB 120 is the smallest multipurpose industrial robot developed by ABB corporation. It weighs just
25kg and can handle a payload of 3kg (4kg for vertical wrist) with a reach of 580mm.
These features make IRB 120 the most portable and easy to integrate on the market. Designed
with a light, aluminum structure, the powerful compact motors ensure the robot is enabled with a fast
acceleration, and can deliver accuracy and agility in any application. [4]
The IRB 120 is a six degree of freedom robot. All the joints are of revolute type and its controller
is called IRC5.
Figure 2.1: IRB 120 robot (ABB company)
2.1.2 Controller IRC5
IRB 120 is controlled through the IRC5 compact controller (fig 2.2). It allows the use of the RAPID
language for programming.
One of the most important features of this controller is the communication. It allows to establish
communication between the computer and the controller. Remote monitoring of the robot is available
through standard communication networks (GSM or Ethernet).
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Figure 2.2: IRC5 compact controller
2.1.3 FlexPendant
FlexPendant is a hand held controller which facilitates supervising of processes, adjusting robot con-
figurations, running programs and so on. It has been designed to provide a quick access to the wide
assortment of functions and settings the IRC5 controller offers.
Figure 2.3: Flexpendant hand held controller
2.1.4 Kinect sensor
The Kinect sensor is composed by different hardware innovations working together:
• Color VGA video camera - This video camera detects three color components: red, green and
blue. It is called "RGB camera".
• Depth sensor - An infra-red projector and a monochrome CMOS (complimentary metal-oxide
semiconductor) sensor work together to "see" the room in 3-D regardless of the lighting conditions.
Figure 2.4: Kinect Sensor
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2.2 Software
For the development of this project some different tools are needed. This project is based on ROS,
“MoveIT!” and “ROS-Industrial”.
Figure 2.5: General Process: ROS, MoveIt! and ROS-I
During this chapter, every part is explained in more detail.
2.2.1 Robot Operating systems(ROS)
ROS is a set of tools and libraries for developing software for different robots. It makes easier every
task related with robots.[5]
Creating truly robust, general-purpose robot software is hard. From the robot’s perspective, problems
that seem trivial to humans often vary wildly between instances of tasks and environments. Dealing with
these variations is so hard that no single individual, laboratory, or institution can hope to do it on their
own.[5]
As a result, ROS was built from the ground up to encourage collaborative robotics software devel-
opment. For example, one laboratory might have experts in mapping indoor environments, and could
contribute a world-class system for producing maps. Another group might have experts at using maps to
navigate, and yet another group might have discovered a computer vision approach that works well for
recognizing small objects in clutter. ROS was designed specifically for groups like these to collaborate
and build upon each other’s work, as is described throughout this site.[5]
The core of ROS has a very permissive open license and it can be downloaded from the official ROS
web page. It is highly recommended to install the full version because this one includes tools that are
used in the project (PCL, Rviz, . . . ).
The main advantage of using ROS is the communication infrastructure between programs, the uni-
versality, the tools incorporated and the integration of other libraries.
2.2.1.1 Communications infrastructure
The communication is one of the most powerful features in ROS. Every program in ROS is called a node
and the communication between nodes is established by topics.
Every topic has its own name and it can just carries one type of message. There are several types
of messages included in ROS according to the different information that needs to be transmitted. One
example of message that is used several times in this project is "geometry_msgs/Pose". This message
has its own structure composed by 7 floats, 3 floats for defining position and 4 floats for the orientation.
For sending the message it is necessary to publish in the topic and for receiving the message it is
necessary to subscribe to that topic.
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For example, one node calculates the position of one object (node 1) and another node moves the
robot to the position of the object (node 2). It is needed to stablish a communication with both nodes
for complete the task. The node 1 packs the information of the position of the object in a "geome-
try_msgs/Pose" and it is published in the topic "object_position". The node 2 needs to subscribe to the
topic "object_position" linked with a function to unpack the "geometry_msgs/Pose" and send the robot
to that position.
For both nodes, to include the file *.h is needed, where the structure of the message is stored.
#include geometry_msgs/Pose.h
node 1:
ros::Publisher pub = n.advertise<geometry_msgs::Pose>("object_position",
10);
pub.publish(send_position);
node 2:
ros::Subscriber sub
handle_function(geometry_msgs/Pose received_position)
{
...
}
ros::Subscriber sub = n.subscribe("object_position", 10,
handle_function);
More than one node can be subscribing to the same topic at the same time. In the same way, more
than one node can be publishing in the same topic at the same time but it is not recommended.
2.2.1.2 Universality
The main disadvantage of the proprietary systems, such as RobotStudio or KUKA system software, is
that they are just prepared for controlling their own products.
In this way, the advantages of using ROS is that the program developed in ROS can be used with
other robots from different companies.
In ROS all the robots are defined in the same way. The format used for describing the robot is the
Unified Robot Description Format (URDF). The URDF include the information of the joints and the
links of the robot and it includes also the limits in the joints positions and joint velocities.
2.2.1.3 Integrated tools
ROS also includes some tools that make easier to develop and check the different behaviours of the tasks.
The most important ones are for the visualization and for the applications developed in this project,
RViz viewer has been used.
For launching it, it is just necessary to write in the terminal
rosrun rviz rviz
It shows a three dimension representation world (Fig 2.6) that is able to incorporate different compo-
nents (objects, robots, pointcloud images, . . . ) to the scene.
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Figure 2.6: ROS Visor RViz.
2.2.2 ROS Industrial
ROS industrial is an open source project that extends the advanced capabilities of the Robot Operating
System (ROS) software to new industrial applications. It is used for several industrial and advanced
manufacturing projects.
With these new features, ROS Industrial makes possible the communication between ROS and the
robotic arm. Some packages have been developed for the communication with different brands. The
package developed for ABB robots using ROS-Industrial has been used in this project.
Different layers from the process and the ROS-Industrial parts are shown in the figure 2.7.
Figure 2.7: ROS Industrial process for communication
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2.2.3 MoveIt!
MoveIt! is state of the art for mobile manipulation. It includes the latest tools for planning, 3D perception,
kinematics, etc. It is the most widely used open-source software for manipulation and has been used on
over 65 robots.[6]
Firstly, to create a model of the robot is needed. MoveIt! carries out the path planning for the robot
allowing the user to interact in a high-level communication.
Mainly, for controlling and planning, C++ language is used. However, for getting in touch with the
different features of MoveIT!, it also includes a tool for RViz where it is possible to interact with the most
commonly used tools of MoveIt.
Figure 2.8: MoveIT! interaction window in the ROS Visor.
2.2.4 PCL and OpenNI
Point Cloud Library (PCL) are integrated in ROS full version. It gives the perception part to this project.
Point Cloud Libraries include the necessary functions for handling the point cloud images.
At the same time, the Point Cloud images are taken with the Kinect Sensor. The OpenNI package
establishes the communication between the Kinect sensor and the computer.
The Point Cloud libraries and the OpenNI package are explained with more detail in an independent
chapter.
2.2.5 OMPL and OMPLapp
Open Motion Planning Library (OMPL) consists of many state-of-the-art sampling-based motion planning
algorithms. [7]. These planners can be used for several environment (2D and 3D) and several robots.
Planners incorporated in these libraries are used by MoveIT! to calculate valid paths for the robotic arm.
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2.2.6 ABB RobotStudio
ABB RobotStudio is the simulation and programming software developed by the corporation ABB for
windows PC.
RobotStudio is built on the ABB Virtual Controller, an exact copy of the real software that runs your
robots in production. This software allows very realistic simulations to be performed, using real robot
programs and configuration files identical to those used on the shop floor.
In this particular case the Robot Studio program for Windows was used just for the simulation of the
robot that receives the same commands that the real robot receives.

Chapter 3
Set up a new robot
The main goal of this application is to be able to control a robotic arm using ROS environment and
MoveIt!. For controlling the robot in MoveIt! different configuration files are needed. The creation of
these files is divided in different steps that will be detailed in the following sections. The diagram in the
figure 3.1 shows the global process.
Figure 3.1: Steps for creating configuration files
14 Chapter 3. Set up a new robot
3.1 Creation of the URDF file
For working with ROS and MoveIt! the URDF file of the robot is needed. In this case, the URDF will
be created for the IRB 120 (ABB) robot but it is the same process for every robot.
For developing the proper URDF file there are two important steps:
• Find the dimensions of the links of the robot, the type of joints and the limits in positions and
velocities for the different joints. This information can be found in the datasheet of the robot.
• Obtain the CAD model of every link of the robot. In this case, the links of the IRB 120 are
available in the ABB web page.
There exists an add-in for the program SolidWorks, that exports a robot model from CAD format to
the URDF format. Download and install it for creating the model. [8]
In the figure 3.2 appears the example for the link 1. Every link needs a name and the name of the
joint between the parent link and the child link. If more than one link is connected to the parent link,
the Number of child links parameter needs to be increased. The rest of the parameters will be set as
Automatically Generate and they can be configured later by hand modifying the URDF file. In the
graphical window select the physical part of the robot that corresponds with the desired link (Fig 3.2).
Figure 3.2: Configuration of the parameters for the link 1
The last link of the robot will not have any more child link, that is why the number of child link
is set to zero. The figure 3.3 shows the configuration for the last link of the robot (link 6). Once that the
configuration has been done, click on “Preview and Export”.
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Figure 3.3: Configuration of the parameters for the link 6
IRB 120 has all the joints of revolute type but if they are set to revolute for exporting to URDF, the
program will collapse due to the difficulty for detecting the axis of the six revolute joints automatically.
The joint type needs to be set to Fixed joint and it will be changed later in the URDF file.
The joint limits can be set up in this window or they can be set up in the URDF file later. Once that
the desired options have been set up, click on “next” and then configure the colour of every link and click
on “finish”.
It will create a new folder. In this new folder there is a sub-folder containing the models of the robot
links (meshes) and another sub-folder containing the URDF file. The whole folder must be copied to
Ubuntu and now all the origins and axis will be set.
The URDF file can be edited using a text editor. In this file it is contained the information of the
links and the joints. The first thing is to change the joints from “fixed” to “revolute”. The color of the
links can also be changed with the RGB value. The limits of the joints and the velocities limit can be
set now according to the datasheet of the robot 3.4.
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Figure 3.4: Limits of the IRB 120 robot
ROS also includes an application for viewing the URDF and it is possible to move the joints. It is
really useful for checking if the Robot model is working properly.
roslaunch urdf_tutorial display.launch model:=irb_120.urdf gui:=true
Knowing the dimensions of the robot 3.5 (a) and the axis of the joints 3.5 (b), the URDF file needs
to be modified.
(a) Dimensions (b) Axis
Figure 3.5: IRB 120 axis and dimensions
Check that the movement of every joint is as described in the figure 3.5 (b). Using the URDF viewer
and modifying the URDF file 3.6 it is necessary to build the robot model. The process is to modify the
origin of the joints and links and rotating them until get the final robot model 3.7.
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Figure 3.6: Part of the final URDF file
Figure 3.7: Final model of the IRB 120
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3.2 Creation of the configuration files
For planning with the robot, it is necessary to generate some files that store the information of the robot.
For create them, the previous URDF file is needed. One of the MoveIT! tools is an assistant for creating
these files. It is possible to access to this assistant typing in the terminal:
roslaunch moveit_setup_assistant setup_assistant.launch
A graphical assistant window appears (fig 3.8). Click on “Create new MoveIT configuration
package” and load the previous URDF file.
Figure 3.8: Setup assistant: Creating new package
With this assistant the self collisions can be calculated automatically. Click on the “Self Collision”
tab and then “Regenerate Default Collision Matrix”.
Then a group needs to be created. A group is a set of joints that will be moved together. For
example, for one mobile robot with two arms, there is needed one group for the right arm and another
group for the left one. In this project, there is just one group composed by the six links and joints.
For creating the group go to “Planning groups” tab and “Add group”. Give the group a name and
so far, the kinematics default solver KDL will be chosen. Finally click on “add joints” and select the six
joints of the group.
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Figure 3.9: Setup assistant: Creating new group
Finally, in the tab “Configuration files” select a name and a path for the package and just click on
“Generate package”.
3.3 Creation of the IKFast Driver (Optional)
In the previous step the configuration files for the robot were created using the default solver KDL. It is
possible to create a faster and unique plugin.
In this section the IKfast plugin is created for solving the inverse kinematic of the robot. This step
is not strictly necessary but it is highly recommended. The IKfast plugin is able to solve the inverse
kinematics of the robot in times close to microseconds. All the steps for creating the IKfast solver can
be found in the ROS webpage [9].
The URDF file for the IRB 120 developed in the 3.1 is needed. Using the terminal it is needed to go
to the directory of the URDF file and convert the URDF file into collada file with extension .dae (this
is the file used by the IK solver).
rosrun collada_urdf urdf_to_collada IRB120.URDF IRB120.dae
python python ‘openrave0.8-config -python-dir‘/openravepy/_openravepy_0_8/ikfast.py
-robot=IRB120.dae -iktype=transform6d -baselink=0 -eelink=6
-savefile=ikfast_6d.cpp
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After several seconds or even minutes a .cpp code will be generated in the current folder of the .urdf.
This code is the new IKSolver.
Finally, the Ik plugin will be created from the previous package.
rosrun moveit_ikfast create_ikfast_moveit_plugin.py <myrobot_name>
<planning_group_name> <moveit_ik_plugin_pkg> <ikfast_output_path>
my_robot_name: name of the robot in the URDF file (IRB120) planning_group_name: from the
configuration file (IRB) moveit_ik_plugin_pkg: package just created (ik_irb120) ikfast_output_path:
path of the iksolver created previously (ikfast_6d.cpp)
rosrun moveit_ikfast create_ikfast_moveit_plugin.py IRB120 IRB ik_irb120
/catkin_ws/src/IRB120/robots/ikfast_6d.cpp
If everything has been compiled without errors, some files will be modified. Now it is possible to
choose between the fast IKSolver or the default KDL solver.
3.4 Final application: Robotic hand model
In the final application, the BH8-262 robotic hand is added to the IRB-120 robotic arm. A new model
that includes the robotic hand was needed.
The CAD model of the hand was downloaded from the Barrett Hand official webpage.[10]
Using SolidWorks, the model of the BH8-262 and the cad model of the IRB 120 robotic arm were
joined. Using the tutorial from the section 3.1, the URDF model was created.
Finally, the configuration files were created using the steps in the section 3.2 and it is ready for working
in the final application.
Figure 3.10: Robotic hand and arm URDF model
Chapter 4
Motion planning using MoveIt!
4.1 Introduction
In this chapter the different steps for planning trajectories will be explained. Firstly, it is necessary to
include in the world the robot model and the different objects that will be used. Once that the scene
has been set up, it is possible to start planning. For creating the different trajectories, it is possible to
use different solvers.
One of the configuration files created in the previous chapter is called “demo.launch” and another file
is “move_group.launch”. The first one, runs the RViz (ROS visor) and includes the robot in the scene.
The second one launch all the capabilities for moving and controlling the robot. It is recommended
to create a mixed file between both of them for controlling the robot and at the same time watch the
movements of the robot in the RViz viewer.
Once that the new move_group.launch has been created and launched, there will appear a window
with the robot model and it is possible to interact with it.
4.2 Move group parameters
When the group is launched, some capabilities are launched at the same time. These capabilities are
connected with different tools for developing the movement of the robot.
These capabilities have different parameters that can be modified for calculating a proper path for
the desired application. The most important ones will be explained:
/move_group/ompl/min_waypoint_count: This parameter set the minimum number of
points that the trajectory needs to have.
/move_group/ompl/maximum_waypoint_distance: This parameter set the maximum dis-
tance between two consecutive points of the trajectory. If this parameter decreases the planning time
will increase. At the same time, if this parameter decreases the trajectory will be more secure, due to
the fact that the collisions will be checked in smaller distances.
These parameters and others, such as, maximum path cost, can be modified in the
“move_group.launch” file.
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4.3 Planning Scene
The scene is composed by different elements depending on their functions. In the following example they
will be shown:
Basically what is desired in a trajectory planning is to move the robot to a desired position. In this
position, the robot can touch the desired object and even grab it for placing it in another position.
During the movement of the robot it is necessary to avoid the collision with any other objects in the
world.
It is possible to make a division of the robot scene in three groups. The robot, collision objects
and attached objects.
4.3.1 Collision Objects
These are the object that cannot collide with the robot at any moment. If an object is declared as
collision object the robot must avoid it at any moment. There is a message in MoveIT! for declaring the
dimension, the position and the orientation of collision objects:
moveit_msgs/CollisionObject
Every collision object can be made up of by planes, meshes or primitives. For this project the
primitives are the most used objects and they are divided in 4 different types (1-box, 2-sphere, 3-
cylinder or 4-cone).
Every type of primitive has its own dimensions for defining it. The dimensions needed for every
primitives are sorted as follows:
Table 4.1: Dimensions of the primitives
Type # of Dimensions Dimension 0 Dimension 1 Dimension 2
Box 3 Dimension x dimension y dimension z
Sphere 1 Radius - -
Cylinder 2 Height Radius -
Cone 2 Height Radius -
Finally, the position and orientation of every primitive need to be defined. The position is the cen-
ter point of the primitive and the orientation are defined by quaternion. The position and orientation
are stored in the array of geometry_msgs/Pose primitive_poses.
In this project, the robot is placed on a table with barriers for the security. This table is the perfect
example of a collision object because the robot must not collide with it in any case.
The table was created with 4 different Collision Objects(base, barriers, cubes and bars). Every
collision object has a different colour. All of them are made up of primitives of box type. Once that
all the collision object has been defined, They need to be included into a moveit_msgs/P lanningScene
and then it is published into the planning_scene topic.
In the figure 4.1 the table model is shown included in the robot scene as a collision object.
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Figure 4.1: Table Model.
4.3.2 Attached objects
Sometimes, interaction with the objects of the environment is needed. For instance, if the robotic arm’s
tool is a robotic hand, it is possible to grab an object and move it to another position.
For depicted it in the simulation, there exists an option called AttachObject. With this function,
including the name of the object to attach and the link which this object should be attached, the object
moves together with the link.
Finally, for releasing the object, the function DettachObject can be used. At the moment of using
this function, the object stays at that position.
These functions are used in the final application, when the robotic hand is added.
Figure 4.2: Can grabbed with the robotic hand
4.3.3 Allowed collisions
With this function it is possible to define which objects can collide with some links of the robotic arm.
This is necessary if the robot needs to pick an object. If this object is not allowed for collision, the robot
will not go to this position because it cannot find a path free of collisions.
For example, in the picture 4.2 the links that correspond with the fingers of the hand, needs to be in
collision with the object to grab. It is necessary to define that the collision between the object and these
links, is permitted.
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4.4 Move Group Interface
In MoveIT!, group refers to a set of different joints and links (robotic arm). For some robots, there
can be more than one group but in this project the group will be the whole IRB 120 robotic arm. For
interacting with a group, there are some functions included in the file move_group.h. In this section, the
main functions are explained.
bool setPoseTarget(const geometry_msgs::Pose &target, const std::string
&end_effector_link = ""): This function is one of the most important functions. With this
function, the target pose is set.
setJointValueTarget(const std::string &joint_name, double value);: This
function establishes the values for the joints as the target state.
void setPlannerId(const std::string &planner_id): This function establishes which
planner is used for calculating the path for the group. All the different planners will be explained in the
section 4.5.
void setPlanningTime(double seconds): This function sets the maximum time that the
program is allowed for calculating a path. If it was not possible to calculate a path within this time, it
will return an error.
bool setEndEffectorLink(const std::string &end_effector_link): This function
allows to set a link as end effector. This will be really useful for this project, due to the fact that
the link 6 of the IRB 120 will be the end effector link.
void clearPoseTargets(): This function is used for eliminate all the previous Pose Targets.
void allowReplanning(bool flag): With the activation of this flag the program is allowed to
calculate a new trajectory if a change in the scene occurs.
void setPathConstraints(const moveit_msgs::Constraints &constraint): It is
possible to include different constraints that are needed to meet for every waypoint of the trajectory.
The types of constraints are explained in the section 4.6 and they are related with the orientation, the
position and the joint values.
void clearPathConstraints(): Eliminate all the previous constraints.
bool plan(Plan &plan): Once that the target has been established, this function will calculate
a path, from the current state to the target position. this function will return true flag, if it could find a
path without collision and if this path meets all the constraints.
double computeCartesianPath(const std::vector<geometry_msgs::Pose>
&waypoints, double eef_step, double jump_threshold, moveit_msgs::RobotTrajectory
&trajectory, bool avoid_collisions = true): Create a cartesian path that passes for all
the positions stored in waypoints. Store the result trajectory in the RobotTrajectory message. This
function returns a double between 0.0 and 1.0 according to the percent satisfied of the trajectory. The
value eef_step is the maximum distance between two consecutive points and jump_threshold is the
maximum difference between the values of a joint in two consecutive configurations.
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4.5 Path planning
4.5.1 Introduction
The trajectory planning is composed by different steps. Firstly, a valid path is needed. Once that a
proper path is found, the motion plan (cinematic and dynamic) is calculated. In the following diagram,
the global trajectory planning process is explained 4.3.
Figure 4.3: Trajectory planning process
The result coming out from moveIT! is a trajectory and not just a path. The desired maximum
velocities and accelerations (if specified) are used to generate a trajectory that obeys velocity and accel-
eration constraints at the joint level. [6] However, in this project, “MoveIT!” will just carry out the path
planning.
The robot control, as shown in the diagram, is carried out by the IRC5 controller. The cinematic
and dynamic control is internally controlled and just some parameters are accessible, such as the average
velocity of the robot.
Over the last two decades, path planning has grown from a field that considered basic geometric prob-
lems to a field that addresses planning for complex robots with kinematic and dynamic constraints.[11]
Much of the recent progress in motion planning is attributed to the development of sampling-based
algorithms. Sampling-based motion planning algorithms can only be probabilistically complete, which
means if a solution exists, it will be eventually found. [12] [13].
4.5.2 Sampling-based Motion Planning
In robotics planning there are some important definitions that are necessary to be explained.
• Configuration: robot is defined by the number of degrees of freedom(d). The configuration is
a group of n values that establishes the position for every joint value.
• Workspace: The physical space that the robot operates in. It is assumed that the boundary of
the workspace represents an obstacle for the robot.
• State space: The parameter space for the robot. This space represents all possible configurations
of the robot in the workspace.
• State: A single point in the state space is a state. Depending on the degrees of freedom the state
can be more complex. In this project, every state will be composed by 3 values for position (x,y,z)
and 3 values for orientation (roll,pitch,yaw).
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• Free state space: A subset of the state space in which each state corresponds to an obstacle free
configuration of the robot embedded in the workspace.
• Path: A continuous mapping of states in the state space. A path is collision free if each element
of the path is an element of the free state space. [2]
A path will be found when an established number of states (min_waypoint_count) are found from
the start to the goal states and every configuration meets the following conditions:
• None of the states are in collision with any other object or the robot itself.
• Orientation and position constraints are satisfied.
• Distance between two consecutive states less than max_waypoint_distance.
Once that a path is found, MoveIT! tries to find the robot configuration for every state calculating the
inverse kinematic. For every state, the position values for all the joints (configuration) are calculated
and none of the links can collide.
Once that it is satisfied, a valid path is found and the trajectory positions are sent to the controller
through the socket.
Figure 4.4: Valid path finding process
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4.5.3 MoveIT available Planners
For the path planning there are ten different planners available in MoveIT!, these solvers are included
in OMPL and they can be divided into two categories according to the algorithm used.
Probabilistic Roadmap:
• Probabilistic RoadMap (PRM)
• PRM Star
Tree based planners:
• Kinematic Planning by Interior Exterior Cell Exploration (KPIECE)
• Bi-directional Kinematic Planning by Interior Exterior Cell Exploration (BKPIECE)
• Lazy Bi-directional Kinematic Planning by Interior Exterior Cell Exploration (LBKPIECE)
• Expansive Space Trees (EST)
• Rapidly-exploring Random Trees (RRT)
• RRT Connect
• RRT Star
• Transition-based RRT (TRRT)
• Single-query Bi-directional probabilistic roadmap planner with Lazy collision checking (SBL)
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4.5.3.1 Probabilistic Roadmap
PRM: this algorithm generates completely random states (nodes) within the workspace, and then
it looks for connections between these points for going from the start state to the goal state. In the
original PRM, the collisions are checked for every node and the amount of nodes is fixed.
Once that a considerable amount of connections between the start and the goal states has been
established, it looks for the shortest path. [14]
In the example shown in the figure 4.5, the complete process is developed in a 2 dimensional environ-
ment. A free-collision path is found between the start and the goal states.
(a) Representation of the space (b) Generation of nodes randomly
(c) Connection between nodes (d) Creation of the shortest path
Figure 4.5: PRM algorithm: 2D representation [1]
The main disadvantage of the PRM planner is that it needs to calculate a fixed number of free states.
This planner is not so efficient in a free collision environment, due to the fact that it tries to search for
more states than the strictly necessary.
Depending on the different environments, the planner is more or less efficient. This planner will be
tested in three different environments:
• Free Collision Environment
• One obstacle
• Three obstacles
Using the OMPL application, it is possible to use the PRM planner, in 3 dimensional environments
that are similar to the application ones (fig 4.6).
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(a) Collision Free (b) Collision Free trajectory
(c) One obstacle (d) One obstacle trajectory
(e) Three obstacles (f) Three obstacles trajectory
Figure 4.6: PRM 3D Path planning
4.5.3.2 Tree-based Planners
This algorithm begins creating a tree from the start state (root). Then the tree expands using a
method depending on the used planner (KPIECE,RRT,EST,SBL,. . . ).The tree tends to grow toward the
goal state and if it is possible to connect the goal state with the tree, the search is completed.
The main advantage of these planners is that they just use the necessary amount of states to find a
path and once that a path is found they stop. These planners just find a path, therefore, if the minimum
path cost is necessary, these planners should try to find a path more than once.
In other words, tree-based planners usually are faster, but Probabilistic roadmaps planners can find
paths with less cost because they calculate several valid states and they can choose between a big amount
of paths.
With the figure 4.7, the algorithm is illustrated. In a 2 dimensional environment a path is found
between the start and goal states using the tree method.
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(a) Start state (b) Tree grows
(c) Tree fails searching goal state (d) Tree reaches goal state avoiding obstacles
Figure 4.7: Tree-based planners 2D [2]
Comparing the two figures (4.7 and 4.5) the main difference described before between these tree-based
methods and probabilistic-roadmap methods can be seen. In the tree algorithm, the planner is constantly
searching for a path and once that it is obtained it stops. However, with the PRM based method it finds
more than one path and it looks for the shortest one.
In three dimensional environments, tree-based planners are highly important because they can find a
path without collisions in a small time and reducing the calculations. In the figure 4.8, different examples
appear that are really close to the real application scenarios.
(a) Collision Free (b) Collision Free trajectory
(c) One obstacle (d) One obstacle trajectory
4.5 Path planning 31
(e) Three obstacles (f) Three obstacles trajectory
Figure 4.8: 3D Path planning: Tree-based planner (KPIECE)
There are not visual differences between the different tree-based planners, due to the fact, that the
main difference between the planners is the way of assign probabilities to the possible states. It will be
explained for each solver.
RRT: This algorithm generates a totally random tree for connecting the start state with the goal.
It does not assign any possibility for the following step and the tree expands from the current start in
different directions. Then the closest to the goal valid state is selected and the tree expands from it. The
tree continues expanding until the current state is the goal state. [1]
Figure 4.9: RRT algorithm.
This planner is the fastest one in a free collision environment, due to the fact, that it does not spend
any time making calculations.
KPIECE: This planner, discretizes the world into levels of cells. Each level contains cells of the
same size.
The cells in high levels are bigger and therefore, there is less resolution. These levels are useful for
a first approach to the problem. Then the cells in the lower levels are smaller and have more resolution
these levels are useful for discretize in a more accurately way.
There are two different types of cells interior or exterior depending on the number of neighbouring free
cells. The number of neighbouring free cells for considering a cell interior is 2n (where n is the number
of dimensions).
The cell is given a value called Importance that is calculated with the formula 4.1.
Importance(p) = log(I) · score
S ·N · C (4.1)
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Figure 4.10: KPIECE algorithm
I is the number of iterations at which the cell was created. Score is the exploration progress. S is the
number of times that the cell was selected for expansion. N is the number of instantiated cells at the
same level of discretization. C is a positive measure of coverage. [11]
The higher the “importance” value is, the more likely the cell will be chosen as the following state.
This solver needs more time for making the calculations but it has good results in obstacles avoidance
environments.
SBL: This planner generates two trees at the same time, one from the goal and one from the start.
When they connect a solution was found. The cells with less occupation are more likely selected as the
following node.
Every milestone m receives a number η(m). This number measures the density of milestones around
m. The probability for this milestone to be chosen is calculated with 1/η(m). In this way, if η(m) is high,
it means that there are a lot of milestone close to m. In this way is better to expand to less explored
areas, therefore a higher probability is assigned to the milestone with lower η(m).[15]
EST: It uses two trees, one from the q-start and another from the q-goal. In this planner the nodes
are more likely to appear depending on the expansiveness.
Firstly, it is necessary to define that µ is the volume composed by a concrete subset of the free space
(F). ν(p) is the set of configurations that can be reach in a straight line from the free configuration p and
it is called visibility.
To construct a probabilistic roadmap, V will be defined as the group of free configurations
(milestones). Every configuration has a weight (w) assigned according to the number of milestones
close to it.
For calculating a road map, a node from V (x) is picked with probability 1/w. Then sample K points
that are visible from x. For each of these points calculate the weight and create and edge from x. Include
every valid point in V.
Figure 4.11: EST algorithm.
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4.5.3.3 Algorithm modifications
Some planners incorporate extra-features that are described with the following key words:
Connect or Bi-directional: these planners use two different trees, one from the start state and
another from the goal state. The planner will find a trajectory if both trees meet. Examples of solvers
that use this modification are RRT Connect, SBL, BKPIECE and LBKPIECE.
(a) Collision Free (b) Collision Free trajectory
(c) One obstacle (d) One obstacle trajectory
(e) Three obstacles (f) Three obstacles trajectory
Figure 4.12: RRT Connect 3D Path planning: Start tree (green), goal tree (blue)
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Lazy: the lazy planners attempt to find a trajectory between the start and the goal states without
checking for collisions and once that the path is obtained it will check if the trajectory is valid. If
collisions are found, the invalid path segments are removed and the search continues. These kind of
planners are useful for applications with few collision objects where it is possible to find a big amount
of trajectories due to the free space. Examples of solvers that use this modification are LBKPIECE and
SBL.
(a) Collision Free (b) Collision Free trajectory
(c) One obstacle (d) One obstacle trajectory
(e) Three obstacles (f) Three obstacles trajectory
Figure 4.13: Lazy RRT 3D Path planning: valid states (green) not valid states (red)
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Star: Usually the planners use a established number of nodes (k). In the star planners the number
of nodes is set automatically depending on the space instead of using a fixed value k. This feature
will be useful in some problems due to the fact that it is difficult to set a fixed value for all the scenarios.
Examples of solvers that use this modification are RRT Star and PRM Star.
(a) Collision Free (b) Collision Free trajectory
(c) One obstacle (d) One obstacle trajectory
(e) Three obstacles (f) Three obstacles trajectory
Figure 4.14: PRMStar 3D Path planning
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4.6 Constraints
Constraints are different conditions that every point of the trajectory needs to meet. It means, that in
the initial state of the robot, all the constraints need to be satisfied. There are three really important
constraints that are useful for some applications.
4.6.1 Joint Constraint
This constraint establishes the maximum and minimum values that a concrete joint can take. Both
values need to be positive and for the revolution joints, the value should be given in radians. This type
of constraint is very useful for keeping a joint controlled and avoiding big changes in its value.
4.6.2 Orientation Constraint
This constraint establishes the orientation that the desired link will take. The orientation is defined by
quaternions.
The general structure of the quaternion is described in the equation 4.2 and the equation 4.3 describes
a spin over an axis.
Q = [q0, q1, q2, q3] = [w, x, y, z] (4.2)
Q = Rot(k, θ) =
(
cos
(
θ
2
)
, k · sin
(
θ
2
))
(4.3)
This constraint is really useful for keeping the end effector link pointing toward the table. Initially
the z-axis of the robot is pointing up. For pointing toward the table, it is necessary to make a rotation
of 180◦ in the y-axis.
Q = Rot(y, 180) =
(
cos
(
180
2
)
, y · sin
(
180
2
))
= [0, 0, 1, 0] = [w, x, y, z] (4.4)
It is necessary to establish a tolerance for this orientation, due to the fact that if to much accuracy is
required it will be more difficult to find a solution.
4.6.3 Position Constraint
This constraint defines the space that a concrete link is allowed to use. This space can be defined with
primitives or with meshes. The most common case is to use a box or a sphere as the space of the
constraint.
Sometimes when random planners are used, it is possible, that some strange trajectories will appear.
Using this constraint, the space where the robot can move can be limited and the movements will be
more natural.
Chapter 5
Socket
In the previous chapter, it was explained how to plan different paths attending to different parameters.
Once that the path has been calculated, the goal is that the robot follows this trajectory. For the
communication between the Robot and the ROS-computer, a socket is needed. In the ROS repository
there exist an available socket for the ABB robots.[16]
For satisfying the goals of this project it is necessary to make some modifications over the original
given socket and adapt it in the desired way.
5.1 Explanation of the original socket
The socket is divided in two parts: client and server and it is designed for ABB robots.
The client part is used in the Linux computer to send the joint positions that the controller will
receive.
The server part needs to be included in the controller of the robot (or in the simulation software) to
interact with the robotic arm.
The message between the two socket is of the type rawbytes used in the simple message protocol
communication(fig 5.1). Every part of the communication uses 4 bytes that will be converted to a
standard class (int, float, etc.). In this case, every time that a message is sent using this socket, it follows
this protocol.
Figure 5.1: Simple message protocol
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5.1.1 Explanation of the client
The client socket is a program designed in the ROS environment. It is composed by some nodes that
generates topics for interacting with the robot. This part of the socket is the same for every robot from
every company as long as the planning process is carried out within the ROS environment.
The socket includes a launch file for starting the communication with the robot controller. In this
launch file it is necessary to indicate the IP address of the controller. Once that the communication has
been established successfully two topics start working:
joint_states: this topic uses a message of the type sensor_msgs\jointState. This topic
contains the current joint positions of the robot. It will be useful as a feedback of the robot.
joint_path_command: It carries a trajectory_msgs\JointTrajectory message. This topic
contains the different positions of the joints that will be sent to the robot controller.
The client part is written in C++ and it uses the functions included in the ROS framework. For editing
a new program in ROS that needs to interact with the robot, it is necessary to publish the trajectory in
the “joint_path_command” topic and subscribe to the “joint_states” for knowing the current state of
the robot.
It is needed to control at which frequency, the new trajectories are published in the
“joint_path_command” topic, due to the fact that it can overload the socket.
5.1.2 Explanation of the server
The server socket is a set of six modules developed for the interaction with the robotic arms. They
are written using the RAPID language and this server socket can just be used for the ABB robots. For
different robot brands a new server socket should be developed in the corresponding language of the
controller but the general structure of this socket could be used.
Every server socket should be able to do three tasks for a good control of the robot. Every task is
carried out by a different module.
• ROS_StateServer.mod: This task is continuously running in the background. Its job is that
once that the connection within the client has been established, send in an established rate (0.10
s) the current joint positions of the robot to the client. This task is really important for the
feedback and it is used for some applications in which a secure control is needed.
• ROS_motion_server.mod: This task is as well running continuously in the background. Its
job is that once that the connection within the client has been established, it is able to receive joint
positions. It is necessary to determine when a point is the beginning or the end of a trajectory.
Every point composed by joint positions in radians needs to be transformed to joint positions in
degree. Once the transformation is done, the complete trajectory with all the joint positions is
stored in a variable that will be available in all the modules.
• ROS_motion.mod: This is the main task because it produces the movement of the robot (motion
task). This task uses the trajectories received and converted from the ROS_motion_server.mod.
The trajectory is executed point by point. As a reminder, the trajectories sent by the client are
made up of a group of points of absolute joint position values. That is why, for going to every point
from the trajectory, it is used the command MoveAbsJ from the RAPID language.
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These tasks need some processes in a lower level for working properly. These processes have been
divided into three modules according to if they are related with the socket operations, with the messages
transforming or with the common operations. These modules need to be included in the three tasks and
their functions are available for everyone of the previous modules.
• ROS_messages.sys: This module carries out two routines of transformation between messages.
– The first routine is called ROS_receive_msg_joint_traj_pt and it converts the raw
message point received in the server socket, to the joint values message in RAPID.
– The second routine is called ROS_send_msg_joint_data and it converts the message in
the opposite direction, in this way, the joint states received from the robot will be converted
to the raw message for sending through the socket.
• ROS_socket.sys: This module carries out four routines for interacting with the socket:
– ROS_init_socket: it establishes the socket parameters such as the IP address of the
controller and creates the server socket.
– ROS_wait_for_client: it establish the connection between the server socket and the
client socket.
– ROS_receive_message: this routine is called from the ROS_messages.sys module and
it stores momentously the message received from the socket in a variable called “buffer”. In
the protocol used in simple message, the first four bytes indicate the length of the message.
This number is extracted and then the complete message is read. Finally, all the decoded data
is stored in the variable “message” that will be available for its conversion.
– ROS_send_message: this routine receives the current joint positions in raw bytes and it
builds the message according to the simple message protocol. Finally, the message is sent
through the socket.
• ROS_common.sys: This module includes parameters for the interaction between the task. It
includes the variables used in more than one task and handle the times for including a new trajectory
and performing it.
The server socket can be installed in the RobotStudio software (Simulation) or in the IRC5 controller
(Real Robot). For the installation, the FlexPendant is used (or Virtual FlexPendant in Robot Studio)
and the steps are described in the Chapter 15.
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5.2 Modifications of the socket
After testing several time the socket in different scenarios, it was decided to modified the socket in some
ways for achieving the desired goals. In this project, two types of applications were developed, that is
why the original socket was slightly modified in two different sockets.
5.2.1 Socket modifications for fast applications
In this application it is necessary to follow an object. That is why it is necessary to increase the velocity
of the robot and the accuracy is reduced as well.
5.2.2 Socket modifications for secure applications
In the second application it is necessary to send trajectories for avoiding obstacles. In this application
the security is really important. That is why the maximum distance between waypoints was reduced and
therefore, there will be a big amount of points for define a proper trajectory.
In the original socket the maximum number of points in one trajectory was set to 100, and in this
trajectory, this number needs to be increased.
Chapter 6
Point Cloud Library (PCL)
6.1 Introduction
With the new sensors, such as Kinect, it is possible to get 3D images. They use the combination of the
laser and the RGB camera for getting what is called a depth image. The result is a group of points
distributed in Cartesian coordinates. Every point has its own position and coordinates. The image
can be stored in different formats but the most common one is Point Cloud images.
Different structures appeared for storing this type of images. The most important structures are
PointCloud and PointCloud2.
6.2 PointCloud2 and PointCloud
The PointCloud format has the data sorted by the different points. It is structured in the x, y and z
coordinates for every point. This structure makes easier to filter the different points and also to extract
the desired information.
The format PointCloud2 is a binary file that appeared for compressing the data of the PointCloud
images. Typically the PointClouds are really expensive to store and especially if all data is represented
as floats/double.
That is why is better to use the sensor_msgs :: PointCloud2 for the transport of the image.
For the applications, the PointCloud2 is used for themessages and then it is converted to PointCloud
to extract the necessary information.
6.3 OpenNI
OpenNI is included in ROS and it is used as the driver for interacting between the Kinect sensor and
the Linux computer. OpenNI receives the image from the sensor and publishes it in different topics. It
also includes different viewers for the different types of images obtained from the sensor.
In ROS the type of message used for publishing the point cloud is sensor_msgs::PointCloud2. It is
possible to visualize the Point Cloud using the RViz and subscribing to the topic.
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(a) Real image (b) PointCloud image
Figure 6.1: Capturing a Point Cloud image
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6.4 Applications
For the real applications, to extract information from the Point Cloud images is needed. 2 methods were
used for filtering the different regions of interest.
6.4.1 Closest points
With this method the closest point is found. Within the Point Cloud image, the coordinates of every
point is stored. Firstly, it is necessary to extract the number of points. The process starts calculating
the minimum value for the “z” coordinate and it is stored as “Zmin”. Once that this value is calculated,
a filter is applied to retain the points between “Zmin” and 5 cm further (Zmin+0.05).
With this process, the desired data is extracted. This process is used in the first application for
calculating the mean position of the hand.
(a) Capturing the environ-
ment
(b) Knob is the closest object
(c) Capturing the environ-
ment
(d) Ball is the closest object
Figure 6.2: Filtering the closest points
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6.4.2 RGB values
In this application, it will be necessary to detect the points that belong to an object. The points are
filtered according to their RGB values. Minimum and maximum threshold will be set for red green and
blue.
With the minimum and maximum value of every coordinate it is possible to create a box that will
surround the object. Firstly the dimension is calculated and secondly the average position.
For this example, the green ball will be captured and the following threshold 6.1 was set. The results
are shown in the figure 6.3.
0 < Red Value < 90
120 < Green value < 255
0 < Blue value < 90
(6.1)
(a) Different color objects (b) Green object is detected
Figure 6.3: Filtering the points using RGB values
Chapter 7
Applications
7.1 Application 1: Follow an object
In this application the robot follows the position of a moving object. The Kinect sensor is used to
calculate the mean position of the closest object. In this application, the main objective is to calculate
the path for going to the desired position as soon as possible.
The complete application is made up of 3 different nodes.
The first node is called “filter” and it filters the PointCloud image storing just the most significant
points of the image.
The second node is called “xyz” and it calculates the mean x, y and z coordinates of the closest ob-
ject. These coordinates are published in the topic “\mean_points” that carries a “geometry_msgs::Pose”
message. The way of calculating the mean position is to find the closest point in the point cloud image
and then calculate the average value of every coordinate for the points within the closest 5 cm.
The third node is called “point” and it subscribes to the topic “\mean_points”. The node uses these
coordinates for calculating the target position for the robot. With this target position a trajectory is
planned. It is desired to move the robot as fast as possible, that is why just two points are extracted
from the overall trajectory (centre and final points) and sent to the topic “joint_path_commands” that
will make the robot moves.
With two points, if the target pose has changed while the robot is moving, it can change the trajectory
at the half of the path without stopping the program.
The parameter “minimum_waypoint_count” was set to the minimum value (2) for reducing the
time of calculation.
The “maximum_waypoint_distance” was set to the maximum value (0.0 = do not check) for
reducing the number of points and reducing the time of calculation.
The “RRTConnect” solver was selected because it is the fastest one in a free collision objects scenario
as it is shown in the results chapter.
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In the following pictures (Figs 7.1 and 7.2), the behaviour of this application is shown.
Figure 7.1: Application follow an object: Example of random position on the left
Figure 7.2: Application follow an object: Example of random position on the right
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7.2 Application 2: Avoiding an obstacle
In this application the robot moves from one established pose to another. The Kinect sensor is positioned
above the robot (fig 7.3) and it is used to calculate the mean position and dimensions of the collision
object. The collision object is defined by an special combination of RGB values. In this application,
the main objective is to calculate an alternative path for going to the desired position without colliding
with this object. The security is the most important condition in this application.
Figure 7.3: Distribution of the robot and the Kinect sensor
The complete application is made up of 3 different nodes.
The first node is “rgb” and it calculates the dimensions an position of the object using the PCL images.
The points of the point cloud image are filtered by their RGB values. The maximum and minimum
values for each coordinate needs to be calculated. Each dimension is calculated as the difference between
the maximum and the minimum values. The position is calculated by the addition of maximum and
minimum coordinates and dividing by 2. Once, that the dimensions and position are known, the object
will be included as a collision object of box type and it is published in the “\object” topic. This node
is running continuously for updating the information of the collision object.
A transformation is needed between the camera coordinates and the robot ones. Using the formulas
of the 7.1 equation, the robot coordinates are obtained.
XRobot = Dist + YCamera
YRobot = XCamera
ZRobot = hCam − ZCamera
(7.1)
The second node is called “object_above” and it subscribes to the topic “\object” and publishes all
the objects (including the table and the Kinect) in the “\Planning_Scene” topic that includes them into
the graphical view in the ROS visor.
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The third node is called “secure”, this program send a Cartesian trajectory to the robot socket. When
an object interferes in this trajectory, the program could not calculate a valid Cartesian trajectory and
it needs to calculate a trajectory avoiding the obstacle.
Once that a valid trajectory is found (global plan), the different trajectories to reach every point are
calculated (local plan). In this way, while the robot is moving, if a new object interferes in the trajectory
it is possible to detect it, stop the robot and recalculate a new trajectory.
A position constraint was set to restrict the robot movements and make them more natural.
The “minimum_waypoint_count” will be set to a high value (50) for checking collisions in a big
amount of points.
The “maximum_waypoint_distance” will be set to a low value (0.02-0.05) for increasing the number
of points and increase the security.
The “KPIECE” solver was selected because it is one of the fastest ones in a non-free collision objects
scenario and in addition it calculates clear and smooth trajectories.
Figure 7.4: Incorporation of the collision object to the scene and avoiding it
Figure 7.5: Avoiding the obstacle
Chapter 8
Combined applications: Fourth
robot generation
In this chapter several applications for the ABB IRB 120 robotic arm has been developed. They all use a
kinect as a vision system to provide the robot a way of perceiving its environment. The different programs
which form an application are implemented as ROS nodes and the communication among them is done
using ROS topics. These applications can be divided into two different parts: the artificial vision stage,
which consists in data acquisition and depth image processing, and robot management stage, which is
form by robot trajectory planning and robot movement.
The applications shown hereafter are the result of two final degree works: "3D recognition and pose
estimation using VFH descriptors" done by Alberto Lázaro Enguita and "Trajectory planning for the IRB
120 robotic arm using ROS" done by Javier Moriano Martín.
The artificial vision part is the same for the two shown applications. However, some changes have
been carried out to make the vision system able to communicate with the robot. Implementation and
design details have been explained in previous chapters.
The first step that should be done is to include the original program as a ROS node. Then the
Publisher is employed to create the ROS topic, which is used to send the estimated data. This data
indicates the shape, the dimensions and the pose of the different objects placed in the analyzed scene.
Data is sent by moveit_msgs::CollisionObject which number of fields depends on the shape of the object.
The structure of the sent data is shown below, where i is a positive integer index.
• Sphere fields:
– primitives[i].type = 2
– primitives[i].dimensions[0] = sphere radius
– primitive_poses[i].position.x = x coordinate sphere center
– primitive_poses[i].position.y = y coordinate sphere center
– primitive_poses[i].position.z = z coordinate sphere center
• Cylinder fields:
– primitives[i].type = 3
– primitives[i].dimensions[0] = cylinder height
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– primitives[i].dimensions[1] = cylinder radius
– primitive_poses[i].position.x = x coordinate cylinder center
– primitive_poses[i].position.y = y coordinate cylinder center
– primitive_poses[i].position.z = z coordinate cylinder center
– primitive_poses[i].orientation.x = q0
– primitive_poses[i].orientation.y = q1
– primitive_poses[i].orientation.z = q2
– primitive_poses[i].orientation.w = q3
• Box fields:
– primitives[i].type = 1
– primitives[i].dimensions[0] = box x dimension
– primitives[i].dimensions[1] = box y dimension
– primitives[i].dimensions[2] = box z dimension
– primitive_poses[i].position.x = x coordinate box center
– primitive_poses[i].position.y = y coordinate box center
– primitive_poses[i].position.z = z coordinate box center
– primitive_poses[i].orientation.x = q0
– primitive_poses[i].orientation.y = q1
– primitive_poses[i].orientation.z = q2
– primitive_poses[i].orientation.w = q3
As it can be seen in the cylinder and parallelepiped structure, orientation information must be provided
by the CollisionObject message as a quaternion, to transform it from turning torque (~k, θ) the equation
8.1 must be applied.
Q = [q1, q2, q3, q4] = (cos
θ
2 , k ∗ sin
θ
2) (8.1)
Once everything is working, assuming the robot does not include any positioning error, the positions
where it is placed are used as ground truth. One of the objects, which pose is estimated by this algorithm,
is placed in the scene and its position is marked. The program captures the scene once and saves the
data to keep sending the robot management system this position. After that, the object is put out of
the scene and the robot management system moves the robotic arm to the estimated position. To do
this task a marker has been placed as robotic arm tool. Some of this process steps can be seen in figure
8.1. The error measured is the distance between the center location where the object was placed and the
point which is painted by the marker attached to the robot.
51
(a) Error measure I
(b) Error measure II (c) Error measure III
Figure 8.1: Error measure
The result of this error estimation can be seen in tables 8.1,8.2 and 8.3.
Table 8.1: Ball pose estimation error
Test 1 2 3 4 5 Mean RMSE
Error 0.014 0.015 0.09 0.04 0.02 8.8 ∗ 10−3 0.0102
Table 8.2: Can pose estimation error
Test 1 2 3 4 5 Mean RMSE
Error 0.025 0.005 0.011 0.015 0.014 0.014 0.01544
Table 8.3: Box pose estimation error
Test 1 2 3 4 5 Mean RMSE
Error 0.015 0.035 0.002 0.020 0.040 0.0224 0.02628
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In order to reduce time costs and due to the robotic arm only can move in a limited range, the planar
background extraction is removed from the program, and instead of it a position filter is used.
Another test that has been done to measure the program performance is the time costs evaluation.
The necessary time to capture, process and return the desired values depends on the number of objects
placed in the scene, so several tests with a different amount of objects are done. Their results are shown
in table 8.4.
Table 8.4: Time costs for different captures
Objects number of balls number of cans number of boxes time costs
Test 1 1 0 0 190ms
Test 2 2 0 0 275ms
Test 3 3 0 0 410ms
Test 4 0 1 0 345ms
Test 5 0 2 0 650ms
Test 6 0 0 1 890ms
Test 7 1 1 0 515ms
Test 8 1 1 1 1345ms
Then a working example which shows why it was necessary to add a voting system to this program
is given . In figure 8.2 the rgb image captured by the kinect is shown. In the defined working area there
are only four objects a ball, two cans and a box, so these will be the desired outputs.
Figure 8.2: Rgb image captured for the example shown
In figure 8.3 the distances which the recognition algorithm returns for the nearest samples that form
the training dataset are shown for this four objects placed in the working scene are depicted.
If the recognition distances are noted, we can realize that in the figure 8.3c, despite the fact that the
analyzed object is a can the nearest coefficient is given for one of the milk carton samples. Using the
voting system instead of getting the best match, the program uses the five better matches to estimate
which object it is. This way the can is recognized as what it is.
For the next three applications it is necessary to work out a translation and a rotation between the
kinect coordinate system and the robot one. This transformation is needed due to the coefficients that
define each different object are estimated regard the kinect. Dimension coefficients are valid but position
ones require to be adapted, in order to make the system works properly. The transformation ,which is
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(a) Box recognition (b) Can I recognition
(c) Can II recognition (d) Ball recognition
Figure 8.3: Objects recognition
applied, is the one that describes the changes from the kinect coordinate axis and the robot ones depicted
in the figure 8.4.
Figure 8.4: Coordinate axis
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8.1 Labyrinth
The main goal of this application is to move the robot from one position to another avoiding the collisions
with any of the objects placed in the working scene.
Communication between the vision system and the robot management system is established through a
ROS topic which carries moveit_msgs::CollisionObject messages. In this topic, threeDOR node publishes
information about the objects detected while Object node receives the objects information and depicts
them in the planning scene. Once the objects are depicted, a security zone is added to them as it is
shown in 8.7. Security zones make the system more robust to the different errors and avoid the robot
moves too close to the objects.
Figure 8.5: Including objects in the scene
In this application the robot needs to move under three different constraints.
• The position of the link 6 is limited. The maximum heigh that the link 6 can reach is 7.5 cm forcing
the robot to avoid the different obstacles without passing over them and the minimum heigh is 2
cm to prevent collisions with the table.
• The orientation of the link 6 is as well constrained. The link 6 is really important because it carries
out the rotation of a possible tool. It is always pointing down toward the table.
• The joint position of the link 6 is not able to make big movements. This joint is constrained in
position, due to the fact that if a tool is added to the robot it will be more controlled.
The node labyrinth tries to find a path from the state 1 to the state 2:
State 1: State 2:
Position Orientation
x 0.3 x 0
y -0.4 y 1
z 0.02 z 0
- - w 0
Position Orientation
x 0.3 x 0
y 0.4 y 1
z 0.02 z 0
- - w 0
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The same steps are continuously repeated in this application: the robot is moved to the initial pose,
which is high enough to avoid the fourth, fifth and sixth links appear in the Kinect vision field.
Once initial pose is reached, labyrinth node communicates it to object node, which updates the plan-
ning scene according to the object information provided by the vision system. This update is run for ten
seconds, until labyrinth node indicates the robot is moving from the initial pose to State 1.
Once reached this configuration, a path which avoids the objects placed in the working scene, is
estimated and analyzed to check that all the states are valid (a state is valid if there is no collision among
the robot links).
If the path is estimated and verified the robot follows that trajectory and reaches State 2, otherwise
the robot keeps State 1 until the labyrinth is solved. Finally the robot goes to the initial pose again to
close the loop.
Figure 8.6: Robot solving the labyrinth: In this figure the robot avoids three obstacles of different shapes
(box, cylinder and sphere). First row: Simulation(RViz). Second row: Kinect point of view. Third row:
Real robot watched from the simulated point of view.
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8.2 Follow
The goal of this application is to follow a concrete object which can be chosen among sphere, cylinder or
parallelepiped
Object node is modified for this application to create a new one called Object_follow. Through a
variable, the object which will be followed is indicated. The biggest object, which belongs to the selected
class, is depicted in blue color and it is the one which will be followed by the robot. The robot is managed
by follow node which receives the position target from Object_pose node.
(a) (b) (c) (d)
(e) (f) (g) (h)
Figure 8.7: Robot following a ball: Two objects (can and ball) are placed in the working environment. The
ball(sphere object) is depicted in blue (Figures a,c,e,g) and the trajectory to reach its position is sent to
the robot(Figures b,d,f,h). The can is depicted in green as Collision Object. First row: Simulation(RViz).
Second row: Kinect point of view.
Chapter 9
Object grabbing application
9.1 Introduction
In this chapter, it is described how an object grabbing application has been developed and implemented.
The vision system used is formed by a Kinect, which captures the working environment. Environmental
information is used to move the ABB IRB 120 robotic arm, which thanks to the BarrettHand BH8-262
is able to grab the different objects and classify them depending on the class they belong.
This robot station is the result of the collaboration work between several students and their degree
thesis, so if more detailed information is needed it can be found in "3D recognition and pose estimation
using VFH descriptors" done by Alberto Lázaro Enguita, "Trajectory planning for the IRB 120 robotic
arm using ROS" done by Javier Moriano Martín and "Control de la mano robótica BarrettHand BH8-262
en entorno ROS" done by Alejandro Gómez Rubio.
9.2 Object recognition and pose estimation system
The vision system captures the environment using a position filter to avoid focusing on objects which
are out of the robot working area. Kinect input data is used to build the PCL of the region of interest.
Once this PCL is filtered, a cluster extraction is applied to obtain from it the different objects. Object
recognition algorithm is applied to each object returned by the clustering process to check if it belongs
to one of the trained classes. If so, matching coefficients extracted in the recognition process are supplied
to a voting system to classify the object.
Classify the objects is not the only task that the vision system must carry out, it must also provide
the dimensions, orientation (if necessary) and position of each object in order to grab them properly.
Object positions are defined by the Cartesian coordinate system. Orientation estimation does not make
any sense when sphere coefficients are computed, so it is only estimated for cylinder and parallelepiped
shapes. The number of dimensions that must be calculated are different for each different primitive shape.
For instance, sphere only needs the radius to be defined while Cylinder needs radius and height values to
be defined.
The objects’ position estimation is carried out with regard to the Kinect camera, so in order to supply
the coordinates to the robot with respect to its own reference system, a rotational and a translational
transformation must be applied.
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To provide the robot management system the estimated coefficients of the different objects placed in
the scene and their class, moveit_msgs::CollisionObject message is used. These sort of messages are sent
through a ROS topic which has been previously created.
9.3 BarrettHand BH8-262 management
To grab the objects a BarrettHand BH8-262 is used, which is a general purpose hand formed by four
self-dependent joints. It is attached to the last robot link to pick up the different objects once the robot
is placed in the proper location.
Figure 9.1: BH8-262 joints diagram
Services are communication methods between applications which are run in ROS. The structure of
this sort of communication is explained hereafter.
An app, which is commonly called server, supplies a set of tasks to other apps (clients). These services
consist on actions which will be carried out by the the server. To use some of these services, the client
takes advantage of a shared variable which establishes bidirectional communication between the client
and the server. This variable is formed by two fields: request and response.
Table 9.1: General example of a variable shared by the service
request response
float32 C_Variable1 string S_Variable1
int8 C_Variable2 float32 S_Variable2
uint32 C_Variable3 float32 S_Variable3
... ...
Request field can be written by the client, this way, it can send pieces of information to the server
app, which uses it to carry out the actions and return the results through response field, if it is necessary.
Usually, the client reads the response values to check the results are the expected ones.
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Figure 9.2: Service communication structure
BarrettHand control in ROS environment is done using a package called "bhand". This package con-
tains a ROS app which carries out a low level control: send initialization commands, speed adjustments,
joints angles, etc. This ROS app provides other programs several services to perform a high level control
such as:
• OpenHand
• CloseHand
• Set_Fingers_Angles
• Set_Finger_Angle
• Set_Fingers_Speed
The used services to grab the objects are Set_Fingers_Angles and Set_Fingers_Speed. A brief
description of these services is shown hereafter:
Set_Fingers_Angles allows the configuration of the four available angles in the robotic hand. To do
it Set_Fingers_Angles, which is a member of the bhand class, is used. The structure of this member is:
Table 9.2: Set_Fingers_Angles structure
request response
float32 ThetaF1 (range[0-140]) float32 ThetaF1 (range[0-140])
float32 ThetaF2 (range[0-140]) float32 ThetaF2 (range[0-140])
float32 ThetaF3 (range[0-140]) float32 ThetaF3 (range[0-140])
float32 ThetaF4 (range[0-180]) float32 ThetaF4 (range[0-180])
As it can be noted in the table 9.2, Set_Fingers_Angles has the most common structure used by the
services, which is formed by request and response fields. The client write on the request field the desired
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angles for each joint. Once the request is sent the server app will communicate via serial port to make
the robotic hand follows the defined instructions.
It is not possible to ensure the robotic hand reaches the desired pose because if an object collides
with a finger, it will stop. In order to know the joints’ final angle position, the server app writes on the
response field the reached angles. This angles are read by the client app (attach) and are used to depict
the finger position in RVIZ graphical environment.
Set_Fingers_Speed is a service which is used to set the joints’ movement speed. The structure that
it uses only has request fields,where the desired movement speed (opening speed and closing speed) is
written, as it is shown in table 9.3.
Table 9.3: Set_Fingers_Speed structure
request response
uint16 SpeedF1 (range[16-4080]) ————
uint16 SpeedF1 (range[16-4080]) ————
uint16 SpeedF1 (range[16-4080]) ————
uint16 SpeedF1 (range[16-4080]) ————
9.4 IRB 120 management
IRB 120 robotic arm is managed using MoveIT! libraries and ROS framework. The robot management
system is formed by two nodes attach, which moves the robot while it communicates with the BarrettHand,
and object_attach, which receives the objects information and depicts them.
A model of the robot, which includes the BarrettHand BH8-262, is created to be used in the RVIZ
simulator. The pose of the robotic hand is updated each time the hand service returns the angles values.
Figure 9.3: IRB120 model with hand included
9.4.1 Node 1: object_attach:
This node receives the information obtained by the vision system. The biggest object is depicted in blue
color. The information about this object is sent to attach node, which manages the robot to grab the
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object and place it in the proper position according to its class. The rest of the captured objects are
depicted in green color and a security zone is added to each object. The collision among the robot and
the green objects is not allowed.
9.4.2 Node 2: attach
As it has already explained in section 9.4.1, attach node manages the robot motion and send the necessary
request to the BarrettHand service. The program follows the next steps:
• The robot moves to the initial location, which is high enough to allow the vision system captures
properly the working scene. Afterwards object_attach node updates the working scene simulation
according to the information it receives.
• Once attach node receives the position of the biggest object the robot goes to that location. When
the robot moves from the initial point, to reach the received position, object attach node stops
publishing. This way the simulation is not updated when the robot is in the Kinect vision field.
• Finally, the robot places the grabbed object in the defined location according to the class it be-
longs. Finger angles are set to release the object once the robot reaches the proper location and
object_attach node publishes the scene again.
The way an object is grabbed depends on the class it belongs:
• Parallelepiped: to pick a parallelepiped, the robot is moved a position which is above the object.
Once there, the sixth joint rotates the required angle to position the hand perpendicular to the
parallelepiped. After that, the robot goes down until it reaches the defined position to grab the
object, where it sends the order to close the hand.
• Cylinder: if the target is a cylinder, the robot is positioned over the object before descending
vertically. The fourth finger, which manages the angle between finger one and two, is set to 30◦
once the robot is in the best location to grasp the cylinder. Afterwards the robotic hand is closed.
• Sphere: to grab a sphere the process is the same as in the cylinder case. The aim of positioning the
fingers as described before is to divide mechanical efforts among them.
Figure 9.4: Initial situation(left image) and final situation(right image)
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Figure 9.5: Robot picking up a box and placing it: The box is detected as the biggest object and it is
selected for being grabbed. The hand is orientated perpendicular to the box. The hand grabs the box
and places it in the defined position. First and third row: Simulation(RVIZ). Second and fourth row:
Kinect viewpoint.
Figure 9.6: Robot picking up a can and placing it: The can is detected as the biggest object and it is
selected for being grabbed. The hand grabs the can spreading the fingers 1 and 2 and places it in the
defined position. First and third row: Simulation(RVIZ). Second and fourth row: Kinect viewpoint.
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Figure 9.7: Robot picking up a ball and placing it: The ball is detected as the biggest object (the only
one) and it is selected for being grabbed. The hand grabs the ball spreading the fingers 1 and 2 and
places it in the defined position. First and third row: Simulation(RVIZ). Second and fourth row: Kinect
viewpoint.

Chapter 10
Results
10.1 Introduction
The applications will be tested in two steps.
Firstly, a network among the Linux computer and the Windows PC is created. Then, the ROS
applications are executed in the Linux computer and the trajectory commands are sent to the Windows
PC through the socket. The Windows PC running RobotStudio receives the trajectory and simulates the
movement of the robot.
Secondly, the applications are tested using the real robot. The Linux computer and the robot are
connected in the same network and the trajectory points are sent to the IRC5 controller.
The results of the applications were successful and the times for calculating paths in the different
applications are measured in this chapter using the simulated robotic arm.
10.2 Results of application 1
10.2.1 Experimental environment
The camera focuses toward a person. The person moves the hand and its position is detected. The
position of the hand is converted to the target position and the robot needs to move to this one.
10.2.2 Experimental methodology
Firstly, the different planners for calculating the trajectory are tested. MoveIT! returns the time that
takes to calculate the path. This information will be used for choosing the best solver in this scenario.
10.2.3 Experimental results
Without any collision objects, the times for the different planners calculating a trajectory is registered.
The process was executed five time, and the start and goal states were set randomly. The mean time for
every planner was calculated.
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Table 10.1: Planners times in a free collision environment
Planner Time 1(s) Time 2(s) Time 3(s) Time 4(s) Time 5(s) Mean time(s)
BKPIECE 0.613681 1.372899 1.070197 1.017866 0.752276 0.965384
KPIECE 0.210275 0.112756 0.071359 0.080164 0.100814 0.115074
LBKPIECE 0.427781 0.260101 0.690729 1.281524 0.881605 0.708348
EST 0.345009 0.160977 0.193705 0.080603 0.098730 0.175805
PRM 0.143160 0.100196 0.137388 0.072627 0.099123 0.110499
PRMStar 0.076908 0.153279 0.083323 0.073431 0.080868 0.093562
RRT 0.366643 0.021996 0.010048 0.145841 0.122975 0.133501
RRTConnect 0.038405 0.033941 0.037826 0.027628 0.040599 0.035680
RRTStar 5.003039 5.006465 5.000398 5.003137 5.005134 5.003635
TRRT 0.968762 0.434991 0.682043 0.570662 0.410531 0.613398
SBL 0.489039 0.196877 0.289956 0.196988 0.254892 0.285550
The planner RRTConnect will be used for the first application, due to the fact that it has the lowest
time of path calculation in a free obstacles environment.
It is interesting to know how many images can be processes per second. For doing it, the number of
image in a minute will be count adding a counter inside the program. An average of 1800 Point Cloud
image are processed within minute. It gives a rate of 30 image per second.
Figure 10.1: RRT Connect planner in a free collision environment
10.2.4 Conclusions
The fastest planner in a free collision objects environment is RRT Connect. It is a variation of the
RRT(Rapidly-exploring random trees) where two trees are created, one from the start state and another
from the goal state.
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10.3 Results of application 2: Avoiding an obstacle
10.3.1 Experimental environment
For this application, it is interesting to compare the behaviour of the different planners avoiding obstacles.
The process consists in introducing a fixed object in the scene and then plan a path avoiding it. The
object was introduced with a new node that includes a 15x15x30cm box in the position (0.3,0.0,0.15)
10.3.2 Experimental results
Table 10.2: Planners times with 1 obstacle
Planner Time 1(s) Time 2(s) Time 3(s) Time 4(s) Time 5(s) Mean time(s)
BKPIECE 0.350169 0.535699 0.606265 0.401927 0.728635 0.524539
KPIECE 0.148464 0.276414 0.245917 0.111750 0.443915 0.245292
LBKPIECE 0.528018 0.405189 0.716519 0.762700 0.450594 0.572604
EST 0.326989 0.278771 0.426204 0.430121 0.146075 0.321632
PRM 0.256549 0.261441 0.292011 0.200086 0.437903 0.289598
PRMStar 0.321960 0.134714 0.154502 0.186337 0.297809 0.2190644
RRT 0.162597 0.239738 0.598410 0.416935 0.258981 0.3353322
RRTConnect 0.114492 0.115064 0.093127 0.286854 0.240442 0.1699958
RRTStar max time max time max time max time max time max time
TRRT 3.579112 4.667732 3.701155 3.430202 4.316396 3.9389194
SBL 0.282484 0.530046 0.316693 0.340928 0.251139 0.344258
(a) KPIECE (b) TRRT (c) PRM Star
Figure 10.2: Avoiding an object with different planners
10.3.3 Conclusions
The fastest planner is RRT Connect, but now the difference in times is not so big. In environments with
object collisions, the totally random planners such as RRT and PRM are fast but their trajectories are
not so smooth.
That is why it is necessary to reach a compromise between velocity and smoothness.
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10.4 Results of combined application: Labyrinth
In this application, it is necessary to find a path between two positions in a dense collision object
environment. The robot’s link 6 is constrained in height, in this way the robot needs to avoid the
obstacles but it is not allowed to pass above them.
10.4.1 Experimental environment
A node was developed for including 3 boxes into the scene. The 3 boxes have the same dimensions
(10x10x10cm) and they are at the following positions:
• Box 1: (0.3 , -0.15, 0.05)
• Box 2: (0.15 , 0.15 , 0.05)
• Box 3: (0.45 , 0.15 , 0.05)
10.4.2 Experimental methodology
In this environment with three boxes it is difficult to find a path without collide with any of the boxes.
The planners take several seconds for find a valid path.
For comparing between the different planners, a stopwatch was used. The stored result was the
amount of times that a planner can solve the labyrinth within 1 minute is. The test will be carried out
3 times for every planner.
Finally, the mean time that a planner takes for solving and follow the path was calculated.
10.4.3 Experimental results
Table 10.3: Planners times with 3 obstacles
Planner Solved 1 (Times/min) Solved 2 (Times/min) Solved 3 (Times/min) Rate(s)
BKPIECE 4 4 0 22.5
KPIECE 3 2 2 25.71
LBKPIECE 0 1 1 90
EST 0 0 2 90
PRM 1 3 0 45
PRMStar 0 1 0 180
RRT 1 1 1 60
RRTConnect 0 2 0 90
RRTStar 0 0 0 -
TRRT 0 0 0 -
SBL 2 3 0 36
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Figure 10.3: Solving the labyrinth using KPIECE
10.4.4 Conclusions
KPIECE or BKPIECE could be used for this application. The smaller the objects are, the better results
are obtained.

Chapter 11
Conclusions and future work
11.1 Conclusions
In this project, the model of the IRB 120 robotic arm (that was not available among the MoveIt! robots)
was successfully developed.
Different perception system were used for detecting objects and these objects were incorporated to
the planning scene.
The IRB 120 was controlled in the simulation and with the real robot. Two applications were developed
for following an object and for avoiding an obstacle.
Finally, with the collaboration of a perception project [17], a final application was developed where it
is possible to interact with the object depending on their shapes (avoiding them and following them).
The final application was successfully implemented including a robotic hand (Barrett Hand BH-8 262)
for objects classification.
11.2 Future work
Different future works could be implemented based on this project.
• Models for different robotic arms (KUKA,DENSO,. . . ) could be implemented and the control of
them could be carried out using MoveIT!.
• Introduce the applications developed during this project in a real working environment.
• Development of new 3D navigations algorithms for robotic arms.

Chapter 12
Diagrams
With some diagrams it will be try to give a closer view to the solution of the problem.
12.1 Global diagram
The diagram in the figure 12.1 shows the global behaviour of the project. The green boxes are the initial
steps and the blue ones are the outputs. The yellow box is the main process.
Figure 12.1: Global diagram of the project
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12.2 Specific diagrams
Firstly, the diagram with the steps (fig. 12.2) for the communication of the ROS-IRB 120 socket.
Figure 12.2: Diagram of the socket
The following diagram (Fig 12.3) describes the different steps for the achievement of the first appli-
cation “Follow an Object”.
Figure 12.3: Diagram of the first application: follow an object
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Finally, the following diagram describes the different steps for the achievement of the second applica-
tion “Obstacle avoidance”.
Figure 12.4: Diagram of the second application: Obstacle avoidance

Chapter 13
Specifications
For this project, the following conditions need to be satisfied:
• Computer using GNU/Linux 12.04 with approximately 4 Gb of free space and network card. The
minimum requirements are not specified but for a proper work of the program it will be necessary
a powerful computer. The following packages are needed:
– ROS - full version
– Industrial ROS
– MoveIT!
– OpenNI launch
– OpenNI camera
• Windows PC (optionally for simulation) with the following programs:
– Robot Studio
– Solid Works
• IRB 120 robotic arm
• Kinect sensor

Chapter 14
Budget
This chapter will describe the theoretical cost of the whole project. It will include the material cost and
the professional fees. Finally, the taxes will be added for getting the total cost of the project.
14.1 Material cost
In this section, the cost of the different materials (hardware and software) are detailed and the VAT
(21%) is included.
Table 14.1: Material Costs (AVT included)
Item Unit Price (euro) Units Total Cost(euro)
Hardware
Laptop ASUS 599 1 599
ABB-IRB 120 12000 1 12000
Kinect 100 1 100
Windows PC 450 1 450
Hardware total cost 13149
Software
Ubuntu v12.04 0 1 0
Robot Operating System 0 1 0
LaTeX Editor 0 1 0
Robot Studio (Included with the IRB 120) 0 1 0
Solid Works (Student edition) 120 1 120
Software total cost 120
Material total cost 13269
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14.2 Professional fees
In this section the different Professional fees are calculated. This fees are calculated as gross incomes. It
includes all the professional activities related with the project.
Table 14.2: Professional fees (gross salary)
Activity Price (euro) Time (months) Total Cost (euro)
Engineering 1500 4 6000
Typing 1000 1 1000
Fees Total Cost 7000
14.3 Total cost
Table 14.3: Additional costs and total
Material Cost 13269
Professional fees 7000
Printing 90
Transport 250
Total 20609
Chapter 15
User guide
15.1 Introducción
For using the programs developed in this project it is needed to follow some steps that will prepare the
computer.
15.2 Download the necessary tools
1. Install ROS following the steps on the official ROS website [5]
2. Install ROS industrial: sudo apt-get install ros-hydro-industrial-core [18]
3. Install MoveIT: sudo apt-get install ros-hydro-moveit-full [6]
4. Install OpenNI launch: sudo apt-get install ros-hydro-openni-launch
5. Install OpenNI camera: sudo apt-get install ros-hydro-openni-camera
15.3 Make the executables
In the CD of the project, there are different folders. The folder “packages” contains the source codes of
the programs that were developed during this project.
For launching them, it will be necessary to copy this folder to the Ubuntu computer.
$ cd /.../packages
$ catkin_make
15.4 Using simulated robot in Robot Studio (Optional)
It is highly recommended to test the programs in the simulated Robot before that using them with the
real one. In this section it will be explained how to create the system for the communication with the
simulated robot.
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15.4.1 RobotStudio Setup
1. Open RobotStudio.
2. Click on create an empty station.
3. Select “ABB Library” and select the desired robot (IRB 120 for this project).
4. Select “Robot system” and click on “from Layout”.
5. Choose a name for the system and click “next”.
6. There should just appear the selected robot and press “next”.
7. Click “Options...” and select 616-1 PC Interface and 623-1 Multitasking.
8. Click “Finish”.
15.4.2 Install RAPID files
1. Go to <documents_directory>\RobotStudio\Systems and select the folder corresponding to the
name of the system that has been created in the previous step.
2. Go to the HOME directory.
3. Create a new directory called ROS.
4. Copy the six files from the desired socket (RAPID directory CD) to the newly created ROS
directory.
5. Give the Windows PC a static IP address.
6. Edit the file ROS_socket.sys changing the “GetSysInfo(\LanIp)” for the new static IP address
“xxx.xxx.xxx.xxx”.
15.4.3 Virtual FlexPendant
For interacting with the IRC5 there exists a hand held controller called FlexPendant. In the RobotStudio
program, there exists a virtual FlexPendant. For opening the virtual FlexPendant:
In the “controller” tab select “FlexPendant” and then “Virtual Flexpendant”.
It will be necessary to use the manual mode for creating the necessary task and modules. For selecting
the manual mode:
Select the button left from the joystick and turn the key in the upright position (see fig 15.1).
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Figure 15.1: Virtual FlexPendant: Manual mode
Once that the virtual FlexPendant has been launched and the Manual mode has been set, go to the
next section for installing the socket.
15.5 Installation of the socket
The folder “RAPID” contains the files that need to be copy to the Robot Controller for the communication
of the socket.
Copy these files to a Flash Memory and connect the Flash Memory to the FlexPendant USB port.
There is a “File Explorer” available in the “ABB menu”. Using it, Copy these files inside the “RAPID”
folder to the “HOME” folder inside the controller.
Firstly, browse ABB -> Control Panel -> Configuration -> Topics -> Controller -> Task Then include
the following features for the 3 tasks by pressing on “Add”.
Table 15.1: Socket task creation
Name Type Trust Level Entry Motion Task
ROS_StateServer SEMISTATIC NoSafety main NO
ROS_MotionServer SEMISTATIC SysStop main NO
T_ROB1 NORMAL main YES
Now the different modules will be added. These modules will be loaded automatically every time that
the controller is started.
ABB -> Control Panel -> Configuration -> Topics -> Automatic loading of modules.
Add one entry for each file.
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Table 15.2: Load modules to tasks
File Task Installed All Tasks Hidden
HOME:ROS/ROS_common.sys NO YES NO
HOME:ROS/ROS_socket.sys NO YES NO
HOME:ROS/ROS_messages.sys NO YES NO
HOME:ROS/ROS_stateServer.mod ROS_StateServer NO NO NO
HOME:ROS/ROS_motionServer.mod ROS_MotionServer NO NO NO
HOME:ROS/ROS_motion.mod T_ROB1 NO NO NO
[16]
15.6 Launching the applications
Firstly, it is necessary to establish the source of the program, every time that a new program will be
launched. The source will be the path of the programs:
$ source /.../packages/devel/setup.bash
For launching the applications in ROS, there are two important commands. If the program is of
type launch, the command “roslaunch” will be used. If the program is just a node “rosrun” command is
needed.
For connecting with the robot (simulated or real), the “robot interface” application will be launched.
$ roslaunch abb_common robot_interface robot_ip:=XXX.XXX.XXX.XXX
The confirmation message will appear in FlexPendant. Once that the connection has been successfully
established, the different nodes can be launched.
15.6.1 Application 1: Following an object
Connect the Kinect sensor to the Ubuntu PC and launch the OpenNI package:
$ roslaunch openni_launch openni.launch depth_registration:=true
Launch the Robot planning group and the RViz:
$ roslaunch irb120_moveit_config move_group_fast.launch
Run the “table” node for publishing the table model:
$ rosrun table table
Run the “object” node for painting the table and receive other objects:
$ rosrun object object
Run the “hand” node to calculate the mean position of the hand:
$ rosrun hand hand
Run the “point” node to move the robot to the desired position:
$ rosrun point point
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15.6.2 Application 2: Obstacle avoidance
Connect the Kinect sensor to the Ubuntu PC and launch the OpenNI package:
$ roslaunch openni_launch openni.launch depth_registration:=true
Launch the Robot planning group and the RViz:
$ roslaunch irb120_moveit_config move_group_fast.launch
Run the “table” node for publishing the table model:
$ rosrun table table
Run the “object_above” node for painting the table and receive other objects:
$ rosrun object_above object_above
Run the “cubes” node to calculate the position and dimension of the green collision object:
$ rosrun cubes cubes
Run the “seecure” nod to move the robot between two positions without collide with the object:
$ rosrun secure secure
15.6.3 Combined application: Labyrinth
Launch the Robot planning group and the RViz:
$ roslaunch irb120_moveit_config move_group_fast.launch
Run the “table” node for publishing the table model:
$ rosrun table table
Run the “object_lab” node for painting the table and receive the objects to avoid:
$ rosrun object_lab object_lab
Run the “threeDOR” node available in the Alberto Lazaro’s project [17] to recognise the object and
obtain position, dimensions and orientation:
$ rosrun threeDOR threeDOR
Run the “labyrinth” node to find a path avoiding the different obstacles:
$ rosrun labyrinth labyrinth
15.6.4 Combined application: Follow
Launch the Robot planning group and the RViz:
$ roslaunch irb120_moveit_config move_group_fast.launch
Run the “table” node for publishing the table model:
$ rosrun table table
Run the “object_follow” node for painting the table and receive the objects to avoid:
$ rosrun object_follow object_follow
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Run the “threeDOR” node available in the Alberto Lazaro’s project [17] to recognise the object and
obtain position, dimensions and orientation:
$ rosrun threeDOR threeDOR
Run the “labyrinth” node to find a path avoiding the different obstacles:
$ rosrun labyrinth labyrinth
15.6.5 Final application: Attach
Launch the Robot and robotic hand planning group and the RViz:
$ roslaunch hand_moveit_config move_group_fast.launch
Run the “table” node for publishing the table model:
$ rosrun table table
Run the “object_attach” node for painting the table and receive the objects to avoid:
$ rosrun object_attach object_attach
Run the “threeDOR” node available in the Alberto Lazaro’s project [17] to recognise the object and
obtain position, dimensions and orientation:
$ rosrun threeDOR threeDOR
Connect the Barrett Hand to the Ubuntu computer and give the permission for reading and writing to
the USB0 port. Run the “bhand_server” node available in the Alejandro Gomez’s project [19] to control
the Barrett Hand (BH-8 262):
$ sudo chmod a+rw /dev/ttyUSB0
$ rosrun bhand bahnd_server
Run the “attach” node to find a path avoiding the different obstacles:
$ rosrun attach attach
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