In this paper, we present a study to show that matching the dimensionality of interaction techniques with the dimensional demands of the task results in an interface that facilitates superior performance on interaction tasks without sacrificing performance on 2D tasks in favor of 3D tasks and vice versa. We describe the concept of dimensional congruence and how to identify the dimensional characteristics of a task so that appropriate interaction techniques can be applied. We constructed a prototypical application in a Virtual Environment Enclosure (VEE) using a hand-held device to show how this might be done in this type of apparatus. We then describe a study that evaluates both 2D and 3D tasks as performed using typical 2D and 3D interaction techniques. Results show that an appropriate mix of 2D and 3D interaction techniques is preferred over exclusive use of one or the other. The challenge lies not in selecting independent interaction techniques for specific tasks, but rather in constructing an overall interface that mixes 2D and 3D interactions appropriately.
INTRODUCTION
A recurrent theme in virtual environment (VE) research concerns the development of effective and useful interaction techniques. Over ten years into their development, a lexicon has yet to emerge that could be compared to the 2D desktop paradigm (GUI or WIMP style interfaces). Until that time, we will continue to search for what makes VEs special and what the best ways are to interact with them. Virtual environments, by their very nature, are three-dimensional. It is not surprising, therefore, that the majority of research on VE interaction techniques has involved 3D-specific interaction techniques. The problem is that there are many tasks that we do every day that are predominantly 2D. Tasks that involve reading or writing text or other symbolic information, selecting objects by their name, and many others do not have a spatial component. How are these tasks accomplished in a VE? Many of these tasks are so commonplace, that a VE that does not support them is of questionable utility.
"Virtual reality will remain inferior to the desktop as a serious work environment until users of VR can access the same data as available on the desktop. …Unless users have access to all the data they need to make intelligent decisions, VR interfaces will only provide a partial solution, one that may in the end hamper rather than enhance users' ability to perform work." [Angus95].
Many current VE interfaces force the user to perform these 2D tasks using 3D techniques. This mismatch is problematic in that there is no direct correlation between the actions of the user and effects on the environment or object in question. Even if we accept this notion as a useful design guideline, there remain issues related to implementation. Many of the 3D techniques we have seen in the literature preclude the use of 2D interaction techniques, and vice versa. One has to wonder if the ubiquity of cell phones and PDAs will drive a desire to use them as input devices in VEs. Their use is already increasing. While some techniques of this type have been explored, there is little guidance to help the designer maximize the effectiveness of both the 2D and 3D aspects of the interface simultaneously.
More problematic are issues related to mixed-dimension tasks. Here, the task is neither 2D nor 3D, but has characteristics of both. A maintenance technician might need to read a datasheet about a part to be replaced, and will do so while observing and manipulating the part in question. The 2D task involving the datasheet is tied to the 3D task of manipulating the part. In a VE, design decisions intended to make one of these effective often hinder performance of the other.
We define dimensional congruence as a condition whereby the spatial demands of a task are matched directly by the interaction technique that is used to execute it. This idea extends well back into the interaction design literature. Buxton advocated the use of appropriate devices to simplify syntax [Buxton86] . This led to significant work on the use of two-handed input mechanisms (e.g. Hinckley98]). While it may seem just as obvious that the use of two hands is an important interaction principle as it is that matching the dimensionality of a task to the device may be, we offer two counterpoints: (1) The frequency by which these principles are Copyright 2005 Association for Computing Machinery. ACM acknowledges that this contribution was authored or co-authored by an employee, contractor or affiliate of the U.S. Government. As such, the Government retains a nonexclusive, royalty-free right to publish or reproduce this article, or to allow others to do so, for Government purposes only. VRST'05, November 7 9, 2005, Monterey, California, USA. Copyright 2005 ACM 1-59593-098-1/05/0011...$5.00. disregarded is extremely high, and (2) Hinckley's examples involve two-handed tasks where both hands are working together on the same task. In the same way, we wanted to investigate how this same goal could be achieved using any type of interaction technique (not just hand manipulation), but by mixing the dimensionality and mapping it to the demands of the task.
Our goals were to (1) show that matching interaction tasks and techniques according to dimensional congruence improves the efficacy of a VE interface, and (2) show how interfaces can be developed such that 2D and 3D interaction techniques can coexist simultaneously. This paper will begin with a description of how dimensional congruence is identified for tasks in general. We then describe a study to show that dimensional congruence leads to superior performance as opposed to when mismatches occur between concurrent tasks and techniques. Finally, we show how both 2D and 3D interaction techniques can coexist in a way that allows for dimensional congruence to be satisfied.
Approach
We began our investigation by asking why some interfaces to VEs are effective on some tasks but not others. To address this issue, we needed to enumerate what tasks we were concerned with.
Tasks that can be performed in an application can be decomposed into the canonical set described by Foley et al [Foley84] :
• Selection: Make a selection from a number of alternatives.
• Position: Indicate a position on the display or in the workspace.
• Orientation: Alter the orientation of an object in the workspace.
• Path: Generate a series of positions and orientations over time.
• Quantification: Specify a value to quantify a measure.
• Text: Input or output of a text string.
While this classification predates the widespread use of VEs, it remains accurate as a lexical description of interaction tasks in general. Certainly, this is a very high level abstraction that can be decomposed further, but for our purposes, it enumerates the categories we are concerned with. We argue that only a subset of these are inherently spatial and therefore best served by a spatial (3D) interaction technique. Herein lies the predicament of VE interface designers. Is it possible to design a VE interface that supports both 2D and 3D interaction equally well? Given a 3D environment, selection of an object in that environment would appear to be a 3D task. A typical action we might make is to point to an object indicating "That is the object I want.". However, this is not the only type of selection necessary in a typical application. Selection implies any choice among alternatives. We need to include actions such as selecting objects or commands by name or physical characteristics rather than by location. An example of this might be "I want the blue sports car." or "I want item #135". This type of selection is inherently non-spatial and is best served by a non-spatial interaction technique.
Again assuming a 3D environment, position and orientation (and consequently path) tasks are spatial. While it may be possible to specify a position in space via a non-spatial interaction technique (such as direct input of numeric Cartesian coordinates), this is clearly not the most direct method of interaction. This is not to say that there are no circumstances where direct coordinate input might be useful, only that in general, direct specification of position and orientation is the most straightforward alternative.
Lastly, quantification and text input and output can often be the most problematic tasks VE interface designers have to contend with. Both numbers and language are inherently symbolic and nonspatial suggesting that spatial interaction techniques will not serve them well. However, most devices and media used to support spatial tasks such as spatial selection, position, and orientation tasks do not lend themselves easily to 2D interaction. In order to construct interfaces that can handle both 2D and 3D components of an interface equally well, we need to find ways to overcome this limitation. Table 1 shows each of the different types of interaction tasks and their respective spatial requirements. Selection has been subdivided into the specific spatial selection of an object or location in space (designated Selection3), and symbolic selection such as menu selection (designated Selection2).
An important issue to consider that will not be discussed in this paper due to its dependence on the application in question is that of the relative prioritization of tasks within an application. It is entirely reasonable to envision an application that has both 2D and 3D interaction tasks but in which the 2D tasks (for example) are not the priority tasks and may possibly even be rarely executed. A designer might decide in this case to consciously sacrifice performance on those 2D tasks in favor of the dominant 3D tasks for very practical reasons. While we do not argue that sacrificing performance for practical reasons such as task priority or possibly hardware limitations is a reasonable action to take, our intent here is to show how consideration of the spatial nature of tasks and techniques can improve an interface outside of these practical constraints. 
Previous Research
A range of interaction techniques for performing both 2D and 3D tasks have been previously demonstrated in VEs. Some of these techniques have become well-accepted. However, in general, these techniques excel in either the 2D or 3D domain at the exclusion of the other.
3D Techniques
Selection and manipulation of objects in a VE are tasks that are closely linked, often utilizing the same technique. Some common 3D techniques include ray-casting [Mine95] , arm extension [Poupyrev96] , and gestures.
Ray-casting is a technique that works equally well in both HMD and VEE applications. It enables spatial selections of objects in a scene by providing users a virtual beam as a visual cue extending from devices such as a baton or glove extending and intersecting with objects in the environment.
Arm extension techniques, also known as "go-go" techniques, are generally only useful with an HMD. Users select and manipulate objects using a tracked glove. They see a virtual representation of their arm which they are able to extend into the scene to select objects. Once selected, the object manipulation becomes handcentered. This is problematic in a VEE since the user can see his real arm and hand which will contend with the virtual arm and hand.
A variety of gesture interaction techniques exist, most relying on the use of glove devices. Pierce et al described Image Plane techniques which allow selection and positioning of objects using a range of one and two-handed gestures [Pierce97] . Grossman et al describe a gestural technique using tracking of the user's fingers used on volumetric displays [Grossman04] . Although all these techniques are quite adept at providing 3D selection and manipulation capabilities to the user, they do so to the exclusion of 2D techniques. Techniques such as ray-casting or arm extension introduce problems of arm fatigue, arm stability, and tracking jitter into what would be simple 2D tasks outside a VE. Two-handed techniques, due to physical requirements, may exclude the use of any other device for 2D interaction.
Other attempts to bring the 2D paradigm into VEs began with the introduction of WIMP interfaces through the use of virtual menus. Unfortunately, only half of the paradigm, the visual interface, survived the transition [Jacoby92]. Associated and required 2D interaction techniques such as click-and-drag, remained an element of desktop environments only. Instead, users are typically forced to treat 2D interfaces in VEs as 3D objects, and must interact with them using techniques that, while effective in performing 3D tasks, are awkward at best when used to accomplish a 2D task. For example, the CHIMP technique [Mine95] provides a 2D palette on which the user performs actions (See Figure 1) . To input numeric text, the user must sequentially select numbers from a pull-down menu off of the palette rather than a more natural interaction such as handwriting or some type of keyed input mechanism.
2D Techniques
Common 2D tasks, such as reading and writing text, are accomplished daily in the real world. However, very few techniques exist to allow these types of interactions with objects in a VE. Among these, two of the most effective are the Haptic Augmented Reality Paddle (HARP) [Lindeman99] and the Virtual Notepad [Poupyrev98] techniques. Both of these techniques are designed to be used with an HMD, and both enable users to perform a range of 2D interactive tasks.
HARP provides a rectangular-shaped paddle whose virtual representation appears as an avatar on which 2D position and selection tasks can be performed. The Virtual Notepad (See Figure  2 ) provides users with a tracked, pressure-sensitive tablet, on which they can draw or write text. Both these techniques enable the user to perform 2D tasks, but similar to the 3D techniques mentioned above, they do so potentially at the expense of 3D interaction. Both techniques require the use of both hands, one of which must be used to hold the tablet. Neither technique provides a way to select or manipulate other objects in the scene. The importance of text in information rich VEs was addressed by Bowman et al [Bowman03] . They provide a useful classification of text layout techniques that are appropriate for most types of display and application.
METHOD
To determine if dimensional congruence leads to improved performance and usability on interaction tasks in VEs, we constructed a simple application with a representative set of tasks.
Our intent was to show that purely 3D interaction techniques would be preferable on 3D dominant tasks, purely 2D interaction techniques would be preferable on 2D dominant tasks, and that a hybrid interface where 3D and 2D interaction techniques were matched to each individual task would be preferable overall. The techniques we chose were intended to be representative of a class of technique. We make no claims that they are the best of their class or that there could not be a better technique for a given task in question. We expected a strong effect to support dimensional congruence on individual tasks, but were most interested in the performance of the hybrid interface overall as it is multidimensional tasks that were the focus of this study.
Apparatus
The 3D display for our application was a 3-sided CAVE apparatus. The three back-projected screens were configured at 135˚ angles from one another to construct a wide field-of-view panoramic display.
We used a ruggedized hand-held tablet PC as our 2D display. It uses a typical stylus for manual input. We used a Polhemus Fastrak™ for 6DOF tracking and attached one sensor to a Mouse Pen™ that was connected to the stylus on the tablet (See Figures 3 and 4) . The test application we developed for this study involved interacting with trucks and trailers in a virtual motor pool. We needed an application that could reasonably support a wide variety of tasks for which we could design several plausible interaction techniques of differing dimensionality.
The environment consisted of four unique trucks along the left side of the building and four unique trailers along the right side. The task scenario consisted of select, position, and text tasks.
1. Spatial Selection. Given spatial directions ("Select the second trailer on the right.") select an object in the environment.
2. Position. Using the selected object, position it behind a specified truck on the left.
3. Read Text. Using the selected object, obtain specific information about that object.
4. Input Text. Enter a given number and assign it as an identifier to a truck.
Three interfaces were developed for this application; one consisting of purely 3D interaction techniques, one consisting of purely 2D interaction techniques, and one hybrid interface that mixed 2D and 3D interaction techniques.
For the 3D interface, the selection task was performed using the tracker and Mouse Pen devices. We used a simple ray casting technique where a button press on the Mouse Pen causes the currently intersected object to be selected (See Figure 5) . The selected object is moved by "dragging" it from its current position with the Mouse Pen button depressed. When the button is released, the object is dropped at its current location. The read text task was performed by requesting a textual read-out of the currently selected object. Text would appear on-screen as an overlay to the 3D environment (See Figure 6 ). The input text task was performed by selecting numeric buttons that appear on-screen using the selection technique described above (See Figure 7) . In the 2D interface, all interaction was mediated via the tablet display. The selection task was performed by selecting an item on a pull-down menu. The items were listed by name rather than by spatial position in the environment. The position task was performed using two slide bars. The position was specified by indicating movement along the ground plane of the motor pool. The read text task was performed by requesting information on the currently selected object which was displayed on the tablet screen. Inputting text was accomplished with a typical on-screen keyboard. Letters or numbers are selected by tapping on them on the keyboard with the stylus.
Based on our decomposition of tasks, the select and position tasks are considered 3D while the read and input text tasks are 2D. Consequently, the hybrid interface used the 3D techniques for select and position only and the 2D tasks for read and input text.
Experimental Design
The study included 27 participants, 20 of whom had prior experience with VEs, but not this specific application. The study was a within-subject design with each participant executing the same series of tasks in each of the three interfaces which were presented in a random order.
During each task execution, we recorded the number of errors that were made as well as the time taken to complete the task. We also used a post-trial questionnaire to elicit information about participants' preferences and estimates as to the ease or difficulty with which they were able to execute the tasks in the study.
RESULTS AND DISCUSSION
We will begin with a discussion of the results presented task by task. It is important to note that when discussing each independent task, the results are specific to each individual technique, not to the overall interface. The interfaces will be discussed at the end of this section.
We identified a slight learning effect across all conditions. The fact that the hybrid technique is always identical to either the 2D or 3D technique means that one technique is always performed twice. However, the randomization of ordering removes this effect from our data, but it is important to be aware that with either the 2D or 3D technique for each of these tasks, some improvement in performance should be expected.
The Select Task
The results show that for the select task, which was expected to be best served by the 3D interface, both the 3D and hybrid interaction techniques were superior to the 2D interaction technique in terms of both time (P ≤ 0.0001) and errors (P ≤ 0.0001). In this case, we expect the 3D and hybrid interfaces to be about the same because functionally, they are identical.
The 2D technique provides no spatial information. The objects in the space are listed in the menu by name rather than by position. It is important to note that had we changed the select task to be nonspatial, such as "Select the Peterbilt 362E", we would expect exactly the opposite results. The 2D technique would allow the user to directly pick the truck by name from a list. Both errors and time would reflect that the 2D technique was significantly superior to the 3D technique for a non-spatial select task. 
The Position Task
For the position task, we again expect the 3D and hybrid interfaces to perform about the same with the 2D interface being significantly inferior. Again, both time (P ≤ 0.0001) and, to a lesser extent, errors (P ≤ 0.05) indicate that this is indeed the case.
One participant in the 3D condition consistently dropped the trailer on the near side of the truck in spite of the fact that he reported no problems with his depth perception. We decided not to exclude this data point from our sample since we did not do an actual depth perception screening test and relied wholly on self reports. However, if this data point is removed we see an even stronger effect (P = 0.017).
It can also be argued that we could have devised a better 2D interface than two simple slide bars. Although we had devised some other techniques specific to our task, our intent was to study a very general 2D technique. Furthermore, our 2D technique was simplified by constraint to the ground plane of the motor pool thereby making it even easier than it could have been had we implemented 2D controls for each of the six degrees of freedom. The 3D technique was similarly constrained but involved physical movement of the participant thus making it a 6DOF or 3D technique. In general, we believe that the indirection involved with mapping any 2D technique to 3D position manipulation would give rise to data similar to ours. It would be of interest to study some different 2D techniques to determine how many of the mainstream 2D techniques compare to 3D techniques in the literature. 
The Read Text Task
The read text task should be performed better with the 2D interface as opposed to the 3D interface. In this case, the hybrid interface is identical to the 2D interface. Here, we see that the 2D and hybrid interfaces perform very well while the 3D interface does not fare well at all. A measure of time indicates a significant difference between conditions (P ≤ 0.0001) but errors do not show significance (P = 0.3725) largely due to large variance within the 3D condition. Problems with reading 2D text as an overlay on the 3D display would have been somewhat alleviated by either using a solid black background or by using an anti-interference font such as described in [Harrison96] . But in either case, reading the text would obscure the environment, thus complicating the task.
The important point to make is that the tablet allows the VE designer to present 2D information in a form with which users are already familiar. This familiarity is reflected in performance measures on this task as well as in subjective ratings and preferences. 
The Input Text Task
Finally, the input text task should be similar to the read text task in that the 2D and hybrid interfaces should be similar but the 3D technique should be relatively poor. This is shown in the results as both errors (P ≤ 0.0001) and time (P ≤ 0.0001) indicate significant differences between conditions.
Errors in the 3D condition can be attributed to noise in the tracker and latency making precision pointing very difficult. These types of errors for the input text task are characteristically similar to those in the 3D select task. However, as compared to their respective 2D counterparts, the 3D select task is far superior to the 2D technique where the reverse is the case for the input text task. 
Subjective Assessment
The first question we asked participants is which technique they preferred for each of the four tasks surveyed. As anticipated, for each of the 2D tasks, the 2D technique was preferable to the 3D technique. The reverse is true for the 3D tasks in favor of the 3D techniques. We also asked participants to rate each of the techniques on each of the tasks as to the relative ease or difficulty with which they found execution of that task. Again, each of the 2D tasks were rated as being easier if executed using the 2D interaction technique for that task. The reverse is true for 3D tasks and 3D techniques.
It is interesting that for the 2D tasks, the 2D techniques were not merely rated as being easier than their 3D counterparts, but were rated as being almost trivial (means of 4.85 and 4.96 out of a possible 5.0 respectively for the read text and input text tasks). This is primarily due to the fact that there are standard techniques available on the 2D device that do not have 3D counterparts. For the 3D tasks, even though the 3D technique was rated as being easier than the 2D technique, the 3D technique was still unfamiliar to the participants and therefore did not receive the same level of rating that the 2D techniques did for the 2D tasks. The position task was generally rated as the most difficult of the four tasks. We believe this is due to its tight inseparability with the preceding selection task, which was also rated as relatively difficult. It is possible that the ratings we see for the position task are partially tainted by the select task because participants were unable to see them as two distinct tasks. This, however, should be viewed as a positive result for the 3D technique. Jacob et al showed that inseparable tasks are best performed with an integrated interaction technique [Jacob94]. If participants viewed the selection and position tasks as an integrated task, then it should be best served by an integrated technique. In fact, this is the case for mixed 2D/3D tasks as well. If they are viewed as inseparable tasks, they require a mixed-dimension technique. This is what we see when we ask participants to select an object (3D pointing preferred), and then read data on that object (2D tablet display preferred). This is explained further in the next section.
Interface Comparison
The results to this point have been what one would expect. They remain important in that they provide further evidence that dimensionality matters in interaction design, and they extend principles accepted in conventional interface design to VEs. But we
have not yet answered the critical question of mixed-dimension tasks and techniques. The task list we developed was specifically intended to link the tasks so that the output of one would be tied to the input of the next. We will use this to give us an indication of overall performance and usability as a factor of dimensional congruence. In this section, the hybrid condition represents an aggregate measure of performance on the 3D techniques for selection and position combined with the 2D techniques for read and input text.
The task list illustrates a common mixed dimension aggregate task. To extract textual information about a virtual object, it must first be selected. Selection is 3D while reading text is 2D. The user views this as a single task. "I want to know what that object is." --but what is that? The user needs to be able to point. Even as a historical example on a 2D map, "Put That There" remains an excellent example of a mixed dimension task [Bolt80] . Yet, we still do not see elegant interfaces of this type in VEs. The results of this study suggest that not only are these interactions more effective, but they are also preferred.
The differences between interfaces is extreme (P ≤ 0.0001 for errors, and P ≤ 0.0001 for time). In figure 14 , the value of the hybrid interface as a whole is evident. By matching the 2D tasks with 2D techniques and vice versa, we have an interface that allows users to do both types of tasks in a manner suitable to their experiences and abilities rather than forcing a dimensionally incongruent solution where it does not belong. Also note that a comparison of the 2D versus 3D interfaces indicates that the 3D interface performed better across all tasks than the 2D interface. This is an interesting and unanticipated result. We believe that participants' responses may be skewed towards the 3D elements because this was viewed as a VE application. Earlier results show that the 2D tasks were easier using the 2D techniques than the 3D tasks were for the 3D techniques (see Figure 13 ). This would contradict the result in Figure 14 . While we do not conclude that either the 2D or the 3D interfaces were better than each other, it is clear that both were surpassed by the hybrid interface.
Implementation Issues
This section will discuss practical issues regarding the use of hybrid interfaces to VE applications. We now occasionally see PDAs and tablets used to control projection-based VE applications. Others have developed excellent solutions to this same problem for HMD displays [Lindeman99, Poupyrev98].
While is seems clear that mixed dimension interfaces are often superior to single dimension interfaces we still do not see many examples in practice. Maybe the reason for this is that the tools we use to build VEs do not take this into consideration. These interfaces are extremely difficult to construct because no abstractions are supplied by the tool builders. We hope that the tool builders will take note and supply VE developers with simple ways to mix dimensions in interfaces for projection or HMD-based applications. It should be relatively simple to connect a cell phone or PDA via wireless connection to a VE application and have it control parameters, issue commands, or be used as a read-out of text coming from the application.
In designing the implementation for this study, we explored the use of several devices, to include a Palm™ device and a ViA™ wearable computer. Any of these devices provide a means for displaying and entering textual data. However, several other considerations must be weighed when introducing a 2D device into a VEE.
Depending on the 2D requirements of the VE application, screen resolution is an issue that may need to be considered. Larger devices, such as a tablet PC, provide full resolution whereas a PDA is more limited. It is also important that the display have backlighting so that it is viewable in the dark environment of a VEE.
Since most 2D text tasks performed in a VE will involve data that comes from or must be transmitted to a source that is independent from the VE, a means for data transfer must be provided. This is also essential if an interface for interacting with and/or affecting the VE is to be provided on the 2D device. In this implementation, we used standard wireless communications to reduce the number of wires binding the subject to the apparatus. However, this was only a small advantage since the tracking technology used was not wireless, there was still a physical tether to the system.
Regardless of which device is chosen, none of them solve the problem that exists with all other 2D interaction techniques in VEs if it does not also provide a means for performing 3D tasks as well. Depending on the type and size of the 2D interaction device chosen for use in a VEE, one of the 2D device's components or the device itself can be transformed into a hybrid device by attaching a tracker to it. In our implementation, the pointing device used for interaction with the tablet was converted to a hybrid device by attaching a magnetic tracker, thereby enabling it to be used for performing 3D techniques as well (See Figures 3 & 4) .
Although the considerations mentioned above have been oriented toward the use of a 2D device in a VEE, HARP [Lindeman99] and the Virtual Notepad [Poupyrev98] both demonstrate the capability of bringing 2D interaction techniques into an HMD application. This was not studied in their work but based on our analysis, we believe that a similar study using their apparatus would result in very similar results. Imagination is the only barrier to combining these 2D and 3D techniques so that one type of task can be accomplished without excluding the other.
CONCLUSIONS
We have shown how dimensional congruence can be used to design interaction techniques that correctly match interaction task requirements, particularly on aggregate mixed dimension 2D/3D tasks. The experimental data strongly supports our claim that performance and usability will benefit from interaction techniques that are properly matched in dimension to their corresponding interaction tasks.
Further work will be needed in decomposing aggregate interaction tasks into components such that they can be properly evaluated for their respective spatial requirements but the fact that Foley's canonical task categorization has stood the test of time is encouraging. As we further identify what qualities of a task make it spatial, we will be better prepared to develop interaction techniques that fit its needs.
We identified a number of interaction techniques in VEs that involved a spatial task and stated that they do not facilitate 2D interaction. While this is true, we should point out this was not their intent. It is possible that many of the creative interaction techniques that have been developed over the years will not preclude 2D interaction. However, this is a design problem. Understanding that forcing a 3D solution on a 2D problem is the first step to the solution. Our undertaking now is to find ways to combine techniques that have been shown to work well for specific tasks and integrate them into real applications that really do something. Only then can we expect to provide access to all the information a user may need in a form suitable to its use, thus finally fulfilling the promise of VE applications that extend beyond the realm of toys and into the realm of real useful work.
