On elementary properties of free lie algebras  by Baudisch, Andreas
Annals of Pure and Applied Logic 30 (1986) 121-136 
North-Holland 
121 
ON ELEMENTARY PROPERTIES OF FREE LIE 
ALGEBRAS 
Andreas BAUDISCH 
Institut fiir Mathematik, Akademie der Wissenschaften der DDR, Berlin, DDR 
Communicated by A. Prestel 
Received 28 February 1984 
The elementary theory of a nontrivial free Lie algebra over a commutative integral domain is 
unstable and has the strict order property. 
1. Introduction 
Free Lie algebra means a free Lie algebra with at least two free generators. We 
consider the elementary theory Th(M) of a free Lie algebra M over a 
commutative integral domain R, formulated in a language L with the nonlogical 
signs [, ] for the Lie multiplication, + , - , and 0. 
Let Th(M, R) be the two-sorted theory of (M, R) formulated in a language L, 
with additional variables y,,, yi, . . . for the elements of R, additional nonlogical 
symbols for field theory, and a symbol for the action of R on M. 
It is possible to interpret Th(M, R) in Th(M) in such a way that for every 
formula q(yO, . . . , Y~-~, x0, . . . , x,_~) of L, there is a formula q*CyO, . . . , 
ym-l,-%, . . ., x,_~, z) of L, such that: 
For every r,, . . . , r,,_, E R, for every a,, . . . , a,_, EM, and for every c # 0 
of M 
(M, R) FQ)(Y~,..., r,-,, a,, . . . , a,-,) 3 
M k q*(r,c, . . . , Y,,_~c, a,, . . . , a,_,, c). 
For sentences and more generally for formulas without free variables for elements 
of R we have therefore a parameter free translation. It follows that the stability 
properties and the recursive properties of Th(M) cannot be better than that of 
Th(R). 
The aim of this paper is to prove that - no matter of what kind R is - Th(M) 
is unstable and has the strict order property. We obtain the result by uniform 
interpretation of the initial segments of the PreBburger Arithmetic in M. 
In contrast to this the theory of a free nilpotent Lie algebra over a field R has 
the same stability properties as Th(R) [2]. (Note that we were incorrect in the 
proofs of [2, Theorems 4.8 and 6.81 by assuming the new predicates have the 
‘natural’ interpretation also in substructures. So what we proved was complete- 
ness and model completeness but not elimination of quantifiers. Checking the 
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proof of Theorem 6.12 and making some straightforward modifications there it is 
not hard to see that all the other results of [2] remain true.) 
The following problems are left open: 
Does the elementary theory Th(M) of a free Lie algebra M over a commutative 
integral domain have the independence property and is Th(M) undecidable? Is it 
possible to interpret the initial segments of the natural numbers with addition and 
multiplication in it? 
2. Algebraic preliminaries 
First we compile necessary facts which can be found in the monographs of 
Magnus, Karrass, Solitar [5] and of Bahturin [l]. 
Let C be any subset of M. We denote by (C) the subalgebra generated by the 
elements of C. The elements of C are called monomials on C of C-weight 1. If a 
and b are monomials on C of C-weight IZ and m respectively, then [a, b] equals 0 
or is a monomial on C of C-weight n + m. Every monomial on C is a monomial 
on a finite subset of C. 
Usually we assume that M is freely generated by a subset A of M ([AI 2 2). If 
we consider the monomials on A we say ‘degree n’ instead of ‘A-weight n’. 
Let b be a monomial on a finite subset {a,,, . . . , a,_,} of A such that each a, 
occurs in b. Then 
my= a,,..., (_ (4-l . > 4J, . . . f 1,-l 
is called the multidegree & of b, if i, 3 1 is the number of occurrences of a, in b. 
Let M, be the submodule of M generated by all monomials on A of multidegree 
cr. M, is called a multihomogeneous component of M. 
Lemma 2.1. Let A be fixed. Then 
components. 
M is the direct sum of its multihomogeneous 
Then every b EM has a unique presentation b = C, b, where the b, are in 
distinct M,. If b = b,, then b is called multihomogeneous. If in this presentation 
all b, have the same degree, b is called homogeneous. Let M, be the submodule 
of M generated by all monomials on A of degree i. Then M, is a direct sum of all 
multihomogeneous components of degree i. 
We use c to denote the elements of the lower central series of M. & is the ideal 
generated by all Lie-products of at least i factors. If we consider & as submodule, 
then 4 = eiGj M, independently of the choice of A. An element b of M is of 
degree n if b E &\r,+,. This definition coincides with the notion of degree of 
monomials on sets A of free generators of M. M is a free R-module. This module 
is generated by monomials on A. To obtain a free basic set, we single out the 
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so-called basic monomials on A. This can be done in several ways. Generally we 
define a set (B, S) of basic monomials on an arbitrary set C. (B, S) is an ordered 
subset of all monomials on C, satisfying the following conditions. Let B, be the 
basic monomials of C-weight i. 
(1) B, = c. 
(2) forn>l, [b,c]EB,iffbEB,, CE$ i+j=n, and 
(i) b < c and 
(ii) if c = [c,, cJ, then b 2 ci. 
(3) [b, c] > b for all b, c, [b, c] E B. 
Theorem 2.2. Any set (B, <) of basic monomials on A is a free basis of M, such 
that the monomials of B of multidegree LX generate hl,. 
Therefore we have for each c E M a unique presentation as a linear combina- 
tion of basic monomials. We call it the basic presentation of c. 
If, instead of (3), (B, G) satisfies the stronger condition that b E B,, c E B,, and 
m <n implies b <c, we call (B, G) a Hall basis. We need furthermore the 
following %Sov bases (see [ 11). 
For this purpose consider the semigroup W(C) of all words in the alphabet C. 
Order W(C) lexicographically: 
a, * ~~a,a,<a~~~~a~ iff s < r, ai = ai for i s s or there is 
sometwithtSr,tGs,a,<a:, 
and ai = ai for i < t. 
A word w of W(C) is called basic if w,w, < wiw, = w for all possible products 
w,w* = w. 
If b is a monomial on C we denote by 6 the element of W(C) that we obtain if 
we forget the Lie brackets. 
Using the ordering “u < 21 iff U < fi” the conditions (1) and (2) in the definition 
of a set of basic monomials define a unique set B, by induction on n. 
Lemma 2.3. (i) B, with the ordering “b < c iff b < 2” is a set of basic monomials 
(&rSov basis). 
(ii) Zf b E B,, th en 6 is a basic word of W(C). 
(iii) For every basic word w there is a basic monomial b E B, with 6 = w. 
Theorem 2.2, can be used to prove the following two propositions (see [4]). 
Corollary 2.4. Let R, be a subring of the commutative integral domain R, MI a 
free Lie algebra over R, and M a free Lie algebra over R. Assume that MI is freely 
generated by A, and M by A with IA,\ s IAl. Th en every one-to-one mapping of 
A, into a can be extended to an RI-algebra monomorphism of MI into M in the 
natural way. 
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Thearem 2.5. Zf c and d are homogeneous elements of M, then [c, d] = 0 iff c and 
d are linearly dependent. 
Now we present the theorem of SirSov-Witt ([6], [S]), saying that every 
subalgebra of a free Lie algebra over a field is free. 
We give it in a modified form, as essentially contained in [2]. Let C = 
{c&,: 1~ i < w, a(i) < ;li} be a subset of M. For monomials on C by induction 
we introduce the C-degree: 
d,(c&i,) = i and d,([a, b]) = d,(a) + d,(b). 
We consider any set of basic monomials on C. It is possible to show that the 
definitions below are independent from the choice of that basis. 
C is called an (o)-system iff for every i < w, c&,) E 4 and {c&,: a(i) < Ai} is 
linearly independent modulo the ideal generated by J+, and all basic monomials 
on {c&~, :1 d j < i, a(j) < S} of C-degree i. 
C is called a (*)-system iff for every i < w, c& E 4 and all basic monomials on 
C of C-degree i are linearly independent modulo c+,. 
Then it is possible to formulate the core of the Theorem of SirSov-Witt as 
Theorem 2.6. Let M be a free Lie algebra over a commutative integral domain. 
Then every (o)-system in M is a (*)-system. 
In [2] the theorem is formulated for free nilpotent Lie algebras over fields. 
Then it is obviously true for free Lie algebras over fields. We obtain it for 
commutative integral domains R, if we apply Corollary 2.4 to the embedding of R 
into its field of fractions. Remark that it is not true that every subalgebra of M is 
generated by an (o)-system in this general case. 
3. Interpretation of Th(M, R) in Th(M) 
Lemma 3.1. For elements x and z of M the following conditions are equivalent: 
(i) There is some r E R with x = rz. 
(ii) M k Vu 3v ([u, v] = 0 A [x, u] = [z, v]). 
Proof. Assume x = r-z. Given u let u be ru. Then [u, v] = r[u, u] = 0 and 
[x, u] = [rz, u] = [z, ru] = [z, 211. 
To prove the other direction present x as CO<i<m xi and z = CO<i_ z, for some 
m where xi and zi are homogeneous of degree i and xi = 0 and z, = 0 is possible. 
Let u vary over A, the set of free generators of M. Since these u are 
homogeneous by theorem 2.5, [u, v] = 0 implies that u and v are linearly 
dependent. Since u E A we get v = tu by Theorem 2.2. Then [z, v] = [z, tu] = 
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[tz, u]. [x, U] = [tz, U] implies [X - tz, U] = 0. We obtain [xi - tzi, U] = 0 for all 
u E A and 0 < i < m. Then xi = tq. Otherwise we would get a contradiction in the 
following way: If degree of xi - tz, is greater than 1 take u arbitrarily from A. 
Otherwise choose u in such a way that u and xi - tzi are linearly independent. 
Applying Theorem 2.5 again we obtain the desired contradiction in each 
case. 0 
Let R*(x, z) be the formula VU 3~ ([u, V] = 0 A [.K, U] = [z, v]). If c is any 
element #O of M, then we can interpret R as R*(M, c). It is easy to define the 
ring operations on R *. Addition is as in M. For yi = rjc (i = 1, 2, 3) define rlrz = r3 
Note that Lavrov [4] used Theorem 2.5 to interpret 2 in the free Lie algebras 
over the integers 2 and to obtain undecidability in this way. He defined 2 as the 
set of all x with [x, c] = 0 where c is an element of a free generating set. Our 
definition is more complicated since we eventually want to have a parameter free 
interpretation of all formulas without free R-variables. Then next step is to define 
the action of R on M. 
Lemma 3.2. For every x, y, and z # 0 of M and every r E R holds: 
Mkx=ry iff 
M 1 R*(x, y) A Vu 3v (R*(v, u) A [u, rz] = [v, z] A [x, u] = Ly, v]). 
Proof. To prove the nontrivial direction we can assume that y # 0, because y = 0 
and R*(x, y) imply x = 0. 
By R*(v, u) we obtain TV = su for some s E R. Then [u, rz] = [SU, z] implies 
(*) (t - s)[y, u] = 0. 
By R*(x, y) we get x = ty. Then [ty, u] = [x, u] = ly, v] = Iv, su] = [sy, u] implies 
(**) (t - s)[y, u] = 0. 
Choose u in such a way that the degree of u is different from the degrees of the 
homogeneous components of y and z. Since z # 0 and y # 0, we obtain 
[u, z] # 0 and Iv, U] # 0 by Th eorem 2.5. Then (*) and (**) imply s = r = t as 
desired. Remark that by Theorem 2.2 rw # 0 follows from w # 0 and r # 0 for 
commutative integral domains. 0 
If r E R is coded by rc, Lemma 3.2 gives us the definition of ry for all y E M. 
Now it is easy to prove by induction on formulas: 
Theorem 3.3. For every formula q(y,,, . . . , Y,,-~, x0, . . . ,x,-J of L, there is 
some q*(yO, . . . , ympl, x0, . . . , x,_~, z) of L, such that for all c # 0 of M, all 
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a,, . . . , a,_, of M, and all r,,, . . . , r,,_, of R: 
(M, R) F q(ro, . . . , r,,-,, a,, . . . , a,-,) ifs 
M k q*(r,c, . . . , r,,_,c, a,, . . . , a,_,, c). 
Corollary 3.4. Zf q (x,, . . , x,_,) is a formula of L, without free variables for the 
ring R, then V’z#O Q)*(x(,, . . . , x,_1, 2) is a parameter free interpretation in L. 
This corollary permits us to use abbreviations as Vy E R . . . and 3y E R - * . if 
we speak in L about M. Let us mention that a similar interpretation is possible 
for free nilpotent Lie algebras over commutative integral domains. 
Corollary 3.5. The stability and decidability properties of Th(M) are not better 
than those of Th(R). 
In the next sections we will show that Th(M) is unstable and has the strict order 
property even if Th(R) is stable as for finite fields and algebraically closed fields. 
Let M, be the free Lie algebra over R with K free generators. It is obvious that 
M, = MA for infinite cardinals K, A. But if one of them is finite and K # A we have 
M&K: 
Corollary 3.6. Let 2 G n < cc) and q,, be the formula 
3X” * ~‘x~_~~y320~~~2,~~3yo~ ’ ’ Yn-I E R (Y = Lz, (YiXi + [zi, Xi])). 
Then M,i=q,iffAan. 
Proof. If A G n let {x0, . . . , x*_~} = A be a set of free generators of M and 
x, = ’ ’ . =x,-i = 0. Then every element of M is a linear combination of 
monomials of the form xi and [z, xi]. 
To prove the converse direction assume n < il. Let x0, . . , x,_, be given by 
~1,. Choose a E M such that a is linearly independent from x0, . . . , x,_, modulo 
&. Since all [zi, xi] are in &, a cannot be presented as required by q,. 
4. Instability 
First we derive a certain consequence of the Jacoby-identity which is useful for 
our purposes and gives a short proof of instability of M. Let a, b, c be some 
elements of M. From now on b will play a special role in our considerations. By 
induction on n define: a(O) = a, u(n) = [a(n - l), b] and similarly c(0) = c, 
c(n) = [c(n - l), b]. Let 
6(i, j) = 
(i + j)/2, if i +j is even, 
(i + j - 1)/2, otherwise 
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and if jai 
i$i, j) = 
(j - i)/2, ifi+jiseven, 
(j - i - 1)/2, otherwise. 
E(i, j) = --~(j, i) if j < i. If i and j are fixed we write 6 and E only. 
Lemma 4.1. Assume d, e E {a, 6). Then 
[d(i), e0’)1 = 
(-1)“[4@, e(a)] + [w, 61 for some w, if i + j is even, 
(-l)“[d(6), e(8 + l)] + [w, 61 for some w, otherwise. 
Proof. By the definition of E w.1.o.g. i c j. We prove the assertion by induction 
on j - i. If j = i or j = i + 1 we are done. Therefore we suppose i + 1 <j. By the 
Jacoby identity we obtain 
[d(i), c(j)] = [d(i), [c(j - 1), 611 = -[[d(i), 61, e(j - l)] + [[d(i), e(j - l)], 61 
= -[d(i + l), e(j - l)] + [[d(i), e(j - l)], 61. 
Applying the induction hypothesis the assertion follows. 0 
Theorem 4.2. M is not stable. 
Proof. Let a and 6 be two elements of A, a fixed set of free generators of M. To 
show that M has the order property we consider (a(2i) : i < o} in M. Define 
q(x, Y; a, 6) = 3u, w([x, ~1 = *:[[y, 61, a] + [w, 61. 
We show 
M k q(a(2i), a(2j); a, 6) iff i S j. 
At first suppose i <j. Take u = a(2(j - i) + 1). By Lemma 4.1 there are some w, 
and w, such that 
and 
[x, U] = [a(2i), u(2(j -4 + I)] = *[a(j), u(j + I)] + [wO, 61, 
[[y, 61, al = [a(2j + 1) a] = *[a(j), a(j + l)] + [Y, 61. 
M b q(a(2i), a(2j); a, 6) follows. 
To prove the converse assume that 
[a(2i), ul= *[[a(2j>, 61, al + [w, 61. 
Since by Lemma 4.1, 
[[@j), 61, al = [a(i), 4 + 111 +[w’, 61 
we obtain 
[a(2i), u] = *[a(j), a(j + l)] + [w”, 61. 
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Let us consider a &rSov-basis on A, such that b is the greatest element of A. 
Then [a(j), a(j + l)] 1s a basic monomial and [w”, b] is a linear combination of 
basic monomials of the form [. . . , b]. By Theorem 2.2, the unique basic 
presentation of [a(2i), u] contains the basic monomial [a(j), a(j + l)]. The 
multidegree of [u(j), u(j + l)] is (z y $ 1). If j < i, no multihomogeneous com- 
ponent of [u(2i), u] can have this multidegree, because in this case 2j + 1 < 2i. 
This gives the desired contradiction. Cl 
5. On the solutions of 3w [x, a] = [w, b] 
Throughout this section let a and b be homogeneous elements of M of some 
common degree m. Assume that they are linearly independent modulo JY,,,. By 
the Theorem of &rSov-Witt (Theorem 2.6) a and b freely generate (a, b). 
Lemma 5.1. Let a and b be us above. If x and w are solutions of [x, u] = [w, b] of 
degree ?=m, then there are r # 0 and s # 0 in R such that rx, SW E (a, b ). 
Proof. W.1.o.g. we assume that R is a field, because otherwise we embed M into 
a free Lie algebra over its field of fractions as in Corollary 2.4. Since a and b are 
homogeneous of common degree we can further suppose that w.1.o.g. x and w are 
homogeneous of common degree n z m. To prove the assertion we suppose that 
w.1.o.g. x 4 (a, b). We consider the vector space &lr,+, = cG3 0, where c is 
generated by the images of the monomials on {a, b} in r,. The basic monomials 
on {a, b} of {a, b}-degree n are a basis of c. If m does not divide n, c is empty. 
We obtain X = co + d, and W = C1 + d,, where Ci E c and ai E 0. By assumption 
d, # 0. We reach a contradiction for the case that d, and d, are linearly 
independent. The proof works for the other case analogously. 
{a, b, d,,, d,} is an (o)-system and by the Theorem of SirSov-Witt (Theorem 
2.6) a (*)-system. Therefore V U {[a, d,], [b, d,,], [a, d,], [b, d,]} is linearly 
independent modulo r,,,,,, where V is the set of all basic monomials on {a, b} 
of {a, b}-degree n + m. Then [x, a] and [w, b] have unique linear presentations 
modulo r,,,,,, on V U {[a, d,], [b, d,], [a, &I, [b, d,]}. Since &, # 0, [a, d,] 
occurs in the presentation of [x, ~1. But [a, d,,] cannot occur in that of [w, b], as 
the unique linear presentation of [w, b] contains elements of V, [b, d,,], and 
[b, d,] only. This contradicts [x, u] = [w, b]. 0 
Corollary 5.2. Let a and b us above and assume that R is a field. Then 
[a, x] = [w, b], where x and w ure of degree bm, implies that x and w are elements 
of (a b). 
Lemma 5.3. Let B, be a Hall basis on A of M. Let a and b be two distinct 
elements of B,, of degree m. Then for all x and w of degree Sm, [x, u] = [w, b] 
implies x, w E (a, b). 
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Proof. Since B, is a Hall basis, there is a Hall basis B, on {a, 6) for (a, b ), that 
isapartofB,.ByLemma5.1,rx,sw~(a,b)forsomer#Oands#OofR.We 
obtain basic presentations C rib, and C sibi of rx and SW respectively, where the bi 
are basic monomials of B, on {a, b}. Since the bj are basic monomials of B, too, 
C rjbi and C sibi are basic presentations on A with respect to B,. Considering the 
basic presentations of x and w with respect to B0 the uniqueness of the basic 
presentations (Theorem 2.2) implies that r divides each r,, s divides each si, and x 
and w have the basic presentations C (rilr)bi and C (sils)bi respectively. For this 
conclusion we need furthermore that R is an integral domain. Therefore 
x, w E (a, b). 0 
Analogously as Lemma 5.1 and 5.3 one obtains: 
Lemma 5.4. Let C be a subset of homogeneous elements of some common degree 
m that are linearly independent modulo r,,,. 
~fbJl4C)f orsomebEC, thenrwE(C)forsomer#O. 
If C is a part of a Hull basis of M, then w E (C) follows. 
Proof. To prove the first assertion we can assume that R is a field as above. 
Otherwise embed R in its field of fractions and apply Corollary 2.4. Let us assume 
rw # (C) for all r # 0. Since R is a field this is equivalent to w 4 (C). Let w,, be 
the homogeneous component of w of lowest degree (leading term of w). If 
w, E (C), we obtain [w - w,, b] E (C) but w - w, & (C). Iterating this argument 
we can assume w.1.o.g. that the leading term w, of w is not in (C). 
The homogeneous components (with respect to C) of elements of (C) have a 
degree jm in M. Then [w, b] E (C) implies that the degree of w, is jm for some 
j 3 1. Then C U {w”} is an (o)-system because of w, # (C). By the Theorem of 
SirSov-Witt (Theorem 2.6), C U { wo} is a (*)-system. Then [b, wO] is linearly 
independent from all basic monomials on C of degree (j + l)m (with respect to 
M) modulo TO.+l)m+l. This contradicts [w, b] E (C). The second assertion follows 
as Lemma 5.3. 0 
Assume that (a, b) is freely generated by a and b. Which solutions does 
3w [x, a] = [w, b] possess in (a, b )? The set of all solutions is a submodule. By 
Lemma 4.1, u(2i) is a solution. u(2i + 1) is not a solution. For this consider SirSov 
basis with a <b. By Lemma 4.1, [u(2i + l), a] = *[u(i), u(i + 1)] + [w’, b]. Since 
[u(i), u(i + l)] . IS a basic monomial and each [w’, b] has a presentation in basic 
monomials of the form [. . . , b], Theorem 2.2 implies that u(2i + 1) is not a 
solution. Let us summarize: 
Lemma 5.5. Zf (a, b) is freely generated by a and b, then each u(2i) is a solution 
of 3w [x, a] = [w, b], but u(2i + 1) is not. 
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Next we show that there are solutions of multidegree (4, 5) where i and j are 
arbitrarily large. 
Lemma 5.6. Let (a, b) be freely generated by a and b. Assume that as well i and j 
as i + 1 and j - 1 have no common factor >l. Then there is a solution of 
3 w [x, a] = [w, b] of multidegree (4: p). (e.g. i = q and j = qm + 1 for any prime q 
and m 2 1.) 
Proof. This is a consequence of the Witt formula [7] that give us the number 
@An,, . . . , n,) of basic monomials on r generators a,, . . . , a, of multidegree 
e::::::3: 
@An,, . . . , 4 = i d; 44 s , ( )!/(?)!...(;)! 
n=C IGiGr ni is the degree of the considered basic monomials. d / ni means “for 
every i with 1 s i s r d 1 n,“. p(d) is the Mobius function: ~(1) = 1; if d = 
p;l. . .p: with ki 2 1 then p(d) = 0 iff ki > 1 for some i; otherwise p(pi - * ep,) = 
(-1)“. 
To prove the assertion it is sufficient to show that 
O,(i, j) > O,(i + 1, j) - O,(i + 1, j - 1). 
O,(i + 1, j) - O,(i + 1, j - 1) is the number of basic monomials of multidegree 
($‘J that are not of the form [. . . , b]. If the number O,(i, j) of linearly 
independent [a, u], where u varies over all basic monomials of multidegree (T; g), is 
greater than this difference, then there is a linear combination of the [a, u], such 
that in its basic presentation all basic monomials that are not of the form [. . . , b] 
are omitted. 
Regarding a SirSov basis it is easily seen that 
1 (i+j+l)! 
O,(i + 1, j) d ~ 
i+j+l (i+l)!j! ’ 
because (i + j + l)!l(i + l)! j! is the number of all ordinary words, where a 
occurs i + 1 times and b j times, and only one of the n = i + j + 1 words 
ala2 + . . a,,, a2. . . a,a,, . . . , akak+l . * . anal . * . ak_-l, . . . , anal . . . a,_, 1s a basic 
word (Lemma 2.3). By the Witt formula 
@,(i, j) = +L (i and O,(i+l,j-I)=*, . (i + j)! 
1 +j irjl . . I +](I + l)! (j-l)!’ 
because the greatest common factor of i and j and of i + 1 and j - 1 is 1. Then 
O,(i, j) > O,(i + 1, j) - O,(i + 1, j + 1) if 
(i+j)! 1 
( 
(i + j + l)! 
i+j Zj-!+(i+l)!l(j-l)! > > (i+l)!j! & iff 
I+_ 1 i+j i+j+l i+j 
j 
piiffp_ 
i + 1 > j(i + 1) j(i + 1) >j(i + 1) ’ 
0 
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Let us consider the free Lie algebra M in an elementary language L* that 
contains L and a formula x(x, y) with M kx(u, v) iff u and ZJ have the same 
degree. Then Lemma 5.3 gives us an interpretation of the naturals with addition 
and multiplication. 
Theorem 5.7. In the L*-theory of M the naturals with addition and multiplication 
are interpretable. 
Proof. It is sufficient to interpret divisibility instead of multiplication. We 
consider the equivalence classes of elements of the same degree as the naturals. 
Remark that if u and u have common degree n, then 
Vr,sER(rfOvs#O+X(u,ru+sv)) 
says that u and u are linearly independent modulo r,,,. 
Theorem 2.5 is essential for the following. 
In the case of M2, the free Lie algebra over R with two generators, r,lr, has 
dimension 1. Therefore our definitions “x + y = z” and “y/z” (see below) do not 
work in the cases degree(x) = degree(y) = 2 and degree(y) = 2, respectively. This 
does not matter since in M, we can define degree(y) = 2 iff 
and degree(z) = 4 iff 
3x, y (degree([x, y)] = 2 A X(.G [-% [-? bG ~111)). 
Now assume w.1.o.g. that M has more than two free generators. Then for x # 0, 
y#O,x+y=ziff 
1x(x, Y) A x(]x, Yl, 2) v x(x, Y) A 3Y’ (x(x, Y’) 
A Vr, s E R (r # 0 v s # 0 + x(x, rx + sy ‘)) A x([x, y’], 2)). 
x + 0 = 0 + x = x. We can define “degree(x) G degree(y)“: x d y iff 32(x + z = y). 
We show that the formula 
Vu, t.~ (J&J, U) A x(‘y, v) A “u and u are linearly independent modulo 
r degreeb) + 1 “+ 3X, W (U CX A [X, U] = [W, V] A (X(X, 2) V X(X, 2 + U))) 
defines “y divides z” 0, j z) for all y # 0 and z # 0. 
First assume that degree(y) = i and degree(z) = ij. Let u and TV be elements 
fulfilling the presupposition of the formula above. Choose x as 
[. . . [u, u], u], . . .], u] where u occurs j times if j is even, j - 1 times otherwise. 
Then u dx and by Lemma 4.1, [x, U] = [w, V] for some w. To prove the converse 
direction let u and v be two basic monomials of a Hall basis of degree(y) = i. By 
Lemma 5.3, every solution x b u of 3w [x, U] = [w, V] lies in (u, TV ). There 
follows the existence of some k such that degree(x) = ki. As desired degree(z) = 
ki or degree(z) + i = ki. 0 
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6. Interpretation of the initial segments of the PreBburger Arithmetic 
If we consider the addition of the naturals as a relation we call all sets {i : i < n} 
with the restricted addition relation initial segments P,, of the PreBburger 
Arithmetic. Our main result is the following. 
Theorem 6.1. Let M be a free Lie algebra ouer a commutative integral domain R 
with at least two free generators. Then there are formulas Q?,,(x ; Z), q=(x, y ; Z), 
and q+(xO, x1, x,; 2) that dej7ne every initial segment of PreBburger Arithmetic for 
suitable interpretations of Z in M. 
Corollary 6.2. M has the strict order property. 
Remark that the PreBburger Arithmetic has not the independence property 
(see [3]). It remains open whether the multiplication on these initial segments is 
definable in M. 
If this is possible, then the theory of M has the independence property and is 
hereditarily undecidable. It would follow that the multiplication were not 
definable if we could show that Th(M) had not the independence property. The 
rest of the paper is devoted to the proof of Theorem 6.1. 
Proof. As mentioned above in our construction three elements a, b, c of M will 
play an important role. For convenience we had defined a(0) = a, c(0) = c, 
a(n) = [a(n - I), bl, and c(n) = [c(n - l), b]. If A freely generates M and (Al > 2 
choose a, b, c as elements of A. If A = {d, e} take 
a = [e, [e, [d, elII, 
b = [e, [d, [d, elll = -[d, [e, [e, dill, and 
c = [d, [d, [d, elll = -Id, [d, [e, dill. 
In each case we can consider {a, 6, c} as a part of a Hall basis on A. First we will 
define cpp(x; y,, y,, y,, z,, zJ. For this purpose let 9(x; y,, y,, zl) abbreviate the 
following formula: 
3~ 3w0w1w2 3r e R (1x, Y,I = [woj ~~1 A [u, rIl = [w,, y21 A 
r # 0 A [h YA ul = th 1.c hII + [w2, ~51). 
By Corollary 3.4, we can regard q as a formula of L. Remark that 
Th(M)tq,(x;y,>.v,, zr)@~( E”X; cry,, c2y2, ~~2,) for all sequences of si E (-1, 1). 
Lemma 6.3. (i) sa(2i) + tb with i G k and s # 0 is a solution of q(x; a, b, a(2k)). 
Zf M b Q~(x; a, b, a(2k)), then x E (a, b), and x = sa(2i) + z + tb where i c k, s # 0, 
and the multihomogeneous components of z with respect to {a, b} are of 
multidegree (;1;,$J with 1, > 1. 
(ii) The same assertion where a is replaced by c. 
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Proof. We show (i). We obtain (ii) by a suitable permutation of A. 
For x = sa(2i) + tb with s # 0 and i c k choose u = u(2(k - i)). By Lemma 4.1, 
there are w,, wi such that [sa(2i) + tb, a] = [ w,, b] and [a(2(k - i)), a] = [wI, b]. 
By the same lemma we obtain 
and 
[[sa(2i), b], u(2(k - i))] = (-l)%[u(k), u(k + l)] + [w*, b] 
[a, [a(2k), bll = C-l)%@>, a@ + 111 +[w**, bl 
for some q E (0, l} and some w *, w * *. As desired 
[[~a(29 + tb, b], u(2(k - i))] = (-l)““+“‘s[u[u(2k), b] 
+ [w* - (-l)EO+E1.sw**, b]. 
To prove the other assertion of (i) we show first that [x, u] = [w, b] implies 
x, w E (a, b). Since a and b are multihomogeneous, it is sufficient to prove this 
for all multihomogeneous components of x and w. Therefore we assume w.1.o.g. 
that x and w are multihomogeneous (with respect to A) and of the same degree n. 
If [Al>2 and {a, b} GA or if IAl =2 and degree(x) = degree(w) = iz Z= 4, then 
Lemma 5.3 implies x, w E (a, b ). It remains to consider the case IAl = 2 and 
degree(x) = degree(w) = IZ < 4. x and w must be linearly independent modulo 
r n+l* Otherwise, since they are multihomogeneous, lx = kw for some 1 and k. 
Then [Ix, u] = [kw, a]. This and [Ix, u] = I[x, u] = I[w, b] imply k[w, u] - Z[w, b] = 
0 and [w, ku -lb] = 0. We know that ku - lb # 0. Since ku -lb and w are 
homogeneous and 4 = degree(ku - lb) > degree(w) = n it follows that ku - Zb and 
w are linearly independent. But then [w, ku - Zb] = 0 is impossible by Theorem 
2.5, a contradiction. Now we are allowed to exchange the roles of {a, b} and 
{x, w} and to apply Lemma 5.1. We obtain that ru and sb are in (x, w ) for some 
r # 0 and s # 0. It follows degree(x) = degree(w) = 12 E (1, 2). Since r,lr, is 
l-dimensional (generated by [d, e]), n = 2 is impossible, too. Then x = Id and 
w=he with l#O and h # 0 is the only possible case because x and w are 
multihomogeneous. For the following computations we consider a and b as a part 
of a Hall basis on d < e. Then we have the following basic presentations: 
[x, a] = [Id, [e, [e, [d, ellll = I[[4 el, [e, [d, elll + l[e, [e, Cd, Cd, ellll, 
[w, bl = [he, [e, [d, [d, ellll = hk [e, [4 [4 ellll. 
By Theorem 2.2, [x, a] = [w, b] is impossible. We have shown that [x, a] = [w, b] 
implies x and w are elements of (a, b ). 
Now we work in (a, b ). x is a solution of 3w [x, a] = [w, b] iff each of its 
multihomogeneous components (with respect to {a, b}) is a solution. Let A be 
the set of all multidegrees (z,,bh,) such that h,>l. By Lemma 5.5, x has a 
decomposition 
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where I; = 0 and x (y = 0 for almost all i and o, and x a is multihomogeneous of 
multi-degree a. 
Let u be given by M k QI(X; a, b, a(2k)). S’ mce u is a solution of 3w [x, a] = 
[w, b] too, u E (a, b) and u = Ci<m~iu(2i) + EmEd u”+ t’b where for almost all i 
and (Y, rj = 0 and u oI = 0 and u a is multihomogeneous of multidegree a. 
M F q(x; a, b, a(2k)) implies furthermore [[x, b], u] = r[u, [u(2k), b]] + [w’, b] 
for some r # 0 and some w’. By Lemma 5.4, w ’ E (a, b ) . Therefore we have 
again an equation in (a, b). We consider it in all multidegrees (;; &+,) only. 
Using Lemma 4.1, we obtain 
[ jFw riu(2i + l>j iTw s,JJ(~)] = r(-1) ‘o[u(k), u(k + 111 + [W*, bl 
for some .sO E (0, l}, and some w*. On the left side of this equation we compute 
the multihomogeneous components C(h) of {a, b}-degree(;: &+ J. By Lemma 
4.1, 
C(h) = c r~~~(-1)E(2’+‘,2j)[u(~), a@ + l)] + [wh, b] 
i+j=h 
for some w, E (a, b). To apply Theorem 2.2, we consider a SirSov basis on a < b. 
Then all [u(h), u(h + l)] are basic monomials and each [wh, b] is a linear 
combination of basic monomials of the form [. . . , b]. We obtain 
and 
@i+1,2j) = 0 for h # k 
j~,~~~j(-l)r(2i+l.2j)=(-1)4’~#0. 
Choose 
i, = max{i : r, # 0}, j. = max(i:s,# 0}, 
i, = min{i : ri # 0}, jr = minti : s, # O}. 
If h, = i. + h, then it follows h,, d k. Otherwise ri,Sj, = 0, a contradiction, since R 
is an integral domain. For h, = i, +j, we obtain k d h, analogously. Since h, c h, 
it follows h, = k = h,, and therefore r,,, and sjO are the only coefficients #O. They 
must be #O. 0 
Define &x; y,, y,, y,, z,, ZJ to be the formula 
dXiY,, Y2, 4 A 3v, w3 (v(?J;Y,> Y2, 22) A LY3, xl + Iv,, VI = [% YJ). 
Lemma 6.4. 
(i) r&M; a, 6, c, u(2k), c(2k)) = (sa(2i) + tb : i G k, s # 0, s, t E R}. 
(ii) qp(M; c, 6, a, c(2k), a(2k)) = (sc(2i) + tb : i < k, s # 0, s, t E R}. 
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Proof. 
TWO k v&i Y,, Y,, ~3, ~1, 4 - e(w; ~1~1, ~2~2, ~3~3, ~4~1, ~2) 
for all q E { 1, -l}. Therefore (ii) follows from (i) by a suitable permutation of A. 
It is easily seen that sa(2i) + tb with s#O and isk fulfils 
Q+(x; a, b, c, a(2k), c(2k)): By Lemma 6.3, sa(2i) + tb fulfils q(x; a, b, u(2k)) 
and u = sc(2i) fulfils Q?(x; c, b, c(2k)). By Lemma 4.1, there are some E E (0, l} 
and w*, w** such that 
and 
[c, su(2i) + tb] = (-l)“[c(i), u(i)] + [IV*, b] 
[a, sc(2i)] = (-l)‘[u(i), c(i)] + [w**, b]. 
Therefore [c, su(2i) + tb] + [a, sc(2i)] = [IV* + w**, b], as desired. 
To prove the hard direction of (i) choose some v given by Mb 
Q+(x; a, b, c, u(2k), c(2k)). By Lemma 6.3, x and v are elements of (a, b) and 
(c, b), respectively, and x = su(2i) + z + tb, v = rc(2j) + z’ + t’b where s # 0, 
r # 0, i, j s k, and the multihomogeneous components (with respect to {a, b} and 
{c, b} respectively) are of multidegrees (j$J and (z,p,,) respectively with 1, > 1 
and h, > 1 for z and z’. 
By Lemma 5.4, we can discuss [c, X] + [a, U] = [w3, b] in (a, b, c > freely 
generated by a, b, c. Then 
s[c, u(2i)] + [c, z] + r[u, c(2jjl+ [u, 2’1~ [w& bl. 
In [c, 4W1, [a, 431, and in each mulithomogeneous component with respect to 
(a, b, c) of [a, z’] a occurs exactly once. But if z # 0 in each multihomogeneous 
component of [c, z] a occurs at least twice. Therefore [c, z] = [w, b] for some w 
in (a, b, c). Since a, b, c are free generators of (a, b, c), by Lemma 5.3, 
z E (a, b), a contradiction. Then z = 0. 0 
To interpret Pktl all su(2i) + tb in qp(M; a, b, c, u(2k), c(2k)) represent the 
number i: 9=(x, y;y2) is 
The addition is defined by cp+(x, y, z; yr, y2): 
3w 3, s E R (r # 0 A s # 0 A r[[x, ~21, Y] = $I’,, [=, Y211 + [“‘P Y21. 
Then the proof of the main theorem is concluded by: 
Lemma 6.5. For sh # 0 (h = 1, 2, 3) 
ML q+(sou(2i) + t,b, s,u(2j) + tlb, s,a(2m) + t,b; a, b) ifs i +j = m. 
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Proof. W.1.o.g. we can forget the summands ti6. By Lemma 4.1, 
(*) 
[[s,a(2i), 61, s,a(2j)] = (- l)%G,[a(i +j), a(i +j + l)] + [w’, b], 
[a, [~+z(2m), b]] = (-l)%,[u(m), u(m + l)] + [w”, 61 
for some .sg, .si E (0, l} and some w ‘, w”. 
If i+j=m, then 
s,[[M2i), 61, s,a(2j)l= (-l)E”+E’~,+,[a, [&2m), 611 
+ [qw’ - (-l)F”+p’~,~lw”, 61. 
To prove the other direction assume i + j#m and Mk q+(soa(2i), sia(2j), 
s,u(2m); a, 6). By Lemma 5.4, 
(**) r]]s,,a(2i), 61, s14Nl = $[a, [@m), 611 + [w, 61 
implies w E (a, 6). Let us consider a !&Sov basis on u < 6. Then all [u(h), a(6 + 
l)] are basic monomials and every [w*, 61 is a linear combination 
monomials of the form [. . . , 61. By Theorem 2.2, (*) and (**) 
contradiction. 0 
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