Abstract. Discrete-time Lotka-Volterra competition models are obtained by applying nonstandard finite difference (NSFD) schemes to the continuous-time counterparts of the model. The NSFD methods are noncanonical symplectic numerical schemes when applying to the predator-prey model x ′ = x − xy and y ′ = −y + xy. The local dynamics of the discrete-time model are analyzed and compared with the continuous model. We find the NSFD schemes that preserve the local dynamics of the continuous model. The local stability criteria are exactly the same between the continuous model and the discrete model independent of the step size. Two specific discrete-time Lotka-Volterra competition models by NSFD schemes that preserve positivity of solutions and monotonicity of the system are also given. The two discrete-time models are dynamically consistent with their continuous counterpart.
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The following is the Lotka-Volterra competition model: dx dt = x(r 1 − a 11 x − a 12 y), dy dt = y(r 2 − a 21 x − a 22 y),
where r i > 0 and a ij > 0, i, j = 1, 2.
The two variables x(t) and y(t) represent the number of individuals or population density in species x and y at time t; the parameters r i 's are the intrinsic growth rates for the two species x and y; a 12 and a 21 are the interspecific acting coefficients.
The dynamics of the model is well-known [1] . The following are the main properties of the system: The system has at most four equilibria: the extinction equilibrium E 0 = (0, 0); the exclusive equilibria E 1 = (r 1 /a 11 , 0) and E 2 = (0, r 2 /a 22 ); and the possible coexistence equilibrium E 3 = ((a 22 r 1 − a 12 r 2 )/(a 11 a 22 − a 12 a 21 ), (a 11 r 2 − a 21 r 1 )/(a 11 a 22 − a 12 a 21 )). Note that in (P5), for the continuous model, if E 3 is stable, then it is globally asymptotically stable. Numerical schemes may convert continuous model to discrete-time model. Usually, the local stability in the equilibria of the original continuous model will also be altered. In other words, the local stability conditions are not exactly the same as the continuous models. Some nonstandard numerical methods are introduced that will not alter the local stability conditions of the Lotka-Volterra model (1) . For example, Liu and Elaydi [6] used the following numerical scheme:
ϕ(h) = r 1 x(t) − a 11 x(t)x(t + h) − a 12 x(t + h)y(t), y(t + h) − y(t) ϕ(h) = r 2 y(t) − a 21 x(t)y(t + h) − a 22 y(t)y(t + h),
where ϕ(h) = h + O(h 2 ). Let x n+1 = x(t + h), x n = x(t), y n+1 = y(t + h), and y n = y(t). Its discrete version can be expressed explicitly in terms of x n and y n :
,
Cushing et al. [3] showed that the dynamics of the discrete system (4) are similar to the continuous model (1) . In fact, this discrete-time model is dynamically consistent with the continuous model with properties (P1)-(P5). In addition, Liu and Elaydi's model (4) is "elementary stable"; that is, the stability conditions are the same between the continuous and discrete model for any step size. Also, the method (4) is explicit and symmetric. Another type of nonstandard finite-difference scheme for the Lotka-Volterra model is also possible [8] .
In this manuscript, we present three classes of nonstandard numerical schemes which are elementary stable and preserve properties (P4) and (P5) of the system (1). Two methods are given that they are dynamically consistent with the differential equation system (1) with respect to all of the properties (P1)-(P5). We are inspired by the nonstandard numerical methods that were applied to a specific predator-prey model by the author [10] . The following is a normalized Lotka-Volterra predatorprey model:
All solutions of the predator-prey model are mutually stable periodic solutions if the initial conditions are positive, x(t 0 ) > 0 and y(t 0 ) > 0. Most standard numerical methods will not produce periodic solutions unless the step size is sufficiently small. The author [10] showed that there are three classes of nonstandard numerical methods that produce periodic solutions for this predator-prey system because of the noncanonical symplectic property of the numerical schemes. The NSFD methods for solving the predator-prey system (5) are as follows.
where a 1 + a 2 = 1,
We adopted the following notation:
, and y = y(t).
The three classes are classified by the choices of the nonlinear (xy) terms in the NSFD methods. They are
One of the simplest numerical methods in Class I (when β = 0 and α = 0) for the predator-prey model (5) is the following method:
(7) Hernandez and the author [4] applied an NSFD method that is similar to the method (7) to the competition model (1) and obtain the following:
where the pattern of nonlocal terms on the right-hand side follows the numerical method (7): the xy terms are replaced by x(t + h)y(t) and y(t) on the second equation is replaced with the nonlocal term y(t + h). In addition, the x 2 and y 2 terms are replaced by the nonlocal terms x(t)x(t+h) and y(t)y(t+h) respectively. In [4] , we showed that under certain conditions, the local stability criteria are exactly the same between the continuous model (1) and the discrete model (8) .
Because of the local stability preserving property of the method (8), we conjecture that all three classes of the methods mentioned above will also preserve the stability conditions of the Lotka-Volterra model (1) ; that is, they preserve properties (P4) and (P5). There exist many suitable NSFD methods for any given system of ODEs. Our purpose is to apply the three different classes of methods mentioned above to the continuous model (1) and show that we can find NSFD schemes in each class that are elementary stable; they all preserve the local stability conditions of the continuous model for any step size.
We will evaluate the methods of the three general classes applying to the continuous model (1) . The patterns of the nonlocal terms will be kept with the exception of the y term in the second equation which will be replaced by y(t) instead of the nonlocal term y(t + h). In Section 2, the general NSFD methods from Class I are discussed in detail. The methods are applied to the competition model (1) and the dynamics are analyzed. We show that it is possible to find many other elementary stable nonstandard methods such that the local dynamics, (P4) and (P5), are the same between the continuous and discrete models for any step size, as they are in the simple model (8) . The other two classes of methods, Class II and III, are discussed in Section 3. Two specific methods from Class I and Class III each that is elementary stable and dynamically consistent with all five properties (P1)-(P5) will be given. In Section 4, Euler's method is applied to the competition model (1) . We found that the step-size h is restricted for Euler's method. In Section 5, the conclusion and possible further studies are given.
2. General method I. Applying Class I general methods, the competition model (1) now becomes
Note that the pattern of nonlocal terms used in the numerical method (8) are still used, except the y term is replaced by y(t) and the xy terms are replaced by the ones in Class I. In other words, the xy term in x equation is replaced by βx(t)y(t) + (1 − β)x(t + h)y(t), and the xy term in y equation is replaced by (1 − α)x(t + h)y(t) + αx(t + h)y(t + h). In addition, the x 2 and y 2 terms are now x(t)x(t + h) and y(t)y(t + h) respectively. Let x n+1 = x(t + h), x n = x(t), y n+1 = y(t + h), and y n = y(t). Solving x n+1 from the first equation in (9) and y n+1 from the second equation, we obtain the discrete-time competition model:
We assume that 0 ≤ α ≤ 1 and 0 ≤ β ≤ 1.
We can show that for certain choices of α and β, the local stability results of the discrete-time model are exactly the same as the continuous Lotka-Volterra competition model (1) independent of the step-size h. The results are shown in the following theorem.
Theorem 2.1. Consider the discrete system (10) under the assumption (11). Furthermore, we assume that
Then we have the following results.
(i) E 0 is unstable and a repeller.
(ii) E 1 is locally asymptotically stable if a 11 a 21 < r 1 r 2 .
(iii) E 2 is locally asymptotically stable if r 1 r 2 < a 12 a 22 .
The criteria are exactly the same as that of the continuous competition model (1).
Proof. The local stability of the equilibria is determined by the eigenvalues of the Jacobian matrix evaluated at each equilibrium. The Jacobian matrices evaluated at E 0 , E 1 , and E 2 are
respectively, where " * " denotes a nonzero element. Their eigenvalues appear along the diagonals.
For E 0 , since hr 1 > 0, hr 2 > 0, both 1+hr 1 > 1 and 1+hr 2 > 1, both eigenvalues of J(E 0 ) are greater than one. E 0 is unstable and a repeller. By the assumption for α in (12), we have
Therefore, E 1 is locally asymptotically stable if a 11 /a 21 < r 1 /r 2 . For E 2 , the second eigenvalue of J(E 2 ), 1/(1 + hr 2 ), is less than one. Its first
By the assumption for β in(12), we have
Hence, E 2 is locally asymptotically stable if a 12 /a 22 > r 1 /r 2 .
The positive coexistence equilibrium E 3 = (x * , y * ) for the system (10) satisfies
which is equivalent to a 11 x * + a 12 y * = r 1 ,
We can also show that the local stability conditions at (x * , y * ) are exactly the same as that of the continuous Lotka-Volterra competition model (1). By using the identities in (13), the Jacobian matrix evaluated at E 3 can be simplified. We will rename our system (10) as follows:
Note that g is a function of x n+1 and y n . Thus, the entries of the Jacobian matrix at (x * , y * ) become
and
where 
To determine the stability of E 3 , we conduct the Jury test: E 3 is stable if and only if |trace(J)| < 1 + det(J) < 2. Since trace(J) = J 11 + J 22 > 0, we only need to check two conditions: 1 − det(J) > 0 and 1 + det(J) − trace(J) > 0. We have
because 0 < f x < 1 and 0 < g y < 1. The second condition is From the above two theorems, we conclude that the NSFD scheme (9), under the assumption β ≤ 1/2 ≤ α, produces discrete-time competition models that are elementary stable; they preserve properties (P4) and (p5) for the continuous model (1).
If we choose α = 1 and β = 0, then the Class I model (10) now becomes
This discrete system (15) is different from Liu and Elaydi's model (4) . Yet, it has many nice properties.
Lemma 2.3. The discrete-time system (15) preserves positivity and boundedness of solutions.
Proof. Since h, r i , and a ij are all positive, then if x n > 0 and y n > 0, it is easy to see from the first equation in (15) that x n+1 > 0. Then y n+1 > 0 follows from the second equation. The positivity of solution is preserved. If x n > 0 and y n > 0, then we have
ha 11 x n = 1 + hr 1 ha 11 and then
Solutions are bounded.
For this special case discrete model (15), the monotonicity of the system is also preserved. Define the order "≪" on the xy-plane as following:
In order to prove the monotonicity property, we write the discrete system (15) as the following map X = f (x, y),
We have the following results.
Lemma 2.4. The discrete-time system (17) preserves the order of the monotonicity defined as in (16).
Proof. For the system (17) to be monotone in the order of (16), we need to show that if 0 < x 1 ≤ x 2 and 0 < y 2 ≤ y 1 , then 0 < X 1 ≤ X 2 and 0 < Y 2 ≤ Y 1 , where
Assume 0 < x 1 ≤ x 2 and 0 < y 2 ≤ y 1 , then it is not difficult to see that
Then by using 0 < X 1 ≤ X 2 and 0 < y 2 ≤ y 1 we can show that
This lemma shows that the discrete model (15) preserves the monotonicity. Now that we have shown that the discrete system (15) is elementary stable and preserves positivity, boundedness, and monotonicity of solutions, we may conclude that the discrete-time model (15) is dynamically consistent with properties (P1)-(P5). Also, note that since the system (15) is monotone, if E 3 is stable, it must also be globally stable.
3. The other two methods.
General method II.
Applying Class II general method, the competition model (1) becomes
− a 22 y(t)y(t + h).
Note that the pattern of nonlocal terms used in the numerical method (8) are still used, except that the xy terms are replaced by the terms in Class II methods. In other words, the xy in x equation is replaced by βx(t + h)y(t) + (1 − β)x(t)y(t + h) and in y equation by βx(t + h)y(t) + (1 − β)x(t)y(t + h), and y in the second equation is replaced with y(t + h). In addition, the x 2 and y 2 terms are replaced by x(t)x(t + h) and y(t)y(t + h) respectively. Let x n+1 = x(t + h), x n = x(t), y n+1 = y(t + h), and y n = y(t). Solving x n+1 from the first equation and y n+1 from the second equation in (18), we obtain x n+1 = x n · 1 + hr 1 − ha 12 (1 − β)y n+1 1 + ha 11 x n + ha 12 βy n ,
We assume that 0 ≤ β ≤ 1. The local stability results are similar to the discretetime competition system (10). We mention briefly their proofs. Proof. The Jacobian matrices evaluated at E 0 , E 1 , and E 2 are Obviously E 0 is a repeller since both eigenvalues of J(E 0 ) are greater than one. For E 1 , its second eigenvalue of J(E 1 ) satisfies 
which is equivalent to (14). We also have the following stability results related to the positive coexistence equilibrium E 3 = (x * , y * ). By using the identities in (20), the Jacobian matrix evaluated at E 3 can be simplified. We will rename the discrete system (19) as follows:
Note that f is a function of y n+1 and g is a function of x n+1 . Thus, the entries of the Jacobian matrix become
where f x = 1 + ha 12 βy * 1 + ha 11 x * + ha 12 βy * , f y = −ha 12 βx * 1 + ha 11 x * + ha 12 βy * ,
It can be shown that the denominator of each entry of the Jacobian 1 − f g g f > 0, and by the assumption 0 ≤ β ≤ 1, 0 < f x < 1 and 0 < g y < 1 and f g , g f , g x , and f y < 0, which implies J 11 > 0, J 12 < 0, J 21 < 0, and J 22 > 0. It is also easy to see that
.
The theorem is proved.
For Class II methods (21), we are able to provide methods that are elementary stable; the methods preserve (P4) and (P5) properties. However, the step size h needs to be sufficiently small for the methods to preserve the other three properties (P1)-(P3).
3.2.
General method III. Applying Class III general method, the competition model (1) now becomes
Let x n+1 = x(t + h), x n = x(t), y n+1 = y(t + h), and y n = y(t). Solving the first equation for x n+1 and the second equation for y n+1 , we obtain
We also assume (12), 0 ≤ α ≤ 1 and 0 ≤ β ≤ 1. We have the following results related to the three equilibria E 0 , E 1 , and E 2 .
Theorem 3.3. Consider the discrete system (22) under the assumption Proof. The Jacobian matrices evaluated at E 0 , E 1 , and E 2 are
respectively. Their eigenvalues appear along the diagonals.
Obviously, E 0 is a repeller and unstable. For E 1 , its first eigenvalue, 1/(1 + hr 1 ) is less than 1. Its second eigenvalue of J(E 1 ) satisfies
Under the assumption (12), we have
E 1 is locally asymptotically stable. For E 2 , the second eigenvalue of J(E 2 ), 1/(1 + hr 2 ), is less than 1. Its first eigenvalue satisfies
E 2 is locally asymptotically stable.
The positive coexistence equilibrium E 3 = (x * , y * ) for the system (22) satisfies 1 + ha 11 x * + ha 12 (1 − β)y * = 1 + hr 1 − ha 12 βy * ,
which is equivalent to (14). We also have the similar results related to the positive coexistence equilibrium E 3 = (x * , y * ). By using the identities in (23), the Jacobian matrix evaluated at E 3 can be simplified. We will rename our system (22) as follows:
x n+1 = f (x n , y n+1 ) and y n+1 = g(x n , y n ).
Note that f is a function of y n+1 . Thus, the entries of the Jacobian matrix become 1 + ha 21 αx * + ha 22 y * . 0 < f x < 1 and 0 < g y < 1 while f g and g x < 0, which implies J 11 > 0, J 12 < 0, J 21 < 0, and J 22 > 0.
To determine the stability of E 3 , we conduct the Jury test: E 3 is stable if and only if |trace(J)| < 1 + det(J) < 2. Since trace(J) = J 11 + J 22 > 0, we only need to check two conditions: 1 − det(J) > 0 and 1 + det(J) − trace(J) > 0.
since 0 < f x < 1 and 0 < g y < 1. From the above two theorems, we conclude that the NSFD scheme (21), under the assumption β ≤ 1/2 ≤ α, produces discrete-time competition models that are elementary stable; they preserve properties (P4) and (p5) for the continuous model (1). If we choose α = 1 and β = 0, we obtain
(1 + hr 1 )x n 1 + ha 11 x n + ha 12 y n+1 ,
This is the symmetric case of the discrete time model (15). Therefore, all properties (P1)-(P5) follow similarly from the results of the discrete system (15). The discretesystem (24) is dynamically consistent with the differential equation (1) with respect to the properties (P1)-(P5). Also, note that since the system (24) is monotone, if E 3 is stable, it must also be globally stable.
4.
Comparison with Euler's method. Applying the Euler's method for the Lotka-Volterra competition model (1), we obtain
or we can solve x n+1 = x(t + h) and y n+1 = y(t + h) explicitly as the following:
n − ha 12 x n y n , y n+1 = y n + hr 2 y n − ha 21 x n y n − ha 22 y 2 n .
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We will find the stability conditions for all of the equilibria.
The Jacobian matrices evaluated at E 0 , E 1 , and E 2 are
respectively. Their eigenvalues appear along the diagonals. Obviously, E 0 is a repeller and unstable. It is easy to check that E 1 is stable if the step size h satisfies 0 < h < 2/r 1 and 0 < h(a 21 r 1 − a 11 r 2 ) < 2a 11 .
(26) Similarly, E 2 is stable if 0 < h < 2/r 2 and 0 < h(a 12 r 2 − a 22 r 1 ) < 2a 22 .
The Jacobian matrix evaluated at the interior equilibrium E 3 = (x * , y * ) is (29), we see that there is an upper limit for the step-size h in order for the local stability to be consistent with the continuous model. This is very different from the NSFD discrete models we proposed in this manuscript. The NSFD models are all elementary stable; stability conditions are independent of the step-size h.
5.
Conclusion. In all three classes of NSFD schemes, we find conditions such that the methods are elementary stable; that is, they preserve the two properties (P4) and (P5) of the Lotka-Volterra differential equation system (1) . In other words, the discrete systems and the continuous system are dynamically consistent with respect to properties (P4) and (P5). One NSFD method each from Class I and Class III is given so that it is dynamically consistent with the continuous model with respect to the five properties (P1)-(P5) and the global stability of the coexistence equilibrium E 3 .
Numerical methods can be applied to differential equation systems to obtain difference equation systems or discrete-time systems. Comparisons between the two systems help us understand the relationship between them. It helps us to construct more appropriate discrete models or more appropriate numerical methods from the continuous systems.
Further studies might include studying the much more general NSFD methods, which are independent of the methods from the predator-prey system (5), for the Lotka-Volterra competition model (1) . It may also be interesting to apply the same nonstandard methods used here to other models and study the local stability of each system. For example, one may apply the methods to three-dimensional Lotka-Volterra competition models. An important property of the Lotka-Volterra competition model (1) is monotonicity. We are able to give only two methods from the three classes that produce a discrete-time competition system that is monotone. We will look into more NSFD methods that will preserve this property.
