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Abstract 
The H.264/MVC standard offers good compression ratios for 
multi-view sequences by exploiting spatial, temporal and 
interview image dependencies. This works well in error-free 
channels, however in the event of transmission errors, it 
leads to the propagation of the distorted macro-blocks, 
degrading the quality of experience of the user. This paper 
reviews the state-of-the-art error concealment solutions and 
proposes a low complexity concealment method that can be 
used with multi-view video coding. The error resilience 
techniques used to aid error concealment are also identified. 
Results obtained demonstrate that good multi-view video 
reconstruction can be obtained with this approach. 
 
1 Introduction 
The rapid development of information technology and 
its supporting hardware is pushing multimedia services 
to include more realistic 3D depth impressions of 
observed scenes. Such systems can be exploited in a 
number of new applications including entertainment, 
education, tele-presence, surveillance, medicine, remote 
manipulation, gaming and art [1]. Therefore, 3D 
Television (3DTV) and Free View-point Television 
(FVV) are expected to be the next revolution in TV 
broadcasting [2] and personal entertainment. Practical 
implementation of these technologies requires the 
deployment of multiple cameras to capture the same 
scene from different view-points at the same time [3]. 
The 3D effect is obtained by projecting two of the 
captured perspectives. This multiple camera setup 
creates a Multi-View Video (MVV) that brings new 
challenges when it comes to its delivery due to the huge 
amount of data that needs to be transmitted.  
The significant increase in bandwidth demand 
requires higher compression by video codecs. However, 
the increase in compression efficiency generally comes 
at the cost of an increase in sensitivity to transmission 
errors [4]. Even a single bit in error may cause 
degradation in picture quality due to loss in bit-stream 
synchronization and loss of all encoded data which is 
dependent on the effected region. The wireless channel 
is highly susceptible to errors due to impairments. These 
degrade the quality of the transmitted multimedia 
sequences and therefore the design of reliable video 
coding systems is needed. This involves the 
development of error resilient tools and adequate 
channel coding techniques that limit the errors, their 
propagation and their influence. Furthermore, the use of 
error concealment techniques can be exploited to hide 
the effect of transmission errors in the video. 
This paper first gives a review on the MVV 
concealment techniques found in literature. Different 
techniques that operate on part or the whole frame and 
use the depth frame or the view-point frame to conceal 
the lost data are presented. This work also evaluates the 
most appropriate error resilience techniques that can be 
applied with MVV Coding (MVC) and proposes a low 
complexity error concealment technique which uses 
only the neighborhood data to estimate the missing 
information for the corrupted slices in the frame. 
The rest of the paper is organized as follows: 
Section II gives an overview of the MVC together with 
the type of errors found in error-prone channels, why 
these degrade the video quality and why error resilience 
and error concealment techniques become so important. 
Section III discusses the approach taken by some 
authors to conceal multi-view sequences while section 
IV proposes a low complexity error concealment 
technique that can be used with multi-view video 
coding. Section V presents some simulation results 
while Section VI provides a conclusion for this work. 
 
2 Backgroud 
2.1 Overview of Multi-view Video Coding 
MVV sequences contain a huge amount of spatial, 
temporal and inter-view redundancy which can be 
exploited in order to improve the compression 
efficiency of the video codec. The spatial correlation 
between pixel values is reduced by using Intra coding 
algorithms, such as predictive coding. Temporal 
redundancy stems from the high video frame rates 
which make the scene look near-stationary between 
frames. Therefore correlation between successive 
frames is very high and this redundancy can be reduced 
by using Inter frame coding algorithms, such as Motion 
Compensation (MC) techniques. These Intra and Inter 
coding algorithms are used as in normal single-view 
videos and are specified in the H.264/AVC standard [5]. 
However, MVVs also have a large amount of inter-view 
dependencies which can be exploited for further 
compression. To remove this redundancy, MC 
techniques can be extended between view-points to 
obtain disparity vectors (DVs), thus obtaining a 
prediction structure similar to that shown in Fig. 1 [6]. 
This multi-view extension is defined in annex H of the 
H.264/AVC standard [5]. Coding MVVs in this way 
gives significantly better results compared to applying 
the single-view H.264/AVC solution on each view [7]. 
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Figure 1. Multi-view prediction structure [7]. 
 
2.2  Transmission errors  
Transmission of compressed video content over 
wireless channels is severely affected by packet loss. 
These result in bit-stream errors that can be classified 
into two types; random bit or burst errors. Since 
H.264/AVC has a spatial-temporal block-based 
structure, the produced bit-streams are very sensitive to 
transmission errors leading to spatial and temporal error 
propagation. Spatial error propagation occurs when 
there is a loss of synchronization in predictive or 
entropy decoding. Temporal and inter-view error 
propagation result due to the use of MC techniques 
between temporal and inter-view frames respectively 
[8]. The standard only considers the proper definition of 
the syntax and semantics of the bit-stream and it does 
not give any solution for erroneous bit-streams. It 
assumes that the lower network layer has the capability 
to detect and drop corrupted packets so that the decoder 
is only presented with intact packets [4]. Therefore, 
error resilient coding is required to limit the propagation 
of visual artifacts while error concealment can be 
adopted to minimize the visual artifacts caused by the 
lost slices. 
 
2.3 Error resilience coding 
Error resilient mechanisms are introduced at the encoder 
to make the transmitted video bit-streams more robust 
to potential errors and to facilitate error concealment at 
the decoder. The error resilient schemes adopted by 
H.264/AVC to mitigate the effect of packet loss are: 
slice coding that limits the spatial error propagation, 
insertion of regular Intra coded frames to limit the 
temporal propagation of the error, and Flexible Macro-
block Ordering (FMO) that aids in error concealment. 
An overview of the performance of slice coding 
together with the effect of the cyclic-Intra coded period 
on H.264/MVC bit-streams can be found in [8]. Slice 
coding is also a requirement for most concealment 
methods since it prevents an entire picture from being 
lost [4]. FMO allows the Macro-blocks (MBs) to be 
grouped in slice-groups and each of them can be 
partitioned into one or more slices. Various FMO types 
are available [9], but the most efficient is the dispersed 
type FMO, where consecutive MBs are transmitted in 
different slice-groups to protect the neighborhood.  
FMO uniformly scatters possible errors to the whole 
frame to avoid error accumulation in a limited region 
[10]. Both slice coding and FMO increase the 
probability that a corrupted MB has distortion-free 
neighbors which can be used to aid concealment.  
 
2.4 Error concealment techniques 
Error concealment methods are used at the decoder to 
estimate the lost information by taking advantage of the 
inherent correlation that exists between the missing MB 
and the neighbourhood MBs. For multi-view 
concealment, each view can be concealed separately 
using only the single-view spatial and temporal error 
concealment techniques. However, for better error 
concealment, the neighbourhood view-point frame 
together with the depth video can be exploited since this 
has also a high correlation with the corrupted frame.  
 
3 Multi-view Error Concealment  
In literature, algorithms that consider the depth 
information for error concealment have been proposed. 
In [11], the authors propose a frame concealment 
method using shared MVs between the color and depth 
data. If the color frame is received corrupted, the MVs 
from the corresponding uncorrupted depth frame are 
used to form the concealed frame, and vice versa. If 
both corresponding frames are lost, then conventional 
single-view concealment algorithms are used to recover 
the lost frame. The authors in [12] consider the 
correlation between the color video and the depth video 
to propose a temporal error concealment technique for 
the lost MB. Another way to conceal a MVV is to use 
view interpolation [13] to obtain the lost frames. 
However, since MVV can be encoded efficiently 
without using the depth information, these techniques 
are not feasible as they require more processing 
resources and bandwidth. 
In [14], the authors calculate a global DV, for the 
inter-view referenced frame, relative to the base view 
and this is transmitted with the anchor frames. When a 
frame is lost, the corresponding MBs in the dependent 
frame are located using the global DV. For each MB, 
the mode and the MVs are copied and MC is used to 
generate the concealed frame. If the matching MB does 
not contain MVs, then depending on the frames’ type, it 
is either spatially concealed or a MV is estimated for it. 
In [15], the authors propose another method for full 
frame concealment where, following a number of steps, 
different algorithms are used to estimate the MVs and 
DVs for each MB from the DV or the MV or both fields 
of the source frame. Then, a median filter is applied to 
filter both the MV and DV fields, to fill the empty 
spaces and to filter irregularities. These vectors are used 
with motion and disparity compensation to form the 
concealed frame. Finally, the resulting picture is filtered 
again using a median filter to fill the empty regions. 
The latter methods consider the loss of a whole 
frame but the effect of transmission errors can be 
reduced by transmitting the frames in smaller slices. 
This is obtained through slice coding that result in slices 
with a smaller probability of error [4]. Since only the 
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corrupted parts of the image will be concealed, the 
reconstructed quality of the frame improves. This 
increases the bandwidth required for MVVs [4] but 
provides better concealment since higher fidelity 
neighborhood data is available to predict lost regions. In 
literature, algorithms that consider concealment on 
multi-view slices can be found in [16-19]. The authors 
in [16] consider a four-dimensional frequency selective 
extrapolation process which exploits the surrounding 
information within the same image and information 
from temporal and view-point neighboring frames to 
estimate the missing samples in the corrupted area. In 
[17] and [18] the authors consider a method that 
identifies the corresponding region in the reference 
frame through feature points. This region is used 
together with the boundary pixels in a weighted sum to 
obtain the replacing MB. However, the latter two 
methods are highly dependent on the quality of the 
reference frames. They only consider the pixel values 
within the reference frames and they do not make use of 
MVs or DVs which are useful for better concealment 
especially in highly dynamic scenes. 
 In [19], the authors estimate the lost MBs by 
estimating the MVs and DVs from the neighborhood 
temporal and inter-view frames, respectively. The outer 
boundary of the lost MB is considered and a full search 
for the replacing MB that minimizes the boundary 
distortion error is searched in the temporal and the 
view-point frames using the Decoder Motion Vector 
Estimation (DVME) technique. This method is adopted 
from single-view concealment [20]. All the MVs and 
DVs which give a small distortion error are used for 
motion compensation and the formed MBs are weighted 
to form the replacing MB. This technique provides good 
concealment however the complexity of the decoder is 
drastically increased since the decoder must search for 
the optimal vectors for the replacing MBs.  
 Other work, such as [21-22], uses Forward Error 
Correction (FEC) schemes to introduce redundancies in 
the codewords to ease their correction. These are used 
to form unequal error protection on different MVV 
elements such that better protection is given to more 
important data. In [21], MBs are classified into slice-
groups by examining their relative significance to the 
video and more important MBs are transmitted with 
better protection, by using the explicit type FMO [9]. In 
[22] the unequal error protection is formed by 
protecting different frame types with different levels of 
protection. Intra coded frames are the most protected, 
followed by temporal predicted frames, followed by 
inter-view predicted frame. Although this provides good 
error resilience, it increases the transmission bandwidth. 
If this is compensated for by decreasing the video 
bandwidth to accommodate it, the quality of the 
uncorrupted frames is reduced. With these schemes 
simple error concealment techniques can be used. 
 
4 Proposed Multi-view Error Concealment 
Since the H.264/MVC is an extension of the 
H.264/AVC, error resilience and error concealment 
techniques that are available for single-view video 
coding, can be adopted. To reduce the effect of 
transmission errors and to be able to transmit the video 
on a wireless channel, the frame has to be transmitted in 
smaller slices. To increase the probability of an intact 
neighbourhood, the dispersed type FMO should be used. 
These increase the bit-rate but are essential in obtaining 
good video quality on error-prone channels [4]. Further 
redundancies such as FEC are not essential since error 
resilience together with good error concealment is 
enough to provide acceptable video quality for low to 
high Packet Error Rates (PERs) [23] and these 
techniques increase the complexity. 
For error concealment techniques, methods that 
operate on corrupted slices should be used and low 
complexity algorithms are preferred since the video 
must be decoded in real-time. Thus, to search for a 
replacing MB in the reference frames using the DVME 
technique is not practicable. However, a less complex 
technique [24] can be used. This gives good results that 
are comparable to the DVME, for low to medium PERs 
[25]. This method uses the outer boundary distortion 
measurement to find a replacing MB, like DVME, but 
instead of a full search in a defined area, it only 
examines the neighbourhood vectors. Statistically, these 
vectors are highly correlated. In MVC, the 
neighbourhood MBs can also be predicted using DVs. 
In this paper we use these DVs together with their 
respective reference view-point as potential candidates 
for the replacing MB. If one of the neighbourhood MBs 
is predicted by a DV, then the view-point reference 
frame is also used for concealment and this avoids a full 
search in all the reference frames. This forms a 
temporal/inter-view error concealment method where 
the best MC MB from the temporal or inter-view frame 
is selected. 
The Intra-coded frames that do not contain 
neighbourhood vectors can be concealed using pixel-
wise techniques. However, to reduce the complexity 
needed in finding the corresponding MBs in the 
reference frames, only the neighbourhood pixel values 
in the boundary are used. Therefore, the simple 
concealment technique [26] used for H.264/AVC 
concealment [4] can be adopted. This technique uses the 
boundary pixels of a corrupted MB and gives a 
weighted sum to the missing pixels depending on the 
distance of the corrupted pixel from the boundary.  
 
5 Simulations and Results 
The Joint Multi-view Video Model [27] (JMVM) was 
used to obtain the H.264/MVC coded bit-streams. The 
proposed error resilience and error concealment 
techniques were implemented in this reference software. 
To demonstrate the performance of the proposed 
concealment algorithm, the Ballroom, a multi-view test 
sequences (8 views, VGA, YUV 4:2:0, 25Hz) [28] was 
used. The simulation parameters were chosen to have an 
encoder with low complexity and to be realistic for low 
delay real-time applications [29]. Slice sizes of 120 and 
150 bytes (low delay and low probability of being in 
error [4]) where corrupted with five different error 
patterns and their results were averaged. Figures 2 and 3 
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show the results obtained with this concealment 
technique. These results show that applying the low 
complexity single-view error concealment techniques 
with the extension of inter-view prediction, can provide 
good MVV concealment even at high PERs.  
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Figure 2: Objective results for the ballroom sequence 
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Figure 3: Subjective image quality comparison of frame 77 from view 
1 with 10% PER and (a) no errors, (b) no concealment, (c) concealed.   
6 Conclusion 
This paper presented a review on MVV error 
concealment techniques and proposed a low complexity 
concealment technique. This method is adopted from 
the single-view error concealment techniques but 
enhanced with the view-point prediction extension. 
Results show that with this modification, it becomes 
adequate for MVV concealment too. Furthermore, low 
complexity error resilience techniques, such as slice 
coding and FMO, are deemed fundamental in 
supporting the error concealment solution. 
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