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Введение
В пространстве суммируемых на отрезке функций рассматривается задача наи-
лучшего приближения при аппроксимации элементами конуса конечной размер-
ности. Приводятся признаки наилучшего приближения, в частности, в терминах
расширенного конуса. Получен достаточный признак наилучшего приближения,
который является аналогом теоремы Маркова А.А.. В конце работы рассматри-
ваются известные способы построения наилучших приближений при аппрокси-
мации подпространствами тригонометрических и алгебраических полиномов, ко-
торые могут быть использованы и в случае приближения элементами конуса с
указанными образующими.
1. Признаки наилучшего приближения в пространстве суммируемых
функций
Пусть 𝑋 — некоторое банахово пространство, 𝐹 — выпуклое замкнутое мно-
жество в 𝑋. Под задачей наилучшего приближения элемента 𝑥 ∈ 𝑋 элементами
множества 𝐹 будем понимать задачу отыскания величины
𝐸(𝑥, 𝐹 ) = 𝑖𝑛𝑓{‖𝑥− ℎ‖ : ℎ ∈ 𝐹}.
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Число 𝐸(𝑥, 𝐹 ) назовем величиной наилучшего приближения элемента 𝑥 ∈ 𝑋 эле-
ментами множества 𝐹 , а элемент 𝑢 ∈ 𝐹 , для которого
𝐸(𝑥, 𝐹 ) = ‖𝑥− 𝑢‖,
назовем элементом наилучшего приближения (э.н.п.) для 𝑥 в 𝐹 .
Геометрически наилучшее приближение элемента 𝑥 трактуется как его рассто-
яние до множества 𝐹 , а элемент наилучшего приближения — как точка множества
𝐹 , ближайшая к 𝑥.
В качестве пространства 𝑋 рассмотрим банахово пространство 𝐿[𝑎; 𝑏] веще-




|𝑥(𝑡)|𝑑𝑡, 𝑥 ∈ 𝐿[𝑎; 𝑏].
Пусть 𝐹 — замкнутое выпуклое множество в 𝐿[𝑎; 𝑏].
В [1] доказана
Теорема 1.1. Для того чтобы элемент ℎ0 ∈ 𝐹 являлся э.н.п. для 𝑥 ∈ 𝐿[𝑎; 𝑏] ∖𝐹 во
множестве 𝐹 достаточно, а если мера множества
{𝑡 ∈ [𝑎; 𝑏] : 𝑥(𝑡) = ℎ0(𝑡)}
равна нулю, то и необходимо, выполнение следующего условия∫︁ 𝑏
𝑎
(ℎ(𝑡)− ℎ0(𝑡)) 𝑠𝑖𝑔𝑛(𝑥(𝑡)− ℎ0(𝑡)) 𝑑𝑡 ≤ 0 для любого ℎ ∈ 𝐹.
Рассмотрим случай, когда замкнутое выпуклое множество 𝐹 является конечно-
мерным конусом.












𝜆𝑘 𝜙𝑘 ∈ 𝐻,





𝛽𝑘 𝜙𝑘 : 𝛽𝑘 ∈ 𝑅, 𝛽𝑗 ≥ 0 при 𝑗 /∈ 𝐽(ℎ0)
}︃
.
Множества 𝐻,𝐻𝐽(ℎ0) являются замкнутыми конусами, при этом
𝐻 ⊂ 𝐻𝐽(ℎ0). Конус 𝐻𝐽(ℎ0) в дальнейшем будем называть расширенным [4]
относительно элемента ℎ0 ∈ 𝐻. Функции 𝜙1, 𝜙2, . . . , 𝜙𝑛 назовем образующими
конуса 𝐻.
АНАЛОГ ТЕОРЕМЫ МАРКОВА 75
Лемма 1.1. Для любого ℎ0 ∈ 𝐻 имеет место равенство
𝐻𝐽(ℎ0) = {𝑢 ∈ 𝐿[𝑎; 𝑏] : 𝑢 = 𝛼(ℎ− ℎ0), 𝛼 ≥ 0, ℎ ∈ 𝐻}.
Доказательство.
{𝑢 ∈ 𝐿[𝑎; 𝑏] : 𝑢 = 𝛼(ℎ− ℎ0), 𝛼 ≥ 0, ℎ ∈ 𝐻} ⊂ 𝐻𝐽(ℎ0)
очевидно, т.к. элемент ℎ− ℎ0 ∈ 𝐻𝐽(ℎ0) для любого ℎ ∈ 𝐻 и следовательно
𝛼 (ℎ− ℎ0) ∈ 𝐻𝐽(ℎ0)
при 𝛼 ≥ 0. Покажем, что
𝐻𝐽(ℎ0) ⊂ {𝑢 ∈ 𝐿[𝑎; 𝑏] : 𝑢 = 𝛼(ℎ− ℎ0), 𝛼 ≥ 0, ℎ ∈ 𝐻}.
Пусть 𝑤 ∈ 𝐻𝐽(ℎ0). Элемент 𝑤 можно представить в виде
𝑤 = 𝑤 + ℎ0 − ℎ0.
Подберем 𝑚0 ∈ 𝑁 таким образом, чтобы
1
𝑚0





𝑤 + ℎ0 − ℎ0) = 𝑚0(𝑣 − ℎ0),
где 𝑣 = 1𝑚0 𝑤 + ℎ0 ∈ 𝐻 и включение доказано. Лемма верна.
Так как конус 𝐻 является замкнутым выпуклым локально компактным мно-
жеством, то для каждого 𝑥 ∈ 𝐿[𝑎; 𝑏] существует э.н.п. в конусе 𝐻, а множество его
элементов наилучшего приближения выпукло [3].
Следствие 1.1. Пусть 𝑥 ∈ 𝐿[𝑎; 𝑏] ∖ 𝐻, ℎ0 ∈ 𝐻. Для того чтобы ℎ0 был э.н.п.
для 𝑥 при аппроксимации элементами конуса 𝐻, достаточно, а в случае, когда
множество
{𝑡 ∈ [𝑎; 𝑏] : 𝑥(𝑡) = ℎ0(𝑡)}
имеет меру нуль и необходимо, выполнение условия∫︁ 𝑏
𝑎
𝜙(𝑡) 𝑠𝑖𝑔𝑛(𝑥(𝑡)− ℎ0(𝑡)) 𝑑𝑡 ≤ 0
для любого 𝜙 ∈ 𝐻𝐽(ℎ0).
Для установления справедливости следствия достаточно применить лемму 1.1
о структуре расширенного конуса.
Сформулируем без доказательства критерий наилучшего приближения в тер-
минах расширенного конуса.
76 ДРОЖЖИН И.А.
Теорема 1.2. Пусть 𝑥 ∈ 𝐿[𝑎; 𝑏]. Элемент ℎ0 есть э.н.п. для 𝑥 в конусе 𝐻 тогда и
только тогда, когда ℎ0 — э.н.п. для 𝑥 в расширенном конусе 𝐻𝐽(ℎ0).




















ℎ0(𝑡) 𝑠𝑖𝑔𝑛(𝑥(𝑡)− ℎ0(𝑡)) 𝑑𝑡 = 0;∫︁ 𝑏
𝑎
ℎ(𝑡)𝑠𝑖𝑔𝑛(𝑥(𝑡)− ℎ0(𝑡)) 𝑑𝑡 ≤ 0 для любого ℎ ∈ 𝐻.
Доказательство. Импликации (1) ⇒ (2) ⇒ (3) ⇒ (1) очевидны. Покажем, что
(2) ⇔ (4). Предположим в начале, что∫︁ 𝑏
𝑎
𝜙(𝑡) 𝑠𝑖𝑔𝑛(𝑥(𝑡)− ℎ0(𝑡)) 𝑑𝑡 ≤ 0 для любого 𝜙 ∈ 𝐻𝐽(ℎ0).
Тогда из условия ℎ0, −ℎ0 ∈ 𝐻𝐽(ℎ0) следует∫︁ 𝑏
𝑎
ℎ0(𝑡) 𝑠𝑖𝑔𝑛(𝑥(𝑡)− ℎ0(𝑡)) 𝑑𝑡 = 0.
Далее, для каждого ℎ ∈ 𝐻 элемент ℎ− ℎ0 ∈ 𝐻𝐽(ℎ0) и поэтому∫︁ 𝑏
𝑎
ℎ(𝑡) 𝑠𝑖𝑔𝑛(𝑥(𝑡)− ℎ0(𝑡)) 𝑑𝑡 =
∫︁ 𝑏
𝑎
(ℎ(𝑡)− ℎ0(𝑡)) 𝑠𝑖𝑔𝑛(𝑥(𝑡)− ℎ0(𝑡)) 𝑑𝑡 ≤ 0.
Таким образом, импликация (2) ⇒ (4) верна.
Покажем теперь справедливость импликации (4) ⇒ (2). Пусть
𝜙 ∈ 𝐻𝐽(ℎ0). Тогда по лемме 1.1 найдутся 𝛼 ≥ 0 и ℎ ∈ 𝐻 такие, что
𝜙 = 𝛼(ℎ− ℎ0).
Следовательно ∫︁ 𝑏
𝑎








ℎ(𝑡)𝑠𝑖𝑔𝑛(𝑥(𝑡)− ℎ0(𝑡)) 𝑑𝑡 ≤ 0.
Итак, лемма доказана полностью.
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В силу следствия 1.1 каждое из условий (1)–(4) леммы 1.2 является достаточ-
ным, а в случае, когда множество
{𝑡 ∈ [𝑎; 𝑏] : 𝑥(𝑡) = ℎ0(𝑡)}
имеет меру нуль и необходимо, для того чтобы элемент ℎ0 был э.н.п. для функции
𝑥 ∈ 𝐿[𝑎; 𝑏] ∖𝐻 в конусе 𝐻, при этом
𝐸(𝑥,𝐻) = ‖𝑥− ℎ0‖ =
∫︁ 𝑏
𝑎
𝑥(𝑡) 𝑠𝑖𝑔𝑛(𝑥(𝑡)− ℎ0(𝑡)) 𝑑𝑡.
Подводя итог вышесказанному, сформулируем следующую теорему.





𝛼𝑘 𝜙𝑘 : 𝛼𝑘 ∈ 𝑅,𝛼𝑗 ≥ 0, 𝑘 > 𝑚
}︃
,
ℎ0 ∈ 𝐻, 𝐻1 — подпространство, содержащееся в конусе 𝐻, базисом которого яв-




𝛼𝑘 𝜙𝑘 : 𝛼𝑘 ∈ 𝑅
⎫⎬⎭ .
Для того чтобы ℎ0 являлся э.н.п. для 𝑥 ∈ 𝐿[𝑎; 𝑏] ∖𝐻 при аппроксимации конусом
𝐻, достаточно, а в случае, когда множество
{𝑡 ∈ [𝑎; 𝑏] : 𝑥(𝑡) = ℎ0(𝑡)}








ℎ(𝑡) 𝑠𝑖𝑔𝑛(𝑥(𝑡)− ℎ0(𝑡)) 𝑑𝑡 ≤ 0 для любого ℎ ∈ 𝐻,
при этом
‖𝑥− ℎ0‖ = 𝐸(𝑥,𝐻) = 𝐸(𝑥,𝐻1) = 𝐸(𝑥,𝐻𝐽(ℎ0)).
Доказательство. Доказательство. Достаточность очевидна, т.к. ℎ0 ∈ 𝐻1. Необхо-
димость вытекает из следствия 1.1 и леммы 1.2.
Так как
ℎ0 ∈ 𝐻1, 𝐻1 ⊂ 𝐻𝐽(ℎ0),
то в случае, когда ℎ0 является э.н.п. для 𝑥 в конусе 𝐻, получим
‖𝑥− ℎ0‖ = 𝐸(𝑥,𝐻) ≥ 𝐸(𝑥,𝐻1) ≥ 𝐸(𝑥,𝐻𝐽(ℎ0)) = ‖𝑥− ℎ0‖,
при этом равенство 𝐸(𝑥,𝐻𝐽(ℎ0)) = ‖𝑥−ℎ0‖ следует из теоремы 1.2. Итак, теорема
верна.
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2. Аналог теоремы Маркова
Пусть 𝑡1, 𝑡2, . . . , 𝑡𝑟 есть различные точки отрезка [𝑎; 𝑏], функция
𝜔(𝑡) = (𝑡− 𝑡1)(𝑡− 𝑡2) . . . (𝑡− 𝑡𝑟), 𝑡 ∈ [𝑎; 𝑏].
Будем говорить, что точки 𝑡1, 𝑡2, . . . , 𝑡𝑟 — все точки перемены знака функции
𝜙 ∈ 𝐿[𝑎; 𝑏] на отрезке [𝑎; 𝑏], если, либо почти всюду на [𝑎; 𝑏] выполняется равенство
𝑠𝑖𝑔𝑛 𝜙(𝑡) = 𝑠𝑖𝑔𝑛 𝜔(𝑡),
либо почти всюду на [𝑎; 𝑏] имеет место
𝑠𝑖𝑔𝑛 𝜙(𝑡) = −𝑠𝑖𝑔𝑛 𝜔(𝑡).
Теорема 2.1. Пусть {𝜙1, 𝜙2, . . . , 𝜙𝑛} — линейно независимая система в 𝐿[𝑎; 𝑏],





𝛼𝑘 𝜙𝑘 : 𝛼𝑘 ∈ 𝑅,𝛼𝑗 ≥ 0, 𝑘 > 𝑚
}︃
,
функция 𝑔 ∈ 𝐿[𝑎; 𝑏] такова, что:




ℎ(𝑡) 𝑠𝑖𝑔𝑛 𝑔(𝑡) 𝑑𝑡 ≤ 0 для любого ℎ ∈ 𝐻.
Если 𝑥 ∈ 𝐿[𝑎; 𝑏] ∖𝐻 и ℎ0 ∈ 𝐻 обладают свойствами:




ℎ0(𝑡) 𝑠𝑖𝑔𝑛 𝑔(𝑡) 𝑑𝑡 = 0,






𝑥(𝑡) 𝑠𝑖𝑔𝑛 𝑔(𝑡) 𝑑𝑡
⃒⃒⃒⃒
⃒ .
Доказательство. Доказательство. В силу следствия 1.1 и леммы 1.2 получаем,
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Если конус 𝐻 является подпространством конечной размерности, то получим
известный результат А.А. Маркова [2].





𝛼𝑘 𝜙𝑘 : 𝛼𝑘 ∈ 𝑅
}︃
,
функция 𝑔 ∈ 𝐿[𝑎; 𝑏] такова, что




ℎ(𝑡) 𝑠𝑖𝑔𝑛𝑔(𝑡) 𝑑𝑡 = 0 для любого ℎ ∈ 𝐻.
Если функция 𝑥 ∈ 𝐿[𝑎; 𝑏] ∖ 𝐻 и элемент ℎ0 ∈ 𝐻 таковы, что 𝑡1, 𝑡2, . . . , 𝑡𝑟– все










3. Способы построения наилучших приближений при аппроксимации
тригонометрическими и алгебраическими полиномами
Особенностью теоремы Маркова А.А. и ее аналога является то, что функция 𝑔,
удовлетворяющая соотношениям (а), (b), строится независимо от приближаемой
функции 𝑥. Она зависит лишь от выбранного подпространства 𝐻.
В [2] указаны соответствующие функции 𝑔 для случаев приближения подпро-
странствами тригонометрических и алгебраических полиномов и указаны способы
построения элементов наилучшего приближения.
Рассмотрим отмеченные способы построения элементов наилучшего приближе-
ния при аппроксимации тригонометрическими и алгебраическими полиномами.
Лемма 3.1. При любых 𝛼 и 𝑎 ∈ 𝑅 для тригонометрического полинома 𝑇𝑛 порядка
не выше 𝑛 выполняется равенство
𝑎+𝜋∫︁
𝑎
𝑇𝑛(𝑡) sign sin[(𝑛 + 1)(𝑡− 𝛼)]𝑑𝑡 = 0.
Обозначим через 𝐿2𝜋 пространство 2𝜋 — периодических функций, суммируе-









Если рассмотреть функции из 𝐿2𝜋 лишь на промежутке [𝑎; 𝑎+ 2𝜋], то сразу полу-
чим, что это пространство линейно изометрично 𝐿[𝑎; 𝑎+ 2𝜋]. Через 𝐿2𝑛+1 обозна-
чим подпространство тригонометрических полиномов порядка не выше 𝑛. Пусть





𝛼𝑘 ℎ𝑘 : 𝛼𝑘 ∈ 𝑅,𝛼𝑗 ≥ 0, 𝑘 > 𝑚
}︃
,
где 𝑚 — целое неотрицательное число. Из приведенной леммы 3.1, теоремы Мар-
кова А.А. и теоремы 2.1 немедленно вытекает следующее утверждение.
Теорема 3.1. Пусть 𝑓 ∈ 𝐿2𝜋, 𝑇𝑛 — тригонометрический полином порядка не
выше 𝑛 принадлежит конусу 𝐻 ⊂ 𝐿2𝑛+1. Если 𝑡𝑘 = 𝛼+ 𝑘𝜋(𝑛+1) , 𝑘 = 0, 1, . . . , 2𝑛+ 1,
суть все точки перемены знака разности 𝑓−𝑇𝑛 на некотором промежутке (𝑎; 𝑎+2𝜋),
то 𝑇𝑛 — э.н.п. функции 𝑓 в подпространстве 𝐿2𝑛+1 и в конусе 𝐻, при этом





𝑓(𝑡) sign sin[(𝑛 + 1)(𝑡− 𝛼)]𝑑𝑡
⃒⃒⃒⃒
⃒⃒ .
Доказательство. Используя линейную изометрию указанных пространств и по-
лагая 𝑔(𝑡) = sin[(𝑛 + 1)(𝑡− 𝛼)], получим, что точки
𝑡0, 𝑡1, 𝑡2, . . . , 𝑡2𝑛+1
— все точки перемены знака функций 𝑔 и 𝑓 −𝑇𝑛 на любом открытом промежутке
длиной 2𝜋, который их содержит. Из теоремы Маркова А.А. и ее аналога получим
требуемое.





𝑃𝑛(𝑡) sign sin[(𝑛 + 2)𝑎𝑟𝑐𝑐𝑜𝑠 𝑡]𝑑𝑡 = 0.
Если рассмотреть пространство 𝐿[−1; 1], его подпространство 𝐿𝑛, состоящее из






𝑘 : 𝑡 ∈ [−1; 1], 𝛼𝑘 ∈ 𝑅,𝛼𝑗 ≥ 0, 𝑘 > 𝑚
}︃
,
где 𝑚 — целое неотрицательное число, то условие (b) теоремы Маркова А.А., а
также условия (b) и (2) теоремы 2.1, будут выполнены для функции
𝑔(𝑡) = 𝑠𝑖𝑛[(𝑛 + 2)𝑎𝑟𝑐𝑐𝑜𝑠 𝑡].
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, 𝑘 = 1, 2, . . . , 𝑛 + 1,
то справедлива следующая
Теорема 3.2. Пусть 𝑓 ∈ 𝐿[−1; 1], 𝑃𝑛 — полином степени не выше 𝑛 принадлежит




, 𝑘 = 1, 2, . . . , 𝑛 + 1,
– это все точки перемены знака разности 𝑓−𝑃𝑛 на (−1; 1), то 𝑃𝑛 есть э.н.п. функции
𝑓 в подпространстве 𝐿𝑛 и в конусе 𝐻, причем





𝑓(𝑡) sign sin[(𝑛 + 2)𝑎𝑟𝑐𝑐𝑜𝑠 𝑡]𝑑𝑡
⃒⃒⃒⃒
⃒⃒ .
В случае аппроксимации подпространством 𝐿𝑛 теорема 3.2 допускает следую-
щее применение. Пусть 𝑓 ∈ 𝐶[−1; 1] и требуется построить ее полином наилучшего
приближения ( в метрике 𝐿[−1; 1] ) степени не выше 𝑛. По узлам 𝑡𝑘, указанным в
теореме 3.2, построим интерполяционный полином 𝑃𝑛 для функции 𝑓 . Если ока-
жется, что они являются точками перемены знака 𝑓−𝑃𝑛 и других точек перемены
знака нет, то 𝑃𝑛 — э.н.п. функции 𝑓 в 𝐿𝑛.
В периодическом случае при аппроксимации подпространством тригонометри-
ческих полиномов порядка не выше 𝑛 подобное применение теоремы 3.1 несколько
сложнее, поскольку число точек 𝑡𝑘 равно (2𝑛 + 2) и на единицу больше, чем тре-
буется для разрешимости интерполяционной задачи. Однако, здесь в нашем рас-
поряжении имеется еще один дополнительный параметр — число 𝛼.
Заключение
Полученные результаты носят законченный характер и могут быть использо-
ваны в различных задачах прикладных направлений.
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