Abstract Exposures derived from electronic health records (EHR) may be misclassified, leading to biased estimates of their association with outcomes of interest. An example of this problem arises in the context of cancer screening where test indication, the purpose for which a test was performed, is often unavailable. This poses a challenge to understanding the effectiveness of screening tests because estimates of screening test effectiveness are biased if some diagnostic tests are misclassified as screening. Prediction models have been developed for a variety of exposure variables that can be derived from EHR, but no previous research has investigated appropriate methods for obtaining unbiased association estimates using these predicted probabilities. The full likelihood incorporating information on both the predicted probability of exposure-class membership and the association between the exposure and outcome of interest can be expressed using a finite mixture model. When the regression model of interest is a generalized linear model (GLM), the expectation-maximization algorithm can be used to estimate the parameters using standard software for GLMs. Using simulation studies, we compared the bias and efficiency of this mixture model approach to alternative approaches including multiple imputation and dichotomization of the predicted probabilities to create a proxy for the missing predictor. The mixture model was the only approach that was unbiased across all scenarios investigated. Finally, we explored the performance of these alternatives in a study of colorectal cancer screening with colonoscopy. These findings have broad applicability in studies using EHR data where gold-standard exposures are unavailable and prediction models have been developed for estimating proxies.
Introduction
Data from electronic health records (EHR) have the potential to substantially accelerate the pace of health services research while reaching patient sub-groups often excluded from traditional, designed research studies. However, EHR data are often missing gold-standard information on key variables. Much effort has focused on the development of prediction models for such imperfectly ascertained variables (Richesson and Smerek 2015) , with relatively little effort focusing on appropriate statistical methods for incorporating the resultant predictions into subsequent analyses.
Evaluation of the effectiveness of cancer screening tests provides an example of a research area where EHR data can be particularly informative. EHR data provide access to information on a large population, facilitating study of rare outcomes such as cancer, and allow for evaluation of screening test effectiveness in community practice. However, EHRbased cancer screening research is hampered by lack of availability of a key exposure variable, the purpose for conducting the test, referred to as the test indication.
Missing or erroneous information about the test indication poses a critical challenge to the evaluation of screening test outcomes using observational data (Weiss 1998; Weiss et al. 1992) and is common in research using EHR data. A test is defined as having a ''screening indication'' only if it is performed for the purposes of disease detection in the absence of signs or symptoms of disease. For instance, in the case of colorectal cancer, colonoscopy is recommended as a screening test for individuals over the age of 50 once per decade (US Preventive Services Task Force 2008). Colonoscopy is also used as a diagnostic test in individuals with signs or symptoms of colorectal cancer. Analyzing the association between test indication and cancer characteristics or outcomes thus represents an example of an application where EHR-based studies are missing gold-standard information on the exposure of interest.
Prediction models have been developed for many EHR-derived characteristics, including test indication (El-Serag et al. 2006; Fisher et al. 2011; Adams et al. 2015; Richesson and Smerek 2015) . One approach to estimating the effect of these imperfectly ascertained characteristics on outcomes of interest is to directly use the prediction modelbased probability of the characteristic as the exposure variable in a regression model. Previous research has demonstrated that using predicted probabilities in place of an unknown categorical exposure in linear regression models results in unbiased estimates with little loss of efficiency (McCaffrey and Elliott 2008; Elliott et al. 2009 ). However, implications for using predicted probabilities in non-linear regression have not been studied.
Mixture models provide a convenient representation of the likelihood when data include a missing categorical covariate. The likelihood can be formulated as a mixture distribution, with mixing probabilities, the probabilities assigned to each component of the mixture likelihood, based on predicted probabilities of class membership. Likelihood-based estimation via the expectation-maximization (EM) algorithm can be used when the missing variable is an exposure variable in a generalized linear model (GLM; Jansen 1993), and covariates can be used to improve prediction of mixing probabilities (Thompson et al. 1998 ). Mixture models have been broadly used to address the case where members of a population are known to come from distinct sub-populations but specific class membership is unknown (Redner and Walker 1984; Hunt and Jorgensen 2003) . The goal of the current paper is to compare the performance of the mixture model approach to naïve approaches currently used in the analysis of imperfect exposures obtained from EHR data, and to demonstrate the relative bias and precision of these alternatives. We focus on the special case where probabilities of class membership are available from a prior validation study and the goal of estimation is to obtain parameter estimates from a GLM. This is a commonly encountered situation in studies of EHR data where prior validation studies provide models for predicted probabilities of class membership and GLMs, such as the logistic regression model, are used to estimate the relationship between class membership and outcomes.
We use the case of imperfectly ascertained screening test indication as a motivating example for comparison of alternative methods. We present four alternative statistical approaches and compare their performance using simulation methods. We then demonstrate the application of these methods in an empirical study of stage at diagnosis among colorectal cancers detected by screening versus diagnostic colonoscopy using data from Group Health, an integrated healthcare system in Washington State. Because cancer screening tests work by identifying disease at an earlier and more treatable stage, determining if late stage cancers are rarer in the population of screen-detected cancers compared to diagnostically detected cancers, referred to as ''stage shift'', provides a measure of the potential benefit of the test. We conclude by providing guidance on appropriate methods for analysis of EHR data informed by our simulation results and data analysis.
Methods

Overview
Let Y represent a binary outcome measure, such as late stage cancer, and S a categorical exposure of interest, such as test indication, with M classes. We assume S is multinomially distributed. In regression models, we convert S into a vector of M -1 dummy variables,
, where U k = 1 denotes membership in the (k ? 1)th class and U k = 0 for all k indicates membership in the first class. Let p denote the vector of probabilities for U, for instance, derived from an externally validated algorithm for predicting the probability of class membership. In the example of test indication where the exposure has only two classes, screening and diagnostic, U is a scalar binary variable taking the value 1 with probability p. Observed covariates, Z, may also be available. We assume that the expectation of Y is related to U and Z via some function of the linear predictor with regression parameters, b. In numerical examples we focus on the case of the logistic link function and define E(Y|U,
Below we describe four approaches to estimating b when U is unknown but p is available via an existing, validated prediction model.
Substitution
A simple approach to analyzing an imperfectly ascertained exposure is to regress the outcome on p rather than unknown U. This is an example of Berkson measurement error because unobserved U is replaced by its expectation. Let b * denote regression model parameters for the regression using the predicted probabilities as exposures in place of the true exposure. In general, since E(f((U
* is not equal to b so that simply incorporating p as a predictor in a non-linear regression model results in biased estimates of association.
Classification
Another simple approach is to dichotomize the predicted probability at some pre-specified cut point to create a proxy for the categorical predictor of interest and then regress the outcome on this proxy. The specific threshold for classification could be chosen to obtain desired operating characteristics. Some existing algorithms that provide predicted probabilities also report sensitivity and specificity for correct classification corresponding to a given classification threshold. For instance, the algorithm for colonoscopy indication developed by Adams et al. (2015) had sensitivity of 88.5 % and specificity of 90.5 % when predicted probabilities were dichotomized at 0.261. Although straightforward to implement, creating a categorical proxy for U based on p does not account for the error in this imperfect proxy.
Mixture model
Information about the nature of the measurement error must be incorporated into the analysis in order to obtain unbiased estimates for b. This can be accomplished by using maximum likelihood estimation based on the full likelihood incorporating both the probability of class membership and the probability of the outcome conditional on class membership via a mixture distribution. We write the mixture likelihood incorporating these two components as
where
T is the vector of covariates that would result for a member of class k and p k is the predicted probability of membership in class k. This likelihood is a mixture of Bernoullis with p giving the mixing proportions. Maximum likelihood estimates for b based on the full likelihood are available via the EM algorithm for a generalized linear finite mixture model (GLFMM) (Jansen 1993) .
Specifically, we can write the score function for the mixture likelihood as
This corresponds to the standard score function for a Bernoulli distributed random variable if V k were known and each observation were replicated M times and weighted by
. This facilitates straightforward implementation of the EM algorithm using standard software for GLMs via the following approach:
1. Replicate each observation in the data set M times. 2. (E-step) Assign each replicate a weight, w k , using the current value ofb to estimate f(V k T b). At the first iteration,b Ã can be used as an approximation forb. 3. (M-step) Obtain updated estimates by fitting a weighted GLM to the pseudo-data with weights w = w 1 ,…, w M .
Repeat steps 2 and 3 until the algorithm reaches convergence. In addition to its relatively simple implementation, the ML estimates for the mixture model parameters returned by the EM algorithm are consistent and asymptotically normally distributed (Redner and Walker 1984) .
Multiple imputation
There are many similarities between measurement error and missing data problems. Above we considered p to be a surrogate for U that was measured with error. Alternatively, we can consider U to represent missing data, with additional information about U available via p. While the measurement error conceptualization of the problem leads directly to the mixture model presented above, the missing data formulation suggests an approach via multiple imputation (MI).
This approach is appealing given the availability of standard software for MI and a potential imputation model, p. In latent class analyses, the MI approach is frequently used for estimating the association between latent class membership and outcomes, but has been demonstrated to induce bias (Vermunt 2010) . Bias inb arises because information on the relationship between U and Y has not been incorporated into the imputation model. Unlike standard missing data problems, the exposure is missing for everyone so it is not possible to directly impute the exposure conditional on the observed data. A straightforward alternative to imputing U including information from both p and Y is to simulate from the distribution of U|p,Y, which follows a multinomial distribution with mean w, as given in step 2 of the estimation algorithm described above. Since w depends on b, an approximate value for w can be obtained by substituting b * for b. Values for U can be imputed from this distribution and results combined across iterations using standard rules for multiple imputation (Little and Rubin 2002) . Typically, likelihood-based estimation using the EM algorithm and estimation based on MI return comparable results. However, in this case results will differ because the approximation, b * , is used in the MI approach, whereas in the full likelihood approach this approximation is only used in the first iteration and is subsequently updated.
Simulation study
We conducted simulation studies to compare the bias and efficiency of the four alternative approaches to estimating the association between an imperfectly ascertained exposure and an outcome. We simulated data for samples of 10,000 individuals. The choice of sample size for the simulation studies was motivated by EHR-based studies, which typically include several thousand individuals (e.g., Levin et al. 2006; Tamblyn et al. 2014; Wu et al. 2011) . In simulations, we assumed S was dichotomous and, for each individual, simulated a value for p from a Beta density with mean 0.25. The Beta density was chosen because it allowed us to vary the classification accuracy of p. The Beta density can be bimodal and concentrated around 0 and 1, representing a prediction algorithm with high classification accuracy, or unimodal and concentrated around the mean, representing a prediction algorithm with poor classification accuracy. Values for (a, b) ranging from (0.1, 0.3) to (1, 3) correspond to a range of prediction models with area under the ROC curve similar to those that have been achieved by algorithms for assigning colonoscopy indication (El-Serag et al. 2006; Fisher et al. 2011; Adams et al. 2015) , with (0.1, 0.3) representing a prediction model with greater classification accuracy and (1, 3) representing a prediction model with poorer classification accuracy. We therefore investigated these two sets of values in simulation studies.
Next, we simulated a value for the dummy variable indicating the true (unobserved) classification, U, for each individual that was drawn from a Bernoulli distribution with mean p. Finally, for each individual we simulated a value for the outcome of interest, Y, drawing values from a Bernoulli distribution with mean exp(b 0 ? b 1 U)/(1 ? exp(b 0 ? b 1 U)). We selected values for b 0 corresponding to common and rare outcomes (prevalence of 0.3 and 0.1 in the unexposed group) and evaluated values for b 1 spanning a range from no association to large odds ratios (OR) associated with the exposure (log OR ranging from 0 to 1.4 corresponding to OR ranging from 1 to 4).
For the full likelihood approach, the EM algorithm was iterated until parameter estimates from successive iterations differed by less than 10 -9 . This convergence criterion was chosen because 10 -9 was considered to be beyond the limit of precision that might reasonably be of interest in a scientific study.
For the MI approach we first estimatedb Ã and its standard error by regressing Y on p. We then simulated a random value from a multivariate normal distribution with meanb Ã and variance given by the estimated variance ofb Ã . Finally, we imputed values for U by sampling from a Bernoulli distribution with mean w, substituting our draw from the distribution ofb Ã for b. The extra step of simulating a value from the sampling distribution of b Ã was included to reflect variability due to the uncertainty in our estimate ofb Ã as well as uncertainty in U. Each MI estimate was based on five imputed data sets. Each simulation scenario was repeated for 1000 iterations. We computed bias and empirical standard errors across the 1000 iterations.
Group Health colorectal cancer data
To demonstrate how the choice of analytic approach can influence study results, we applied all four approaches to an example study where test indication was the exposure. In this analysis we investigated the association between colonoscopy indication and late stage cancer diagnosis. The objective of this analysis was to compare results of alternative methods for estimating this association in the presence of imperfect information on the exposure, test indication. We used data from Group Health, a large integrated health care system in Washington State serving approximately 600,000 members, to investigate this hypothesis by estimating the odds ratio associated with detecting a late stage cancer at screening compared to diagnostic colonoscopy. If screening colonoscopy were effective we would expect a smaller proportion of cancers diagnosed on screening examinations to be late stage cancers compared to those diagnosed at diagnostic examinations (Winawer et al. 1997) . Data from the Group Health EHR were available for patient age, race, and utilization of colonoscopy and other medical procedures. Colorectal cancer diagnoses were ascertained by linkage to the Puget Sound Surveillance Epidemiology and End Results (SEER) program. This project was approved by the Group Health Institutional Review Board.
We used information on colorectal cancers diagnosed within 60 days of a colonoscopy performed on individuals aged 50-79 years between January 1, 1993 and December 31, 2011. A cancer diagnosed within 60 days of colonoscopy was considered to have been ''detected'' by that colonoscopy. In Group Health data, 89 % of colorectal cancers are preceded by a colonoscopy in the prior 60 days. Due to the high sensitivity of colonoscopy and slow growth of colorectal cancer, it is highly unlikely that this definition would result in inclusion of colonoscopies that were unrelated to the subsequent cancer diagnosis. Each colonoscopy was assigned a probability of having a test indication of ''screening'' using a previously developed algorithm based on International Classification of Diseases, version 9 and Common Procedural Terminology codes for conditions and procedures that indicate signs or symptoms of colorectal cancer (Adams et al. 2015) . In this prior work, the cut point in the probability of screening test indication that maximized the sum of sensitivity and specificity was 0.261. We used this cut point to dichotomize probabilities for the classification approach. Late stage cancer was defined as a cancer with American Joint Committee on Cancer (AJCC) version 6 stage 2B or higher.
We analyzed the association between screening test indication and late stage at diagnosis using the four methods described in Sect. 2.6. In each model, we adjusted for age and race/ethnicity, as these covariates were available in EHR data and are strongly associated with colorectal cancer screening and cancer characteristics (Siegel et al. 2014) . In addition to possible misclassification of test indication, other data elements derived from the EHR may also contain errors. However, we anticipate that data required for clinical care or billing are likely to be of high quality. For this reason, age is likely measured with good accuracy. Similarly, data on colonoscopy utilization are based on procedure codes required for billing, making it likely that these procedures were performed. Of the variables included in our analysis, only indication and race are expected to contain errors. Previous studies of concordance between self-reported and EHR-derived race have found modest agreement (Boehmer et al. 2002; Gomez et al. 2005; West et al. 2005) . Misclassification of race could result in imperfect adjustment for confounding.
Results
Simulation results
Bias in the substitution, classification, and multiple imputation approaches tended to increase with increasing log OR (Fig. 1) . This trend was stronger for rarer outcomes (prevalence = 0.1) and when predicted probabilities had poorer discriminatory accuracy (a = 1, b = 3). The mixture model was nearly unbiased across all scenarios investigated. The MI approach displayed bias generally intermediate between that of the substitution approach and the mixture model. The classification approach was extremely biased across all scenarios investigated. In Fig. 1 , we have truncated the y-axis at -0.1 in order to facilitate comparisons across the mixture, MI, and substitution approaches. Bias in the classification approach exceeded -0.3 at log OR = 1.4 when a = 0.1 and b = 0.3, and exceeded -0.8 at log OR = 1.4 when a = 1 and b = 3.
In Fig. 2 , we compared empirical standard errors across the four approaches at prevalence = 0.1 and log OR = 0.69. Trends in relative efficiency of the methods were the same for other values of prevalence and strength of association. In the case of greater discriminatory accuracy (a = 0.1, b = 0.3), all four methods were similarly efficient. In the case of poorer discriminatory accuracy (a = 1, b = 3), the substitution method displayed larger standard errors than the other three approaches. Although the classification approach was similarly efficient to other methods, bias in this method is notably larger.
Results for Group Health colorectal cancer data
To estimate the association between screening colonoscopy and colorectal cancer stage at diagnosis, we identified 843 colorectal cancer diagnoses meeting inclusion criteria. The mean algorithm-assigned probability of test indication of screening was 16.0 %. In this cohort, 306 (36.3 %) individuals were diagnosed with a late stage colorectal cancer. Patient demographics differed somewhat between those diagnosed with a late stage cancer and those with an earlier stage cancer (Table 1) . A higher proportion of patients with late stage cancer were younger and non-white compared to patients whose cancer was diagnosed at an earlier stage.
All four methods indicated a significant decrease in the odds of late stage diagnosis for cancers diagnosed at screening colonoscopy compared to diagnostic colonoscopy after adjustment for age and race/ethnicity (Table 2) . Point estimates from the substitution and MI approaches were relatively similar, while the classification approach was substantially attenuated towards the null and the mixture distribution approach indicated a larger decrease in odds of late stage cancer associated with screening colonoscopy compared to other methods. This pattern corresponds to the findings of our simulation studies where the classification approach was strongly biased towards the null while the missing data and substitution approaches displayed relatively less bias. Based on results of simulation studies, we anticipate that the mixture model result is the most reliable in this application because it displayed little or no bias across all scenarios investigated. 
Discussion
When a categorical exposure variable is unknown but predicted probabilities of class membership for that exposure are available, regression parameter estimates based on the full likelihood constructed using a mixture distribution are unbiased and can be relatively easily obtained using the EM algorithm. By formulating the likelihood as a mixture distribution with known mixing probabilities based on predicted probabilities of class membership, estimates can be obtained via standard software for generalized linear models. An alternative missing data formulation also decreases bias relative to the naïve approach of using the predicted probabilities as exposure variables. However, because parameters of the distribution of the exposure conditional on both predicted probabilities and the outcome are unknown and can only be approximated, this method will decrease bias but not eliminate it. In general, the MI approach will not fully correct the bias attributable to unknown exposure class membership and is not recommended. Previous work has shown that the approach of replacing an unknown categorical exposure variable with its predicted probability is unbiased in linear regression models and suffers from minimal loss of efficiency (McCaffrey and Elliott 2008) . In our simulations using a logistic link function, we found that the substitution approach was minimally biased for common outcomes, especially when predicted probabilities with good discriminatory accuracy were available and when the true odds ratio was small to moderate. This is likely because the logistic curve is approximately linear over small regions, especially at higher prevalence. This approach to estimating associations between imperfectly ascertained categorical exposures and outcomes by substituting predicted probabilities would be reasonable in settings with common outcomes and where moderate or smaller odds ratios are anticipated.
Stage shift in screen-detected cancers, the hypothesized decrease in cancer stage among cases diagnosed at screening, is one example of a research question that can be investigated using EHR data in which exposure class membership is not definitively known. Because colorectal cancer, and particularly late stage colorectal cancer, is a rare outcome, large samples such as those available from EHRs are needed in order to identify a sufficiently large pool of cases in which to explore this relationship. However, such data sources often lack information on indication for colonoscopy. Previous observational studies have identified a significant decrease in colorectal cancer mortality for individuals screened with colonoscopy (Lin et al. 2014; Brenner et al. 2014 ). Our analysis builds on this prior work by demonstrating that screening colonoscopy is associated with earlier stage at cancer diagnosis, a possible mechanism by which screening may affect mortality. In our analysis of stage-shift in colorectal cancer we found that dichotomizing predicted probabilities for screening test indication resulted in substantial attenuation of parameter estimates, consistent with our findings in simulation studies. The problem of unknown class membership for exposures of interest is a common feature in research using EHR data. Numerous ''computable phenotypes,'' EHR-based algorithms providing predicted probabilities for conditions of interest, have recently been developed (Sun et al. 2014; Ananthakrishnan et al. 2013; Liao et al. 2010) . Our research suggests a straightforward, unbiased method for incorporating predicted probabilities from these models as exposures in analyses using GLMs.
Our study provides guidance on a practical approach to using predicted probabilities of exposures in analyses of data from EHRs. The mixture distribution approach corrects bias with no loss of efficiency across the range of odds ratios, prevalences, and predictive model performances investigated in this study and can be implemented easily using standard software for GLMs.
