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ABSTRACT In Neurospora crassa, the interactions between products of the frequency (frq), frequency-interacting RNA helicase (frh),
white collar-1 (wc-1), and white collar-2 (wc-2) genes establish a molecular circadian clockwork, called the FRQ-WC-Oscillator (FWO),
which is required for the generation of molecular and overt circadian rhythmicity. In strains carrying nonfunctional frq alleles, circadian
rhythms in asexual spore development (conidiation) are abolished in constant conditions, yet conidiation remains rhythmic in temper-
ature cycles. Certain characteristics of these temperature-synchronized rhythms have been attributed to the activity of a FRQ-less
oscillator (FLO). The molecular components of this FLO are as yet unknown. To test whether the FLO depends on other circadian clock
components, we created a strain that carries deletions in the frq, wc-1, wc-2, and vivid (vvd) genes. Conidiation in this DFWO strain
was still synchronized to cyclic temperature programs, but temperature-induced rhythmicity was distinct from that seen in single frq
knockout strains. These results and other evidence presented indicate that components of the FWO are part of the temperature-
induced FLO.
C
IRCADIAN clocks are self-sustained, temperature-com-
pensated oscillators that bring temporal organization to
living systems on timescales that mimic the 24-hr day. Just as
physical and chemical oscillators can lock their frequencies
to that of an external periodic force, circadian oscillators can
adjust their pace to that of daily light or temperature cycles
in a process called entrainment. Entrainment ensures that
biological oscillators stay in tune with local time and that
a characteristic phase relationship between oscillator and
environment is established that directs biological activities
to the times of day when they are of highest adaptive
value (Bruce 1960; Ouyang et al. 1998; Johnson et al.
2003; Roenneberg et al. 2003; Dodd et al. 2005; Price-Lloyd
et al. 2005; Merrow and Roenneberg 2007).
In the past decades the eukaryotic model organism Neuros-
pora crassa has played an important role in the investigation of
rhythmic phenomena that bear both circadian and noncircadian
characteristics (Roenneberg and Merrow 2001; Lakin-Thomas
and Brody 2004; de Paula et al. 2007; Heintzen and Liu
2007; Loros et al. 2007). In Neurospora,c i r c a d i a nr h y t h m s
are generated by a network of autoregulatory feedback loops
that center on the products of the frequency (frq), frq-interact-
ing helicase (frh), and white-collar (wc-1, wc-2)l o c i( D u n l a p
1999; Bell-Pedersen et al. 2005; Heintzen and Liu 2007). One
of the most easily measured circadian outputs in Neurospora is
asexual spore development, also known as conidiation. In
constant darkness and constant temperature and in the pres-
ence of a functional FRQ-WHITE-COLLAR Oscillator (FWO),
conidiation occurs with 22-hr periodicity. In Neurospora,t h e
disruption of the FWO leads to a general collapse of molecular
and overt circadian rhythmicity. Nevertheless, strains lacking
core components of the circadian clock, such as frq-less and
wc-less mutants, can produce rhythms in spore development
in certain conditions (Loros and Feldman 1986; Aronson et al.
1994; Merrow et al. 1999; Lakin-Thomas and Brody 2000;
Correa et al. 2003; Granshaw et al. 2003; Christensen et al.
2004; He et al. 2005). These observations suggested that
other circadian or noncircadian oscillators exist in addition
to the FWO. The best studied of these oscillators was ﬁrst
described due to a spontaneously arising rhythm in conidia-
tion in strains carrying the nonfunctional frq9 allele and is
referred to as the canonical FRQ-less oscillator (FLO) (Loros
and Feldman 1986; Loros et al. 1986; Iwasaki and Dunlap
2000). Later, a robust rhythm in conidiation was discovered
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cycles and interpreted by some as the entrained state of
a circadian temperature-induced FLO (Merrow et al. 1999).
While this interpretation is controversial (Merrow et al. 1999;
Pregueiro et al. 2005; Roenneberg et al. 2005), more recent
evidence for the existence of other, possibly distinct, FLOs has
emerged. For example, the discovery that clock-controlled gene
16 (ccg-16)c y c l e si nafrq-less strain, but not in a wc-1 deletion
strain, suggested the existence of a WC-1-dependent FLO (de
Paula et al. 2006). Furthermore, an investigation into the role
of the period genes prd-1, prd-2, prd-3,a n dprd-4 suggested
that they participate in a choline-dependent FLO that was
seen in frq-null, choline-1 (chol-1) double mutants. (Lakin-
Thomas 1998; Li and Lakin-Thomas 2010).
In an attempt to elucidate the molecular basis of the
temperature-induced FLO (TI-FLO), we decided to completely
abrogate the FWO and study rhythmic spore development in
a range of temperature entrainment programs. This approach
contrasts with previous studies where the existence of the
FLO was inferred from analyzing rhythmicity in strains that
lacked just one of several components of the FWO, leaving the
possibility that residual or novel network interactions in-
volving the remaining clock components could establish a
temperature-responsive oscillator. Here we show that a strain
with deletions in frq, wc-1, wc-2,a n dvivid (vvd)l a c k sa l l
tracesofentrainmentintemperaturecycles.Inthisstrain,tem-
perature cycles inﬂuence spore development in a manner that
resembles a simple stimulus response. Our data suggest that
the White Collar Complex (WCC) is important to establish
a TI-FLO, i.e., a partially functional oscillatory feedback loop,
and that FRQ recruits this loop to make it robust and circa-
dian. The DFWO strain should prove useful in future studies
that aim to uncover novel oscillators that are independent of
the classical circadian oscillator.
Materials and Methods
Strains
All strains and their genotypes that were utilized or generated
for this study are listed in Table S1.T oc r e a t et h eDwc-2, bd,
Dvvd, Dfrq Dwc-1 strain (DFWO), previously described single
knockout strains were utilized (Aronson et al. 1994; Heintzen
et al. 2001; Collett et al. 2002; Lee et al. 2003). A his-3, bd,
Dfrq, A strain was crossed to a Dvvd, bd,as t r a i n .Dvvd, Dfrq
double mutants were identiﬁed by isolating bright orange
(Dvvd), arrhythmic (Dfrq) progeny from this cross; putative
double mutants were veriﬁed by genomic PCR using primers
spanning the respective gene loci. Conﬁrmed Dvvd, Dfrq dou-
ble mutants were subsequently crossed to a his-3, bd, Dwc-1,
A strain. Dvvd, Dfrq, Dwc-1 triple mutants were identiﬁed by
a PCR-based strategy as outlined above using genomic DNA
isolated from pale and arrhythmic progeny arising from the
cross. A his-3, bd, Dvvd, Dfrq, Dwc-1 was thus identiﬁed and
ﬁnally crossed to a Dwc-2, bd, Dvvd, a strain to obtain the
Dwc-2, bd, Dvvd, Dfrq, Dwc-1 (DFWO) strain, which was ver-
iﬁed by a PCR-based approach as outlined above. The PCR
primers used for strain veriﬁcation were the following: wc-
2F—59-CCA AGG TTG TCG AAG AGC-39; wc-2R—59-GCT
AGG TAG TCC CTC TTC ATC-39; vvdF—59-GAG CTC CAT
CTC ATC CTC-39; vvdR—59-GCC CAA TCG CAG AAT AAG
ACG-39; frqF—59-GTA GCT CTC ATG CGC CCC ACT CTT
C-39; frqR—59-ATT GTC GTC GCT GTC CAT CCG CAC-39;
wc-1F—59-CCC TGT GAT ACC CGA CCC-39; wc-1R—59-GCT
TCC TCC TGA CAT GGT TA-39; hphF—59-GTG TCA CGT TGC
AAG ACC TGC-39;a n dhphR—59-CCA GTT GCC TAA ATG
AAC CA-39. The strategy is outlined in Figure 1A and Figure
S1. For expression and detection of WC-1 in a DFWO or
Dwc-1 strain, the promoter of the clock-controlled-1 gene
(ccg-1) was fused to a MYC-tagged WC-1 ORF. To create
Dwc-1 (wc-1myc), plasmid pMyc-WC-1 (a kind gift from Yi
Liu, Southwestern University, Dallas, TX) was electroporated
into laboratory strain 104-2 (his-3, bd, Dwc-1, A). To replace
the wc-1 promoter with the ccg-1 promoter, a SpeIs i t ew a s
engineered upstream of the WC-1 start codon by amplifying
a PCR fragment using primers WC1P1 (59-CCC ACT AGT ATG
AAC AAC AAC TAC TAC G-39) and WC1P2 (59-CGATCT TGC
CCT TTC TAG C-39). The PCR ampliﬁcation product
replaced a SpeI-NruI fragment cut from pWC1myc to yield
pWC-1mycSpeI. Finally, a NotI-SpeI was used to remove the
wc-1 promoter from pWC-1mycSpeI and was replaced by a
NotI-SpeI ccg-1 promoter fragment obtained from pMF272
(Freitag et al. 2004), yielding pSHccg1:WC-1myc. pSHccg1:
WC-1myc was electroporated into Dwc-2 his-3; Dvvd; Dfrq
Dwc-1 or his-3; Dwc-1 to obtain DFWO (ccg1p:wc-1myc)o r
Dwc-1 (ccg1p:wc-1myc).
Media and growth conditions
All liquid culture and race-tube experiments were carried out
in light- and temperature-controlled chambers (SANYO MLR-
350 or 351H, Percival Scientiﬁc I-36LL or LMS 600A). For
standard liquid culture experiments, mycelial disks were inoc-
ulated into Erlenmeyer ﬂasks containing 100 ml liquid culture
media (1· Vogel’s salts, 2% glucose, 50 ng/ml biotin, and
0.17% arginine).
Complete T-cycle experiments: To distinguish between
entrained circadian rhythmicity and a driven hourglass-type
temperature response, we grew Neurospora race-tube cul-
tures in symmetric environmental cycles (T cycles) that con-
sisted of symmetrical temperature cycles between 22  and
30 . For example, a “complete” T-24 cycle consisted of re-
peating cycles of 12 hr at 22  followed by 12 hr at 30 .
Alternatively, a T24 skeleton cycle consisted of 22 hr at
22  followed by 2-hr pulses of 30 .
Incubators were programmed to temperature cycles of
different lengths. For each symmetrical T cycle (T16, T24, or
T30), the low/high temperature segments were set to 22 /
30 . A set of six replicate race-tube cultures was used for
each strain and T cycle. Race-tube cultures were held in
constant darkness (DD) while exposed to the temperature
T cycle and were marked in red safe light at the temperature
transitions. Skeleton T-cycle experiments: To replicate the
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race-tube cultures were grown in T cycles consisting of 2-hr, 30 
temperature pulses given on a background temperature of 22 ,
thus creating T12, T16, T20, T24, and T30 cycles. Race-tube
cultures that were grown in these temperature T cycles were
either kept in DD or constant light (LL) (21 mmol m22s21)f o r
the duration of the experiment.
Humidity experiments: Race-tube cultures were kept in DD
at 22  and exposed to a T24 skeleton humidity T cycle con-
sisting of 2 hr at 60% relative humidity (RH) and 22 hr at
83% RH. With the constant humidity experiments, to keep
RH constant at different temperatures, strains were grown
on race tubes in complete temperature T12 cycles (6 hr at
22 , 6 hr at 30 ) at a constant RH of 60% or without hu-
midity control in which case the temperature change led to
corresponding changes in RH between 61% RH at 22  and
38% RH at 30 . Relative humidity was controlled using
a temperature- and humidity-controlled growth chamber
(MLR-351H, Sanyo), and RH was measured using a built-
in, high-molecular membrane-type humidity sensor.
Phase response curve and phase analysis
The idealized phase response curve (PRC) used to predict
phases of entrainment in Figure 4 and Figure S3 is based on
published data that used 2-hr temperature pulses of 30  on
a2 5   background temperature to measure their effect on the
phase of peaks of conidiation at different times in the circa-
dian cycle (Hunt et al. 2007). The data published by Hunt
et al. (2007) were used to superimpose the idealized PRC
using commercially available graphics software (CanvasX,
ACD Systems). With respect to this PRC, the peak of con-
idiation was deﬁned to occur around circadian time 0 (CT0).
The “bandwidth” of conidiation peaks was set to 3 hr. The
PRC was drawn in CanvasX (ACD Systems), and the onsets
of the 30  pulse were assumed to elicit an immediate phase
response as predicted from the PRC. To obtain stable en-
trainment, the temperature pulse must strike the PRC at
times when the PRC predicts phase shifts (in hours) that
equal free-running period (FRP, in hours) 2 T-cycle length
(in hours) (Johnson et al. 2004). The FRP of wild-type Neu-
rospora was set to 22 hr. Using the idealized PRC, the pre-
dicted consequence (from the PRC) of a 2-hr pulse was
analyzed by starting at a randomly selected time point at
which the pulse strikes the PRC. The predicted phase shift
(in hours) caused by this ﬁrst pulse was determined from
the PRC, and the PRC itself shifted accordingly. For each T
cycle, this procedure was reiterated until stable entrainment
was achieved, which was until the evenly spaced tempera-
ture pulses would repeatedly strike the same point (phase)
on the PRC; i.e., the PRC was shifted by exactly the amount
necessary to be struck at the same time again at all subse-
quent pulses. From this analysis the locations of the pre-
dicted peaks of conidiation were derived. Peaks of
conidiation were deﬁned to occur at CT0. Thus, for each T
cycle, a standard sine wave with the frequency of the corre-
sponding T-cycle (as predicted for entrainment) was drawn,
and peaks were placed as predicted from the PRC model.
With the peak thus ﬁxed, all other phase markers were au-
tomatically determined and could be used for the modeled
phase plots. For the hourglass models, the phases were de-
termined from the model graphs drawn in Canvas. In all
cases, onsets and offsets of the modeled rhythms were de-
ﬁned as the up/down transitions through the midline, de-
scribing the running average, a procedure that mimicked the
settings used for the race-tube analysis described below. Our
phase analysis of Neurospora cultures followed the procedure
reported earlier (Pregueiro et al. 2005); i.e., the phase refer-
ence points were calculated from race-tube scans that pro-
vided an image for subsequent densitometric analysis of the
conidiation pattern by the program CHRONO (Roenneberg
and Taylor 2000). For calculating the onsets, peaks, offsets,
and troughs of conidiation, CHRONO’s inbuilt program set-
tings were used. For the calculation of onsets and offsets, the
centered moving average of optical density was calculated
over a period equalling the T-cycle length. Onset/offset is
then deﬁned as the point where the line recording the mean
optical density moves up or down through the line describing
the running average line. Thus, each individual race tube
provided a set of data points for each of the four phase
markers. Naturally, the number of data points for each phase
marker and race tube varied with T-cycle length, such that,
for example, a T16 cycle generally provided more phase
markers than a T28 cycle, etc. Race-tube cultures were ex-
posed to the T cycles from the beginning of the experiment,
and phase data were calculated only from the third day on-
ward, a time when we deemed the cultures to be stably syn-
chronized. All phase data were exported into Excel (Microsoft)
where they were expressed and graphed as hours after the
onset of the respective temperature pulses or steps up.
Protein analysis
Protein extracts were obtained as previously described
(Garceau et al. 1997). For Western blot analysis, 15–50 mg
of total protein extract was loaded per lane on 7.5% SDS-
PAGE gels. After electrophoresis, proteins were blotted onto
Immobilon-P membrane (Millipore) by wet transfer. Mem-
branes were hybridized with anti-MYC antibody (Santa Cruz
Biotechnology), and immunodetection was carried out as
previously described (Hunt et al. 2007).
Results and Discussion
Complete abrogation of the FWO
To create a viable strain in which key components of the FWO
are ablated, we deleted the frq, wc-1, wc-2,a n dvvd genes in
a single strain (Figure 1A). Henceforth, this Dwc-2; Dvvd; Dfrq
Dwc-1 strain is referred to as the DFWO (FRQ-WC-Oscillator
knockout) strain. While vvd is not essential for rhythmicity in
DD in standard laboratory conditions, we decided to delete
vvd because it participates in a negative feedback loop that
represses WCC activity (Heintzen et al. 2001; Elvin et al.
WCC Controls a Neurospora FRQ-Less Oscillator 1212005) and it was possible that this feedback is capable of
establishing oscillatory behavior in the absence of FRQ. More-
over, we recently demonstrated that VVD is temperature-
regulated (Hunt et al. 2007), and, because the TI-FLO is
temperature-dependent, an involvement of VVD in tempera-
ture entrainment of the FLO was possible. We excluded clock
genes whose pleiotropic effects would make a phenotypic
analysis or interpretation of rhythmicity in deletion strains
impossible, either because they encode essential proteins
(FRH, PP1, PP2A) or because they show severe defects in
growth and development when ablated (CK1a, CKII, CAMK-1)
(Heintzen and Liu 2007). The strategy by which the DFWO
was obtained and veriﬁed is described in Materials and
Methods and brieﬂy outlined in Figure 1A and Supporting
Information, Figure S1. Brieﬂy, starting from a cross of two
single deletion strains, we successively generated strains
carrying double, triple, and quadruple deletions in which
the open reading frames of the respective genes are replaced
by the hph gene (conferring resistance to hygromycin).
Strain 123-2 (see Figure S1) was selected as a representative
strain and used in this study as the DFWO strain. All strains
and their genotypes that were utilized or generated for this
study are listed in Table S1.
Growth and conidiation phenotype of a DFWO strain
We ﬁrst characterized the overt phenotype of the DFWO
strain on race tubes kept at constant temperature (25 )i n
DD or constant light (LL) alongside the respective single-
deletion strains (Figure 1, B–D). The individual deletion
strains were included in this analysis as their growth and
conidiation phenotypes needed to be analyzed, notwith-
standing the fact that wc-1 levels are low in Dfrq strains
and frq levels are low in Dwc strains, and therefore Dwc
strains could be regarded as Dfrq strains and vice versa.
Under the conditions tested, the DFWO mutant showed no
obvious growth abnormalities and was overtly arrhythmic in
both DD and LL. Extension rates of the DFWO mutants in DD
were comparable to those of the wild type, while, as previ-
ously noted, Dwc-1 or Dwc-2 knockout strains extended signif-
icantly faster in DD; a relatively modest increase in extension
rate was also observed in a Dvvd strain when compared to
wild type (Figure 1B). Also, extension rates of most strains
grown in LL were generally faster than those observed in
DD, a phenomenon that could in part be explained by a re-
duction in aerial hyphae formation and the associated relative
increase in lateral growth. It should be noted, however, that
growth in LL had a negative effect in a Dvvd strain. This phe-
notype was similar to the observed growth retardation in LL of
an env mutant of Hypocrea jecorina (in which ENVOY, a puta-
tive VVD ortholog, is nonfunctional) and in two N. crassa vvd
mutants (Schmoll et al. 2005; Schneider et al. 2009). In con-
clusion, the DFWO mutant strain showed no overtly aberrant
growth phenotypes and was deemed a useful tool for the
study of oscillatory phenomena that are independent of the
circadian FWO oscillator (Figure 1, B–D). It has been sug-
gested that changes in humidity might impact on the con-
idiation rhythm (Roenneberg et al. 2005). We tested this
hypothesis in a humidity-controlled chamber. Our results in-
dicate that changes in humidity do not have a measurable
effect on overt rhythmicity in temperature cycles (Figure S2).
DFWO is temperature-responsive but lacks a FLO
Strains lacking either the frq or wc genes are arrhythmic when
grown in constant darkness under standard laboratory con-
ditions, yet are readily synchronized to temperature cycles
(Merrow et al. 1999; Pregueiro et al. 2005; Roenneberg et al.
Figure 1 Creation and phenotypic characterization
of a DFWO strain. (A) Crossing strategy used to
generate a DFWO strain. All strains carry the ras-
1bd mutation (not shown). (B) Extension rates of
indicated strains in LL (open bars) and DD (shaded
bars) at 25 . Error bars indicate 61 SD. (C and D)
Representative race-tube images from strains
grown in DD and LL at 25 . (E and F). Race-tube
images of wild-type (wt) and DFWO strains grown
in the indicated temperature skeleton T cycles. The
duration of each 28  temperature pulse was 2 hr.
Shaded bars: 22 C; open bars: 28 .
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rhythms observed under such external “forcing cycles” are con-
trolled by an underlying oscillator or by a simple hourglass-
type mechanism involves testing an organism’sb e h a v i o ri n
a range of symmetric environmental cycles (T cycles). In these
experiments, systematic changes in the phase of the observed
rhythm are interpreted as oscillator-controlled because the os-
cillator would complete its cycle before or after the beginning
of the next entrainment cue and thus phase-lead or phase-lag
the environmental cycle, respectively. In T cycles with sufﬁ-
ciently short frequencies, an oscillator can also “demultiply”
to a frequency that is a multiple of the forcing cycle. System-
atic phase changes and frequency demultiplication are not
expected if the rhythm is generated by a simple stimulus re-
sponse. In this case, the rhythm should follow the entrain-
ment cue with a ﬁxed delay that is largely independent of
cycle length. (Bruce 1960; Pregueiro et al. 2005; Roenneberg
et al. 2005). On the basis of results from previous tempera-
ture T-cycle experiments, some groups saw evidence for the
action of an entrained FLO in frq-less strains (Merrow et al.
1999; Roenneberg et al. 2005) while others interpreted
rhythmicity in a frq-less strain as a simple stimulus response
to the temperature transitions (Pregueiro et al. 2005).
To begin to assess the nature of temperature-induced
rhythmicity in DFWO strains, we grew DFWO strains, along-
side the wild-type and single clock mutant strains on race
tubes that were exposed to a range of temperature T cycles.
In a ﬁrst set of experiments, we exposed race tube cultures
to “skeleton” T cycles to minimize chronic effects of temper-
ature on conidiation and to facilitate comparison of our
results with a recent study that had used skeleton T cycles
to test temperature-induced rhythms in Neurospora single
clock mutants (Lakin-Thomas 2006). Race tube cultures of
wild type and the various clock mutants were grown in
constant darkness at 22  and exposed to regular 2-hr pulses
of 30 , thereby establishing T12, T16, T20, T24, and T28
Figure 2 Conidial rhythmicity in skeleton temperature T cycles. Conidiation of wild-type (wt) and clock mutant race-tube cultures grown for 4 days at
the indicated temperature skeleton T cycles in constant darkness. (A) Representative race-tube images and densitometric traces for each T cycle of
Neurospora wild type (wt). Gray: 22 ; yellow: 30 . The duration of each 30  temperature pulse is 2 hr. Thick line: mean; thin lines: 61 SD. (B) Graph
showing the dependence of four phase markers on T-cycle length using race-tube traces shown above. The phase markers are onset (ON), offset (OFF),
peaks (MAX), and troughs (MIN) of conidiation and recorded in hours following start of temperature pulse (see Materials and Methods for more detail).
Gray: 22 ; yellow: 30 . Error bars indicate 61 SD. C–H show the same analysis for the indicated clock mutant strains.
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ple, a T28 cycle consisted of repeated cycles of 26 hr at 22 
followed by 2 hr at 30 . Figure 1, E and F highlight the
difference between the temperature response of wild-type
and DFWO strains when kept in DD and exposed to a range
of temperature skeleton T cycles. While both strains were
“rhythmic,” rhythmicity in a DFWO was due to an inhibition
of conidiation during the 30  pulse, while conidiation in
a wild type showed hallmarks of entrainment as outlined
above; i.e., conidiation was not simply following the temper-
ature transitions at ﬁxed time intervals. A detailed analysis
of temperature-cycle experiments in DD using wild-type,
Dfrq, Dwc-1, and DFWO strains is shown in Figures 2 and
3. In these experiments, we used either skeleton tempera-
ture cycles with 2-hr temperature pulses as described above
(Figure 2) or complete temperature T cycles (Figure 3)
where half of the repeated cycle was at the lower tempera-
ture and the other at the higher temperature. Among the
strains tested, only wild-type and Dvvd strains (not shown),
i.e. strains in which the core circadian FWO is intact, dis-
played hallmarks of circadian entrainment. Both strains
showed systematic changes in their timing of the conidiation
(phase) across T cycles and fulﬁlled the criteria for circadian
entrainment as outlined above (see Figure 2, A and B, and
Figure 3, A and B). Crucially, in T cycles that are close to half
the length (T12) of their natural FRP, both strains “demulti-
plied”; i.e., they showed peaks of conidiation every 24 rather
than every 12 hr (Figure 2A). None of the other strains
analyzed, including the DFWO, showed any evidence of fre-
quency demultiplication in their conidial rhythms (Figure 2,
C–H, and Figure 3, C–H). In all T cycles, the DFWO strain
appeared to be simply responding to a change in tempera-
ture, with conidiation always acutely suppressed at the
higher temperature. As a consequence, in a DFWO strain,
rhythms in temperature-induced conidiation appeared dis-
tinctly rectangular. Similar phenotypes were seen in the sin-
gle wc-1 and wc-2 (not shown) knockout strains. In the Dfrq
strain, high temperature still repressed conidiation but not
as acutely as in the DFWO, Dwc-1,o rDwc-2; i.e., the bulk of
conidiation did not simply occur across the entire cold pe-
riod, suggesting a residual ability to restrict/inﬂuence con-
idiation in this strain. It is worth noting that in complete
entrainment, conidiation at the higher temperatures is not
always completely suppressed in clock-less strains and that
some degree of anticipation appears to occur (again most
pronounced for the Dfrq strain). Whether conidiation truly
starts before the temperature transition or is simply an acute
developmental effect of temperature on already existing,
developmentally competent mycelia that are close to the
growth front when the temperature transition occurs, we
cannot say. These two possibilities could be distinguished
by time-lapse analysis of the conidiation rhythm.
The entrainment behavior of the clock in wild type is
reﬂected in the phase plots (Figures 2B and 3B) that show
that all phase markers changed as predicted on the basis of
the entrainment criteria outlined above, while phase plots
for the clock-less strains (Figure 2, D, F, and H; Figure 3, D,
F, and H) supported the general impression that rhythmicity
Figure 3 Conidial rhythmicity in complete temperature T cycles. Rhythmic conidiation of wild type (wt) and clock mutant race-tube cultures grown for 4
days at the indicated complete temperature T cycles in constant darkness. (A) Representative race-tube images (top) and densitometric traces (bottom)
of Neurospora wild-type (wt). Gray shading: 22 ; yellow: 30 . Thick line: mean; thin lines: 61 SD. (B) Graph showing the dependence of four phase
markers on T-cycle length using race-tube traces shown above. The phase markers are onset (ON), offset (OFF), peaks (MAX), and troughs (MIN) of
conidiation and recorded in hours following start of temperature pulse (see Materials and Methods for more detail). Gray: 22 ; yellow: 30 . Error bars
indicate 61 SD. C–H show the same analysis for the indicated clock mutant strains.
124 S. Hunt, M. Elvin, and C. HeintzenFigure 4 Modeling rhythmicity in temperature T cycles. Prediction of the position of phase markers of entrained and hourglass-type rhythms in
Neurospora wild-type and circadian clock mutants in skeleton temperature T cycles (A–E) An idealized Neurospora phase response curve (PRC, black)
illustrates the phase-shifting effects (expressed in hours of phase advances/delays with respect to an unperturbed control) of temperature pulses (2-hr
pulses of 30 ) given at different circadian times (CT) during the Neurospora conidiation cycle. The PRC is based on published data (Hunt et al. 2007). The
white bars illustrate the location of the peak of conidiation that is ﬁxed with respect to the PRC. Peaks of conidiation are deﬁned here to occur at CT0.
For entrainment to the various T cycles to occur, a 2-hr 30  temperature pulse will need to strike the PRC at time point(s) where the resulting phase shift
is the FRP–T-cycle period. For example, in a T24 cycle and given a wild-type FRP of 22 hr, the temperature pulse needs to strike at CT4 to achieve the
required 22–24 hr = 22-h delay. Using the PRC shown, the modeled peaks of conidiation (white bars) are in excellent agreement with the actual
experimental data (race-tube traces, white lines). (F and G) Simulated (F) and experimental (G) position of phase markers of conidial rhythms entrained to
the shown T cycles. Conidial rhythms were simulated by simple sine waves, and the predicted phase markers are based on the PRC introduced above.
Experimental data are derived from phase analysis of the race-tube data shown in Figure 2A. The phase markers shown were recorded in hours
following the start of the temperature pulse (yellow) and represent onsets (ON), offsets (OFF), peaks (MAX), and troughs (MIN) of conidiation. The
graphs on the right depict the dependence of a phase (expressed in degrees) on the T cycle. For experimental data, only the mean phases are shown. (H
and I) Simulated hourglass-type behavior (H) and experimental data for the DFWO strain (I) in skeleton T cycles (see Figure 2G). The onset of the
temperature pulse has two effects: it resets and it restarts an hourglass-type mechanism. In a T cycle that is shorter than the duration of the stimulus
(continued)
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align to the temperature transitions. It is notable that stan-
dard deviations for each of the phase markers in the clock-
less strains are large when compared to the wild type, in-
dicating large ﬂuctuations in the position of these phase
markers, particularly for Dfrq.
Modeling clock wild-type behavior to
temperature cycles
To try to better understand the patterns of rhythmicity in
wild-type and clock-mutant strains, we attempted to model
the positions of the characterized phase markers. In the ﬁrst
approach, we used a previously published PRC as the basis
for modeling the times when peaks, troughs, onsets, and
offsets of an idealized sinusoidal rhythm in conidiation
would be expected to occur within the various T cycles in
a clock wild-type strain (Hunt et al. 2007) (Figure 4, A–E).
The published PRC had used 2-hr 30  temperature pulses on
a2 5   background and thus was deemed suitable to model
entrainment to our skeleton T cycles. There is excellent
agreement between the phases of entrainment that are pre-
dicted by the PRC and the actual data (white traces in Figure
4, A–E), and this is reﬂected in the similarities between the
predicted and actual phase plots (Figure 4, F and G; com-
pare simulated phases with actual phases in Figure 4J for
wild type). Although the PRC used above had limitations
with respect to predicting entrainment to complete temper-
ature cycles, we nevertheless obtained good agreement be-
tween model and experimental data for the wild type grown
in complete T18 and T24 cycles (Figure S3, A and B). These
results were consistent with data from Dharmananda (1980)
who observed that phase shifts by heat pulses lasting for
longer than 40 min and up to 6 hr were similar in magnitude
and direction (Dharmananda 1980). Our T18 and T24 data
suggested that the heat pulse could be up to 12 hr in length
without substantially changing phase-shifting behavior. How-
ever, in T30 cycles, the modeled data did not ﬁtt h eo b s e r v a -
tions and prolonged exposure to high temperatures affected
the phase response (Figure S3C). It is likely that this was
a combined effect of the temperature up and down transitions
as temperature-down transitions were known to produce
phase shifts only after prolonged exposure to higher temper-
atures (Dharmananda 1980). This aside, the modeled and
experimental data for wild type were in good agreement
(Figure S3, D and E, and Figure 4J: compare simulated with
actual phases in complete T cycles for wild type) and fulﬁlled
predictions for entrainment as outlined above.
Modeling DFWO behavior to temperature cycles
On the basis of the characteristics of overt rhythmicity of
a DFWO strain, we used a simple hourglass-type mechanism
(Figure 4H) to explain the position of the various phase
markers in skeleton T cycles (Figure 4I). The model assumes
that the temperature pulse has two effects: (1) it acutely
suppresses conidiation at the time of the temperature pulse,
and (2) it resets and restarts the development of conidia via
an hourglass-type mechanism following the temperature
pulse (with the conidiation cycle set to last 12–14 hr). If,
as in shorter T cycles, the next temperature pulse occurs
before conidiation has peaked, the pulse will suppress con-
idiation prematurely. A comparison of Figure 4H and Figure
4I shows that the actual data for DFWO ﬁt this model well
and that the phase markers between actual and modeled
data are in close agreement (Figure 4J). For complete tem-
perature cycles, we assumed a rectangular waveform in
which the temperature transitions mark the onsets and off-
sets of conidiation (Figure S3F). In this model, onsets and
offsets of conidiation were restricted to the temperature
transitions while peaks and troughs of conidiation occupied
the entire half-cycle. The distribution of phase markers in
the DFWO strain (and those in other clock mutants) was
well replicated by this model (Figure S3, F and G; Figure
4J, far right panel). By necessity, in a model that assumes
a rectangular waveform for conidiation, the times of peaks
and troughs are not restricted to a narrow window of time;
i.e., they can be anywhere in the cold or warm part of the
cycle, respectively, while onsets and offsets are conﬁned to
the temperature transitions. When applied to conidiation,
this model predicted that the peak and trough phases are
ill-deﬁned because conidiation is not restricted to any par-
ticular time in a temperature segment. Nevertheless, peaks
and troughs of conidiation can usually be assigned due to
biological variations in conidial density during a given tem-
perature segment. This is perhaps best illustrated by look-
ing at the race tube images for the DFWO strain shown in
Figure 1F; clearly, conidiation occurs across the entire cold
segment of the cycle, yet peaks and troughs can be identi-
ﬁed due to local variations in conidial density. Given the
largely random nature of these events, we predicted that
large error bars are associated with these phase makers.
I n d e e d ,e r r o rb a r sf o rp e a k sa n dt r o u g h sw e r ep a r t i c u l a r l y
large (see Figure S3G). Taken together, our T-cycle experi-
ments suggested that a strain lacking key components of
the Neurospora circadian oscillator, such as the DFWO mu-
tant, could only passively respond to temperature cycles
(Figures 1F, 2G, and 3G) while a residual ability to inﬂu-
ence conidial development was retained in strains in which
the wc genes were intact, such as in a Dfrq strain (Figures
2C and 3C). Although wc-1 levels are low in Dfrq strains,
we know that the WCC must be functional in this strain
because, for example, the WCC-dependent induction of
frq9 (encoding nonfunctional FRQ protein) and vvd tran-
s c r i p t si ss t i l ls e e ni nDfrq strains (Crosthwaite et al. 1997;
Heintzen et al. 2001).
response (e.g., T20), the next temperature pulse suppresses spore development, and conidiation restarts at the end of the pulse. Phase markers and
graphs are as described above. The data highlighted in blue in H are replotted from Lakin-Thomas (2006) and show peaks of conidiation of a wc-1
mutant strain (see Figure 3A). (J) Comparison of simulated (SIM, open symbols) and experimental (solid symbols, WT and DFWO) phase data from
skeleton and complete temperature T cycles (also see Figure S3).
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models are the following:
1. A slope in the phase data when plotted against T cycle is
not in itself indicative of entrainment, as is sometimes
suggested, because a plot of phase markers that are in-
variant with respect to a T cycle will create a slope when
the phase is expressed in degrees (see Figure 4H and
Figure 4J, second panel from left). While this slope will
indeed be close to 0 when the phase marker is near the
temperature transition, it will increase as it moves away
from it (compare troughs and peaks of the phase plots in
the second panel from left in Figure 4J).
2. An hourglass mechanism does not require that all phase
markers (e.g., peaks) are invariant with respect to the
temperature pulse. Due to the nature of the modeled
hourglass rhythm, the slope of various phase markers
from our model is not identical between phase markers;
nor is there a linear relationship between the T cycle and
the slope of a given phase marker. To illustrate this, we
included data from Lakin-Thomas (2006) in Figure 4H
(far right panel, blue data points) that show the peaks of
conidiation of a wc-1 mutant strain. These data were in-
terpreted as evidence for entrainment, yet both the slope
in the peak phase plots and the differences in the timing
of the conidiation peaks are consistent with the depicted
hourglass mechanism.
3. Our data suggested that WC-1, WC-2, or the WCC are
involved in suppressing conidiation at certain times dur-
ing cold periods because conidiation covered almost the
entire cold period in all strains lacking a functional WCC,
such as the DFWO, Dwc-1, and Dwc-2 mutants (see Fig-
ure 2, E and G; Figure 3, E and G; Figure 5, E and G; data
not shown), while conidiation in a Dfrq strain, i.e., a strain
Figure 5 Conidial rhythmicity in skeleton temperature T cycles kept in constant light. Rhythmic conidiation of wild type (wt) and clock mutant race-tube
cultures grown for 4 days at the indicated temperature skeleton T cycles in constant light. (A) Representative race-tube images (top) and densitometric
traces (bottom) of Neurospora wild type (wt). Gray: 22 ; yellow: 30 . The duration of each 28  temperature pulse is 2 hr. Thick line: mean; thin lines: 61
SD. (B) Graph showing the dependence of four phase markers on T-cycle length using race-tube traces shown above. The phase markers are onset (ON),
offset (OFF), peaks (MAX), and troughs (MIN) of conidiation and recorded in hours following start of temperature pulse (see Materials and Methods for
more detail). Because two sets of peaks were easily discernible in the wild type, all of the associated phase markers (1–8, exempliﬁed for T28 in A) were
subjected to phase analysis and are shown in black (phase markers 1–4) or red (phase markers 5–8). Gray: 22 ; yellow: 30 . Error bars indicate 61 SD.
(C–H) The same analysis for the indicated clock mutant strains. Phase markers were calculated only for the prominent rhythms of conidiation. Note that
conidiation in a Dfrq grown in a T16 cycle was too erratic to yield reliable data on phase.
WCC Controls a Neurospora FRQ-Less Oscillator 127in which both copies of the wc genes are intact, was re-
stricted to certain times during the cold part of the cycle,
leading to a more sinusoidal appearance of its conidiation
rhythm (Figures 2C, 3C, and 5C).
WCC is required for creating FLO-like rhythms
Recently, de Paula and Colleagues (2006) identiﬁed the
gene ccg-16, which was rhythmically expressed in a frq-de-
letion strain in both DD and LL but was arrhythmic in strains
lacking the WCC (de Paula et al. 2006). The authors distin-
guished this FLO from the canonical FLO, and we wondered
whether their proposed temperature-sensitive WC-FLO could
be responsible for shaping temperature-synchronized rhyth-
micity in the Dfrq strain. We therefore repeated the temper-
ature skeleton regime in an LL background (Figure 5). We
reasoned that, if this WCC-dependent FLO controls conidial
rhythmicity in the Dfrq in DD, rhythmicity should be signiﬁ-
cantly different when shifted to LL (i.e., to conditions where
WCC is induced and activated). This was indeed the case.
When comparing LL- vs. DD-grown cultures, the timing
(phase) of conidiation appeared signiﬁcantly different in Dfrq
s t r a i n s( c o m p a r eF i g u r e2 ,Ca n dD ,w i t hF i g u r e5 ,Ca n dD ) .
Indeed, a comparison between the times of peaks and troughs
of conidiation showed large differences between these phase
markers in a Dfrq strain, and a detailed statistical analysis
(paired t-test) for peaks and troughs of conidiation conﬁrmed
that these differences are, with one exception, highly signif-
icant (paired t-test, P , 0.0001; see Table S2 for t-a n dP-
values for all phase markers, T cycles, and strains analyzed).
There are also statistically signiﬁcant differences between LL
and DD conditions in Dwc-1 and DFWO strains for some of
the T cycles and phase markers analyzed. However, when
compared to the Dfrq strain, fewer of the analyzed phase
markers show signiﬁcant phase differences, and, if signiﬁcant
differences existed, they were markedly smaller in a Dwc-1
and a DFWO strain (in this order). To provide a simple mea-
sure of these differences, we summed up all phase differences
(between LL and DD conditions) for all T cycles for each
strain analyzed (see values in boldface type in Table S2).
For example, while the sum of all phase differences seen
across the tested T cycles in a Dfrq strain is 18 hr (for each
peak and trough, see Table S2), it is only 9h ri naDwc-1
strain and 4h ri naDFWO strain. The small but signiﬁcant
changes in DFWO and Dwc-1 strains are nevertheless inter-
esting because conidiation in both strains still appears to be
somewhat light-sensitive. It is possible that, under these con-
ditions, other putative Neurospora photoreceptors reveal their
inﬂuence on conidiation when the WCC is deleted. For exam-
ple, the putative Neurospora photoreceptors CRY-1 (Froehlich
et al. 2010), PHY-1, PHY-2 (Froehlich et al. 2005), and NOP-1
(Bieszke et al. 1999) may inﬂuence asexual development by
modulating the expression of the conidiation-speciﬁc con-10
gene, as suggested by a recent study (Olmedo et al. 2010). In
addition or alternatively, light may inﬂuence conidiation more
indirectly by affecting the levels of reactive oxygen species
(ROS) in the cell. Indeed, ROS signaling has been linked to
asexual development in Neurospora for some time (Hansberg
et al. 1993), and more recently, the activity of WCC has been
reported to be responsive to and may also inﬂuence ROS
levels (Yoshida et al. 2004; Belden et al. 2007). This aside,
our results suggested that, in a Dfrq strain, residual WCC
activity controlled the FLO and that the WCC-FLO identiﬁed
by de Paula et al. (2006) could be identical to the TI-FLO.
Indeed, the ability of the ccg-16 rhythm to be reset by temper-
ature pulses is consistent with our observation that both WC-1
and WC-2 are temperature-regulated. Whether the WCC-FLO
and TI-FLO are distinct or identical could be tested in future
experiments by assessing whether ccg-16 levels in strains
expressing WC-1 in a DFWO strain persist or are abolished,.
As expected, in the presence of the classic light-sensitive
FWO, clock-controlled rhythmicity perished as a result of
chronic resetting of the FWO in LL (Figure 5, A and B).
Consequently, frequency demultiplication in T12 was no lon-
ger seen when strains containing the core components of the
FWO (i.e., the wild-type and Dvvd strains) were kept in LL
while being synchronized to the temperature cycles (Figure
5A, top); peaks in conidiation then occurred during every
heat pulse, indicating that conidiation was now simply
responding to the temperature pulse. Yet, this simple stim-
ulus response was markedly different from that seen in the
clock-less strains in that conidiation in wild-type and Dvvd
strains was acutely induced by the temperature pulse in LL
rather than inhibited (compare top panels in Figure 5, A, C,
E, and G). In the wild type grown in T28 cycles, the phase of
conidiation during the cold is similar in both DD- and LL-
grown cultures; however, there is a much more pronounced
peak in conidiation during the heat pulse in LL (compare
bottom panels in Figure 2A and Figure 5A). Similarly, sec-
ondary peaks of conidiation appear in the Dfrq strain, but
they are less pronounced and do not always coincide with
the heat pulse (Figure 5C). Because only the wild-type and
Dvvd strains contain a fully functional WCC (the WCC is
absent in Dwc-1, Dwc-2, and DFWO strains and WC-1 levels
are very low in a Dfrq), we concluded from this set of experi-
ments that the presence of the white-collar genes is crucial
for shaping overt rhythmicity in cyclic temperature proto-
cols. This conclusion is consistent with the observation that
conidiation in both single Dwc-1 and Dwc-2 mutants closely
resembles that of a DFWO mutant. Consequently, in the
absence of frq, the level of activity of WCC determines
whether a FLO is established or not. In the absence of sufﬁ-
cient FRQ and WCC activity, such as in Dwc-1, Dwc-2,a n d
DFWO strains, the circadian oscillator is absent and rhythmic-
ity is simply driven by temperature transitions. In strains with
no FRQ but residual WCC activity, a FLO emerges with char-
acteristics that are intermediate between a robust oscillator
and a driven hourglass. Thus, only the strains that have both
sufﬁcient FRQ and WCC activity, such as is present in wild-
type and the Dvvd mutant, have an entrained circadian clock.
The observation that WC-1 levels are low in a Dwc-2
strain (Crosthwaite et al. 1997) while WC-2 levels are
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allows for two interpretations with respect to their similar
phenotype in temperature T cycles; i.e., either WC-1 alone
or the WCC are essential for establishing the FLO. To test
whether WC-1 alone is sufﬁcient to establish a FLO, we de-
cided to overexpress the wc-1 gene in a DFWO strain. Because
wc-1 expression is self-regulatory, we used the strongly ex-
pressed ccg-1 promoter to drive high levels of wc-1 expression,
and, to facilitate the detection of WC-1 in transgenic strains,
we used constructs that expressed WC-1 that was Myc-tagged
at the N terminus. As can be seen in Figure 6A, the use of
a ccg-1-driven wc-1 construct does lead to similar WC-1 levels
when compared to those seen in strains in which wc-1 is
driven by its own promoter. Targeted integration of the ccg-
1:wc-1myc construct at his-3 rescues rhythmicity in a Dwc-1
strain at 25  and 28 , with a period and phase similar, albeit
not identical, to that of wild type (see Figure 6C), indicating
that the tagged WC-1 protein is functional. Next, we decided
to see if the ccg-1:wc-1myc construct could rescue the FLO in
DFWO strains in T24 skeleton cycles of 22 hr at 25  and 2 hr
at 30 . As can be seen in Figure 6C, expression of WC-1 in
a DFWO strain does not lead to any signiﬁcant change in
overt rhythmicity. Despite the use of the ccg-1 promoter, levels
of ectopically expressed WC-1 are signiﬁcantly lower in a
DFWO strain when compared to the same construct expressed
in a Dwc-1 single knockout (compare left and right in Figure
6B). This observation is consistent with previous results that
have shown that complex formation with WC-2 is critical for
WC-1 stability (Cheng et al. 2002) and that FRQ is involved in
stabilizing WC-1 levels (Lee et al. 2000; Schafmeier et al.
2008). While possible, we consider it unlikely that levels of
WC-1 are too low to drive the FLO because WC-1 levels in
a Dfrq (where the FLO is present) are similarly low (Lee et al.
2000). Taken together, these results show that WC-1 alone is
not sufﬁcient for the FLO and that a functional WCC is re-
quired to rescue the temperature-entrained FLO.
We have shown here that, in symmetrical temperature
cycles, rhythmic conidiation of a DFWO strain that lacks
both frq and wc genes resembles, and can be modeled as,
an hourglass-type response to temperature. While the FLO
seen in Dfrq strains bestowed a residual ability to restrict
spore development to certain times during the cold period,
this was not the case in a DFWO strain. In fact, deletion of
either wc-1 or wc-2 leaves little evidence of a FLO, and a
DFWO strain lacks any such evidence. Our data suggest that
the WCC is crucial for this inhibitory activity and imparts the
properties of a FLO on a frq-less strain. In stark contrast,
rhythmicity in strains that are wild type for the circadian
FWO displayed hallmarks of entrainment. Importantly, the
phases of the entrained FWO were accurately predicted
from our PRC-based model. In summary, by ablating the
frq and, subsequently, the wc genes, temperature-entrained
rhythms in spore development can be gradually transformed
from a clock-controlled process to a simple stimulus response
via a transitional state that is controlled by the FLO. Our data
help to reconcile some of the conﬂicting views on the nature
of the FLO, views that were mostly based on an analysis of
the timing of conidiation in frq-less strains. As we have seen,
repression of conidiation is largely dependent on a functional
WCC. Levels of WC-1, albeit strongly reduced in frq-less
strains (Lee et al. 2000), are clearly detectable and must still
be able to actively suppress conidiation. Since WC-1 and WC-
2 levels are temperature-controlled (Suzanne Hunt, unpub-
lished results, and Figure 6A), it is conceivable that the time
of conidial suppression is temperature-dependent and, within
limits, may have an effect on controlling spore development
in a Dfrq strain. Recently, de Paula et al. (2006, 2007) pro-
posed a model in which a WC-FLO acts in conjunction with
the classical FWO to provide robust entrainment to light and
temperature cues. In analogy to the coupled morning (M)
and evening (E) oscillators that were ﬁrst proposed to control
eclosion rhythms in Drosophila (Pittendrigh and Bruce 1959)
and similar multi-oscillator loops predicted to act within the
plant and mammalian circadian clocks (Leloup and Goldbeter
2004; Locke et al. 2006), the authors speculate that the WCC
couples both the classic FWO (M-Oscillator) and the WC-FLO
(E-Oscillator) to provide robust entrainment to light and tem-
perature cues. While our study did not test this hypothesis, our
data are consistent with the proposed multi-oscillator model.
This aside, our data show further support for WCC as a central
component for creating temperature-induced oscillatory be-
havior in the absence of the FWO. Because similar phenomena
have been observed in other eukaryotic model organisms
when lacking their respective circadian core components, the
Figure 6 A functional WCC is required
to rescue the temperature-entrained
FLO. (A) Transgenic Dwc-1 strains at
21  and 28  in which wc-1myc expres-
sion is driven from the wc-1 (wc-1myc)
or the ccg-1 promoter (ccg-1p:wc-
1myc). (B) Transgenic DFWO and Dwc-1
strains at 21  and 28  with wc-1myc ex-
pression driven from the ccg-1 promoter
(ccg-1p:wc-1myc). The amido black-
stained membrane serves as a loading
control. (C) Conidial rhythmicity in T24
skeleton temperature cycles of the indi-
cated wild-type, clock-mutant, and
transgenic Dwc-1 and DFWO strains.
WCC Controls a Neurospora FRQ-Less Oscillator 129study of oscillatory phenomena that center on the Neurospora
WCC promises to provide general insights into the molecular
organization of circadian systems.
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Figure	
 ﾠS1	
 ﾠ	
 ﾠ	
 ﾠVerification	
 ﾠof	
 ﾠΔFWO	
 ﾠstrains	
 ﾠby	
 ﾠgenomic	
 ﾠPCR.	
 ﾠ(A)	
 ﾠSchematic	
 ﾠillustration	
 ﾠof	
 ﾠthe	
 ﾠwc-ﾭ‐1
+	
 ﾠand	
 ﾠΔwc-ﾭ‐1	
 ﾠloci	
 ﾠ
showing	
 ﾠposition	
 ﾠof	
 ﾠprimers	
 ﾠused	
 ﾠin	
 ﾠB	
 ﾠand	
 ﾠthe	
 ﾠexpected	
 ﾠsizes	
 ﾠof	
 ﾠPCR	
 ﾠproducts.	
 ﾠ	
 ﾠ(B).	
 ﾠPCR	
 ﾠamplification	
 ﾠproducts	
 ﾠof	
 ﾠ
wc-ﾭ‐1	
 ﾠloci	
 ﾠusing	
 ﾠgenomic	
 ﾠDNA	
 ﾠfrom	
 ﾠwc-ﾭ‐1
+	
 ﾠand	
 ﾠΔwc-ﾭ‐1	
 ﾠcontrol	
 ﾠstrains	
 ﾠand	
 ﾠfour	
 ﾠputative	
 ﾠΔFWO	
 ﾠstrains	
 ﾠ(123-ﾭ‐1,	
 ﾠ123-ﾭ‐2,	
 ﾠ
123-ﾭ‐11,	
 ﾠ123-ﾭ‐12)	
 ﾠas	
 ﾠa	
 ﾠtemplate	
 ﾠand	
 ﾠwc-ﾭ‐1F	
 ﾠand	
 ﾠwc-ﾭ‐1R	
 ﾠ(top	
 ﾠpanel)	
 ﾠor	
 ﾠwc-ﾭ‐1F	
 ﾠand	
 ﾠhphR	
 ﾠ(Bottom	
 ﾠpanel)	
 ﾠas	
 ﾠ
amplification	
 ﾠprimers.	
 ﾠ(C)	
 ﾠSchematic	
 ﾠillustration	
 ﾠof	
 ﾠthe	
 ﾠwc-ﾭ‐2
+	
 ﾠand	
 ﾠΔwc-ﾭ‐2	
 ﾠloci	
 ﾠshowing	
 ﾠposition	
 ﾠof	
 ﾠprimers	
 ﾠused	
 ﾠin	
 ﾠ
D	
 ﾠand	
 ﾠexpected	
 ﾠsizes	
 ﾠof	
 ﾠPCR	
 ﾠproducts.	
 ﾠ	
 ﾠ(D).	
 ﾠPCR	
 ﾠamplification	
 ﾠproducts	
 ﾠusing	
 ﾠa	
 ﾠstrategy	
 ﾠanalogous	
 ﾠto	
 ﾠthat	
 ﾠshown	
 ﾠ
in	
 ﾠB.	
 ﾠ(E)	
 ﾠSchematic	
 ﾠillustration	
 ﾠof	
 ﾠthe	
 ﾠfrq
+	
 ﾠand	
 ﾠΔfrq	
 ﾠloci	
 ﾠshowing	
 ﾠposition	
 ﾠof	
 ﾠprimers	
 ﾠused	
 ﾠin	
 ﾠF	
 ﾠand	
 ﾠexpected	
 ﾠsizes	
 ﾠ
of	
 ﾠPCR	
 ﾠproducts.	
 ﾠ	
 ﾠ(F).	
 ﾠPCR	
 ﾠamplification	
 ﾠproducts	
 ﾠusing	
 ﾠa	
 ﾠstrategy	
 ﾠanalogous	
 ﾠto	
 ﾠthat	
 ﾠshown	
 ﾠin	
 ﾠB.	
 ﾠ(G)	
 ﾠSchematic	
 ﾠ
illustration	
 ﾠof	
 ﾠthe	
 ﾠvvd
+	
 ﾠand	
 ﾠΔvvd	
 ﾠloci	
 ﾠshowing	
 ﾠposition	
 ﾠof	
 ﾠprimers	
 ﾠused	
 ﾠin	
 ﾠH	
 ﾠand	
 ﾠexpected	
 ﾠsizes	
 ﾠof	
 ﾠPCR	
 ﾠproducts.	
 ﾠ	
 ﾠ
(H).	
 ﾠPCR	
 ﾠamplification	
 ﾠproducts	
 ﾠusing	
 ﾠthe	
 ﾠprimers	
 ﾠshown	
 ﾠin	
 ﾠG.	
 ﾠH2O	
 ﾠ=	
 ﾠnegative	
 ﾠcontrol.	
 ﾠ	
 ﾠ
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Figure	
 ﾠS2	
 ﾠ	
 ﾠ	
 ﾠChanges	
 ﾠin	
 ﾠrelative	
 ﾠhumidity	
 ﾠdo	
 ﾠnot	
 ﾠinfluence	
 ﾠrhythms	
 ﾠin	
 ﾠconidiation	
 ﾠin	
 ﾠNeurospora.	
 ﾠ(A)	
 ﾠRace	
 ﾠtube	
 ﾠ
cultures	
 ﾠwere	
 ﾠkept	
 ﾠin	
 ﾠDD	
 ﾠat	
 ﾠ22°C	
 ﾠand	
 ﾠexposed	
 ﾠto	
 ﾠa	
 ﾠT24	
 ﾠskeleton	
 ﾠhumidity	
 ﾠT-ﾭ‐cycle	
 ﾠconsisting	
 ﾠof	
 ﾠ2h	
 ﾠat	
 ﾠ60%	
 ﾠrelative	
 ﾠ
humidity	
 ﾠ(RH)	
 ﾠand	
 ﾠ22h	
 ﾠat	
 ﾠ83%	
 ﾠRH.	
 ﾠThe	
 ﾠperiod	
 ﾠof	
 ﾠthe	
 ﾠWT	
 ﾠrhythm	
 ﾠis	
 ﾠ22.4	
 ﾠh	
 ﾠ+/-ﾭ‐	
 ﾠ0.26	
 ﾠh	
 ﾠ(n=6).	
 ﾠ	
 ﾠ(B)	
 ﾠStrains	
 ﾠwere	
 ﾠgrown	
 ﾠ
on	
 ﾠrace	
 ﾠtubes	
 ﾠin	
 ﾠcomplete	
 ﾠtemperature	
 ﾠT12	
 ﾠcycles	
 ﾠ(6h	
 ﾠ@	
 ﾠ22°C,	
 ﾠ6h	
 ﾠ@	
 ﾠ30°C)	
 ﾠat	
 ﾠa	
 ﾠconstant	
 ﾠrelative	
 ﾠhumidity	
 ﾠ(RH)	
 ﾠof	
 ﾠ
60%	
 ﾠ(top	
 ﾠtraces	
 ﾠfor	
 ﾠeach	
 ﾠstrain)	
 ﾠor	
 ﾠwithout	
 ﾠhumidity	
 ﾠcontrol	
 ﾠ(bottom	
 ﾠtraces	
 ﾠfor	
 ﾠeach	
 ﾠstrain),	
 ﾠi.e.	
 ﾠthe	
 ﾠtemperature	
 ﾠ
change	
 ﾠled	
 ﾠto	
 ﾠcorresponding	
 ﾠchanges	
 ﾠin	
 ﾠRH	
 ﾠbetween	
 ﾠ61%	
 ﾠRH	
 ﾠat	
 ﾠ22°C	
 ﾠand	
 ﾠ38%	
 ﾠRH	
 ﾠat	
 ﾠ30°C.	
 ﾠThick	
 ﾠlines	
 ﾠ=	
 ﾠmean,	
 ﾠ
thin	
 ﾠlines	
 ﾠ=	
 ﾠ+/-ﾭ‐	
 ﾠ1	
 ﾠstandard	
 ﾠdeviation,	
 ﾠ(n=6).	
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Figure	
 ﾠS3	
 ﾠ	
 ﾠ	
 ﾠPredicting	
 ﾠthe	
 ﾠposition	
 ﾠof	
 ﾠphase	
 ﾠmarkers	
 ﾠof	
 ﾠentrained	
 ﾠand	
 ﾠhourglass-ﾭ‐type	
 ﾠrhythms	
 ﾠin	
 ﾠNeurospora	
 ﾠwild	
 ﾠ
type	
 ﾠand	
 ﾠcircadian	
 ﾠclock-ﾭ‐mutants	
 ﾠin	
 ﾠcomplete	
 ﾠtemperature	
 ﾠT-ﾭ‐cycles.	
 ﾠ(A-ﾭ‐C)	
 ﾠThe	
 ﾠNeurospora	
 ﾠphase	
 ﾠresponse	
 ﾠcurve	
 ﾠ
(PRC,	
 ﾠblack)	
 ﾠto	
 ﾠ2h	
 ﾠtemperature	
 ﾠpulses	
 ﾠof	
 ﾠ30°C	
 ﾠas	
 ﾠexplained	
 ﾠin	
 ﾠFig	
 ﾠ5A-ﾭ‐D	
 ﾠwas	
 ﾠused	
 ﾠto	
 ﾠpredict	
 ﾠentrainment	
 ﾠof	
 ﾠ
Neurospora	
 ﾠwild	
 ﾠtype	
 ﾠto	
 ﾠcomplete	
 ﾠtemperature	
 ﾠcycles.	
 ﾠ(D,E)	
 ﾠSimulated	
 ﾠ(D)	
 ﾠand	
 ﾠexperimental	
 ﾠposition	
 ﾠ(E)	
 ﾠof	
 ﾠphase	
 ﾠ
markers	
 ﾠof	
 ﾠconidial	
 ﾠrhythms	
 ﾠentrained	
 ﾠto	
 ﾠT-ﾭ‐cycles	
 ﾠshown.	
 ﾠConidial	
 ﾠrhythms	
 ﾠwere	
 ﾠsimulated	
 ﾠby	
 ﾠsimple	
 ﾠsine	
 ﾠwaves	
 ﾠ
and	
 ﾠthe	
 ﾠpredicted	
 ﾠphase	
 ﾠmarkers	
 ﾠare	
 ﾠbased	
 ﾠon	
 ﾠthe	
 ﾠPRC	
 ﾠintroduced	
 ﾠabove.	
 ﾠExperimental	
 ﾠdata	
 ﾠare	
 ﾠderived	
 ﾠfrom	
 ﾠ
phase	
 ﾠanalysis	
 ﾠof	
 ﾠrace	
 ﾠtube	
 ﾠdata	
 ﾠshown	
 ﾠin	
 ﾠFig.	
 ﾠ4A.	
 ﾠThe	
 ﾠphase	
 ﾠmarkers	
 ﾠare	
 ﾠrecorded	
 ﾠin	
 ﾠhours	
 ﾠfollowing	
 ﾠthe	
 ﾠstart	
 ﾠof	
 ﾠ
the	
 ﾠtemperature	
 ﾠpulse	
 ﾠ(yellow)	
 ﾠand	
 ﾠare	
 ﾠonsets	
 ﾠ(ON),	
 ﾠoffsets	
 ﾠ(OFF),	
 ﾠpeaks	
 ﾠ(MAX)	
 ﾠand	
 ﾠtroughs	
 ﾠ(MIN)	
 ﾠof	
 ﾠconidiation.	
 ﾠ
The	
 ﾠgraphs	
 ﾠon	
 ﾠthe	
 ﾠright	
 ﾠdepict	
 ﾠthe	
 ﾠdependence	
 ﾠof	
 ﾠphase	
 ﾠ(expressed	
 ﾠin	
 ﾠdegrees)	
 ﾠon	
 ﾠT-ﾭ‐cycle.	
 ﾠFor	
 ﾠexperimental	
 ﾠdata,	
 ﾠ
only	
 ﾠthe	
 ﾠmean	
 ﾠphases	
 ﾠare	
 ﾠshown.	
 ﾠ(F)	
 ﾠSimulated	
 ﾠhourglass-ﾭ‐type	
 ﾠbehaviour	
 ﾠand	
 ﾠ(G)	
 ﾠexperimental	
 ﾠdata	
 ﾠfor	
 ﾠthe	
 ﾠ
ΔFWO	
 ﾠstrain.	
 ﾠThe	
 ﾠrhythm	
 ﾠhas	
 ﾠa	
 ﾠrectangular	
 ﾠwaveform,	
 ﾠreflecting	
 ﾠa	
 ﾠsimple	
 ﾠstimulus	
 ﾠresponse	
 ﾠwith	
 ﾠconidiation	
 ﾠ
activated	
 ﾠthroughout	
 ﾠthe	
 ﾠcold	
 ﾠphase	
 ﾠand	
 ﾠrepressed	
 ﾠthroughout	
 ﾠthe	
 ﾠwarm	
 ﾠphase.	
 ﾠIn	
 ﾠthis	
 ﾠscenario	
 ﾠon	
 ﾠand	
 ﾠoffsets	
 ﾠ
of	
 ﾠconidiation	
 ﾠcoincide	
 ﾠwith	
 ﾠthe	
 ﾠtemperature	
 ﾠtransitions,	
 ﾠwhilst	
 ﾠthe	
 ﾠpeaks	
 ﾠand	
 ﾠtroughs	
 ﾠare	
 ﾠill	
 ﾠdefined	
 ﾠand	
 ﾠ
arbitrarily	
 ﾠset	
 ﾠto	
 ﾠthe	
 ﾠmiddle	
 ﾠof	
 ﾠthe	
 ﾠcold	
 ﾠand	
 ﾠwarm	
 ﾠphases	
 ﾠrespectively.	
 ﾠPhase	
 ﾠmarkers	
 ﾠand	
 ﾠgraph	
 ﾠare	
 ﾠas	
 ﾠdescribed	
 ﾠ
above.	
 ﾠ	
 ﾠ
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Table	
 ﾠS1	
 ﾠ	
 ﾠ	
 ﾠNeurospora	
 ﾠstrains	
 ﾠ	
 ﾠ
Strain	
 ﾠnames	
 ﾠ Genotypes	
 ﾠ Shorthand	
 ﾠnotation	
 ﾠ
used	
 ﾠin	
 ﾠthis	
 ﾠstudy	
 ﾠ
Source	
 ﾠ
87-ﾭ‐3	
 ﾠ ras-ﾭ‐1
bd,	
 ﾠa	
 ﾠ 	
 ﾠ Laboratory	
 ﾠstock	
 ﾠ
87-ﾭ‐12	
 ﾠ ras-ﾭ‐1
bd;	
 ﾠA	
 ﾠ 	
 ﾠ Laboratory	
 ﾠstock	
 ﾠ
54-ﾭ‐3	
 ﾠ ras-ﾭ‐1
bd,	
 ﾠa	
 ﾠ Wild	
 ﾠtype	
 ﾠ(wt)	
 ﾠ Laboratory	
 ﾠstock	
 ﾠ
86-ﾭ‐1	
 ﾠ his-ﾭ‐3;	
 ﾠras-ﾭ‐1
bd,	
 ﾠΔfrq;	
 ﾠA	
 ﾠ	
 ﾠ 	
 ﾠ Aronson	
 ﾠet	
 ﾠal.,	
 ﾠ1994	
 ﾠ
54-ﾭ‐6	
 ﾠ his-ﾭ‐3;	
 ﾠras-ﾭ‐1
bd,	
 ﾠΔfrq;	
 ﾠA	
 ﾠ	
 ﾠ Δfrq	
 ﾠ Laboratory	
 ﾠstock	
 ﾠ(87-ﾭ‐3	
 ﾠx	
 ﾠ86-ﾭ‐1)	
 ﾠ
54-ﾭ‐11	
 ﾠ ras-ﾭ‐1
bd;	
 ﾠΔfrq;	
 ﾠa	
 ﾠ 	
 ﾠ This	
 ﾠstudy	
 ﾠ(87-ﾭ‐3	
 ﾠx	
 ﾠ86-ﾭ‐1)	
 ﾠ
308-ﾭ‐1	
 ﾠ his-ﾭ‐3;	
 ﾠras-ﾭ‐1
bd,	
 ﾠΔwc-ﾭ‐1;	
 ﾠa	
 ﾠ 	
 ﾠ Lee	
 ﾠet	
 ﾠal.,	
 ﾠ2003	
 ﾠ
104-ﾭ‐2	
 ﾠ his-ﾭ‐3;	
 ﾠras-ﾭ‐1
bd,	
 ﾠΔwc-ﾭ‐1;	
 ﾠA	
 ﾠ 	
 ﾠ Laboratory	
 ﾠstock	
 ﾠ(87-ﾭ‐12	
 ﾠx	
 ﾠ308-ﾭ‐1)	
 ﾠ
104-ﾭ‐104	
 ﾠ ras-ﾭ‐1
bd;	
 ﾠΔwc-ﾭ‐1;	
 ﾠa	
 ﾠ Δwc-ﾭ‐1	
 ﾠ This	
 ﾠstudy	
 ﾠ(87-ﾭ‐12	
 ﾠx	
 ﾠ308-ﾭ‐1)	
 ﾠ
241-ﾭ‐23	
 ﾠ his-ﾭ‐3	
 ﾠΔwc-ﾭ‐2;	
 ﾠras-ﾭ‐1
bd;	
 ﾠA	
 ﾠ 	
 ﾠ Collett	
 ﾠet	
 ﾠal.,	
 ﾠ2002	
 ﾠ
55-ﾭ‐3	
 ﾠ his-ﾭ‐3	
 ﾠΔwc-ﾭ‐2;	
 ﾠras-ﾭ‐1
bd;	
 ﾠA	
 ﾠ 	
 ﾠ Laboratory	
 ﾠstock	
 ﾠ(87-ﾭ‐3	
 ﾠx	
 ﾠ241-ﾭ‐23)	
 ﾠ
50-ﾭ‐1	
 ﾠ Δwc-ﾭ‐2;	
 ﾠras-ﾭ‐1
bd;	
 ﾠa	
 ﾠ Δwc-ﾭ‐2	
 ﾠ This	
 ﾠstudy	
 ﾠ(87-ﾭ‐3	
 ﾠx	
 ﾠ241-ﾭ‐23)	
 ﾠ
289-ﾭ‐10	
 ﾠ his-ﾭ‐3;	
 ﾠras-ﾭ‐1
bd;	
 ﾠΔvvd;	
 ﾠA	
 ﾠ 	
 ﾠ Elvin	
 ﾠet	
 ﾠal.,	
 ﾠ2005	
 ﾠ
56-ﾭ‐7	
 ﾠ ras-ﾭ‐1
bd;	
 ﾠΔvvd;	
 ﾠa	
 ﾠ Δvvd	
 ﾠ This	
 ﾠstudy	
 ﾠ(87-ﾭ‐3	
 ﾠx	
 ﾠ289-ﾭ‐10)	
 ﾠ	
 ﾠ
102-ﾭ‐5	
 ﾠ ras-ﾭ‐1
bd;	
 ﾠΔvvd;	
 ﾠΔfrq;	
 ﾠa	
 ﾠ 	
 ﾠ Laboratory	
 ﾠstock	
 ﾠ(54-ﾭ‐6	
 ﾠx	
 ﾠ56-ﾭ‐7)	
 ﾠ
107-ﾭ‐10	
 ﾠ his-ﾭ‐3	
 ﾠΔwc-ﾭ‐2,	
 ﾠras-ﾭ‐1
bd;	
 ﾠΔvvd;	
 ﾠA	
 ﾠ 	
 ﾠ Laboratory	
 ﾠstock	
 ﾠ(54-ﾭ‐3	
 ﾠx	
 ﾠ56-ﾭ‐7)	
 ﾠ
108-ﾭ‐77	
 ﾠ his-ﾭ‐3;	
 ﾠras-ﾭ‐1
bd;	
 ﾠΔvvd;	
 ﾠΔfrq,	
 ﾠΔwc-ﾭ‐1;	
 ﾠA	
 ﾠ 	
 ﾠ Laboratory	
 ﾠstock	
 ﾠ(104-ﾭ‐2	
 ﾠx	
 ﾠ102-ﾭ‐5)	
 ﾠ
123-ﾭ‐2	
 ﾠ Δwc-ﾭ‐2;	
 ﾠras-ﾭ‐1
bd;	
 ﾠΔvvd;	
 ﾠΔfrq,	
 ﾠΔwc-ﾭ‐1;	
 ﾠa	
 ﾠ ΔFWO	
 ﾠ This	
 ﾠstudy	
 ﾠ(107-ﾭ‐10	
 ﾠx	
 ﾠ108-ﾭ‐77)	
 ﾠ
127-ﾭ‐11	
 ﾠ his-ﾭ‐3;	
 ﾠΔwc-ﾭ‐2;	
 ﾠras-ﾭ‐1
bd;	
 ﾠΔvvd;	
 ﾠΔfrq,	
 ﾠΔwc-ﾭ‐1;	
 ﾠA	
 ﾠ 	
 ﾠ Laboratory	
 ﾠstock	
 ﾠ(123-ﾭ‐2	
 ﾠx	
 ﾠ108-ﾭ‐77)	
 ﾠ
154-ﾭ‐1-ﾭ‐3	
 ﾠ his-ﾭ‐3	
 ﾠ(his-ﾭ‐3
+	
 ﾠpSHccg1:WC-ﾭ‐1myc);	
 ﾠ
	
 ﾠΔwc-ﾭ‐2;	
 ﾠras-ﾭ‐1
bd;	
 ﾠΔvvd;	
 ﾠΔfrq,	
 ﾠΔwc-ﾭ‐1;	
 ﾠA	
 ﾠ
ΔFWO	
 ﾠ(wc-ﾭ‐1
myc)	
 ﾠ This	
 ﾠstudy:	
 ﾠ(SHccg1:WC-ﾭ‐1myc	
 ﾠin	
 ﾠ127-ﾭ‐11)	
 ﾠ
154-ﾭ‐5-ﾭ‐3	
 ﾠ his-ﾭ‐3	
 ﾠ(his-ﾭ‐3
+	
 ﾠpSHccg1:WC-ﾭ‐1myc);	
 ﾠ
	
 ﾠΔwc-ﾭ‐2;	
 ﾠras-ﾭ‐1
bd;	
 ﾠΔvvd;	
 ﾠΔfrq,	
 ﾠΔwc-ﾭ‐1;	
 ﾠA	
 ﾠ
ΔFWO	
 ﾠ(ccg-ﾭ‐1p:wc-ﾭ‐1
myc)	
 ﾠ This	
 ﾠstudy:	
 ﾠ(pSHccg1:WC-ﾭ‐1myc	
 ﾠin	
 ﾠ127-ﾭ‐11)	
 ﾠ
110-ﾭ‐12A	
 ﾠ his-ﾭ‐3	
 ﾠ(his-ﾭ‐3
+pMyc-ﾭ‐WC-ﾭ‐1);	
 ﾠras-ﾭ‐1
bd,	
 ﾠΔwc-ﾭ‐1;	
 ﾠA	
 ﾠ Δwc-ﾭ‐1	
 ﾠ(wc-ﾭ‐1
myc)	
 ﾠ This	
 ﾠstudy:	
 ﾠ(pMyc-ﾭ‐WC-ﾭ‐1	
 ﾠ(Cheng	
 ﾠet	
 ﾠal.,	
 ﾠ2002)	
 ﾠin	
 ﾠ104-ﾭ‐2)	
 ﾠ
155-ﾭ‐4-ﾭ‐3	
 ﾠ his-ﾭ‐3	
 ﾠ(his-ﾭ‐3
+	
 ﾠpSHccg1:WC-ﾭ‐1myc);	
 ﾠΔwc-ﾭ‐1;	
 ﾠA	
 ﾠ Δwc-ﾭ‐1	
 ﾠ(ccg-ﾭ‐1p:wc-ﾭ‐1
myc)	
 ﾠ This	
 ﾠstudy:	
 ﾠ(pSHccg1:WC-ﾭ‐1myc	
 ﾠin	
 ﾠ104-ﾭ‐2)	
 ﾠ
	
 ﾠ
	
 ﾠ
	
 ﾠ 	
 ﾠS.	
 ﾠHunt,	
 ﾠM.	
 ﾠElvin,	
 ﾠand	
 ﾠC.	
 ﾠHeintzen	
 ﾠ 6	
 ﾠSI	
 ﾠ
Table	
 ﾠS2	
 ﾠ	
 ﾠ	
 ﾠValues	
 ﾠof	
 ﾠMAX	
 ﾠand	
 ﾠMIN	
 ﾠphases,	
 ﾠstandard	
 ﾠdeviation	
 ﾠ(SD),	
 ﾠsample	
 ﾠsize	
 ﾠ(N)	
 ﾠand	
 ﾠstatistical	
 ﾠanalysis	
 ﾠ(paired	
 ﾠt-ﾭ‐test)	
 ﾠof	
 ﾠphase	
 ﾠdifferences	
 ﾠLL	
 ﾠand	
 ﾠDD	
 ﾠconditions	
 ﾠfor	
 ﾠthe	
 ﾠindicated	
 ﾠstrains	
 ﾠ
and	
 ﾠT-ﾭ‐cycles	
 ﾠ	
 ﾠ
	
 ﾠ
strain	
 ﾠ T-ﾭ‐cycle	
 ﾠ
	
 ﾠ
MAX	
 ﾠ
phase	
 ﾠ
in	
 ﾠDD	
 ﾠ
SD	
 ﾠ N	
 ﾠ MAX	
 ﾠ
phase	
 ﾠ
in	
 ﾠLL	
 ﾠ
SD	
 ﾠ N	
 ﾠ MIN	
 ﾠ
phase	
 ﾠ
in	
 ﾠDD	
 ﾠ
SD	
 ﾠ N	
 ﾠ MIN	
 ﾠ
phase	
 ﾠ
in	
 ﾠLL	
 ﾠ
SD	
 ﾠ N	
 ﾠ Δphase	
 ﾠ
MAX	
 ﾠ
t	
 ﾠ P	
 ﾠ Δphase	
 ﾠ
MIN	
 ﾠ
t	
 ﾠ P	
 ﾠ
Δfrq	
 ﾠ T12	
 ﾠ 11.6	
 ﾠ 1.7	
 ﾠ 38	
 ﾠ 7.9	
 ﾠ 1.95	
 ﾠ 48	
 ﾠ 5.2	
 ﾠ 1.6	
 ﾠ 46	
 ﾠ 13.6	
 ﾠ 1.04	
 ﾠ 48	
 ﾠ 3.7	
 ﾠ 9.2404	
 ﾠ <0.0001	
 ﾠ 8.4	
 ﾠ 30.346	
 ﾠ <0.0001	
 ﾠ
Δfrq	
 ﾠ T16	
 ﾠ ND	
 ﾠ ND	
 ﾠ ND	
 ﾠ ND	
 ﾠ ND	
 ﾠ ND	
 ﾠ ND	
 ﾠ ND	
 ﾠ ND	
 ﾠ ND	
 ﾠ ND	
 ﾠ ND	
 ﾠ ND	
 ﾠ ND	
 ﾠ ND	
 ﾠ ND	
 ﾠ ND	
 ﾠ ND	
 ﾠ
Δfrq	
 ﾠ T20	
 ﾠ 16	
 ﾠ 2.14	
 ﾠ 20	
 ﾠ 9.6	
 ﾠ 1.17	
 ﾠ 12	
 ﾠ 5.4	
 ﾠ 2.56	
 ﾠ 24	
 ﾠ 4.1	
 ﾠ 1.85	
 ﾠ 16	
 ﾠ 6.4	
 ﾠ 9.5021	
 ﾠ <0.0001	
 ﾠ 1.3	
 ﾠ 1.7467	
 ﾠ 0.0888	
 ﾠ
Δfrq	
 ﾠ T24	
 ﾠ 13.2	
 ﾠ 2.12	
 ﾠ 20	
 ﾠ 8.3	
 ﾠ 1.08	
 ﾠ 22	
 ﾠ 1.2	
 ﾠ 2.8	
 ﾠ 17	
 ﾠ 2.9	
 ﾠ 1.03	
 ﾠ 14	
 ﾠ 4.9	
 ﾠ 9.5687	
 ﾠ <0.0001	
 ﾠ 1.7	
 ﾠ 2.1497	
 ﾠ 0.0401	
 ﾠ
Δfrq	
 ﾠ T28	
 ﾠ 14.1	
 ﾠ 1.14	
 ﾠ 23	
 ﾠ 10.7	
 ﾠ 2.1	
 ﾠ 8	
 ﾠ 33.1	
 ﾠ 0.89	
 ﾠ 17	
 ﾠ 25	
 ﾠ 3.07	
 ﾠ 7	
 ﾠ 3.4	
 ﾠ 7.1651	
 ﾠ <0.0001	
 ﾠ 8.1	
 ﾠ 7.6574	
 ﾠ <0.0001	
 ﾠ
	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ18.4	
 ﾠ 	
 ﾠ 	
 ﾠ 19.5	
 ﾠ 	
 ﾠ 	
 ﾠ
Δwc-ﾭ‐1	
 ﾠ T12	
 ﾠ 10.9	
 ﾠ 2.37	
 ﾠ 45	
 ﾠ 12.6	
 ﾠ 1.3	
 ﾠ 40	
 ﾠ 3.3	
 ﾠ 0.84	
 ﾠ 43	
 ﾠ 5.1	
 ﾠ 1.02	
 ﾠ 35	
 ﾠ 1.7	
 ﾠ 4.0281	
 ﾠ <0.0001	
 ﾠ 1.8	
 ﾠ 8.549	
 ﾠ <0.0001	
 ﾠ
Δwc-ﾭ‐1	
 ﾠ T16	
 ﾠ 11.2	
 ﾠ 2.17	
 ﾠ 17	
 ﾠ 7.6	
 ﾠ 2	
 ﾠ 23	
 ﾠ 4.7	
 ﾠ 0.82	
 ﾠ 12	
 ﾠ 2	
 ﾠ 0.7	
 ﾠ 13	
 ﾠ (3.6)*	
 ﾠ 5.4288	
 ﾠ <0.0001	
 ﾠ (2.7)*	
 ﾠ 8.8773	
 ﾠ <0.0001	
 ﾠ
Δwc-ﾭ‐1	
 ﾠ T20	
 ﾠ 17.1	
 ﾠ 2.11	
 ﾠ 12	
 ﾠ 13	
 ﾠ 1.29	
 ﾠ 18	
 ﾠ 22.8	
 ﾠ 2.31	
 ﾠ 12	
 ﾠ 24.1	
 ﾠ 1.58	
 ﾠ 20	
 ﾠ 4.1	
 ﾠ 6.6228	
 ﾠ <0.0001	
 ﾠ 1.3	
 ﾠ 1.8929	
 ﾠ 0.0681	
 ﾠ
Δwc-ﾭ‐1	
 ﾠ T24	
 ﾠ 13	
 ﾠ 1.5	
 ﾠ 16	
 ﾠ 11.7	
 ﾠ 2.17	
 ﾠ 17	
 ﾠ 3.4	
 ﾠ 1.47	
 ﾠ 12	
 ﾠ 2.1	
 ﾠ 2.31	
 ﾠ 15	
 ﾠ 1.3	
 ﾠ 1.9895	
 ﾠ 0.0555	
 ﾠ 1.3	
 ﾠ 1.6912	
 ﾠ 0.1032	
 ﾠ
Δwc-ﾭ‐1	
 ﾠ T28	
 ﾠ 16.3	
 ﾠ 2.74	
 ﾠ 15	
 ﾠ 18.8	
 ﾠ 2.81	
 ﾠ 20	
 ﾠ 27.7	
 ﾠ 1.98	
 ﾠ 14	
 ﾠ 32.9	
 ﾠ 1.13	
 ﾠ 10	
 ﾠ 2.5	
 ﾠ 2.6323	
 ﾠ 0.0128	
 ﾠ 5.2	
 ﾠ 7.4539	
 ﾠ <0.0001	
 ﾠ
	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ 9.6	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ9.6	
 ﾠ 	
 ﾠ 	
 ﾠ
ΔFWO	
 ﾠ T12	
 ﾠ 8.9	
 ﾠ 1.28	
 ﾠ 30	
 ﾠ 8.9	
 ﾠ 1.25	
 ﾠ 41	
 ﾠ 2.4	
 ﾠ 1.02	
 ﾠ 30	
 ﾠ 2.8	
 ﾠ 0.84	
 ﾠ 41	
 ﾠ 0	
 ﾠ 0	
 ﾠ 1	
 ﾠ 0.4	
 ﾠ 1.8097	
 ﾠ 0.0747	
 ﾠ
ΔFWO	
 ﾠ T16	
 ﾠ 10.4	
 ﾠ 1.45	
 ﾠ 32	
 ﾠ 7.3	
 ﾠ 1.74	
 ﾠ 34	
 ﾠ 2.2	
 ﾠ 0.7	
 ﾠ 35	
 ﾠ 2.3	
 ﾠ 0.66	
 ﾠ 30	
 ﾠ (3.1)*	
 ﾠ 7.8368	
 ﾠ <0.0001	
 ﾠ (0.1)*	
 ﾠ 0.5894	
 ﾠ 0.5577	
 ﾠ
ΔFWO	
 ﾠ T20	
 ﾠ 14.4	
 ﾠ 1.68	
 ﾠ 15	
 ﾠ 10.2	
 ﾠ 1.81	
 ﾠ 30	
 ﾠ 4.4	
 ﾠ 1.45	
 ﾠ 14	
 ﾠ 3	
 ﾠ 0.62	
 ﾠ 24	
 ﾠ 4.2	
 ﾠ 7.5091	
 ﾠ 0.0128	
 ﾠ 1.4	
 ﾠ 4.153	
 ﾠ 0.0002	
 ﾠ
ΔFWO	
 ﾠ T24	
 ﾠ 14.3	
 ﾠ 1.08	
 ﾠ 22	
 ﾠ 14.2	
 ﾠ 1.64	
 ﾠ 24	
 ﾠ 1.8	
 ﾠ 0.56	
 ﾠ 18	
 ﾠ 2.9	
 ﾠ 0.82	
 ﾠ 18	
 ﾠ 0.1	
 ﾠ 0.2418	
 ﾠ 0.81	
 ﾠ 1.1	
 ﾠ 4.6999	
 ﾠ <0.0001	
 ﾠ
ΔFWO	
 ﾠ T28	
 ﾠ 14.1	
 ﾠ 1.67	
 ﾠ 24	
 ﾠ 15.5	
 ﾠ 2.5	
 ﾠ 24	
 ﾠ 2.4	
 ﾠ 1.88	
 ﾠ 23	
 ﾠ 3.7	
 ﾠ 1.01	
 ﾠ 18	
 ﾠ 1.4	
 ﾠ 2.2813	
 ﾠ 0.0272	
 ﾠ 1.3	
 ﾠ 2.6454	
 ﾠ 0.0117	
 ﾠ
	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ 5.7	
 ﾠ 	
 ﾠ 	
 ﾠ 4.2	
 ﾠ 	
 ﾠ 	
 ﾠ
	
 ﾠ
*	
 ﾠphase	
 ﾠdata	
 ﾠin	
 ﾠbrackets	
 ﾠwere	
 ﾠnot	
 ﾠused	
 ﾠfor	
 ﾠobtaining	
 ﾠthe	
 ﾠsum	
 ﾠof	
 ﾠthe	
 ﾠphase	
 ﾠdifferences	
 ﾠas	
 ﾠthey	
 ﾠcould	
 ﾠnot	
 ﾠbe	
 ﾠdetermined	
 ﾠfor	
 ﾠthe	
 ﾠΔfrq	
 ﾠstrain	
 ﾠ
	
 ﾠ