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In this paper we study the graded minimal free resolution of a finite set of points in ip”. 
We find conditions for the minimal number of generators of their ideal and for the Cohen- 
Macaulay type of their coordinate ring to have the expected minimum value. 
In some special cases we find that all the Betti numbers of the points are determined. We then 
explicitly compute them, by means of a compact formula, which allows us to avoid the recursive 
computation based upon the additivity of the Hilbert function. 
Introduction 
This paper is extracted from the author’s doctoral dissertation [12], and deals 
with determining the Betti numbers of the defining ideal of a finite number of points 
in projective space. 
The problem originates from trying to compute two invariants of the points: the 
minimal number of generators of their ideal and the Cohen-Macaulay type of their 
coordinate ring. 
In Ip* one invariant can be recovered from the other; but, as soon as the dimen- 
sion of the space is bigger than two, one has to study the (graded) minimal free 
resolution of the ideal of the points and view the two invariants in question as, 
respectively, the first and last Betti number of that ideal. 
Surprisingly enough, for some special values of the number of points (and with 
some ‘reasonable’ geometric condition on the points) it is still possible to recover 
one invariant from the other, by recovering all the other Betti numbers at the same 
time. This is done in Section 3, by applying the results from Section 2: the most geo- 
metrically flavored result in this section is Proposition 3.1, and that case was known 
only in Ip*. In all the other cases it was only known either the minimal number of 
generators or the Cohen-Macaulay type (or both), but in any dimension. 
In Section 2 the results needed in Section 3 are obtained, by translating results 
(proved in [ 131) which hold more generally, while exploiting the notion of ‘generic 
position’, which puts things much more under control and makes computations 
much easier. In fact, in the same section, we also give a compact formula to com- 
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pute the Betti numbers in the ‘good’ cases, instead of recursively recovering them 
from the resolution by applying the additivity of the Hilbert function. 
1. Point in IP” 
Let R be a field and P”(R) (or, simply, IP”) the projective n-space over 8. (n22). 
Let Pi, ...) P, be a set of s distinct points in P”(R) and R = k[X,,, . . . ,X,,]. Then, 
each Pi corresponds to a prime ideal pi or R of height n (generated by n linearly in- 
dependent linear forms). 
Let Z= pi f-l... flpS denote the ideal of the points (i.e. the ideal generated by all 
forms vanishing at P,, . . . , P,). Then Z is a perfect homogeneous ideal of R of 
height II. Therefore the homogeneous coordinate ring of the points, A = R/Z, is a 
Cohen-Macaulay graded ring of Krull dimension 1, generated by A, as a R-algebra. 
The Hilbert function of A is defined by H(A, t) = dim, A, (for all t), and, for 
large t, becomes a polynomial of degree one less than the Krull dimension of A, 
hence a constant. It is well known that, for multiplicity reasons, such a constant is 
exactly s, the number of points; so that the Hilbert function of A strictly increases 
until it reaches s. This, in particular, implies s~(~-fi+~), where we define 
d=min{t / Z,#O}. 
Our standing assumption is that d12. 
Define the (first) difference of the Hilbert function of A as AH(A, t)= 
H(A, t) - H(A, t - l), for all t. 
We may assume that X0 is not a zero-divisor modulo Z (without necessarily 
assuming R infinite, because of [ 18, Lemma 1.11). Then, if we denote B = A/X,A, 
we have H(B, t) = AH(A, t), Vt. Define 
Note that, if Gi, . . . , G, is a minimal set of generators of I, then 
min{degGiIi=l,...,u}=d, 
and 
Note also that Cy:d H(Z3, t) = Cy:d AH(A, t) =s, where (T = o(Z). 
The slowest possible growth of the Hilbert function of A is 
for t=O, . . ..s- 1, 
for all trs- 1. 
In this case the points are all on a line (d = l), and a(Z) =s. 
The fastest possible growth takes place when a(Z) =d. This is the extremal 
Cohen-Macaulay case (see [ 17]), which is completely known, and can be achieved 
only for ~=(~-f,+~). 
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Furthermore, the Hilbert function of Ext;i(A, Z?) can be recovered after recalling 
that AH(Exti(A, R), -n - t) = AH(A, t) for all t. Then, assuming o(Z) = d+ r, the 
Hilbert function of E = Exti(A, R) is given by 
r 0 t<-n-d-r+ 1, 






ii_,,, (;“-i’> -n-d<t<-n, 
(1) 
where h,=H(B, t) =dH(A, t), which equals the binomial coefficient for t = 
0 ,...,d-1 (see end of Section 2 in [13]). 
By using homological arguments, it can easily be proved that X0 is not a zero- 
divisor on E; consequently, dH(E, t) = H(Eo, t), Vt, where E. = E/XoE. Moreover, 
if ‘=’ denotes a graded isomorphism (i.e. an isomorphism preserving degrees), then 
E,=Extg(B,S), where S=R/(Xo)=a[X1,...,X,,]. 
2. Betti numbers of points in generic position 
Let Pt, . . . . P, be a set of s distinct points in P”, Zc R the ideal of the points 
(R =a.[X,, . . . , X,]), and A = R/Z their (homogeneous) coordinate ring. 
The points P,, . . . , P, are said to be in generic s-position (or, simply, in generic 
position) if H(A, t) = min{(‘:“),s}, for all t> 0; i.e. if the points have maximal 
Hilbert function. In fact, this is the fastest possible growth of the Hilbert function 
of A, when s is not the binomial coefficient (d-A+“). 
It follows from the definition above that d (as defined in Section 1) is the least 
integer such that (dz”)>s (we have seen in Section 1 that always .s~(~-~“‘)). 
In what follows the most important feature of s+(~-~‘“) points in generic posi- 
tion is that o(Z) = d + 1. This, by means of [13, Theorem 2.21, implies that a graded 
minimal free resolution of Z looks like 
(“r) 
The computation of the Hilbert function of E= Extg(A, R) is also simpler for 
points in generic position. In fact, from (1) we get 





Now, by elementary combinatorics 
je(j::;‘)=(“:“)~ 




H(E,-(d+n)+j)=s-(d-li’+n), VjrO. (2) 
Now, consider a graded minimal free resolution of Z, like (t), and put Ni= Im di, 
Vi=1 , . . . , n; and No = I. Then each ZVj can be generated (at most) in degrees d + i 
and d+i+l. Obviously, cq=H(N,,d+i), Vi=O,...,n-1. In particular, (x0= 
(di”) --s. 
By dualizing resolution (t), we get the following graded minimal free resolution 
of E: 
(t)* O-R*-R(d+ l)po@Z?(d)“o% ... 
... AR(d+i+ 1)81@R(d+i)a’-+ .a. 
a 
where ajis the transpose of d;, Vi=l,...,n-1. Put L;=Imai, for i=l,...,n-1; 
and L, = E. Then, each Li can be generated (at most) in degrees -(d + i) and 
-(d-t i- 1). Here too, it is fairly clear that pi_ 1 =H(Li, -(d-t i)), Vi= 1, . . . , n. In 
particular, it follows from (2) that /I,_ I = H(E, -n -d) =s- (dpfi+“). 
The numbers bi = ai + pi (Vi = 0, . . . , n - 1) are called the Beth numbers of the s 
points (or, of the ideal Z). 
Note that b. is the minimal number of generators of Z (also denoted by v(Z)), 
and 6, _ , is the Cohen-Macaulay type of A (also denoted by r(A)). 
Now we want to apply the results from [13, Section 31 to the case of points in 
generic position. To do so, for each i = 0,. . . , n - 1, define W(A$) as the vector sub- 
space Of (N;)d+;+ i generated by (Ni)d+i under multiplication by x0, . . . ,xn: 
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Similarly, for each i= 1, . . . , n, define W(L,) as the vector subspace 
(Li)&+ i_ t) generated by (Li)_(d+ i) under multiplication by X0, . . . , X,: 
W(Li) =XO(Li)-(d+i) + .‘. +Xn(Li)-(d+i) C tLi)-(d+i-1). 
of 
The notation we are using here is simpler than in [13], but can be derived from 
it just by replacing (Y;,O by oi, ai,l by pi, Wt(Ni) by W(Ni), and Wr(L;) by IV&). 
Proposition 2.1. Let I be the ideal of s points in generic position in P” and let (t) 
be its graded minimal resolution. Then: 
(a) Foranyi=l,...,n-1, ai=ai+l =~~~=a,_,=Oifandonlyifdim, W(Ni_,)= 
(n + l)a,- , . In particular, if dim, W(I) = (n + l)((dz”) -s), then 
and, for each i 2 1, 
b,=&= i (-l)j+’ j;, [ (y)iR’j] +(l)‘+fi+ ‘, “)a0 
+(-l)f(d+i,l+n)-s). 
(b)Foranyi=1,...,n-1,/?_,=/3P2=... =po = 0 if and only if dim& W(L,+ 1) = 
(n + l)&. In particular, if dim, W(E) = (n + l)(s- (d-A+“)), then 
and 
Vi=O,...,n-2, 
Proof. (a) The first part is a direct application of [ 13, Theorem 3.2(a)]. For the com- 
putation of the Betti numbers, consider the graded long exact sequence obtained 
from CO, 
O-Ni_*R(-(d+i))P’-I-tR(-(d+i- l))pi-2-+ . . . 
and expand bi =pi = H(N,, d + i + 1) by means of the additivity of the Hilbert 
function. 
(b) The first part is the content of [13, Theorem 3.2(b)]. The computation of the 
Betti numbers is obtained in the same way as in (a), taking into account that, in this 
case, the resolution of E is 
O+.R*AR(d)aoA . . . +R(d+i)al+ . . . 
... +R(d+n-2)a”~2-+R(d+n)flR~1@R(d+n-I)a”-’+E+0. 0 
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The recursive formulae given above for the computation of the Betti numbers, 
can be explicitly expressed in terms of S, n, and d, and this is the content of the next 
proposition. In order to prove it we need a combinatorial lemma. 
Lemma 2.2. (a) For any integer Or u<n, 
(b) For any integers Osusn and krn, 
(c) For any integers 0 5 u I n and k 1 n, 
Proof. (a) Can be found on p. 53 of [15] (it can also easily be proved by induction 
on u). 
Now we prove (c) first, and then we use it to prove (b). 
(c) By induction on u + k2 n. For u + k = n, necessarily u = 0 and k= n, and the 
equality above is trivially satisfied. For u + k = n + 1, we can have either u = 0 and 
k = n + 1, or u = 1 and k = n, and in both cases it is immediate to check that the 
equality above is satisfied. Now assume u + k> n + 1 and write 
as we wanted. 
U-l 
+(-l)u-1 c (_l)j 
j=O 










Betti numbers of points in projective space 187 
where the last equality follows by applying (c) to both summations. 0 
Proposition 2.3. Let I be the ideal of s points in generic position in fP” and (t) its 
graded minimal free resolution. For each t 2 0, denote h, = H(Z, d + t) and u, = 
H(E, -(d + n) + t). Then, for any kz0: 
(a) Assumep,=P,=...=Pi_,=O. Then 
H(Ni,d+i+k)= C (-1) [ il: i(i-j:k-l)(“i:=kk)h~] +(-l)‘hi+k. 
In particular, 
(b) Assumeai+I=ai+2=...=a,_1=0. Then 
H(Li+ 1, -(d+i+l)+k) 
n-i-2 
= jzc (_l,j(n-z-:-'+k)(n_~:+:+:tk)uj] L 
+(-l)n-i-lU,_i_l+k* 
In particular, 
Proof. (a) By induction on i. For i = 0, we simply get the assumption. Assume i> 0, 
and consider the graded long exact sequence 
This yields H(N,,d+i+k)=(Ci=, (-l)f-‘(k+~+n)ai_t. NOW, by induction, 




H(Ni,d+ i+ k) 
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= c (-l)j c (-1) 111 [‘rl,i f(““:“+t)(i_~‘f_t)]hj 
+(-lYh;+k, 
as a straightforward computation shows. Now the conclusion follows by applying 
Lemma 2.2(b) to the summation in square brackets. 
To recover ai, recall that h;=H(Z,d + j) = (d+i+n) -s, and so - 




(b) By (descending) induction on i. For i = n - 1, we simply get our assumption. 




H(Li+ 1, -(d+i+l)+k)= ,c, (-1) - 
t 1 (k+;+y& 
Now, by induction, 
n-i-l-t 
P;+t=H&+1+/, -(d+i+l+f))= & (-l)i(n_i~~~j_t)u/. 
and so 
H(L;+ ,, -(d+i+ l)+k) 
1)’ ( n+l+k+t >( 
n+l II n-i-2-j-t I uj 
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Now the result follows by applying again Lemma 2.2(b). 
To figure out pi, write, as in (2), Uj=S-(d-li’+n), Then, 
Pi=fwi+,, -(d+i+l))= c (-1) “foci j(,_ni’:_j)‘I 
=[ “~~‘(-l)j(~~~:_j)]~-“~~‘(-l)j(._:f:j)(d-ln+”j) 
where the last equality follows from parts (a) and (c) of Lemma 2.2. 0 
3. Applications 
Using the results contained in the previous section, we can figure out the entire 
resolution of s points in generic position for particular values of s. 
We assume throughout that the points are in generic position. 
As already mentioned in Section 1, all the Betti numbers are known for s = 
(d-A+“). They can also be recovered from Proposition 2.3(a): 
Vi=0 ,..., n-l. 
The most obvious case to which Proposition 2.1(a) applies, making the hi’s com- 
putable (by Proposition 2.3(b)), is when ao= 1. For this case v(Z) and r(A) were 
obtained in [9] (Propositions 5 and 17, respectively). 
More generally, Proposition 2.1(a) applies when ao=A, provided Id contains a 
regular sequence of length 1 (which forces A 5 n). In fact, let Hi, . . . , HA be a regular 
sequence contained in Id and suppose that the XiZZj’s are not all linearly indepen- 
dent. Then we can write Cj,, LjHj=O, where each Lj is a linear form. We may 
assume L,#O. Thus LA~(Hl,...,Hk_l): HA=(H,,...,H,_,)~Z, which is absurd, 
as we are assuming dr2. 
Under this hypothesis v(Z) was computed in [7] (Corollary 3.15). 
Cases in which Id contains a regular sequence of length A are, for example, when 
il = 2 and the points are in uniform position (see [7, Corollary 3.15), or when Iz = n 
and the points are in transversal uniform position (see [7,16]). In general, for 
1 ~Asn, it is proved in [7, Corollary 4.51 that there exists a set of s=(~;‘) -I 
points whose ideal contains a homogeneous regular sequence of degree d and length A. 
In all the cases above, in view of Proposition 2.3(b), the Betti numbers are given by 
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d+n 
v(l)=bo= ( > n-1 -(n-1)/l, 
bi=B;=(i:l)(d:“)-‘(i~l)-(~~~)(nd:nl) 
(Vi=l,...,n-1). 
It should be pointed out that the values above are the ‘expected’ (minimum) 
values of v(Z) and r(A) (see beginning of [6]). 
In the case 2 I J. 5 n - 1, generic position is enough to guarantee that r(A) has the 
expected minimum value (see [16]); similarly, for A = n, it is proved in [l] that 
uniform position is enough to give the expected minimum value of r(A). 
In both cases this is not enough to guarantee that v(Z) has the expected value as 
well. For the first case a counterexample is provided by [7, Example 4.71. For the 
second case, consider 7 points on the twisted cubic curve in Ip3 (in this case d=2 
and A = n = 3). It can be shown that they are in uniform position and that their ideal 
requires at least 6 generators, while the expected value of v(Z) is given by 
(f?T) - (n - 1)n = (2i3) - 6 = 4. This example was given in a preliminary version of 
[7] (Queen’s Mathematical Preprint No. 1981-5). 
Now we seek applications of Proposition 2.1(b), in order to be able to use Pro- 
position 2.3(a) for the computation of the bi’s. 
As pointed out in [13], because E is not necessarily a submodule of a free 
module, p,, _ 1 = H(E, -(d + n)) = 1 does not guarantee dim, W(E) = n + 1, unless 
(Ann&))i=(O), vx~E-(d+~). The latter can be proved under a geometrical condi- 
tion on the points, which is satisfied, for instance, by points in generalposition (i.e. 
with no subset of n + 1 points lying on a hyperplane). 
Proposition 3.1. Let s = ( d-,!,in) + 1 and assume that no subset of the s points con- 






Proof. First of all, /3,_ I =H(E, -(d + n)) = 1. Let x be a generator of EPcd+,,) and 
let Hi, . . . . H, be a regular sequence contained in Z, with deg Hi = di (i = 1, . . . , n). 
Put K=(H1, . . . . H,) and Z=(C di)-n. AS 
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(see end of Section 2 in [13]), we can identify x with 




is the annihilator of the (non-zero) ideal 
K:(K,G) 
K 
of the l-dimensional (reduced) Gorenstein ring R/K. Therefore the quotient 
R 
K:G 
is a l-dimensional (reduced) Cohen-Macaulay ring. Moreover, K: G > K: (K: I) 2 I; 
thus K: G corresponds to a subset of the original set of s points. 
By applying [2, Theorem 3(i)] to the ring R/K and the ideals 
K:G and J=K:(K:G) 
K K ’ 
we get 
= a(K) - a(J), 
where a indicates the ‘initial’ degree, i.e. a(J) =min{t 1 H(J, t)#O}. 
It is known that a(K)= Cid;-(n - l)=l+ 1. On the other hand, Ja (G,K)/K, 
withdegG=I-dandG$K.Thusa(J)~I-d,andsoa(K:G)rf+l-(I-d)=d+l. 
Therefore 
hence K: G is the ideal of at least d+ 1 distinct points, which are a subset of the 
original s points. Since we are assuming that no subset of d + 1 points lies on a hyper- 
plane, there is no linear form passing through them, i.e. (Ann,(x))i = (K: G), = (0). 
This means dim, W(E) = IZ + 1. Now the conclusion follows by applying Proposi- 
tion 2.1(b) and then computing the hi’s by using Proposition 2.3(a). 0 
The conclusion of Proposition 3.1 was known to be true for s = (di ‘) + 1 points 
in Ip2 in uniform position, or under the weaker assumption that their ideal contains 
a regular sequence of degree d and length 2 (see [5, Corollary 4.4 and Remark after 
it]). 
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Obviously, /I,_ 1 = 1 (and a,_ r = 0) when A is Gorenstein. Clearly, this implies 
d = 2, hence A is extremal Gorenstein (see [17]), and s = n + 2 (or s = 2). On the other 
hand, for these values of s, A is indeed Gorenstein, provided the points are in 
general (equivalently, uniform) position (see [8, Theorem 71). Now, Proposition 3.1 
applies directly only to the case n =2; nevertheless, in view of (2), a,_r =0 still 
gives dim&W(E) = n + 1, whence all the Betti numbers are still computable, by 
means of Propositions 2.1(b) and 2.3(a). 
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