Introduction
The problem of Lagrange, in the calculus of variations, is that of minimizing an integral For this problem proofs of the necessity of the Euler-Lagrange Rule and the conditions of Weierstrass and Legendre are obtainable without the use of the second variation, f For the Jacobi condition, however, the situation is less satisfactory. Kneser's proofj of this condition, which is based on the theory of envelopes, excludes important special cases, while the proofs that utilize the second variation, though more inclusive,! involve elaborate and complicated transformations.
Similar remarks apply to the derivations of the Legendre condition by Clebsch|| and von Escherich,1f both proofs being based on transformations of the second variation.
Hahn's deduction** of the Legendre condition from that of Weierstrass is more direct.
The object of this paper is to secure inclusive proofs of the necessity of the Legendre and Jacobi conditions by means of the second variation, but without the use of complicated transformations.
If the curves of the family (3) yi = Viix,e) (Í = 1,2, ...,n), pass through the points 1 and 2, satisfy equations (2), and contain, for the parameter value e = 0, the minimizing curve En, yi = yiix, 0), then the function (4) Jie) = I fix,yix,e),y'ix,e))dx The condition (6) implies a problem of Lagrange in the a;i7-space of precisely the same type as the original problem in the a;y-space. The integral to be minimized is J" ( 0 ), and the equations of condition corresponding to equations (2) are the equations (7). To this a^-problem we apply the EulerLagrange Rule, the Weierstrass condition, and the corner-point condition, f all of which would necessarily be included in a complete discussion of the Lagrange problem, and which, as was remarked above, may be derived without the use of the second variation.
The application of the Weierstrass condition to the zrç-problem just described furnishes a proof of the Legendre condition for the ZM-probleni which is even simpler than that of Hahn. The Euler-Lagrange Rule and the corner-point condition lead to a proof of the Jacobi condition which includes the exceptional cases of Kneser's method, and which is much more simple and direct than the proofs which are based on the usual elaborate transformations of the second variation.
Preliminary definitions and theorems
In this paper the following notations will be used:
The various indices a,i,r, etc., will always have the ranges:
and the integral (1) and the equations (2) and (7) will be written in the abbreviated forms /»as, J=\ fix,y,y')dx; tpß (x,y,y') = 0; $ß(x, r¡, n') = vx\ 0.
Concerning the functions/, d>ß, and the arc Fi2 the following hypotheses are made:
(.4) The arc Ei2 is of class* C" throughout the interval (xi, x2), and passes through two fixed points 1 and 2.
(B) The functions f(x, y, y'), <j>ß(x, y, y') are continuous and possess continuous partial derivatives of the first three orders in a region T of points (x, y, y'), containing the values (x, y, y') along Ei2 in its interior.
(0) The arc En minimizes the integral (1) with respect to curves which lie entirely within the region T, pass through the points 1 and 2, and satisfy the differential equations (2).
(D) The arc Ei2 is normal in every sub-interval ( £i, £2 ) of ( Xi, x2 ), i. e., the only system of m functions kß(x) of class C in (£i, £2), which satisfies the equations * A curve is said to be of class C(n) if its coordinates, y,{x), are continuous and possess continuous derivatives of the first n orders.
[October is X|3 = 0.
(F) At every point of the arc Eu the condition 1^.14=0
is satisfied.
An admissible curve is defined as a curve of class D' ,* which lies entirely within the region T, passes through the points 1 and 2, and satisfies equations (2). The variations of a one parameter family (3) are the functions Viix) defined by equations (5). A set of functions Viix) which satisfy equations (7) and (8) is called a set of admissible variations, and it may be provedf as a result of the hypotheses just made that the elements v% ( x ) of every solution of equations (7) and (8) are the variations of a one-parameter family (3).
Let the family (3) be a set of admissible curves containing the minimizing arc Fi2 for the parameter value e = 0. Substituting the functions y,(x,e) in the integral (1) we obtain the function «7(e) of equation (4). In terms of the notations described above the conditions on the derivatives J' ( 0 ) and J" i 0 ) are expressible in the forms and these equations must be satisfied for every set of admissible variations Viix). A consequence of the vanishing of the first variation (9) is the wellknown Euler-Lagrange Rule:
If Fi2 is a minimizing arc there exists a set of multipliers Xp ( a; ) such that at every point of Fi2 the equations (10) ft-^-0 are satisfied. An arc of class C", whose coordinates y i with m functions X^ ( x ), of class 0', satisfy equations (2) and (10), is called an extremal. Under the hypotheses made the following theorems may be proved :% Theorem 1. If x' and x" are the abscissas of two arbitrary points P' and P" on the arc Ei2, then an n parameter family of curves * A curve of class D(n) is continuous and is composed of a finite number of arcs, each of which is of class C(n). where the multipliers kß(x) are those belonging to the arc Fi2. Now J(e) must be an increasing function for the value e = 0, and consequently the condition J'(0) SO must be satisfied. On evaluating J'(0) with the aid of partial integration and equations (10) the following condition, due to Weierstrass, is obtained:
7/ the arc En minimizes the integral (1) the condition
must be satisfied at every point P of En for all values Pi = y\ belonging to an admissible arc through P.
A NECESSARY CONDITION AT A CORNER POINT
A continuous curve Mt-= m,-( x ) is said to have a corner point at x = x3 if the condition
is satisfied for at least one value of i. To derive a necessary condition that a curve with a corner point shall minimize the integral (1) suppose given two normal extremal arcs of class 0":
which join the fixed points 1 and 3, and 3 and 2 respectively. Let the curve Fi2 composed of the arcs Fi3 and F32 minimize the integral (1) with respect to admissible curves.
By Theorem 1 an M-parameter family of curves can be found, The parameters bk may be determined as functions of new parameters e,-so that the conditions (13) yi ( In the same manner we construct a second family of curves The arcs (15) and (18) form an n parameter family of admissible curves. It is therefore permissible to replace / by F and consider the integral /»is Jiei, ■■• ,en) = I Fix,yix,e),y'ix,e),\)dx t/xi + 1 Fix,yix,e),y'ix,e),\)dx, Jx, in which the functions X^ ( x ) and Xs (x ) are the multipliers belonging to F13 and F32 respectively. Since «7(0, ---jO) must be a minimum the conditions But from equations (16) and (19) Vikixi) = rjikixi) = 0, and from equations (17) and (20) VikiX3) = VikiX3) = 5,-jfc, where 8ik is zero for ¿ 4= k and unity for i = k. On substituting these values in equations (22) we obtain Giix,y,y' ,\)\Xs = Gi(x, y, y' ,k)\x,.
The following necessary condition at a corner point may therefore be stated: (26) and give J" ( 0 ) its minimum value zero. The uniqueness of the set of multipliers p3 = 0 is a consequence of hypothesis (7)). Since the arc 0 minimizes the integral J" ( 0 ) in the z?7-space the Weierstrass condition for the ^-problem, 
The Jacob! condition
In deriving the Jacobi condition by the methods of this paper the following lemma is useful: Lemma 1. Let (u; p) be a solution of equations (26) Differentiate equations (262) with respect to i. If P 4= 0 the resulting equations may then be solved with (26i) for v'i and p'ß . A system is thus obtained of the form
' ~fa = 9iix>V,V > p), -fa = hß (x, n, 7]', p.) with second members linear and homogeneous in the variables rn, n'i, pß. Every solution of (26) is also a solution of (31). Now it is well known* from the theory of differential equations that there is one, and but one, solution of equations (31) If now the determinant (30) is different from zero at x = £2 then the only solution of equation (35) is (36) iá ( Since the curve 0 does not minimize the integral J" ( 0 ), and yet gives it the value zero, it follows that there must exist an admissible arc in the a;?7-space for which J" ( 0 ) is negative and consequently the condition (24) not satisfied. In this event the arc F12 does not minimize the integral (1). We may therefore state the following analogue of the Jacobi condition:
Consider an arc En that satisfies the conditions iA), . . ., (D) of section 1, and along which the determinant (30) is different from zero. Let £1, £2 be any two points
where the values xi, x2 define the end points of the arc En. If En minimizes the integral (1) there can exist no solution (m ; p) of equations (26) with elements Uiix) all vanishing at the end points of the interval ( £1, £2 ) but not identically zero within it.
Two points ¿i, £2 with which there is associated a solution ( u ; p ) of equations (26) in which the functions m¿ ( x ) vanish at £1 and £2 without all being identically zero in ( £1, £2 ), are said to be conjugate.
If, in particular Xi = £1 the Jacobi condition may be stated:
If the arc Ei2 minimizes the integral (1) no point £ conjugate to Xi can lie within the interval (Xi, x2).
Relations between the conjugate point and solutions of the Euler equations
In the literature of the calculus of variations the conjugate points are usually defined as the zeros of a determinant, the elements of which are obtained by differentiating the general solution of equations (2) and (10) with respect to the constants of integration.
This definition furnishes methods of great practical value for determining conjugate points, and it is therefore desirable to show that these criteria may be obtained from the definition of conjugate points given in the preceding section. For this purpose it is convenient to prove the following lemmas.
Lemma 2. If (z,-Ä ; rßa) is a system of 2n linearly independent solutions of equations (26) In the first place, the solutions of the system (31) satisfy the Jacobi equations (26i) and the conditions (38) 12i4>ßiVi + ^ßiVi) = Cß.
By choosing the initial values of a solution of equations (31) properly it is always possible to find a solution ( z ; r ) of the Jacobi equations (26i) in which the functions z¿ ( x ) satisfy equations (38) for a prescribed set of values 08. Consequently we can adjoin to the 2m solutions ( z¡h ; rßh ) of the lemma m other solutions (¡s,-, 2n+a; rfl, 2n+a) of the Jacobi equations, in which the functions Zi, 2n+a satisfy the conditions (39) 1_, (tj)ßi Zi, 2n+a. + Ipßi Z'i, in+a) = 5fia • i
The 2m + m solutions of equations (31) 
Pi
In these determinants each element is a matrix whose dimensions are indicated by the subscripts attached, or else by its position. The ranges of the subscripts are those given at the beginning of section 1. The symbol S¿y stands as usual for unity or zero according as i = j or i 4= j ■ Using the rows of |^8a| and the columns of Pi, and remembering that the elements of the first 2m columns of Pi are solutions of equations (26), while the elements of the last m columns satisfy equations (39), we obtain the following product determinant of order 2m:
Suppose now that D2 vanishes for some value x3, xi Si x3 Si x2. Then it is always possible to find 2m constants Ch such that (40) 1^chz'm+T, h(x3) = 0, 1^ChZih(x3) = 0, 12chrßhix3) = 0. Since the functions Vi, v',, aß, all vanish at x3 it follows from Lemma 1 that u< and crp are identically zero. But this contradicts the hypothesis that the 2ra solutions izih ; rßh) are linearly independent. Therefore the determinants D2 and Di cannot vanish anywhere in the interval ( Xi, x2 ), and consequently the 2ra + m solutions (z,-" ; rßv) of equations (31) form a fundamental system. Let (m ; p) be any solution of equations (26). Then it is also a solution of equations (31) Multiply equations (41i) and (412) by 0p¡ and <pßi respectively and add the resulting 2m equations.
Since the functions m¿ and z<* are solutions of equations (26), while the functions z,-, 2n+a satisfy equations (39), it follows that the constants c2n+a are all zero. Therefore Ui = 2~2°h Zih , Pß = 2~2°h rßh, h h which proves the lemma. Lemma 3. If (z« ; rßn) is a system of 2n solutions of equations (26), and if the determinant Zihix) A ( x, xi )
Zih ixi) does not vanish identically, then the zeros of A (x, Xi) determine the conjugate points to 1. First, let 3 be a point conjugate to 1. Then there is associated with the point 3 a solution ( u ; p ) of equations (26) (26) in which the functions m,-( x ) vanish at Xi and x3 and yet are not all identically zero in (xi, x3) on account of the hypothesis that A (x, Xi) ^ 0. Therefore every zero x3 of the determinant A (a;, Xi) is the abscissa of a point 3 which is conjugate to 1. Lemma 4. If (zin ; r8") is a system of n linearly independent solutions of equations (26) The proof is quite similar to that of Lemma 2. In the present instance we adjoin to the n solutions ( z,-* ; rß k ) of the lemma n solutions ( z,-, n+k ', tß, n+k ) of equations (26) (31) thus obtained form a fundamental system. To show this form the product determinant D2 and assume that it vanishes for some value #3, xi Si x3 Si x2. By precisely the same argument as that used in Lemma 2 it follows that (45) 12chZih(x) m 0, 12chrßh(x) =0.
A A
On putting x = xi in equations (45) and using (43) and (44) it will be seen that all the n constants Cn+k are zero. Equations (45) then become 12ckZik(x) m 0, 12ckTßk(x) =0, k k which contradicts the hypothesis that the n solutions (z;*; rßk) are linearly independent. Therefore the determinants P2 and Pi cannot vanish anywhere in (xi,x2), and consequently the 2m + m solutions (zív ; ra") of equations (31) form a fundamental system. It follows at once from Lemma 2 that every solution ( u ; p ) of equations (26) we have a solution of equations (26) in which the functions m¿ ( x ) vanish at Xi and x3 and yet are not all identically zero, on account of the hypothesis D ix) 4e 0. Therefore every zero x3 of D (x) is the abscissa of a point 3 which is conjugate to 1. As consequences of the foregoing lemmas we have the customary criteria for determining the conjugate points, as follows:
Theorem. Let be an n parameter family of solutions of equations (2) and (10) 
