This paper is concerned with an optimal reinsurance and investment problem for an insurance firm under the criterion of mean-variance. The driving Brownian motion and the rate in return of the risky asset price dynamic equation cannot be directly observed. And the short-selling of stocks is prohibited. The problem is formulated as a stochastic linear-quadratic (LQ) optimal control problem where the control variables are constrained. Based on the separation principle and stochastic filtering theory, the partial information problem is solved. Efficient strategies and efficient frontier are presented in closed forms via solutions to two extended stochastic Riccati equations. As a comparison, the efficient strategies and efficient frontier are given by the viscosity solution for the Hamilton-Jacobi-Bellman (HJB) equation in the full information case. Some numerical illustrations are also provided.
Introduction
In recent years, there has been an increasing research interests in applying stochastic control theory to the optimal reinsurance and optimal investment problems for various models. As is well known, reinsurance is an effective method to reduce insurance risk, while investment is also a very important element in the insurance business. Maximizing the utility and minimizing the probability of ruin are the two main optimization criteria in the literature. A partial list of recent work in such field includes (but of course is not limited to): Browne [6] , Yang and Zhang [25] , Promislow and Young [19] , Bai and Guo [1] , Liang et al. [12] , Xu et al. [24] , etc. It is worth mentioning that Bai and Guo [1] explicitly derived the optimal value functions and optimal strategies by solving the corresponding HJB equations. They also showed that in some special cases, the optimal strategies for maximizing the expected exponential utility and minimizing the probability of ruin are equivalent. Liang et al. [12] studied the optimal investment and reinsurance strategy with the instantaneous rate of investment return follows an Ornstein-Uhlenbeck process. Xu et al. [24] considered the financial market was driven by a drifted Brownian motion with coefficients modulated by an external Markov process. They derived the explicit optimal investment and reinsurance policy with the expected terminal utility.
However, all these works are predominantly done within the expected utility framework. It should be noted that mean-variance analysis and expected utility formulation are two important models in the financial market. The reader is referred to Bielecki et al. [4] , Steinbach [21] and MacLean et al. [15] for discussion on crucial differences between the expected utility and mean-variance models. The mean-variance criterion is firstly proposed in portfolio selection by Markowitz [16] considering the expected return as well as the variance of the investment in single period. Li and Ng [10] extended Markowitz's mean-variance model to the multi-period setting by using an idea of embedding the problem into tractable auxiliary problem. In the paper by Zhou and Li [27] , the continuous-time mean-variance problem is studies by using stochastic linearquadratic optimal control theory. Considering the constraint that short-selling of stocks is prohibited, the corresponding HJB equation inherently has no smooth solution. To tackle this difficulty, Li et al. [11] constructed a continuous function via two Riccati equations and showed that this function is a viscosity solution to the HJB equation. Hu and Zhou [8] studied a stochastic LQ optimal control problem where the control variable was constrained in a cone and all the coefficients of the problem were random processes. By Tanaka's formula, they explicitly obtained optimal control and optimal cost via solutions to two extended stochastic Riccati equations.
Recently, more researching attentions are drawn to adopt the mean-variance criterion in insurance modeling. Bai and Zhang [2] derived the optimal proportional reinsurance and investment strategy in both classical model and its diffusion approximation under the mean-variance criterion. Bi et al. [3] considered the optimal investment and optimal reinsurance problems for an insurer under the criterion of mean-variance with bankruptcy prohibition. Zhang et al. [26] considered the mean-variance criterion to proportional reinsurance and investment problem of an insurer whose risk process is driven by the diffusion approximation of a controlled compound Poisson process.
However, in all these works it is assumed that the driving Brownian motions are completely observable by an investor, which in reality is more an exception than a rule. Practically, the investor can observe only the stock prices on which he will base his decisions.
In fact, optimal portfolio problems with partial information in financial markets under various setups have been studied extensively in the financial economic literature. It was systematically studies by Di Nunno and Øksendal [7] . They considered an optimal portfolio problem for a dealer who has access to some information that in general is smaller than the one generated by market events. More general results can refer to Peng and Hu [18] , Wang and Wu [22] and Huang et al. [9] . More specially, Peng and Hu [18] studied the optimal proportional reinsurance and investment strategy for an insurer that only has partial information at its disposal. Malliavin calculus for Lévy processes in their analysis. Wang and Wu [22] obtained some general maximum principles for the partially observed risk-sensitive optimal control problems. Huang et al. [9] studied the optimal premium policy of an insurance firm in two situations: full information and partial information. In both situations, they characterized the optimal premium policy with the associated optimal cost functions completely and explicitly. Different from previous expected utility criteria with partial information, Pham [20] considered a mean-variance hedging problem for a general semimartingale model and proved a separation principle for a diffusion model by the martingale method. Xiong and Zhou [23] proved a separation principle in a continuous-time mean-variance portfolio selection problem. Pang et al. [17] studied a continuous-time mean-variance portfolio selection problem under a stochastic environment. Used past and present information of the asset prices, a partial information stochastic optimal control problem with random coefficients was formulated. They showed that the optimal portfolio strategy was constructed by solving a deterministic forward Riccati-type ordinary differential equation and two deterministic backward ordinary differential equations.
In the present paper, we shall consider a new partial information problem of an insurance firm towards optimal reinsurance and investment. We assume the insurance firm is allowed to take reinsurance and invest its wealth in a Black-Scholes market. However, we cannot directly observe the Brownian motion and the rate of return in the risky asset price dynamic equation. In fact, only partial information concerning the past risky asset prices and the randomness from the insurance claims are available to the policymaker. Different from the criterion considered in Xu et al. [24] and Liang et al. [12] , we apply the mean-variance criteria in this paper.
The paper is organized as follows. In Section 2, the optimal reinsurance and investment problems with partial information is formulated. Section 3 focused on the filtering problem and the mean-variance criteria. Efficient strategies and efficient frontier are presented in closed forms via solutions to two extended stochastic Riccati equations. Section 4 presents the efficient strategies and efficient frontier by the viscosity solution of the HJB equation in the full information case. Some numerical illustrations are provided here. Section 5 concludes this paper.
Problem Formulation
We fix a finite time horizon [0, T ] and a complete probability space (Ω, F, P), on which two 1-dimensional standard Brownian motions W 0 t and W 1 t are defined. We assume that W 0 t and W 1 t are independent, which will represent the randomness from the insurance claims and the financial market, respectively. For notational clarity, we denote F W 0 t and F W 1 t to be the filtrations generated by W 0 t and W 1 t , respectively, and denote
be the expectation with respect to P. Now consider an insurance firm whose claim process is denoted by C. Following the framework of Promislow and Young [19] , we model the claim process C according to a Brownian motion with drift as follows:
where a and b are positive constants. Assume that the premium is paid continuously at the constant rate c = (1 + θ)a with safety loading θ > 0. Suppose that the insurer is allowed to invest its surplus in a financial market consisting of a risk-free asset and a risky asset, whose price dynamics are described by the following:
respectively. Here the interest rate r t is a deterministic, uniformly bounded, scalarvalued function, the rate of return µ t is an {F t } 0≤t≤T -adapted process which satisfies
where h, l are constants. The volatility rate σ t a deterministic, uniformly bounded, scalar-valued function together with σ −1 t is also bounded. In addition, we assume that the non-degeneracy condition: σ t σ t ≥ δ, for all t ∈ [0, T ], where δ > 0 is a given constant and σ t is the transpose of σ t , is satisfied.
In this paper, we shall assume that F W 0
which is the only information available to the insurance firm at time t. That is to say, we only know the randomness from the insurance claims and the price process of the risky assets.
In addition to investment, we assume that the insurer can purchase proportional reinsurance to reduce the underlying insurance risk. The reinsurance level is associated with the value 1 − q(t) at time t with q(t) ≥ 0 for all t.
A strategy u(t) := (π(t), q(t)) , where π(t) represents the amount invested in the risky asset at time t. Here, π(t) ∈ [0, ∞) is in the case when short-selling is not allowed. On the other hand, q(t) ∈ [0, 1] corresponds to a proportional reinsurance and q(t) > 1 corresponds to acquiring new reinsurance business.
Under the above assumptions, the suplus/wealth process X of the insurance firm satisfies:
where x 0 > 0 is initial wealth and η ≥ θ represents the safety loading of reinsurance. Definition 2.1. A strategy u(t) := (π(t), q(t)) is said to be admissible if π(t) and q(t) are {G t }-progressively measurable, and satisfies q(t) ∈ [0, ∞) and π(t) ∈ [0, ∞).
Denote the set of all admissible strategies by U P ad [0, T ]. Different from the expected utility formulation considered in Liang et al. [12] and Xu et al. [24] , we use mean-variance criteria here. Mean-variance problem refers to the problem of finding admissble strategies such that the expected terminal wealth satisfies EX(T ) = d > 0, while the risk measured by the variance of the terminal wealth
T 0 rsds is the terminal wealth at time T if the insurance firm invests all of its wealth at hand into the risk-free asset and transfers all forthcoming risks to the reinsurer.
Definition 2.2. The mean-variance problem is formulated as the following optimization problem with partial information:
Moreover, the optimal control u * (·) of (2.6) is called an efficient strategy, and (Var[X * T ], d) is called an efficient point. The set of all efficient points, when the parameter d runs over [d 0 , +∞), is called the efficient frontier.
Efficient Strategies and Efficient Frontier with Partial Information
We assume η = θ in this section for convenient calculation. A notorious difficulty in tackling general stochastic optimization problems with partial information is that one usually cannot separate the filtering and optimization, except for some very rare situations. However, the separation principle in Xiong and Zhou [23] shows that for some specific mean-variance problems, the separation principle happens to hold: one can simply replace the rate of return with its filter in the wealth equation and then solve the resulting optimization problem as in the full information case.
Separate Principle and Stochastic Filtering
In this subsection, we first consider the filtering problem associated with our model (2.6) and establish a separation principle. Specifically, we define the innovation process for the filtering problem. We are just here to draw a conclusion, details can be found in Xiong and Zhou [23] . Lemma 3.1. For any admissible control u(·), the corresponding wealth process X t satisfies the following SDE:
is the optimal filter of µ t , and the innovation processW t given by
is a Brownian motion with respect to P and {G t } 0≤t≤T .
Next, we study the filtering problem for the rate of return process µ t . According to Theorem 11.1 in Liptser and Shiryaev [13] , we obtain the following lemma.
Thus, m t is the optimal estimate after obtaining the information {G t } 0≤t≤T . According to the Theorem 12.1 in Liptser and Shiryaev [13] , optimal estimates m t and n t can be obtained in the following lemma.
Then the optimal estimates m t and n t satisfy
Let ∆ ≡ hσ 2 − lσ and solve the above ordinary differential equation, we have
From the above lemma, we can also obtain
Solution to the LQ Stochastic Control Problem
In this subsection, we derive the efficient strategies and efficient frontier via solutions to two extended stochastic Riccati equations. According to Lemma 3.1, we can solve the resulting problem as in the full information case. First, equation (3.1) can be rewritten as the following linear SDE:
. This problem is exactly a stochastic LQ model with random coefficients and the control variables is constrained. Based on the results by Hu and Zhou [8] , efficient strategies and efficient frontier could be presented in closed form via solutions to two extended stochastic Riccati equations. Now we introduce the following two nonlinear backward stochastic differential equations (BSDEs):
(3.11)
According to Theorem 5.2 in Hu and Zhou [8] , we see that (3.8) and (3.9) admit unique bounded, uniformly positive solutions P + and P − , respcetively.
Since problem (2.6) is a convex optimization problem, the equality constraint EX T = d can be dealt with by introducing a Lagrange multiplier γ ∈ R. In this way the problem (2.6) can be solved via the following stochastic optimal control problem (for every fixed γ). Define
(3.12)
Based on Lagrange duality theorem (see Luenberger [14] ), we may first solve the following unconstrained problem parameterized by the Lagrange multiplier γ ∈ R:
(3.13)
We now consider the state feedback control for the problem (3.13) . For any real number x we define x + := max{x, 0} and x − := max{−x, 0}. 
is optimal for the problem (3.13) . Moreover, in this case the optimal cost is
It turns out the wealth equation (3.7) in terms of y t has exactly the following same form except for the initial condition,
whereas the cost functional (3.12) can be rewritten as
(3.17)
The above problem (3.16)-(3.17) is exactly a stochastic LQ optimal control problem with random coefficients and the control variable is constrained. Hence the optimal feedback control (3.14) follows from Theorem 5.1 in Hu and Zhou [8] . Finally, the optimal cost is
which equals the right-hand side of (3.15) after some simple manipulations. 
Moreover, the efficient frontier is But for γ ≥ x 0 e T 0 rsds , it follows from (3.15) that J * (x 0 , γ) is a quadratic function in γ whose maximizer is given by (3.19) , whereas
This proves (3.20) , noting that EX * T = d. It is interesting to note that, after using the stochastic filtering, the wealth process (3.1) contains random coefficient m t . Accordingly, the problem becomes more complex. Specifically, the conventional stochastic Riccati equations turn to two BSDEs (3.8) and (3.9) . Usually, this kind of nonlinear BSDEs have no analytical solutions. However, if all the market coefficients are deterministic, then Λ ≡ 0 and the equations (3.8) and (3.9) turn to ordinary differential equations. We can see this in detail in the next section.
Mean-Variance Problem with Full Information
In this section, we derive the efficient and efficient frontier of the full information meanvariance problem. Specifically, the insurer is allowed to invest its surplus in a financial market and purchase proportional reinsurance. From (2.4), the wealth process X t satisfies:
where we have let µ t ≡ µ, r t ≡ r and σ t ≡ σ for all t. 
Value Function for Auxiliary Problem
Similarly, the problem (4.2) can be solved via the following stochastic optimal control problem (for every fixed γ)
where the factor 2 in front of the multiplier γ is introduced in the objective function just for convenience. Clearly, this problem is equivalent to the following auxiliary problem
then (4.1) is equivalent to the following controlled linear SDE:
where u(t) ≡ (q(t), π(t)) ∈ U F ad [0, T ] and
Our objective is to find an optimal u * (·) that minimizes the quadratic cost functional
The problem is an indefinite stochastic LQ optimal control problem. An important feature in this problem is that the control is constrained. In this subsection, we use Hamilton-Jacobi-Bellman (HJB) equation and viscosity solution theory to solve it.
The value function associated with the LQ problem (4.6)-(4. From standard arguments, we see that if V ∈ C 1,2 [0, T ] × R, then it satisfies the following HJB equation:
(4.9)
Owing to the nonnegativity constraint of the control, the HJB equation (4.9) does not have a smooth solution. Hence, the idea here is to construct a function, and to show that it is a viscosity solution to it, and then employ the verification theorem to construct the optimal control. We will do this in the next subsection.
Optimal Control and Viscosity Solution
This subsection is devoted to verify the following result..
(4.10)
The value function
is a continuous viscosity solution to the HJB equation (4.10), and
is the associated optimal feedback control.
Proof. First we show that V constructed in (4.11) is a viscosity solution to the HJB equation (4.9).
Suppose that it has a solution v ∈ C 1,2 [0, T ] × R satisfying ∂ 2 v ∂x 2 > 0. Then, if ∂v ∂x ≥ 0, the minimum of the left hand side of (4.9) is attained at u * (t) = (q * (t), π * (t)) = (0, 0) . Assuming that v(t, x) has the following trivial form:
where P (·), Q(·), R(·) are differentiable functions to be determined. Inserting (4.13) and u * (t) = (q * (t), π * (t)) = (0, 0) into (4.9), we have Solving them, we obtain
with g 1 (t) being defined in (4.10).
Considering the assumption ∂v ∂x ≥ 0, we have
and the minimum is attained at (π * (t), q * (t)) = (0, 0). For (t, x) ∈ (t, x) ∈ [0, T ] × R : x + g 1 (t)e −r(T −t) < 0 , we have ∂v ∂x < 0. Assume that the minimum of (4.9) is attained in the interior of the control region. Then
(4.16)
Inserting this into (4.9), the HJB equation becomes 
where A 1 is defined in (4.10). Solving them, we have
In the region
). In the inner regions A i (i = 1, 2), v(t, x) ∈ C 1,2 [0, T ] × R, thus it is a classical solution inside these regions. However, the switching curve A 3 defined by
Firstly, a direct calculation shows that
x) is continuous at points on A 3 . In addition, we also easily obtain
(4.20)
That is, V (t, x) is also continuously differentiable at points on A 3 . However, ∂ 2 V ∂x 2 does not exist on A 3 , since P 1 (t) ≡ P 2 (t). This means that V does not has the smoothness property to qualify as a classical solution to the HJB equation (4.9) . For this reason, we need to work within the framework of viscosity solutions. (Please refer to Li et al. [11] for some basic terminologies of viscosity solutions.)
It can be shown that for any (t, x) ∈ A 3 ,
(4.21)
For the HJB equation (4.9), we define G(t, x, u, p, P ) = p rx + aηq(t) + (µ − r)π(t) + aθ − aη + (d − γ)r For any (q, p, P ) ∈ D 1,2,+ t,x V (t, x), when (t, x) ∈ A 3 , we have
Therefore, V is a viscosity sub-solution to (4.9). On the other hand, for (q, p, P ) ∈
Therefore, V is also a viscosity super-solution to (4.9). Finally, it is easy to see that the terminal condition V (T, x) = 1 2 x 2 is satisfied. Hence, it follows that V (t, x) is a viscosity solution to the HJB equation (4.9).
Moreover, for any (t, x) ∈ A 3 , take (q * (t, x), p * (t, x), P * (t, x), u * (t, x)) := (0, 0,
It then follows from the verification theorem (Zhou et al. [28] ) that u * (t, x) defined by (4.12) is the optimal feedback control.
Efficient Strategies and Efficient Frontier
In this subsection, we give the efficient frontier for the problem (4.2), i.e., we derive the connection between the expected value and the variance of the terminal wealth for each efficient strategy. First of all, noting (4.5) and (4.7), we have
Hence, for every fixed γ, we have
where P (·), Q(·) and R(·) are specified in (4.13) . If x + g 1 (t)e −rT < 0, we have a concave quadratic function in γ:
If x + g 1 (t)e −rT ≥ 0, we have a linear function in γ:
Therefore we conclude that under the optimal strategy (4.16), the optimal cost for the problem (4.2) is The above derivation leads to the following result. 
Numerical Example
In this subsection, we present the numerical examples, which are selected to illustrate the results we obtained in previous sections. Let x 0 = 50, T = 100, θ = 0.3, η = 0.2, a = b = 1, µ = 0.06, σ = 1 and r = 0.04.
Figure 1: Efficient Frontier
From Figure 1 , we notice that effcient frontier is a quadratic curve. When Var[X T ] = 0, we can see that expected return EX T = d = 2863.9 in accordance with our formula d 1 := x 0 e T r + aθ−aη r (e T r − 1). In fact, in this case, the insurance firm invests all of its wealth at hand into the risk-free asset and transfers all forthcoming risks to the reinsurer. Thus, there is no risk for insurance firm here.
Concluding Remarks
A new partial information problem of an insurance firm towards optimal reinsurance and investment under the criterion of mean-variance, has been studied in this paper. We assume that we cannot directly observe the Brownian motion and the rate of return in the risky asset price dynamic equation. In fact, only partial information is available to the policymaker. This is more realistic. Based on separation principle and stochastic filtering theory, we can simply replace the rate of return with its filter in the wealth equation and then solve the partial information problem as in the full information case. Efficient strategies and efficient frontier are presented in closed forms via solutions to two extended stochastic Riccati equations. As a comparison, we also obtain the efficient strategies and efficient frontier by the viscosity solution to the HJB equation in the full information case.
It is worth noting that the mean-variance problem is a time inconsistent problem owing to the term [EX T ] 2 in the cost functional. In this paper, we fix one initial point and then try to find the admissible control u * (·) which maximizes the cost functional. We then simply disregard the fact that at a later points in time the control u * (·) will not be optimal for the functional. In the economics literature, this is known as precommitment.
Possible extension to the mean-variance problem is in another different way. Inspired by the Björk and Murgoci [5] , we could take the time inconsistency seriously and formulate the problem in game theoretic terms. We will study this topic in our forthcoming paper.
