We show that Google search activity on relevant terms is a strong out-of-sample predictor of future employment growth in the US and that it greatly outperforms benchmark predictive models based on macroeconomic, financial, and sentiment variables. Using a subset of ten keywords, we construct a panel with 211 variables using Google's own algorithms to find related search queries. We use Elastic Net variable selection in combination with Partial Least Squares to extract the most important information from a large set of search terms. Our forecasting model, which can be constructed in real time and is free from revisions, delivers an out-of-sample R 2 statistic of 65% to 88% for horizons between one month and one year ahead over the period [2008][2009][2010][2011][2012][2013][2014][2015][2016][2017], which compares to between roughly 30% and 60% for the benchmark models.
Introduction
Employment growth is a measure of economic expansion and regarded as a litmus test for US economic health. As such, it is a leading indicator that is important to policy makers, businesses and job seekers alike. For example, it is one of the key macroeconomic series looked at by the Federal Open Market Committee when determining the path of the federal funds rate, which is the primary tool of monetary policy used by the Fed. Additionally, job growth figures are carefully scrutinized by the media every time they are released. Thus, it is no coincidence that the word "jobs" was mentioned a total of 42 times during the 90 minutes long first presidential debate between candidates Hillary Clinton and Donald Trump in September 2016. Despite its significance, employment growth has historically been a relatively difficult macroeconomic series to forecast. A case in point is the period that covered the recession of 2008-9 and subsequent recovery, where it developed relatively different to projections made by the Bureau of Labor Statistics.
Given the salience of jobs and job growth in the minds of the US working-age population, it should not come as a surprise that latent labor market sentiment leaves a heavy footprint on internet search behavior, particularly from job seekers. A survey made by the Pew Research Center in 2015, found that 80% of the US population uses the internet when searching for a job, and 34% say that it is the most important resource available to them during the job search process (Smith, 2015) . In a recent contribution, D' Amuri and Marcucci (2017) show that search volume for the term "jobs" is a strong predictor of the unemployment rate in the US. This predictability is also present in international markets, as evidenced by Askitas and Zimmermann (2009), D'Amuri (2009) and Fondeur & Karamé (2013) who find predictability for the unemployment rate in Germany, Italy, and Mol et al. (2008) , Bai and Ng (2008) , Kim and Swanson (2014) , Groen and Kapetanious (2016) .
The aim of this paper is to forecast employment using a data rich environment formed by Google search activity and as such the paper has two main contributions. The first one is to construct a realtime monitoring device for US employment growth using a broad spectrum of 211 internet search terms related to job-search activity, labor market sentiment and welfare policies. This index can be constructed instantaneously, is free from revisions, and displays much higher forecast accuracy than traditional macroeconomic, financial and sentiment variables. Our second contribution is to adapt state-of-the-art methods for forecasting with high-dimensional panels in a macroeconomic setting to Google search activity and show that this results in much higher predictive power than models based on a single keyword. By combining a large and heterogeneous set of Google search terms, we benefit in three important ways. First, each additional regressor has the potential of contributing with supplementary information. Second, the inclusion of different terms can possibly alleviate sample selection issues that arise due to variation in internet use across different groups by income and age since semantically related terms can potentially capture the same type of information but across distinctive demographical groups. Third, it minimizes the impact of noise in the data that arises due to changes in search terms or behavior across time.
Google Trends has several advantages over classical statistical measures used for macroeconomic forecasting. More specifically, official statistics are usually released with a lag and they are subject to substantial revisions. Household and business surveys can be more timely and they are relatively free from revisions but they are costly to obtain and might suffer from selection biases in response rates. Google Trends on the other hand, can be obtained in real time, be restricted to specific geographical areas, and can even be obtained at daily frequencies. Moreover, the ease with which you can download additional Google Trends series makes it easy to expand the panel of predictors.
Starting with a set of ten keywords, we use Google's own algorithms to find semantically linked search queries and thereby expand the panel to a high-dimensional setting. We then use soft thresholding variable selection based on Elastic Net, as proposed by Bai and Ng (2008) , to choose the best thirty predictors within this large panel. We further reduce the dimensionality of these selected predictors into common components by using Partial Least Squares. This procedure, which we call targeted PLS, yields consistently superior performance to benchmarks models for horizons Page 2 of 46 between one month and one year ahead, producing out-of-sample R 2 measures between 65% and 88%, which compares to 30% to 60% for models consisting of macro, financial, and sentiment variables. In contrast to the benchmark models, the targeted PLS model is particularly adept at forecasting employment growth during the latest recession and recovery that followed. We also compare the targeted PLS Google-based model to a PLS model that uses the same data but does not involve soft threshold variable selection. We find that the latter model delivers out-of-sample R 2 measures between 20% and 40%, implying that the pre-selection procedure is important since many of the search keywords harm performance by inducing noise in the estimated PLS factors.
The general superior performance of the model appears to arise from the combination of heterogeneous search queries with its flexibility to let the selected keywords vary over time. We investigate whether combining the Google Trends data set with the benchmark data improves on the forecasting performance of the targeted PLS model and find that the improvements are minimal, particularly at horizons below six months. This is noteworthy, since it is especially at these short horizons that official statistics are comparatively unsuitable due to publication lag and the possibility of future revisions. Finally, we show that our results are robust to the choice of search terms used to build the data set, estimation window, and to whether the data is detrended or differenced.
In Section 2 we present the methodology used to construct the panel of predictors for both the Google Trends data and the benchmark data set. Section 3 introduces the main models we use
Our set of search volume data predictors are obtained from Google Trends, which provides a time series index on the proportion of queries for a search term in a given geographical area. 2 The proportion of queries for a particular keyword is normalized by the total amount of Google searches in the selected geographic area and time range. The resulting number is then scaled on a range between 0 and 100 such that the maximum volume for the particular query in the selected time period takes the value 100. Due to privacy concerns, Google Trends does not explicitly provide its users with the actual number of queries made for each keyword. Nonetheless, for the purpose of forecasting, this does not represent a problem since we are only interested in the time series dynamics of relative search activity. A very useful feature of Google Trends is that, for each keyword, the user is provided with a list of up to 25 related terms (also referred to as related queries henceforth).
3 According to Google, related terms are selected by looking at terms that are most frequently searched with the term you entered within the same search session. Although the precise algorithm that determines the related terms is proprietary, the output is generally intuitive. For example, querying for the term "food stamps" in the US for the period of interest returns a list of 25 related terms of which the top five are: "food stamps apply", "apply for food stamps", "florida food stamps", "food stamps application", "food stamps online". From a forecasting perspective, this functionality is appealing for three reasons: i) each semantically related keyword can potentially provide additional information about the target variable and thereby truly harness the predictive power of "big data"; ii) the algorithm performs a form of variable selection since it selects queries with high search volume that might be unknown to the researcher; iii) related terms are likely to be cross-sectionally correlated, which creates a natural factor structure between them, a feature that we can exploit to our advantage when estimating the forecasting model.
To construct the main set of predictors, which we denote X g , we start by selecting and downloading search volume series for ten queries: "salary", "jobs classifieds ", "job listings", "companies hiring", "entry level jobs", "food stamps", "collect unemployment", "disability", "unemployment office", "welfare". We follow Da et al. (2014) and call these words primitive queries (or alternatively primitive terms). Figure 1 shows the Google Trends for our primitive queries over the period 2004:M1 to 2018:M1. Our criterion for selecting these primitive queries is based on a discontinued service by Google Finance called "Domestic Trends". 4 The idea behind "Domestic Trends" was to select a set of Google Trends that had predictive power within a certain category, i.e. advertising, air travel, luxury, jobs, unemployment etc., and construct an equal-weighted index that could act as a leading indicator within the category. 5 We select the first five words as those Google Finance used to construct the "Domestic jobs index" and the latter five as those used to construct the "Domestic unemployment index". Figure 1 also shows how some of the queries, i.e. "jobs classified", "companies hiring", "collect unemployment" and "unemployment office" increase steeply during the financial crisis as a result of the large surge in unemployment during this period which led an increasing amount people to look for job opportunities or unemployment benefits over the internet.
For each of the ten primitive queries, we add their related terms and remove duplicates, low volume series and series that are clearly unrelated to the employment sentiment. 6 This methodology
follows Da et al. (2014) , who start with a set of primitive queries and then add related terms (removing duplicates, low volume series and unrelated queries) to enrich the data set. Our raw data set (excluding duplicates) has 245 keywords that become 231 after removing low volume queries and Following Da et al. (2011; 2014) and Vozlyublennaia (2014), we start by converting the series to 4 The domestic Trends service was removed from the Google Finance home page in January 2018. We are not aware of the reason behind this decision.
5 The methodology that Google Finance used to select the keywords that composed each domestic trend index was not disclosed, but the queries are generally intuitive. For example the domestic "luxury index" was composed by an equal weighted index of "jewelry","jewelers", "diamond", "rings" and "tiffany". 6 We define low volume series as those for which less than 85% of the observations are larger than 0. Da et al. (2014) , working with data at a daily frequency, define low volume series as those for which there is less than 1,000 positive observations in their sample. Economically unrelated terms are those which are clearly unrelated to the main query from an economic or sentiment perspective. For example, "animal welfare" and "child welfare" are among the related terms for the query "welfare" and we cannot expect these terms to have any predictive power for employment growth. Although the Elastic Net soft threshold we utilize for our main forecasting model is generally successful at removing these terms, they are not removed from the PLS model that does not involve variable selection. Thus, we remove them from the raw data set. their natural logarithm. This is primarily done to account for the high volatility in some of the series.
Looking at Figure 1 , there are two other things that stand out from Google Trends data: i) they contain a strong yearly seasonal component, ii) the series appear to be relatively heterogeneous in terms of their order of integration and whether they contain deterministic Trends.
7 We account for the former by applying the Seasonal and Trend decomposition using Loess (STL) method proposed
by Cleveland et al. (1990) . To address the second point, we adopt a sequential testing strategy in the spirit of Ayat and Burridge (2000 Figure 2 shows four log deseasonalized queries exemplifying all the possible transformations that each series can undergo when applying the Ayat and Burridge procedure.
7 There is indeed no consensus on the literature as to whether or not Google Trends data is best characterized by stationarity, trend stationarity or a unit root since this appears to be completely dependent on the query in question. Varian and Choi (2012 ), Vozlyublennaia (2014 ), Bijl et al.(2016 and D'Amuri and Marcucci (2017) do not perform any differencing or detrending of the series, which suggests that the Google Trends they use are stationary. Yu et al. (2018) use an ADF test on three Google Trends queries: "oil inventory", "oil consumption" and "oil price" and find evidence of stationarity at the 5% level (10% level) in "oil inventory" ("oil consumption"), but are not able to reject the null of a unit root for "oil price". Da et al. (2014) take log-differences on the series.
8 Ayat and Burridge (2000) note that the procedure is able to retain relatively good size even though multiple tests are involved.
9 Note that this can result in some discordance (across time) about the presence of a unit root or deterministic Trends in some series. In particular, due to the low power of unit root tests in small samples, some of the series might be initially characterized as having a unit root and later on, as more information becomes available, they will be characterized as stationary or trend stationary. In Section 5 we also show the results when using first differenced data.
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For the series in the top panel, "salary calculator", we find strong evidence of stationarity (no transformation). For the series in the second panel, "career opportunities", we find evidence of linear-trend stationarity (linear detrending). For the series in the third panel, "help wanted" we find evidence of quadratic-trend stationarity (quadratic detrending), Finally, for the one in the bottom panel, "jobs classifieds", we cannot reject the null of a unit root (first differences).
10 Note that the latter series is not a related term but a primitive term. Hence, the effect of taking the log transform and deseasonalizing can also be seen by comparing the raw series data, shown in the upper right panel of Figure 1 with the lower left panel in Figure 2 , which is log transformed, deseasonalized and standardized.
Benchmark data set
Our benchmark data, which we denote X mf s , is composed of twenty predictors, where the first sixteen are inspired by the set of macroeconomic and financial leading indicators that Rapach and Strauss (2008; 2010; 2012) use to forecast employment growth rates in the US.
11 Table 1 displays the series used as well as the transformation applied to each of one them.
All nominal variables are converted to real by deflating them using the personal consumption deflator. The variables outlined above are mainly macroeconomic and financial. However, since
Google Trends is arguably partially capturing sentiment it is conceivable that a more equitable comparison will incorporate sentiment variables. Consequently, we also include four sentiment covariates which are shown in Table 2 
Forecasting methodology and inference
In this section, we outline our empirical methodology and briefly describe the methods we use to draw inference on the performance of the models. When forecasting with Google Trends data, X g , we consider two models: targeted PLS and PLS since both frameworks can account for the large cross-sectional dimension of the data. In an effort to make a methodologically fair comparison that can keep model effects constant, we also use PLS on our benchmark data set, X mf s . Given the lower cross-sectional dimension of X mf s , it is possible that other forecasting methodologies are more appropriate. Thus, we also include bagging and the Complete Subset Regressions (CSR) method of Elliot et al. (2013) . We include the former because Rapach and Strauss (2012) show that it can produce significant improvements in employment growth forecast accuracy over the autoregressive benchmark. Since the bagging model nests a (bootstrap) autoregressive model, we do not include AR specifications in our main set of benchmark models. 13 CSR is included because Elliot et al. (2013) report that this forecast combination approach shows strong performance when compared to alternative forecasting techniques such as ridge regression, bagging and LASSO.
Let our target variable, which is the h month ahead employment growth rate, be defined as
y t+j , where y t is the log-difference of the seasonally adjusted employment growth at time t. Let us also define our N × 1 vector of predictors at time t by X t = [X 1,t,..., X N,t ] . Note that this should not be confused with the matrix of predictors, e.g. X g or X mf s , which we denote with bold letters.
Targeted predictors
Targeted predictors, which combines shrinkage methods and factor models, was proposed by Bai and Ng (2008) to take into account the fact that not necessarily all series in X t are important when forecasting the target variable. The idea is to first pre-select a subset X * t ∈ X t and then estimate a factor-based model using only X * t . Bai and Ng (2008) propose two methods for constructing X * t , soft and hard thresholding. For the sake of brevity, we focus only on soft thresholding, which is based on dropping uninformative regressors using penalized regressions. More specifically, we use the Elastic Net (EN) estimator of Zou and Hastie (2005) since it performs well when predictors are correlated.
14 If we let RSS be the residual sum of squares of a regression of y h t+h on X t , Elastic Net solves the problem:
where α = (0, 1] selects a weight between the LASSO and ridge regression, λ is a tuning parameter and · i denotes the i norm for i = {1, 2}.
15 Thus, we can construct the soft threshold X * t by:
We follow Bai and Ng (2008) and tune λ such that 30 predictors are selected. We set α = 0.5, which means that ridge and LASSO regression get an equal weight.
16 Hence, the idea is to use the Elastic Net estimator to remove uninformative predictors from X t and thereby improve on the forecast of the target variable.
PLS
Partial Least Squares (PLS) was originally proposed by Wold (1966) as a factor-based dimensionality reduction technique. The method is related to Principal Components, but instead of finding linear combinations of X t that maximize explained variance, PLS finds linear combinations that maximize the covariance between the target and the explanatory variables. Our implementation is based on the generalization of PLS proposed by Kelly and Pruitt (2015) . This estimation methodology is convenient since it relies only on OLS regressions to estimate the factors and forecast regression. The algorithm for the estimation and forecasting with PLS using L factors is as follows: 
T +h , and repeat step 2 through 4.
We consider PLS forecasts with L = {1, 2, 3} factors. When the PLS model is estimated using the subset of variables selected by soft thresholding, we call it targeted PLS.
Bagging
Our implementation of bagging follows the lines of Inoue and Killian (2008) and Rapach and Strauss (2012) . We start with the general autoregressive distributed lag (ADL) model that includes q max autoregressive terms and N exogenous predictors, y
We then select the autoregressive lag by the AIC and apply a hard threshold on the variables in X, such that only the statistically significant variables remain.
17 Thus, the hard threshold ADL forecast for critical value t c is given by:
The procedure is then augmented by using a moving block bootstrap to reduce variance coming from model uncertainty. More specifically, we generate B bootstrap samples by randomly drawing blocks of size m from the {y t+h:T , X t:T −1 } tuple. We then calculate (3) for each bootstrap sample using information until time t, and compute the hard threshold ADL bootstrap forecast, y 
We maintain the autocorrelation structure of the target variable by applying the circular block bootstrap of Politis and Romano (1992) with block size chosen optimally according to Politis and White (2004) . 18 We use B = 500, set q max = 4 and t c = {1.645, 1.96, 2.58}.
Complete subset regressions
The Complete Subset Regressions (CSR) method of Elliot et al. (2013) is based on the idea of taking all combinations of models restricted to use a fixed number of regressors k < N . Specifically, if we let X m,t denote the matrix of predictors containing k variables for each model m = 1, ..., M , the complete subset regression forecast is given by:
We select model combinations that include a maximum of k = {6, 9, 12} variates. This choice is dictated by the number of variables in the benchmark data set, X mf s , which is 20.
Inference
We compare the performance of the competing models using the Campbell and Thomson (2007) out-of-sample R 2 :
whereȳ t is the rolling-mean forecast, which is computed on a window that matches the model estimation window andŷ m,t is the forecast of the model in question at time t. This measure lies in the range (−∞, 1], with negative numbers indicating that the model in question performs worse than the historical mean of the series. We conduct out-of-sample inference using the Diebold and (1995) , t DM , test statistic. The null hypothesis of the Diebold and Mariano test used in this paper is that the model in question does not beat the rolling average of the series, while the alternative is that it does. Hence, it can be interpreted as the t-statistic of the R 2 OoS . When forecasting for horizons h > 1, we adjust for the moving average structure of the forecast errors by using Newey and West standard errors in the denominator of the test statistic with a bandwidth length equal to h. Since we are dealing with a large number of models, we use the model confidence set (MCS) approach developed by Hansen et al. (2011) to compare the performance of the models.
This approach returns a confidence set that includes the best model with probability (1-α), i.e. small values of α will make the confidence set broader and thus include more models. We use squared forecast errors as a loss function and set the bootstrap block size equal to h when applying the MCS. We rely on the range statistic, T R , to draw inference.
A positive R 2
OoS measure tells us that the model in question outperforms the rolling-mean benchmark by looking at the ratio of forecast errors over the whole out-of-sample period. However, it is possible that the model in question is only beating the rolling-mean during a subset of the evaluation period and it is underperforming during others. To formally look at the stability of forecast accuracy, we follow Goyal and Welch (2008) 
where R and t are the beginning and the end of the forecast evaluation period, respectively. For any t, a positive CSSED m,t means that model m is outperforming the rolling-mean. Positive changes in the slope mean that model m is improving against the rolling-mean benchmark and vice versa for negative changes.
Empirical results
This section presents the out-of-sample performance of our competing models. We then investigate where this predictive performance might arise from and finally we combine the Google Trends data
Page 12 of 46 set with our benchmark data set to see if combining the two results in improved forecasting power. The results in Panel A (Table 3) for t−P LS models, which only include the thirty queries in X g selected by soft thresholding, show that the method demonstrates a striking degree of forecasting power with R 2 OoS measures between 65.6% and 87.8%, depending on the forecast horizon and the number of factors in the model. All forecasts in Panel A beat the rolling-mean benchmark and the results are generally significant at the 5% level. The forecasting performance of the models increases in the number of factors, but the last two factors account for a decreasing marginal amount of predictive information. We do not show the results for a model with four factors since we find that out-of-sample predictive performance decreases with the inclusion of a fourth factor.
Employment growth predictability
The results in the table are not strictly making a comparison between models, however, the relative performance of the model is impressive, particularly at horizons of h = 1 and h = 12 where it achieves an R 2 OoS that is more than twice as large as the second best model in the table. Panel B shows the results for the PLS model with all the series in X g . Although these models include a larger set of variables, and arguably more information since all the predictors in the t − P LS X g models are also included in the P LS X g models, taking a "kitchen-sink" approach significantly reduces performance. This implies that although some of the series in X g are indeed containing valuable information, many of them are irrelevant and only induce noise. In fact, although P LS X g models generally achieve positive R 2 OoS , the best performing model, P LS X g (2) only produces statistically significant measures at the 10% level for horizons between one and four Page 13 of 46 months ahead.
Before discussing the results, it is worth noting that the variables in the benchmark data, X mf s , are selected specifically because there is evidence in the literature of their predictive ability for either the unemployment rate or employment growth. Hence, a pre-selection procedure on a larger set of variables (similar to the one soft thresholding makes for t − P LS) has already been performed to arrive at this data set. When looking the benchmark models (Panels C, D and E), we find that the best P LS X mf s and CSR X mf s models perform similarly in terms of predictive power. In particular the P LS X mf s (1) and the CSR X mf s (9) models have R 2 OoS between 28.1% and 59.8% for the former, and 30.2% and 56.1% for the latter at horizons between one and nine months ahead. P LS X mf s and CSR X mf s models favor parsimony, with models with L = 1 and k = {6, 9} generally performing best. Finally, if we look at Panel E we find that the Bagg X mf s models are also capable of generally beating the rolling-mean benchmark, with significant positive R 2 OoS measures at horizons between two and twelve months ahead. Despite the fact the bagging models are the only benchmark models that benefit from lagged values of the target variable, they tend to produce R 2 OoS below the best P LS X mf s and CSR X mf s models.
The results from the MCS confirm that the t − P LS X g models dominate all other models in predictive performance. In particular, the t − P LS X g (3) is the only model that is included in the 90% confidence set for all forecast horizons. The t − P LS X g (2) is also included in the 90% confidence set at horizons between one and five months ahead and at a horizon of nine months ahead. The t − P LS X g (1) model is only included in this set at a horizon of h = 9. When we consider the 95% confidence set, we also find that the t − P LS X g (3) and t − P LS X g (2) are included in the set for all horizons except h = 12, where the model with two factors is not included. This broader set also includes the t − P LS X g (1) at horizons of five, six and nine months ahead. Finally, it is worth mentioning that the only model that is not a targeted PLS model included in this set is the CSR(6) model which is also in the 95% set at horizons of five and six months ahead. Table 3 for horizons of three and six months ahead. The shaded period corresponds to the National Bureau of Economic Research (NBER) recession period. The most striking thing to note is that the t − P LS X g (3) model is the only model capable of accurately capturing the steep fall Page 14 of 46 in employment growth during the recession. All other models either display a lag or are unable to capture the impact of the crisis. As with the R 2 OoS measures shown in Table 3 , it is worth to notice the difference in performance between the t − P LS X g and the P LS X g models. Figure 4 shows the same comparison between actual values and forecasts as the preceding figure but for horizons of h = 9 and h = 12 months ahead. As with the preceding figure, the superior performance of the targeted PLS model is clear since this is the only model that can properly capture the increase in employment growth following the crisis without a substantial lag. Consistent with the R 2 OoS measures, we see that the P LS X g (2) model performs rather poorly when forecasting nine months and one year ahead. Table 3 for horizons of h = {3, 6, 9, 12} months ahead. We can easily see that all models have their greatest relative advantage over the rolling-mean model during the early part of the forecast evaluation period, i.e. the period during the recession and subsequent recovery. This is particularly the case for horizons of h = 3 and h = 6 where the CSSED lines are increasing steeply during the recession period to level off right after it ends. There is a second period of relative improvements for the majority of the models over the rolling-mean in the period between mid-2011 and 2012 where the US economy experienced an accelerated expansion on the number of jobs created. The relative local dominance of the t − P LS X g (3) model is also on display since the CSSED for the targeted PLS models is essentially above the CSSED values for other models. The CSSED line for t − P LS X g (3) is almost always either flat (performing as good as the rolling-mean model) or increasing (outperforming the rolling-mean model). It is also interesting to see that the P LS X g model is almost uniformly the worst performing model, implying that Elastic Net targeting prior to estimation is extremely important when dealing with search volume data. The overall conclusion is that the targeted PLS model is the best model throughout the whole evaluation sample.
Where is predictive power coming from?
In the preceding section, we show that Google Trends have a high degree of predictive power for future employment growth. We also show that including all the Google Trends series in the PLS model results in much poorer performance, implying that only some of the series in X g have Page 15 of 46 predictive power. These results lead us to the critical question: where is that predictive power coming from? The first thing we do to address this question is to calculate and show in Table 4 the
OoS of a single factor PLS model where the explanatory variables are each of the primitive terms and their related terms. The number of variables in these explanatory sets, which we call primitive sets, vary between 17 and 25, depending on the primitive keyword they are related to.
19 Most primitive sets produce R 2 OoS measures that are positive, particularly at horizons of six months ahead or below, but they all fail to get a performance that is close to the performance of the t − P LS X g models. The set of words related to "collect unemployment" and "unemployment office" stand out as relatively good predictors for horizons h < 9, having an average R 2 OoS (for h = 1 to h = 6) of 30% and 27.8%, respectively. The only primitive set that consistently beats the rollingmean model across all forecast horizons is "companies hiring", which is able to produce an R 2 OoS of 19.1% and 20.2% at horizons of three quarters and one year ahead.
We also asses the forecasting power of each individual search term, X i , using a univariate forecasting model:
where the parameters of the model are estimated using OLS. Figure 6 shows the R 2 OoS for univariate regressions using each of the top twenty predictors in X g for h = {3, 6, 9, 12} months ahead.
20 The first thing we notice in Figure 6 is that although some predictors achieve R 2 OoS above 30%, the majority of the search terms have predictive measures between 25% and 10%. Although, there is a large amount of heterogeneity in the search terms, some keywords appear relatively often. For example, queries that include "food stamps" appear in four and five of the top predictors for h = 3 and h = 6, respectively. It is interesting to see that the primitive set for "food stamps" does not seem to achieve higher R 2 OoS than the best keyword in the set ("food stamps md") at any forecast horizon shown. This is because the words in the primitive sets are highly correlated and therefore seldomly add any additional information to the best individual predictor in each set. However, none of the primitive keywords are part of the top twenty predictors for any forecast horizon. Thus, most 19 The number is below 26 (primitive keyword + 25 related terms) because we remove low volume queries and economically unrelated terms. We also note that some related terms are not unique to a single primitive keyword. Hence, there is some overlap in the data.
20 For the sake of compactness we only include the top fifteen predictors for X mf s in Figure 7 . The last five predictors have large negative R 2 OoS values.
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Other keywords often included in the top twenty predictors for horizons of three and six months ahead are "unemployment benefits", "jobs" and "hiring". These queries are related to "collect unemployment", "jobs classified" and "companies hiring", which unsurprisingly also have primitive sets that perform relatively well. For longer horizons (i.e. h = 9 and h = 12), we also find predictive power for terms related to "food stamps" and "jobs", but other terms such as "salary" and "edd" (Employment Development Department), which is a related term for "unemployment office", also begin to exhibit significance.
21 For example, the term "salary calculator" achieves an R
2
OoS of 34% at a horizon of nine months ahead, while "edd employment" attains 44% for a horizon of twelve months ahead. We do not show the bottom predictors in X g for each forecast horizon, but it is worth mentioning that when forecasting at horizons of h = 9 and h = 12 months ahead, more than half of the predictors in X g have a negative R 2 OoS . Thus, although PLS will asymptotically filter out irrelevant predictors (Kelly and Pruitt, 2015) , on a finite and relatively short estimation window, these predictors are assigned non-zero weights in the construction of the factor, which explains the poor performance of the P LS X g models.
For the sake of comparison, we also show the R 2 OoS of the top fifteen individual predictors in the benchmark data set, X mf s , in Figure 7 . Although some of the leading indicators in X mf s are relatively good predictors, no single predictor achieves an R 2 OoS above 50% for any horizon. For horizons of three and six months ahead, we find that EEN M t is a relatively good predictor, implying that managers' expectations on future employment growth are relatively accurate. In fact, for these forecast horizons EEN M t produces R 2 OoS measures that are significantly higher than those achieved by the best individual predictor in X g. When we move over to a horizon of nine months ahead we find that U N RAT E t stands out as the best predictor with an R 2 OoS around 38%, which is slightly better than the best predictor in X g ("salary calculator"). For a horizon of one year ahead, we also find U N RAT E t to be the best predictor in X mf s , but it performs slightly below its counterpart in X g ("edd employment"). Generally, we find that the top three to five predictors at each horizon are capable of attaining R 2 OoS measures above 20% but moving lower down the 21 The Employment Development Department is part of the Labor and Workforce Development Agency of the executive branch of the State of California. One of their main objectives is to help California job seekers obtain employment. Note that the state of California accounts for more than 12% of the total US population.
ranking does not result in particularly high predictive power. The best multivariate models based on X mf s generally beat the best individual predictors in this data set. However, at a horizon of one year ahead U N RAT E t performs better. One key difference between the benchmark data, X mf s , and the Google Trends data, X g , is that the predictive gain that we get for the former when using multivariate models is much smaller than the predictive gain that t − P LS X g models have over each of the best individual predictors in X g . Thus, variable selection and combination seems to work much better for Google Trends data.
The evidence presented until now implies that, although there is predictive information in X g about future employment growth, no primitive set or individual predictor can account for the outstanding performance of the t−P LS X g models. Since the P LS X g models perform rather poorly in comparison, we can infer that soft thresholding is selecting a particularly useful set of Trends at each period. Our interest then shifts towards figuring out what those selected predictors are and whether or not they change over time. Figures 8 and 9 show the inclusion per period for the most often included predictors in X g (ordered by inclusion frequency) as chosen by the Elastic Net soft threshold.
Several features of these figures are noteworthy. First, none of the series in X g are included in the set for all periods at any forecast horizon. The most included predictors at each horizon, i.e. "walmart career opportunities" (h = 3), "google job listings" (h = 6 and h = 12) and "entry level sales jobs" (h = 9) are included in the set between 60% and 68% of the time. Second, there appears to be heterogeneity across the most frequent predictors, which means that they are generally related to different primitive keywords. This finding is not necessarily surprising since a good set of predictors would balance some correlation between predictors, which supports the use of a factor structure, with the inclusion of uncorrelated series that incorporate new information. Third, there is some overlap between the top predictors in Figure 6 and the most frequently included terms, but the overlap is far from complete, implying that the subset selected by soft thresholding is not necessarily composed of the best individual predictors. Finally, the Elastic Net estimator has some difficulties when choosing among highly correlated predictors. Hence there is some inherent instability in inclusion across time periods. 22 Overall, it appears to be that the remarkable performance of the t − P LS model does not arise from selecting a stable set of predictors, but from its flexibility to choose different predictors over time. These predictors appear to come from different primitive sets and therefore augment the amount of information in the latent factors. The key ingredient seems to be heterogeneity. Thus, the primitive words should cover a relatively broad spectrum of search queries. A disadvantage of our procedure is that factor interpretation becomes harder since the variables that go into each factor can vary over time. Hence, factor loadings will also vary over time.
This trade-off between model interpretability and forecast accuracy is well known in the statistical learning literature and the choice of model will ultimately reflect the importance we give to this choice for the task at hand.
Combining data sets
The t − P LS X g models strongly outperform the models based on benchmark data. However, it is possible that X mf s embodies useful information that is not contained in X g . To investigate this, we create a data set that combines X g and X mf s , and denote it by: X c = [X g X mf s ]. We then run the out-of-sample forecast with a t − P LS model using this data, the results are presented in Table   5 . For most forecast horizons, with the exception of h = 9 where the addition of X mf s does result in increases in the R
2
OoS of approximately 8 percentage points, the three factor t − P LS X g model does not seem to improve with the addition of macroeconomic, financial and sentiment variables. We find that U N 27W t , U N RAT E t , EEM t and BU ILDP ERM t are included in the set of predictors by soft thresholding between 50% and 65% of the time, depending on the predictor and horizon.
23
Although these inclusion frequencies are relatively high, the absence of large improvements in R 2 OoS when these variables are in the set implies that they are not providing useful additional information, particularly at horizons below six months ahead.
Robustness checks
In this section we show that the forecasting power of targeted PLS, which is our main model, is not sensitive to the words we use to construct the data, alternative estimation windows or whether the data is detrended recursively or first simply differenced. Finally, we also show that the methodology we use does not result in spurious out-of-sample predictive power by running a placebo test.
Alternative keywords
The primitive set of words that we use to build the Google Trends data set, X g, are selected because they were part of two "domestic Trends" indices. This raises the possibility that the results depend entirely on that particular set of primitive queries. To address this issue and select a set of words in a manner that is as objective as possible, we use the Harvard and Lasswell Psychosociological Dictionary (the H4Lvd file).
24 More specifically, we start by selecting the 510 words in this dictionary that are classified as being related to economics. 25 From this set of words we manually select those that are unambiguously related to the labor market and/or employment. The keywords included in this alternative set of primitive words are the following 23 terms: "career", "earn", "earner", "employee", "employer", "employment", "hire", "job", "occupation", "occupational", "payroll", "profession", "professional", "promotion", "unemployed", "unemployment", "wage" and "worker". Note that this primitive set of keywords is larger than the 10 words used to build X g . We do this because we want to minimize any subjective choice in the selection. 26 Once this primitive set is constructed, we follow the same procedure as with the original primitive set. The resulting alternative Google
Trends data set, which we denote by X * g , has 381 terms. As with the other PLS based models, before estimating the targeted PLS model with this data, we remove seasonality and detrend on an expanding recursive window. The R 2 OoS and t DM test statistic for this alternative Google Trends model, t − P LS X * g , are shown in Table 6 for a model with L = {1, 2, 3} factors. We obtain an R 2 OoS between 83.4% and 92.6% for the three-factor model. The results are generally similar, albeit supe-rior, to the ones we obtain with our main data set, X g. This is possibly because soft thresholding is choosing among a larger set of predictors. Figure 10 confirms that the forecasts are indeed relatively similar, especially at horizons of h = 3 and h = 6 suggesting that the predictive power in X g can be recovered by an alternative set of primitive keywords related to the labor market. As we mentioned in Section 4.2, the important feature seems to be heterogeneity in the primitive terms, since this allows the model to cover different dimensions of job search or economic sentiment.
Alternative estimation windows
The CSSED analysis shows that the predictive performance of the t − P LS X g (3) has a stable performance over the evaluation window. To further check the robustness and stability of the results, we also perform the t − P LS X g forecast with three alternative estimation windows: a rolling window of 36 observations, a rolling window of 60 observations and an expanding window with 48 initial observations. Table 7 shows the R 2 OoS and t DM of these alternative estimation windows for a t − P LS X g model with 3 factors. Decreasing the size of the rolling estimation window results in R 2 OoS measures that are between 65% and 80% (12 and 8 percentage points lower than the rolling window estimation with 48 observations). This decrease in performance is possibly arising for two reasons. First, a smaller estimation window will inevitably lead to noisier factor estimates. Second, the sample evaluation period is longer, which means that it covers most of the recession of 2008-2009, which is a period that is inherently more difficult to forecast. The results for the models that are estimated using a longer rolling window of 60 observations or an expanding window with an initial size of 48 observations are similar to the ones we obtain for our main model (with an estimation window of 48 observations), implying that the results are not sensitive to these changes. Overall, while decreasing the estimation window has a negative effect on predictability for t − P LS X g (3) model, the R 2 OoS measures are still far higher than those obtained by benchmark models. In unreported results, we find that decreasing the estimation window to 36 observations has an even larger (negative) effect on models based on X mf s.
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Differencing data
As a final check for robustness, we present the results of the targeted PLS model using our Google Trends data set, but instead of applying the Ayat and Burridge (2000) sequential test, we simply take first differences of the deseasonalized Google Trends data. Due to first differencing, the first observation of the first differenced panel, ∆X g is set to the unconditional mean of each series.
We do this in an effort to keep the evaluation period constant and ease comparison since the alternative is to reduce the forecast window by one observation.
27 Table 8 , which presents the results of this robustness check, shows that forecasting power decreases when all series are first differenced, particularly at long forecast horizons (h > 6). Since there is strong evidence that many of the series are stationary (or stationary around a deterministic trend), taking first differences implies over-differencing and thus lower predictive power. We should mention, however, that the first differenced data is still able to produce higher R
2
OoS than the models based on X mf s .
Placebo test
To show that the targeted PLS methodology does not result in spurious out-of-sample predictive power, we follow Kelly and Pruitt (2013) and run a placebo test. If the methodology results in a mechanical bias, simulated placebo data that is similar to the data in X g , but unrelated to our target variable, will also display out-of-sample predictability. For each time period, we generate thirty AR(1) series that have the same mean, variance and autoregressive coefficient as the series selected by soft thresholding at this time period. Innovations in the series are generated using an i.i.d. normal distribution that has zero covariance with our target variable. Thus, they are independent of y t . Table 9 shows the 95% and 99% quantile of the null region for 1,000 simulations.
Although we can expect a result of zero asymptotically, in finite samples the results are mostly negative due to small sample bias. The placebo test shows that the probability of actually getting
OoS by chance is virtually null. This is especially the case for the model with three factors which has negative values even for the 99% quantile of the null region, making the results of the t − P LS X g (3) model even more remarkable.
Concluding remarks
Employment growth is a leading indicator that has important implications for both policy makers and the private sector. Therefore, the need for accurate and timely predictions is relatively selfevident. In this paper, we show that there is plenty of relevant information about future employment growth in internet search volume. Our findings imply that Google-based forecasting models can be a particularly valuable tool for obtaining accurate real-time information on future employment growth and labor market conditions. We also show that individual Google Trends series do not appear to embed enough information to be better predictors than the classical macroeconomic, financial or opinion survey series. However, the combination of many Google Trends series can substantially increase the forecasting power and substantially improve upon our models based on classical series. A caveat is that including all series in the large panel usually results in relatively poor forecast results in comparison to models based on the usual series. This can be solved by using a variable pre-selection procedure such as soft thresholding. Overall, our contribution shows that the high predictive power of Google Trends implies that it should be added to the toolbox of practitioners and policy makers interested in forecasting employment growth. Our results also suggest that internet search volume should be further investigated to forecast other macroeconomic variables.
Page 23 of 46 Table B1 shows the results of the t − P LS X g model when α = 1 in equation (1), which reduces the Elastic Net estimator to the LASSO estimator. As above we tune λ such that 30 Google Trends are selected at each point in time. Table B1 : Out-of-sample predictive power of the t − P LS Xg using LASSO-based soft thresholding OoS for a PLS model with a single factor using each of the primitive keywords and its related terms as explanatory variables. The number of Google Trends, n, included in each set is shown in the second column, this number varies since low volume and economically unrelated terms are removed. Some related terms can also appear as related terms for more than one primitive keyword. OoS for the 95% and 99% quantile of the null region for the targeted PLS model with placebo data. The data, X placebo, is constructed to have the same mean, variance and AR(1) coefficient as the series selected by soft thresholding but with no true predictive power for employment growth. The models are estimated using a rolling window of 48 observations.
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