The performance and emissions of modern automotive diesel engines are highly dependent on the application of pilot injection technology. This technology also appears well suited for application to low-temperature combustion strategies. In this study, the first results of a new quantitative planar laser-induced fluorescence equivalence ratio measurement technique of pilot injections inside an optically accessible diesel engine are presented using 1-methylnaphthalene as a tracer in a mixture of the diesel primary reference fuels, n-hexadecane (cetane) and 2,2,4,4,6,8,8-heptamethylnonane (isocetane). This combination overcomes the shortcomings of mismatched fuel volatility and density associated with commonly used toluene/n-heptane/iso-octane planar laser-induced fluorescence techniques. A tracer characterization in a flow cell and a calibration in the internal combustion engine are performed. The internal combustion engine measurements illustrate the mixture formation process for a pilot injection. Even at low injection mass of 3 mg, a strong penetration of the pilot is observed; fuel hits the piston bowl wall and is redirected upward to the cylinder head. Small amounts of fuel are also found to have penetrated into the bottom of the piston bowl. At top dead center, the pilot injection is still not completely homogeneously distributed in the piston bowl, and local equivalence ratios of F . 1 are found in the bowl.
Introduction
Tracer planar laser-induced fluorescence (PLIF) is a widely used imaging technique for optically accessible internal combustion (IC) engines. [1] [2] [3] [4] [5] [6] [7] [8] It can be applied with high temporal and spatial resolution to image fuel or exhaust gas recirculation (EGR) distributions as well as temperature inside optically accessible IC engines. Commonly applied tracers are acetone, 3, 7 3-pentanone, 9, 10 toluene (TOL) 7, [11] [12] [13] and triethylamine, 8 all of which are used for concentration or fuel/air ratio imaging in gasoline engines. A new technique, which employs 1-methylnaphthalene as a tracer in a mixture of the diesel primary reference fuels (PRFs) nhexadecane (nHD) (cetane) and 2,2,4,4,6,8,8-heptamethylnonane (iso-cetane), overcomes the shortcomings of mismatched fuel volatility and density associated with commonly used TOL/n-heptane (nHEP)/iso-octane (ISO) PLIF techniques [11] [12] [13] for measurements in diesel engines. Here, this technique has been applied to investigate the influence of pilot injections on mixture formation in a diesel engine.
The performance and emissions of modern automotive diesel engines are highly dependent on the application of pilot injection technology. Pilot injections, which comprise one or more small injection events that occur prior to the main injection event, are crucial for reducing combustion noise levels in automotive diesel engines to acceptable levels. [14] [15] [16] They are also indispensable for reducing low-load hydrocarbon (HC) and carbon monoxide (CO) emissions, 14, 17 particularly under cold-start conditions, which suffer from extended ignition delays and low catalyst temperatures that lead to high HC and CO emissions and low oxidation efficiency, respectively. Moreover, a well-optimized pilot injection strategy can significantly improve lowload fuel economy. 15, 18 On the other hand, pilot injections are usually associated with increased soot emissions [14] [15] [16] [17] 19, 20 and may increase NO x emissions unless the pilot injection is quite advanced. 14, 17 Pilot injection strategies also appear well suited for application to low-temperature combustion (LTC) strategies. With LTC, low engine compression ratio and high EGR rates are employed to promote a long ignition delay (increased fuel-charge premixing) and low peak combustion temperatures. These factors result in very low NO x and soot emissions, although noise and HC as well as CO emissions can be unacceptably high. Employing pilot injection strategies to mitigate these problems would seem to be a natural choice. However, under conditions of small pilot quantity, low temperature or high dilution, the pilot injection [21] [22] [23] [24] [25] [26] can fail to ignite. To overcome this difficulty, increased pilot injection quantities need to be employed. 22, [27] [28] [29] Moreover, despite the high EGR rates, a careful matching of pilot-main delay times to swirl level has been found beneficial, 30 in addition to the well-documented advantages of increased injection pressure in mitigating the increases in soot observed when pilot injections are employed. 15, 31 In this study, first results of a quantitative PLIF equivalence ratio measurement inside an optically accessible diesel engine are presented using 1-methylnaphthalene (1MN) and the diesel PRFs. Prior to the engine results, a characterization of the tracer in a flow cell is carried out. This technique is a clear step forward in our ability to quantitatively measure in-cylinder fuel/ air ratio distributions in diesel engines, and we anticipate that it will be widely used in the future.
Measurement principle
Although many different tracers are used in the literature, the basic measurement principle is identical for all PLIF techniques. The signal intensity S fl of the tracer can be calculated by
where h is the optical efficiency factor of the setup, E is the laser pulse energy, r tracer is the tracer number density, s(l,T) is the absorption cross section as a function of temperature T and excitation wavelength l and f(l, T, p, x i ) is the fluorescence quantum yield as a function of temperature T, pressure p, wavelength l and bath gas composition specified by the mole fractions x i . The optical efficiency factor can be eliminated by normalizing the signal to a reference signal of known temperature, pressure and bath gas composition and identical optical parameters. The laser pulse energy can be measured with an energy meter, and the excitation wavelength of the laser is known. The pressure can usually be assumed to be a global quantity and, therefore, taken from a pressure transducer. Depending on the tracer, the bath gas composition can have a significant influence on the signal intensity. The effect of oxygen quenching on aromatic tracers is particularly relevant here. 32 To minimize this influence, the measurements in this work were conducted in a pure nitrogen atmosphere, so that only nitrogen, surrogate fuel and tracer are present. The surrogate fuel is assumed to have no influence on the signal intensity, so that the bath gas can be treated as pure nitrogen over the whole combustion chamber. This eliminates the influence of x i , as it does not change either during spray measurements or between reference and spray measurements, leaving only temperature and tracer number density as remaining unknown factors. In this article, the number density of the tracer and consequently of the surrogate fuel are first approximated from the signal intensity assuming that the temperature is uniform throughout the combustion chamber and equal to the pure N 2 temperature. With this first approximation of the fuel number density, a new, local temperature is calculated using a simple adiabatic evaporating/cooling model that will be explained in section ''Experiment.'' Afterward, a revised, temperaturecorrected fuel number density is determined using the temperature calibration data presented in section ''Temperature calibration.''
Tracer selection
To date, investigations of diesel fuel-air mixing processes have mostly used the typical gasoline tracers TOL in a gasoline surrogate fuel blend of nHEP and ISO. [11] [12] [13] Surrogate fuels based on these gasoline PRFs do not match the physical properties of diesel very well, so the authors suggest using a blend of nHD and heptamethylnonane (HMN) instead. These diesel PRFs have cetane numbers (CNs) of 100 for nHD and 15 for HMN; hence, every CN in between can be simulated by an appropriate blend. To guarantee proper coevaporation and thus keep de-mixing effects as low as possible, the physical properties of the tracer should match the surrogate fuel. Relevant properties besides the molar mass, density, viscosity and boiling point are vapor pressure and latent heat of vaporization. Various studies of ISO/3-pentanone mixtures [33] [34] [35] [36] have shown that matching the boiling temperature does not guarantee that the tracer and fuel are co-evaporative. For example, vapor phase concentrations of 3-pentanone above the mixture can change by up to a factor of 2 as vaporization proceeds despite similar boiling temperatures. It has to be mentioned that these studies were performed at very different conditions from those expected in a diesel spray. At high temperatures and densities, preferential evaporation is not expected to the same extent in a fine diesel spray, especially since 1MN, nHD and HMN are all nonpolar molecules, whereas 3-pentanone is a polar molecule and ISO and nHEP are nonpolar molecules.
Several studies have previously reported LIF measurements using naphthalenes. [37] [38] [39] [40] [41] Naphthalene (C 10 H 8 ) was used in laser-induced exciplex fluorescence (LIEF) measurements, 38 and the mixture formation inside a diesel engine was observed qualitatively with LIF of aromatic compounds that are part of commercial diesel fuel. 37 Orain et al. 40 reported a different fluorescence spectrum of 1MN (C 11 H 10 ) compared with naphthalene. However, no calibration data and quantitative measurements were performed at IC engine conditions so far. A characterization of several different potential diesel tracers 42 led to the selection of 1MN for the present IC engine application. 1MN was the original diesel PRF with CN 0 before being replaced by HMN and is one of the components in the European Integrated Diesel European Action (IDEA) surrogate fuel. There are kinetic mechanisms developed for it, and accurate data for physical properties are available. Another point in favor of 1MN is its high thermal stability. Leininger et al. 43 reported a conversion of only 0.33% of 1MN at 10 MPa and 673 K after 1 h, which leads to the assumption that on a millisecond timescale with pure nitrogen as bath gas in the presented experiments, no relevant pyrolysis occurs during the injection and vaporization of the fuel. Moreover, 1MN is less hazardous than naphthalene. A summary of the relevant physical properties of gasoline and diesel PRFs and the tracers TOL and 1MN as well as the standard US diesel fuel Diesel 2 (D2) is given in Table 1 .
To characterize 1MN fluorescence, the temperature and pressure dependence of the fluorescence signal intensity is measured using a high-temperature and high-pressure flow cell designed for tracer calibration. 9 The tracer is evaporated, mixed with nitrogen and passed through the cell with a mass density of 1 g/m 3 . A frequency-quadrupled pulsed Nd:YAG with a wavelength of 266 nm and a repetition rate of 10 Hz is used for excitation of the tracer. A light sheet with a thickness of about 500 mm in the cell is formed with a cylindrical lens with focal length 500 mm. Perpendicular to the light sheet, an Andor iStar ICCD camera equipped with an UV-Nikkor lens and a WG-280 long-pass filter is used for imaging measurements.
The fluorescence signal intensity is measured at temperatures of 473, 673 and 873 K with pressures of 0.5, 1, 2 and 3 MPa. A total of 100 images are recorded at 1 Hz for every condition and are averaged afterward. An average background image with laser excitation but without tracer in the cell is subtracted from the average image. The laser intensity is measured before and after each condition to keep track of fluctuations and correct them in the post-processing. The average signal value in a region of interest (ROI) of 5670 pixels in the center of every averaged image is calculated, laser fluctuations and concentration differences are accounted for and the signal value is divided by the signal value at 473 K and 0.5 MPa. Figure 1 shows the normalized signal intensities of 1MN in nitrogen at all temperatures for 1 and 3 MPa. In addition to the measured results, values from the literature 40 for 1MN at 0.1 MPa are also given in the figure. The intensity values from the literature are referenced to slightly different conditions. Nevertheless, the temperature dependency of the fluorescence signal intensity of 1MN matches that seen previously very well. The decrease in the signal intensity with temperature seems to be almost linear with a factor of 10 between 473 and 873 K.
The inhomogeneity of the temperature field in the flow cell was measured with thermocouples at different locations and is estimated to be 3%. Due to the low amount of tracer that is regulated with the mass flow controller (about 5% of the maximum value), an overall inaccuracy of the tracer density of up to 10% is estimated. The estimated errors of temperature and concentration are indicated by the error bars in Figure 1 . Compared to the temperature dependency, only a small variation in the signal intensity with nitrogen pressure is observed. Increasing the pressure from 1 to 3 MPa changes the signal intensity by less than 15%. However, even this slight pressure dependency is inconsequential for the IC engine measurements, as flat-field reference images and spray images are recorded at the same pressure conditions.
Engine setup
The engine used in this study was modified from a 1.9-L General Motors light-duty diesel engine to provide extensive optical access to the combustion chamber.
The main geometric specifications are provided in Table 2 , and a schematic of the engine is shown in Figure 2 . The engine features a Bowditch-style piston that has a fused silica piston top with a reentrant bowl and valve cutouts typical of production pistons. Optical access through the sides of the combustion chamber is achieved through fused silica windows (50 mm wide by 25 mm tall) located at the top of the cylinder liner. These windows are positioned to allow unobstructed optical access up to the bottom surface of the fire deck. The only geometric modifications made to the production design were that the height and width of the top ring land were increased to allow imaging within the bowl portion of the piston. The resulting crevice volume is roughly 3-4 times larger than a production diesel engine. Two gapless compression rings were used to minimize blowby. Despite the larger crevice volume and increased wall temperatures of the fused silica surfaces, the optical engine, running in a skip-fired mode, has been shown to reproduce the emissions and combustion behavior of a similar all-metal engine. 48 The swirl ratio of the in-cylinder flow can also be adjusted via throttle plates located in each of the two intake ports. With both throttle plates in the fully open position, the swirl ratio is 2.2. Throttling the low-swirl, helical port allows the swirl ratio to be increased to 5.5. When the high-swirl, tangential port is throttled, the swirl ratio varies nonmonotonically. A minimum swirl ratio of approximately 1.5 is obtained when the helical port is slightly closed, and the tangential port throttle plate is approximately 30°from the closed position. 49 The optical engine is also equipped with a Kistler 6125B pressure transducer, and the in-cylinder pressure is acquired every 0.25°crank angle (CA).
The fuel injector used in this study is a Bosch CRI2.2 high-pressure, electronically controlled, common-rail injector. The injector is equipped with a seven-hole, mini-sac injector tip with an included angle of 149°. The seven fuel orifices are equally spaced and have a nominal diameter of 0.14 mm. Additional specifications for the fuel injector are included in Table 2 .
Experiment
Tracer PLIF using 1MN is applied to image pilot injection fuel concentration in a diesel engine. As modern diesel engines have a lower compression ratio and operate at higher EGR rates, larger pilot injections are used, and the data obtained are useful for understanding the pilot injection mixture preparation and ignition processes. To prevent ignition of the fuel as well as the strong influence of oxygen quenching on the fluorescence signal intensity, the experiments are conducted in a pure nitrogen atmosphere. The local equivalence ratio F is calculated from the measured fuel concentration and the assumption that the intake charge contains 14% oxygen, which is typical of a high-EGR, light-load operating condition. Due to different heat capacities of the species in the combustion chamber, the inlet temperature and pressure have to be adjusted for measurements with pure nitrogen to obtain the same peak temperature and density at top dead center (TDC) as for a real gas mixture including water vapor and carbon dioxide. A GT-Power simulation is used to calculate the inlet temperature of 381 K and inlet pressure of 0.15 MPa needed to achieve an average temperature and density between 15°CA before top dead center (bTDC) and TDC of 930 K and 19.6 kg/m 3 , respectively. As no combustion takes place, the measured F can only be transferred to fire conditions as long as no significant heat release has yet occurred. The IC engine is operated under skip fire conditions, so that only every fifth cycle an injection takes place. The engine is operated at 1500 min 21 with a swirl ratio of 4.5. The start of injection is at 15°CA bTDC. The injection duration is 340 ms, which corresponds to an injected pilot mass of 3 mg. A subsequent main injection is not performed in this experiment.
A mixture of 42% of nHD and 58% of HMN by volume is used as fluorescence-free surrogate fuel. This mixture was determined in previous experiments to match the ignition behavior and heat release of a reference Chevron Diesel 2 fuel with a CN of 47 exactly. The base fuels nHD and HMN are available in a purity of 99% and 98%, respectively. Preliminary spray measurements are conducted to estimate fluorescence from impurities of the surrogate fuel mixture. The signal is below the detection limit of the experimental setup as only noise remains after background subtraction. The tracer 1MN is added to the fuel mixture in an amount of 0.5% by volume. As already explained in section ''Tracer selection,'' the physical properties of this mixture match the properties of Diesel 2 much better than the properties of typically used mixtures based on the gasoline PRFs (nHEP/ISO/TOL).
For excitation of the fluorescence, a frequencyquadrupled Nd:YAG with 266 nm wavelength and a repetition rate of 10 Hz is used. The average pulse energy is adjusted to about 30 mJ using a polarization beam splitter and a l/2 wavelength plate. This pulse energy is low enough to not damage the optical engine and equipment and still yield high signal intensity. The laser energy is monitored and recorded for each image with a coherent model J-25MB-LE energy sensor. The horizontal light sheet has a thickness of about 0.5 mm in the measurement area. It is coupled into the combustion chamber from the exhaust side and leaves the engine through an intake side window to reduce interference from reflections of the laser. Three different planes inside the cylinder are investigated, as shown in Figure 3 . Plane P1 bisects the clearance volume between piston and cylinder head, P2 is a few millimeter below the piston surface in the piston bowl and P3 is deep within the piston bowl, at the maximum bowl diameter. For all three planes, measurements are carried out between 12°CA and 0°CA bTDC in steps of 2°CA. The light sheet is aligned for each crank angle degrees to keep the same position in the piston bowl or between piston and cylinder head. The exact distance of the light sheet to the cylinder head for all measurements is given in Table 3 .
A Roper Scientific PI-Max ICCD camera equipped with a 105-mm focal length f/4.5 UV-Nikkor lens is used for imaging. The intensifier gate is kept constant at 250 ns, and the camera gain is fixed for all measurements. A WG-295 long-pass filter is used to block elastically scattered laser light. As the fluorescence spectrum of naphthalenes is at wavelengths of 300 nm and higher, 40, 42 no difference in the signal intensities is expected using a WG-295 or a WG-280 filter as was used for the tracer calibration. The laser and camera are synchronized with the engine and externally triggered.
To guarantee consistent thermal boundary conditions for all measurements, the experiments are conducted following a tight schedule. After three warm-up runs, constant conditions are achieved. The engine is started every 8 min 30 s and stopped after 3 min 30 s to guarantee a break of 5 min to protect the optical elements of the engine from overload. Within this break, the acquisition for the following measurement can be set and the light sheet can be adjusted. Due to the dropdown liner design of the engine, this break can also be used to open the cylinder, clean the piston and windows and close the cylinder again. During each run, 50 background, flat-field and spray images are acquired. The background is taken with the laser firing but without fuel injection. For the flat-field images, nine short injections are conducted during the intake stroke to achieve a homogeneous mixture with F = 0.28 during compression. The injections during the intake stroke were investigated with a high-speed camera in preliminary experiments to exclude wetting of the cylinder wall with liquid fuel, which could lead to a fuel loss and consequently to a lower flat-field concentration.
For post-processing, the spray and flat-field images are first corrected by normalizing by the laser power and subtracting the averaged, normalized background image. Afterward, a distortion correction is applied because the curved piston geometry heavily distorts the images. The processed images are averaged and the spray image is divided by the flat-field image. With this ratio, an initial estimate of the fuel concentration can be determined assuming a homogeneous temperature in the cylinder that is calculated using a GT-Power simulation. The adiabatic mixing temperature is achieved when liquid fuel at 363 K is vaporized and mixed with the ambient charge and is estimated with a simple model using the fuel enthalpy of evaporation, the measured concentration and the temperature-dependent gas-phase enthalpies of the fuel and the N 2 charge gas.
Afterward, the concentration is calculated again from the ratio of spray and flat field using the corrected temperature field obtained after the application of the mixing model and a calibration function. This function is obtained from in-cylinder tracer calibration measurements and is explained in the subsequent chapter. Finally, the equivalence ratio F is calculated assuming 14% oxygen in the charge. Stoichiometric combustion of 1 mole C 16 H 34 requires 24.5 moles of oxygen and consequently 175 moles of charge when the O 2 mole fraction is 0.14. The equivalence ratio can then be related to the mole fraction of the fuel x fuel through
Two principal sources of systematic interference in the measurement remain even after the background subtraction. Reflections of the LIF signal from surfaces of the combustion chamber can lead to an overestimation of F in lean regions, especially when strong fluorescence from liquid fuel is present. This effect is most severe when regions with very low and very high equivalence ratio coexist within the plane of the laser sheet and when the sheet is positioned close to the cylinder head (e.g. in P1). The other interference is also associated with strong fluorescence from liquid fuel and is caused by reflections of the laser on combustion chamber surfaces. These reflections can excite sufficient fluorescence from liquid fuel near the injector that is observed in the PLIF images from the lower planes. The interferences lead to an overestimation of F and are typically confined to a relatively small region near the center of the cylinder.
An additional potential error induced by the inability to resolve a pressure dependency of the fluorescence signal potentially impacts the temperature calibration and is assumed to be within the standard deviation of the calibration. Since the pressure is almost identical for the spray and flat-field images and the ratio of these images is used for the post-processing, this pressure dependency does not impact the data directly. Likewise, uncertainties in our charge gas temperature estimates, particularly in P1 where boundary layer effects may be significant, will be similar in both the data and the flatfield images, and the errors induced largely selfcanceling.
Temperature calibration
The characterization of 1MN in a flow cell shows a significant dependency of the fluorescence signal intensity on temperature. To obtain a correction function for the post-processing of the IC engine measurement, an incylinder temperature calibration is carried out prior to the pilot injection study. For this calibration, the engine is operated with the same fuel injection strategy as for the flat-field images described in the previous chapter. A homogeneous mixture near TDC is achieved by nine short injections in the intake stroke. For each calibration point, 50 images are recorded and averaged. The average in-cylinder temperature depending on CA is calculated using a GT-Power simulation. This temperature is used as calibration value for the averaged fluorescence intensity in a homogeneous ROI close to the center of the averaged image. The light sheet position is fixed for the calibration measurement at a distance of 1.1 mm from the cylinder head. To vary temperature and pressure, three different intake temperatures 343, 373 and 403 K as well as three different intake pressures 0.1, 0.15 and 0.19 MPa are used for the calibration. For each condition, measurements are carried out between 35°CA bTDC and 15°CA bTDC in steps of 5°CA. Figure 4 shows the results of the temperature calibration, normalized to the intensity at 35°CA bTDC for 343 K and 0.19 MPa intake temperature and pressure, respectively. The actual conditions for this reference point are 673 K and 2 MPa. Additionally, the results from the flow cell measurement at 2 MPa normalized to 673 K are shown. Although only two points are within the investigated temperature range for the IC engine measurement, it can be seen that the decrease in signal intensity is very similar to the in-cylinder calibration. No distinct pressure dependency is seen. The interpolated function
only depends on temperature and is used for temperature correction in the post-processing; its curve is also shown in Figure 4 . The error bars indicate the 1 2s standard deviation of the measured values to the calibration curve, which is 0.075. The quadratic fit describes the calibration data well; the coefficient of determination R 2 is 0.943.
IC engine results
Due to the piston geometry, the field of view is different for all three investigated planes, as distortion and reflections close to surfaces result in interferences with the signal. Figure 5 shows the regions of each plane within which the data can be evaluated quantitatively.
As plane P1 is above the piston, a ring outside the piston bowl up to a 5-mm distance from the cylinder wall as well as the area above the piston bowl can be evaluated. Above the reentrant portion of the bowl, the refraction is too strong to process any data even after the distortion correction, so that the results between radii of 22.6 and 26.6 mm are masked. Additionally, the laser hits the injector tip causing interferences from reflections close to the tip and a dark area in the shadow of the tip, where the signal-to-noise ratio (SNR) is too low to process the image. Both regions are masked in the results. Plane P2 is in the upper part of the piston bowl, and measurements are available up to a radius of 20.2 mm, which is 2.4 mm from the piston bowl rim. The same outer radius applies for Plane P3, which is additionally restricted by the inner bowl pip and the shadow created behind it. Results are available within approximately 4.9 mm of the bowl periphery and 1.9 mm of the inner bowl pip. Figure 6 shows the equivalence ratio results for all planes and CAs. Especially shortly after the end of injection, the intensity between the single spray cones is different. This can be explained in large part by different zenith angles of the spray cone centerlines and is not an effect of different injected masses from the individual injector holes. Spray cones with more fuel in P1 in general show less fuel in lower planes, which are also further away from the injector tip. This can be seen clearly for the lower left (;7 o' clock) cone from 12°CA to 8°CA bTDC. Compared to the other spray cones, this cone shows the highest intensity in P1 and the lowest intensity-at the largest radial locations-in P2, which are signs of a flatter injection angle. The fuel jet hits the piston bowl wall already at 12°CA bTDC as seen in P2, indicating a strong penetration of the spray despite the low injected mass of 3 mg. At 10°CA bTDC, the bottom-right (4 and 6 o' clock) cones show a redirection of the fuel from the piston bowl upward into P1, which can be seen for all seven cones at 6°CA bTDC. Nevertheless, only a small amount of fuel penetrates into the squish volume above the piston and outside of the bowl, which can be seen in the outer ring of P1. The upward movement of the piston pushes the charge out of the squish volume, 50 which prevents the fuel from further penetrating into the squish volume and pushes it back toward the injector tip, improving the mixing in P1 from 6°CA to 0°CA bTDC. Penetration of fuel into P3 occurs at 6°CA bTDC. At TDC, when the main injection starts, the pilot injection is still not completely homogeneously distributed in the piston bowl and local equivalence ratio regions with F . 1 are found in P2.
Due to the swirl, the charge rotates in a clockwise direction, moving the fuel-rich regions away from the original azimuthal orientations of the jet centerlines. Thus, the injection timing of the pilot and main injection has to be adjusted to the swirl ratio to position the rich regions of the pilot, where ignition and high temperature or radical concentrations are expected, close to the spray cone of the main injection. Close to TDC, a strong signal close to the injector tip can also be seen in P2, which indicates the presence of liquid droplets. Obviously, these droplets do not penetrate far into the combustion chamber, which means they are probably produced during the closing of the injector and remain close to the injector tip as they have only a small momentum.
Conclusion
A new PLIF equivalence ratio measurement technique using 1MN as a tracer for a fuel mixture of the diesel PRFs nHD and HMN is used to investigate quantitatively the vaporization and mixing behavior of pilot injections in an optically accessible diesel engine at LTC conditions. The new fuel/tracer system provides a closer match to the physical properties of commercial diesel fuel than the more commonly used nHEP/ISO/TOL mixtures. A characterization of 1MN in a flow cell led to the selection of this tracer for IC engine application.
Temperature calibration of the tracer was carried out in the engine prior to the pilot injection study and closely matched the results obtained in the flow cell.
The IC engine measurements illustrate the mixture formation process for a pilot injection, prior to the main injection. Even at low injection mass of 3 mg, a strong penetration of the pilot is observed; fuel hits the piston bowl wall and is redirected upward to the cylinder head. Fuel only slightly penetrates into the squish volume and is pushed out again by the upward movement of the piston, improving the mixing near the bowl rim close to the cylinder head. Small amounts of fuel are also found to have penetrated into the bottom of the piston bowl. At TDC, when a main injection would start, the pilot injection is still not completely homogeneously distributed in the piston bowl and local equivalence ratios of F . 1 are found in the bowl. The injection timing of pilot and main injection has to be adjusted to the swirl ratio as fuel-rich regions move away from the original position of the injection.
