Abstract-In this paper, problems associated with the synthesis and implementation of recursive linear shift-variant digital filters are investigated. We propose two techniques to approximate a given impulse response as a degenerate sequence that is realizable as a recursive difference equation. Both techniques use a least squares error criterion to minimize the difference between the given and the approximatkl impulse responses. Numerical examples illustrating and comparing the results of these techniques are included. In addition, we present several recursive structures for the implementation of both causal and noncausal degenerate impulse responses.
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I. INTRODLJCTI~N T HE USE of linear shift-variant (LSV) digital filters in processing nonstationary sequences has been considered in several recent papers [ l]- [5] . However, considerable difficulties have been encountered in the analysis and synthesis of digital filters with variable parameters, and this has led to the adoption of analytical methods based on the theory of linear shift-invariant (LSI) filters [ 11, [4] . Such methods may suffice for certain practical applications, but the concepts introduced and the results derived in this way are more or less approximate. Analytical methods [6] based on the theory of LSV filters are usually complicated and difficult to obtain. These inherent difficulties can be partially alleviated with the aid of computers. The purpose of this paper is to discuss the synthesis of LSV digital filters by numerical methods and add insight into some aspects of LSV filters.
The techniques used in the implementation of LSV digital filters include shift-variant convolution [ 11, recursive filtering [4] , and adaptive updating technique of a prediction operator [2] . This paper is primarily concerned with the synthesis of recursive shift-variant digital filters. We assume that the impulse response of an LSV digital filter is already known as a function of two integer variables or an array of weighting coefficients and our objective is to derive a recursive implementation for the given impulse response. It is shown in [6] that an LSV digital filter is realizable as a recursive shift-variant difference equation if and only if its corresponding impulse response is a degener-ate sequence. A degenerate sequence is the one that can be expressed as the sum of a finite number of products of two sequences, each of which is a function of a single integer variable. Based on this observation, our problem reduces to two basic steps: (1) approximation of a given impulse response by a degenerate sequence; (2) realization of the degenerate sequence as a recursive shift-variant difference equation.
In Section II, we discuss relevant properties of recursive LSV digital filters. Then two synthesis techniques are presented in Sections III and IV. The first technique is based on the minimization of a distance function that is defined as the sum of squared error resulting from the approximation of a given impulse response by a degenerate impulse response. In this way, it can be formulated as a least squares approximation problem that has a counterpart in the classical approximation problem of continuous variables [7] . Numerical solutions for the degenerate impulse response and the distance function are made possible by use of computers. It can be shown that the filters synthesized by this technique are optimal for the given criterion. However, the implementation of the resultant filters becomes impractical because it needs to store a large number of filter coefficients. Therefore, it is important to consider synthesis techniques that may yield suboptimal filters but are more efficient in implementation.
The second technique is based on an approximate representation of the degenerate impulse response. Specifically, the degenerate impulse response is represented as simple functions with unknown parameters. These unknown parameters are determined by a nonlinear optimization method that minimizes the distance function. A major advantage of this technique lies in its ease of implementation. Examples are given in Section V to illustrate and compare the proposed synthesis techniques.
In Section VI, we present several recursive structures to impiement both causal and noncausal degenerate impulse responses.
II. FORMULATION OF THE PROBLEM
An LSV digital filter can be specified by the impulse response h(n, m), which represents the response of the filter at the point n to a unit-sample impulse applied at the point m. The filter is said to be causal if and only if h( n, m) = 0, for n < m. Otherwise, it is said to be noncausal. Let x(n) be a finite-duration input sequence de-0098-4094/83/0100-0029$01.00 01983 IEEE fined in the interval 0 < n Q N,. The output sequence y(n) can be related to x(n) by the shift-variant convolution W y(n) = C htn,m)xtm).
(1) m=O In practical applications, usually only a finite number of samples in the output sequence are considered. Suppose the output sequence that is of particular interest to us is in the region 0 < n < N2, then the input-output relation of the filter is completely characterized by h(n, m) over the intervals 0 <n < N2 and 0 <m < N,.
As shown in (l), the shift-variant convolution can be employed to directly implement an LSV digital filter. However, the use of a recursive filter instead of the direct convolution has the potential of saving computation time (see Section VI). A causal recursive LSV filter can be represented by a recursive difference equation
I=1 I=0
where the filter coefficients {a,(n)} and {b,(n)} may depend on the index n. Equation (2) is termed a K,th-order recursive shift-variant difference equation if aK,( n) * 0 for some n.
In the present paper, we focus our attention on the synthesis of a recursive LSV digital filter from a specified impulse response; i.e., the determination of a set of filter coefficients such that the difference between the impulse response of the synthesized filter and the specified impulse response is made as small as possible. Now we discuss the class of impulse responses that is realizable as recursive shift-variant difference equations.
Definition [6] : A sequence f (n, m) is said to be a K thorder degenerate sequence if it can be expressed as f(n, m> = I? uh+l(m> (3)   I=1 where u,(n) (I= 1,2; * a, K) are K linearly independent functions of the integer variable n and o,(m) (I = 1,2,. * a, K) are K linearly independent functions of the integer variable m.
Notice that the independence condition in the above definition is essential. If this condition is not satisfied, f (n, m) can be reduced to a lower order degenerate sequence. With the above definition, we are ready to state a theorem about the necessary and sufficient conditions for an impulse response to be realizable in terms of a recursive difference equation.
Theorem [6] : A causal impulse response h( n, m) is realizable as a Kth-order recursive shift-variant difference equation if and only if it is a Kth-order degenerate sequence.
A proof of this theorem can be found in [6] . This theorem can also be generalized to the case of a noncausal impulse response. In the next two sections, synthesis techniques are developed to approximate a given noncausal impulse response as a degenerate sequence.
III. LEAST SQUARES APPROXIMATION TECHNIQUE
Based on the realization condition presented in Section II, the synthesis of a recursive LSV digital filter can be approached as a mathematical approximation problem. Given an impulse response h( n, m), the problem is to determine a K th-order degenerate impulse response h*(n, m) h*(n, m> = f u,(n>u,(m) I=1 (4 that minimizes the distance function D (0, K)
(5) n=O m=O where B = [u,(n), u2(n);. ., u,(n); u,(m), u2(m);. ., uK(m)] is a set of unknown sequences. Denoting the minimum distance function as Dti(K), we can formulate the approximation problem as
(6) n=O m=O The least squares error approximation problem has been studied by mathematicians [7] and applied to the synthesis of time-varying continuous systems [8] . However, the techniques discussed in [8] require a priori knowledge of the sequences {u,(m)}, and such information is generally not available. In addition, those techniques are restricted to the synthesis of the systems involving fixed linear subsystems and time-varying multipliers.
To derive a general solution of (6), it is convenient to introduce the concept of orthogonal sequences. The sequences E,(n), C*(n);. ., ir,(n) are said to be orthogonal over the interval 0 < n Q N2 if z Ei(n)t$(n) = 0, for i f j.
n=O From the definition of the degenerate sequence, it is clear that sequences u,(n), u,(n);. .,u,(n) in (4) are linearly independent. Thus we can apply the Schmidt orthogonalization process [9] to find constants { cii; i, j = 1, * * . , K} such that the sequences ai( e cijuj(n), i=1,2;**,K
j=l are orthogonal. As a result, there exist constants {d,,; i, I = 1,2; . . , K} such that
Substituting (9) into (4) and interchanging the order of summation, we have
where ci (m) is obtained as a linear combination of {v,(m)}. Hence, we show that the degenerate impulse response h*( n, m) can be transformed into a form where { u[( m)} are a set of orthogonal sequences. The above discussion shows that there is no loss of generality in restricting the solution of (6) to a class of degenerate sequences as expressed in (10). Substituting (4) into (5) and using the condition that the sequences u,(n), u2(n),-* a, uK(n) are orthogonal, we can rewrite the distance function as 
(11) I=1
To minimize the dista!ce function in (1 l), the sequences (u,(n)} and {v,(m)} must satisfy the following conditions (12)- ( 15) can be derived using standard variational techniques as presented in the Appendix. To solve the system of equations (12) and (13), we substitute (13) into (12) and have Q+(n) = ? g(n, n')q(n'), 1=1,2;..,K (16) n'=O where A, = CX,P, and g(n, n') is specified as
In the same way, substituting (12) into (13) yields the expression X,v,(m) = 5 g(m, m')q(m'), 1=1,2;..,K m'=O 08) where g(m, m') is specified as g(m, m') = 5 h(n, m)h(n, m'). n=O
Equations (16) and (18) [ N,, N2] . For each positive eigenvalue, we can always find the corresponding eigenfunctions of g(n, n') and g(m, m'). Therefore we can expand the function g(n, n') in a series of (N + 1) terms [lo] Substituting (17) and (12) into the left-and right-hand sides of (20) respectively, we have N+I h(n, m> = C u, (n>v,(m) . (21) 
I=1
We can obtain the approximated impulse response h*(n, m) by selecting those u,(n) and v,(m) having dominant eigenvalues. With appropriate eigenfunctions chosen, D,,(K) can be obtained by substituting (12) into (11) and using (14), (18), and (19). Then we have
n=O m=O I=1 where (X,, X2;. ., hK) are K largest eigenvalues of g(n, n') or am, m'). Substituting (21) into (22) and using (14) and (15) we have
I=K+l
As the order K increases, the value of D,,(K) will decrease and eventually equals to zero when K = N + 1. To develop numerical solutions of {u,(n)} and {v,(m)}, we may regard g(n, n') and &m, m') as matrices. Thus the solutions are obtained as the eigenvectors of the matrices. The solutions derived in this way would generate a set of filter coefficients for each sample of an input sequence. When the duration of an input sequence is long, the resultant numerical solutions may not be desirable for implementation. However, the numerical solutions are optimal in minimizing the distance function. Therefore, the computed DtiJ K) can be used as a reference to be compared with other techniques that may yield suboptimal results.
IV. NONLINEAR MINIMIZATION TECHNIQUE
One difficulty in the implementation of shift-variant digital filters is that many filter coefficients need to be stored. To circumvent this difficulty, we propose an approximate representation of the degenerate impulse response h*(n, m). Suppose h*(n, m) is a least squares approximation of the given impulse response h(n, m), let us -define a two-dimensional z-transform of h*(n, m) as H*(z,, z2) = 5 z h*(n, m)z;"zTm.
(24 n=o m=O Substituting (4) into (24) and interchanging the order of summation, we have For simplicity we have assumed that the numerator and denominator polynomials in (28) and (29) have the same degree. The numbers of coefficients to be determined in (28) and (29) In general it is true that the greater the index, the higher the accuracy of the approximation. In the case when 21, >, N2, we can always find fi,(z,) such that the first (N2 + 1) terms of its power series expansions match those of U,(z,). In many cases, an approximate representation of U,(z,) is possible by using a rational polynomial with an index 21, which is significantly smaller than N2. Similarly, V,(z,) can also be approximated as a rational polynomial with an index 2 J, which is much smaller than N,. In this way, substantial savings in computer storage arise. To derive the sequences z&(n) and C,(m), we can employ the recursive difference equations l?,(n)=-;p,i6,(n-i)+ i q,$(n--i) where 6(n) equals to 1 at n = 0 and zero elsewhere, and the computed sequences z+(n) and 6,(m) are the approximated values of u,(n) and v,(m).
Given an impulse response, we can derive the rational polynomials U,(z,) and V,(z,), following the above procedures. But it is more accurate to obtain fi,(z,) and p,(z,) directly from the given impulse response. To start with, we rewrite the distance function as
where Q = [{ pli), ( qri}, { rri},(sri}] is a set of unknown parameters, \k = (I,,, J,} denotes a set of indices of rational polynomials, and the sequences +(n) and 6,(m) are the inverse z-transforms of fi,(z,) and V,(z,). Now our problem is to minimize the distance function 6 over all possible choices of the parameters in a. We denote the minimum distance function as bti( K, \k).
The distance function 5 is a nonlinear function of the unknown parameters, and an iterative technique must be used to accomplish its minimization. Though many methods for the solution of this problem have been reported in the literature [13] , probably the most powerful method is the one developed by Fletcher and Powell [14] . The Fletcher-Powell method requires the computation of the gradients of b with respect to the parameters in 0. The gradients of 6 can be computed as follows:
Ir and n=O m=O and similarly for 86)/8qri and ~fi/~s,,. To obtain ati,< n)/8p,i, we first differentiate fi,( z,) with respect to pli as I, af4(4 C q,jzpj+i) j=O aPli=- (,,g,,,;jj' (35) and then take inverse.z-transform of afi,(z,)/ap,i. In the same way, we can obtain &?,(m)/ar,i.
To determine the parameters in @, we start with a set of estimated values. Then we compute the distance function fi and its gradients using (32)-(35). Through the Fletcher-Powell method, a new set of values are thus generated. The process repeats until the convergence criteria are met or the number of iterations exceeds its preassigned maximum value specified by users. To apply the Fletcher-Powell technique, we have used the Fortran IV subroutine ZXCGR supplied in the International Mathe-. matical and Statistical Library (IMSL).
The Fletcher-Powell method has been successfully used to solve several different problems [15] , [ 161. In this paper, we do not treat the method in detail. Instead, we emphasize on the formulation of our problem in such a way that it is readily solved by the method. To conclude this section, a few important remarks about using the method to solve our problem are briefly discussed.
The nonlinear minimization technique seeks a local minimum distance function from the estimated values of the unknown parameters. In most cases, the number of iterations and the resultant solutions may depend on the initial guess of those parameters. Thus it is advantageous to spend more time determining those estimated values rather than doing many iterations. When the order of the degenerate impulse response or the indices of the rational polynomials are getting higher, the determination of those estimated values becomes a more difficult task. A strategy to cope with such difficulty is presented as follows.
First, we use the least squares approximation technique to find the sequences u,(n) and v,(m) as discussed in the previous section. Then we derive the rational polynomials as shown in (28) and (29). As a result of the above procedures, we obtain a set of coefficients [{ pli},{qri}, ( rli}, {s,~}] . These coefficients provide suboptimal solutions. With these coefficients as the initial values, further minimization of the distance function is made possible by use of the Fletcher-Powell method. Numerical results are given in the next section.
V. NUMERICAL EXAMPLES
In this section we give examples to illustrate and compare the previously developed synthesis techniques. Specifically, numerical results are given to show the deviation of the approximated degenerate impulse response from the given impulse response. In the least squares approximation technique, the deviation is measured by the normalized minimum distance function defined as that the degenerate impulse response h*(n, m) and the given impulse response h(n, m) agree for all values of n andmintheintervalsO<n<N2andO<m<N,.0nthe other hand, D,,,, = 1 corresponds to the worst case, it can be obtained simply by setting h*(n, m) = 0. Now let us consider an LSV digital filter with the impulse response
O<n,m6128 (38) where y = 0.05, u = 0.5, and o = 0.05. A pictorial representation of the impulse response is shown in Fig. l(a) . By use of the least squares approximation technique, a degenerate impulse response and the corresponding normalized distance function are derived. Some selected values of D,,,.(K) is shown in Table I and a sixth-order approximated degenerate impulse response is shown in Fig. l(b) .
The values of D,,,(K) listed in Table I are easily calculated and give a low bound of the least squares approximation error (the normalized minimum distance function) for a given order K. Therefore, those values are useful in determining the minimum order of the degenerate impulse response required to achieve the desired accuracy.
In an attempt to compare the proposed two techniques, we also use the nonlinear minimization technique to approximate the impulse response given in (38). Similar to (36), the normalized minimum distance function for the Table II . The approximation error can be reduced by increasing the indices of rational polynomials.
In the second example, we consider the case with K = 1 and I, = J, = 2 and obtain the following coefficients: The values of i? nor for this example and for some other examples are also included in Table II.  A comparison between Tables I and II indicates that the  values (41) I=0 However, it is not recommended for the practical implementation because the determination of the coefficients of the Kth-order difference equation (41) is a difficult task.
A second digital filter structure can be obtained by rewriting (40) in the form h(n, m> = 2 h,(n, m> (42) ,=I where h,(n, m) = u,(n)v,(m) is a first-order degenerate impulse response. It can be easily seen that h,(n, m) is realizable as the first-order difference equation
Thus the Kth-order degenerate impulse response can be realized as a parallel connection of K first-order difference equations as shown in Fig. 2 . Now we present a third realization structure that is more efficient than that shown in Fig. 2 . The input-output relation of a causal filter with the impulse response h,(n, m) can be written as y(n) = t u,(n>vAm>x(m> sively using the following difference equation: w,(n) = w[(n -1)+ u,(n)x(n).
(46) An alternative parallel form realization of a causal Kthorder degenerate impulse response is shown in Fig. 3 .
Note that the implementation of the structure in Fig. 2 requires 3K multiplications to compute a sample of the output sequence. To obtain the same result, however, the structure in Fig. 2 requires only 2K multiplications. Therefore, it requires 2K(N, + 1) multiplications to compute an output sequence with (N2 + 1) samples using the structure in Fig. 3 .
The realization techniques for a causal impulse response can be easily applied to a noncausal impulse response. A .noncausal K th-order degenerate inpulse response h (n, m) can be decomposed into two sequences h'(n, m) and h'( n, m), where h'( n, m) is a causal impulse response described by (40) and hZ(n, m) is a noncausal impulse response that equals to zero for n > m. The causal sequence h'( n, m) can be realized using one of the structures given earlier in this section. By filtering the input sequence in the reverse direction, the noncausal sequence h"( n, m) can also be realized using a recursive difference equation. Instead of discussing this method in detail, we present a more efficient realization structure. Consider a noncausal filter with a first-order degenerate impulse response, its input-output relation is written as
where Y(NJ = 5 h+(m).
m=O Analogous to a causal filter, a Kth-order noncausal degenerate impulse response can be realized as the parallel connection of K first-order degenerate impulse responses. We observe from (48) and (49) that it requires (N, + N2 + 2) multiplications to obtain an output sequence with (N2 + 1) samples. Consequently, the parallel realization of a Kthorder noncausal degenerate impulse response requires K( N, + N2 + 2) multiplications. Equation (l), on the other hand, shows that the direct convolution requires (N, + l)( N2 + 1) multiplications. From this comparison, it is clear that the recursive implementation is more efficient than the direct convolution as long as K( N, + N2 + 2) < (N, + l)( N2 + 1).
VII. CONCLUSION This paper represents preliminary work on the synthesis and implementation of recursive linear shift-variant digital filters. It shows that the least squares approximation and nonlinear minimization techniques can be carried over to solve these problems.
Further efforts along these lines should be aimed at synthesizing recursive filters that are specified by infinite-duration inpulse response sequences. In addition, stability of recursive LSV digital filters needs to be investigated in the future.
APPENDIX
Here we derive the necessary conditions that u,(n) and u,(m) must satisfy to minimize the distance function. To begin with, let us define the u,(n) that minimizes D as ulo(n), then u,(n) can be written as ul = uroW+4n).
(A-1) Substituting (A-l) into (11) and grouping terms according to the power of c, we obtain D=D,+AD (A-2) where it is clear that AD must be greater than or equal to zero for all allowable u,,(n) and all E f 0. We show that a necessary condition for this to be true is 
