Abstract-Electromagnetic Interference (EMI) is becoming a crucial issue in the era of modern electronic systems. For EMI measurement, it is required to place a sensor to receive the radiation from the equipment in a suitable test environment. The performance of the sensor depends on its Antenna Factor, which is the ratio of the incident electric field on the antenna surface to the received voltage at the load end across 50 Ω resistance. FDTD is one of the efficient numerical techniques to solve radiation and scattering problem in any environments. To the best of the knowledge of the authors no literature is available where FDTD is used to evaluate the Antenna Factor. Here, in this work we applied FDTD to predict the performance of dipole antenna when it is used as a EMI sensor. The results presented here for free space environment are compared with published results.
INTRODUCTION
All the electronic devices must conform to the standards of electromagnetic emission set by different bodies in different countries. The frequency range of conducted emission standards extend from 450 KHz to 30 MHz and for that radiated emissions begins at 30 MHz and extends to 40 GHz [1] . Compliance of the devices conforming to the standards (limits) of interference in this range is verified by measuring the radiated electric fields in an anechoic chamber or at an open test range after putting the measurement antenna at a specified distance from the device under test. Wire antennas are widely used as transmitting antenna and as sensor for electromagnetic interference (EMI) measurements. The term wire refers to metallic, highly conducting wire or wire-like structures.
FDTD is one of the efficient numerical techniques to solve Maxwell's equations in any environments. To the best of author's knowledge no appreciable work is available on this area. In this work our attention is concentrated on the characterization of the wire antennas as EMI sensors in terms of the Antenna Factor using FDTD methods.
For EMI measurement it is required to determine the field strength at the point of measurement using a sensor. To use the sensor for this purpose, calibration data is required relating the electric field at the aperture of the receiving antenna to the voltage at the 50 Ω matched detector. The most common performance descriptor of EMI sensors is the Antenna Factor. The ratio of the incident electric field on the surface of the sensor to the received voltage at the antenna terminal when terminated with a 50 Ω load is known as the Antenna Factor [1] .
In this work the Finite Difference Time Domain (FDTD) technique has been used to evaluate the current distribution on the dipole antenna surface when it is illuminated by the plane wave and subsequently calculate the voltage and hence Antenna Factor of the dipole antenna. For the validation of the theory, computed Antenna Factor of a dipole was compared with the published results. First case a simple dipole antenna was taken and compared the FDTD computed result with MoM results, published in result [2] . Secondly the Antenna Factor of a ANRITSU MP651A dipole obtained using FDTD technique was compared with the data available from the instruction manual. Finally the Antenna Factor of a broadband dipole (i.e., dipole top and bottom loaded with circular disc) obtained using FDTD technique was compared with the data available in the literatures [3, 4] .
FDTD Formulation of the Problem
The Finite Difference Time Domain method(FDTD) has been widely accepted as a reliable computational tool in numerical electromagnetic. The explicit nature of the time-stepping algorithm to solve Maxwell's equations conveniently enables the visualization of the electromagnetic fields inside the medium under investigation. This feature is a great benefit compared to frequency-domain methods, like the Method of Moments (MOM) or the Finite-Element Method (FEM).
The original FDTD paradigm was described by Y ee cell, named, of course, after Kane Yee [5] . Let E and H field are assumed interleaved around a cell whose origin is at the location i, j, k. Every E field is located 1/2 cell width from the origin in the direction of its orientation; every H field is offset 1/2 cell in each direction except that of its orientation.
Starting with Maxwell's equations [6] :
where, * r (ω) is the complex relative dielectric constant. D and E are the normalized value of the corresponding field components given by,
f n is the normalized factor given by,
The notation ∼ is dropped, but it will always be assumed that we are referring to the normalized value. The electric field components are
where,
Expression of gay & gaz is same as for gax [6] in Eqn. (5) . Where,
• ε 0 is the free space permittivity.
• µ 0 is the free space permeability.
• ε r is the relative permittivity of the medium.
• σ is the conductivity of the medium.
• t is the time increment.
All of the information regarding the medium is contained in Eqn. (4) . For free space, gax = gay = gaz = 1; for PEC gax = gay = gaz = 0 and for lossy material, gax, gay, & gaz are calculated according to Eqn. (5) .
In the FDTD method we solve the Eqns. (1a) and (1c) simultaneously using central difference approximations for both the temporal and spatial derivatives.
To ensure the accuracy of the computed results, the spatial increment δ must be small compared to the wavelength (usually ≤ λ/10) or minimum dimension of the scatterer. This amounts to having 10 or more cells per wavelength. To ensure the stability of the finite difference scheme of Eqn. (1a) and (1c) the time increment t must satisfy the following stability condition [7, 8] 
where u max is the maximum wave phase velocity within the model. Since we are using a cubic cell with x = y = z, the time step t is determined by "Courant Condition" [9, 6] and details of Eqn. (6) is given by
where, c 0 is the speed of light in free space and n is the number of space dimensions. For practical reasons, it is best to choose the ratio of the time increment to spatial increment as large as possible yet satisfying Eqn. (7) . Though it is not necessarily the best formula; however, we will use it for simplicity.
A 15 −thick unsplit Perfectly Matched Layer (PML) [6, 10, 11 ] is used as Absorbing Boundary Condition (ABC) on all six sides of the FDTD lattice. This PML is spaced 4 cells from the closest surface of the source or scatterer.
The excitation source is set up by assigning a desired time function to specific electric or magnetic field components in the FDTD space lattice. In this study, the time function Gaussian pulse is taken as a hard source.
Hard source is set up by forcing a desired time function to the E z components in the abcd plane. For Gaussian input pulse, the E z component in the abcd plane at time step t is given by
where, t ω is the standared deviation and relates the line width at halfheight by the relationship
FDTD is a time domain technique so to get frequency domain data we have to use Fourier transformations [6] . We iterate the FDTD progrm until the pulse has died out, and take the Fourier transform of the field components in the slab. Fourier transform of the E-field E(t) at a frequency f 1 is
Notice that the lower limit of the integral is 0 because the FDTD program assumes all causal function. The upper limit of the integral is t T , the time at which the FDTD interation is halted. Rewriting Eqn. (11) in the finite difference form,
where T is the number of iterations and t is the time step, so t T = T · t.
Total/Scattered Field Formulation
To calculate the far field antenna factor we have to illuminate the antenna by a plane wave. So first we have to simulate a perfect plane wave within the problem space. In order to simulate a plane wave in a FDTD program, the problem space will be divided up into region, the total field and scattered field [6] . Details of the method given in [6] , is used in this work.
Modeling of Dipole Antenna
A simple dipole antenna is illustrated in Fig. 1 , consists of two metal arms. A dipole antenna functions by having current run through
H field resulting from the current in the dipole
The simulating E value is specified at the gap. the arms, which results in radiation. FDTD simulates a dipole in the following way: The metal of the arms is specified by setting the gaz parameters of Eqn. (4) to zero in the cells corresponding to the metal accept the place where source is placed. This insures that the corresponding E z field at this point remains zero, as it would if that point were inside metal. The source is specified by setting the E z field in the gap to a certain value. For the FDTD simulation, dipole is fed at the center(x = i s x, y = j s y, z = k s z) gap of length z with a Gaussian pulse of A=1.0 V maximum amplitude as in Eqn. (9) . So, electric field in the gap of the dipole is
The current in the wire at the feed point is obtained by applying Ampere's law [9] to the surface S with the bounding contour C on the wire at (i s , j s , k s + 3/2):
This gives the current:
Where, f n is the normalized factor, given in the Eqn. (3) . From the Lee's algorithm, we can write
Antenna Factor

Introduction
To carry out field strength measurements, one typically connects an antenna to a spectrum analyzer or some other type of receiver. The Antenna Factor ( −→ AF ) is the parameter that is used to convert the voltage or power reading of the receiver to the field strength incident on the antenna [13, 14] . In terms of an equation, the ( −→ AF ) is defined [15] as
where E i is the electric field incident on the antenna, and V , is the voltage induced across a 50 Ω load at the feed point of the antenna. 
Antenna Factor of a Dipole Antenna
The FDTD model uses a uniform space lattice cubic Y ee cells having x = y = z = 0.8 cm and t = 0.013 ns. This fine spatial resolution permits direct modeling of the 0.4 cm radius wire, assumed to be PECs. A dipole of length 50 cm and radius 0.4 cm is illuminated by a plane wave of Gaussian impulse of maximum amplitude A = 1.0 V/m given by the Eqn. (9) with t 0 = 0.26666 nsec and t ω = 0.08 nsec. Time domain incident linearly polarized electric field E z (t) is shown in the Fig. 5 and the time domain current I(t) flowing through the center of the dipole is shown in Fig. 3 .
Antenna factor of the dipole antenna is evaluated using Eqn. (17) . The amplitude part of the complex antenna factor is compared with the published result using MoM [2] shown in Fig. 4 . The agreement is quite good considering the different approximations and assumptions made in the FDTD approach related to the MoM, especially in modeling the feed region. Fig. 5 shows the phase part of the complex antenna factor of the dipole antenna.
Antenna Factor of Anritsu MP651A Dipole Antenna
Schematic diagram of a Anritsu MP 651A dipole antenna is shown in the Fig. 6 . The length of the antenna is adjustable according to the frequency of operations. The diameter of the arms of the antenna is different for different length. So for a particular frequency mean diameter is taken. The length and mean diameter of the arms of the Anritsu dipole were measured for different frequencies and those values were incorporated for numerical evaluation of Antenna Factor, is in Table 1 . There are two sets of dipole arms for two different ranges of frequency. One frequency from 470.0 MHz to 1.0 GHz and the other one is from 10 GHz to 1.7 GHz. As length and mean diameter of the dipole are changed with frequency, so frequency separate FDTD simulation is done for each frequency. For different value of frequency, we perform separate FDTD simulations. The FDTD model uses a uniform space lattice cubic Y ee cells having x = y = z = diameter of the dipole corresponding frequency.
t is calculated from Eqn. (8) . The free space antenna factor of an Anritsu dipole MP 651A has been evaluated using FDTD and compared with the data available from the chart supplied by the manufacturer [16] , is shown in Fig. 7 . The agreement is quite good considering the different approximations and assumptions made in the FDTD approach relative to the manual data, especially in modeling the feed region and nonmetallic region shown in the Fig. 6 . Phase part of far-field complex antenna factor of an Anritsu MP651A Dipole Antenna is shown in Fig. 8. 
Antenna Factor of a Broadband Dipole Antenna
A broadband dipole i.e., dipole loaded with circular disc is shown in Fig. 9 . The dimensions of different parts of the antenna are given below:
• Length of the central part of broadband dipole antenna = 0.54 m; • Radius of the central part of the dipole = 2.244 cm;
• Radius of the capacitive hats = 8.9 cm;
The FDTD model uses a uniform space lattice cubic Y ee cells having x = y = z = 4.488 cm and t = 0.0748 ns. This fine spatial resolution permits direct modeling of the 2.244 cm radius wire, assumed to be PECs. The dipole is illuminated by a plane wave of Gaussian impulse of maximum amplitude A = 1.0 V/m given by the Eqn. (9) with t 0 = 1.496 nsec and t ω = 0.44880 nsec. Time varying current flowing through the center of the broadband dipole is shown in the Fig. 10 . Amplitude of the complex antenna factor of broadband dipole obtained using FDTD has been compared with experimental, MININEC (MoM based commercial software) simulation [3] and MoM based numerical [4, 2] results in Fig. 11 . Phase of the complex antenna factor of broadband dipole antenna is shown in the Fig. 12 . Considering the differences in how the feed region is modeled the agreement is quite good. FDTD predicted antenna factor is much closer to the experiment result, than the other available in the literature [2] [3] [4] . Again within the region, near the frequency 0.1 GHz, FDTD predicted result shows much better agreement with the measurement than the result from MININEC [3] also. Radius of the dipole=2.244 cm.
Radius of the capacitive hats=8.9 cm.
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Comparison of the amplitude of the far field complex antenna factor of a broadband dipole using FDTD with published Measurement, MININEC (MoM based commercial software) simulation [3] and MOM based numerical [2, 4] results. Radius of the dipole=2.244 cm.
Figure 12.
Phase of the far field complex antenna factor of a broadband dipole.
DISCUSSION
The FDTD based simulation approach has several advantages over conventional measurement based methods for determining antenna factor.
• Antennas can be illuminated with a plane-electromagnetic wave.
• Time domain current and hence voltage across 50 Ω load can be calculated.
• Single simulation gives all the frequency components of the results.
• Illumination by a single electromagnetic wave in the direction of bore sight is possible.
• Interactions between antennas and ground planes may be eliminated.
In order to have confidence in any computer model, it must be validated against measurement, but measurements have errors associated with them. It is very difficult to measure plane-wave antenna factor accurately. In the conclusion, it does appear that the manufacturer provided data of antenna factor of the Anritsu MP651A dipole antenna has a significant difference with FDTD simulated results. This is because in the provided data they are not able to eliminate the ground plane effect and also the proper plane wave is not possible to produce in the measurement. Moreover in the FDTD simulation approach can get both the amplitude and phase from a single simulations where as the manufacturer can provid only the amplitude of the complex Antenna Factor. FDTD prediction of the antenna factor of EMI sensors is a very attractive alternative if one takes into consideration the enormous expenditure and time required for calibrating a sensor experimentally. Also, for experimental calibration, each and every sensor is to be calibrated individually, whereas for theoretical calibration all the sensors constituting a particular type can be calibrated at one go using the same approach; it is possible to predict the susceptibility of such antennas to electromagnetic radiation incident from any direction. Being time-domain technique, FDTD directly calculates the impulse response of an electromagnetic system. Therefore, a single FDTD simulation can provide either ultra wideband temporal waveforms or the sinusoidal steady state response at any frequency within the excitation spectrum. With FDTD, specifying a new structure to be modeled is reduced to a problem of mesh generation rather than the potentially complex reformulation of an integral equation. For example, FDTD requires no calculation of structure-dependent Green functions. The sources of error in FDTD calculations are well understood, and can be bounded to permit accurate models for very large variety of electromagnetic wave interaction problems. We can easily calculate the near field corrections on far field antenna factor using FDTD method.
CONCLUSION
According to the author's knowledge this is the first work where the FDTD technique is used to predict the performance of dipole antenna when it works in receiving mode. For that, firstly, a perfectly plane wave is generated within the FDTD problem space. Then the voltage developed across 50 Ω load end of the antenna is calculated due to plane wave incident on the antenna. Finally amplitude and phase parts of the complex antenna factor is calculated. Three cases of antenna are considered for the validations of the theory.
Firstly, the antenna factor of a simple dipole is computed. The result is compared with the MoM based numerical [2] results. The agreement is quite good considering the different approximations and assumptions made in the FDTD approach related to the MoM. The FDTD computed phase information of the antenna factor is shown in Fig. 5 .
Secondly, the antenna factor of a Anritsu MP651A dipole antenna is computed. The result is compared with the data available from the chart supplied by the manufacturer [16] . Again the agreement is quite good considering the different approximations and assumptions made in the FDTD approach relative to the manual data, especially in modeling the feed region and nonmetallic region of the Anritsu MP651A dipole antenna system. No phase informations of the complex antenna factor of the Anritsu MP651A dipole antenna is available in the chart supplied by the manufacturer [16] . The FDTD computed phase information of the complex antenna factor of the Anritsu MP651A dipole antenna is shown in the Fig. 8 . Thirdly, the antenna factor of a broadband dipole i.e., dipole loaded with circular disc is computed. Amplitude of the complex antenna factor of broadband dipole obtained using FDTD has been compared with experimental, MININEC (MoM based commercial software) simulation [3] and MoM based numerical [2, 4] results. Considering the differences in how the feed region is modeled the agreement is quite good. FDTD predicted antenna factor is much closer to the experimental result, than the other available data in the literature. Again within the region, near the frequency 0.1 GHz, FDTD predicted result shows much better agreement with the measurement than the result from MININEC. The FDTD computed phase information of the complex antenna factor of the broadband dipole antenna is shown in the Fig. 12 .
To conclude, we can say that FDTD is very efficient, accurate and easy technique to compute the antenna factor of a dipole antenna. FDTD technique can apply to evaluate error correction factor for the near field case very efficiently, accurately and easily. This technique may be extended to determine the antenna factor of other types of antennas or to study the time domain characteristics of any trans-receive Antenna System [17] when it is other than the free space environment such as for Gigahertz Transverse Electromagnetic (GTEM) Cell of characteristic impedance 50 ohms.
