Direct-infusion electrospray-ionization Fourier transform ion cyclotron resonance mass spectrometry (DI ESI FT-ICR MS) is increasingly being utilized in metabolomics, including the high sensitivity selected ion monitoring (SIM)-stitching approach. Accurate signal quantification and the discrimination of real signals from noise remain major challenges for this approach, with both adversely affected by factors including ion suppression during electrospray, ion-ion interactions in the detector cell, and thermally-induced white noise. This is particularly problematic for complex mixture analysis where hundreds of metabolites are present near the noise level. Here we address relative signal quantification and noise discrimination issues in SIM-stitched DI ESI FT-ICR MS-based metabolomics. Using liver tissue, we first optimized the number of scans (n) acquired per SIM window to address the balance between quantification accuracy versus acquisition time (and thus sample throughput); a minimum of n ϭ 5 is recommended. Secondly, we characterized and computationally-corrected an effect whereby an ion's intensity is dependent upon its location within a SIM window, exhibiting a 3-fold higher intensity at the high m/z end. This resulted in significantly improved quantification accuracy. Finally, we thoroughly characterized a three-stage filter to discriminate noise from real signals, which comprised a signal-to-noise-ratio (SNR) hard threshold, then a "replicate" filter (retaining only peaks in r-out-of-3 replicate analyses), and then a "sample" filter (retaining only peaks in Ͼs% of biological samples). We document the benefits of three-stage filtering versus one-and two-stage filters, and show the importance of selecting filter parameters that balance the confidence that a signal is real versus the total number of peaks detected. (J Am Soc Mass Spectrom 2009, 20, 1087-1095 
M etabolomics involves the measurement of multiple low molecular weight molecules from a biological sample to generate a unique metabolic fingerprint. The fingerprints from different phenotypes can then be compared to identify metabolic changes that provide biochemical rationale for the phenotypic differences. This approach has been successfully applied to a wide range of subjects, including disease diagnosis, nutrition and food science, environmental science, and toxicology [1] [2] [3] [4] [5] [6] . Global metabolomic studies seek to identify and quantify as many metabolites as possible within the metabolome. Consequently, there has been a rapid increase in the number of direct infusion electrospray ionization Fourier transform ion cyclotron resonance mass spectrometry (DI ESI FT-ICR MS) metabolomics studies reported, since this technique benefits significantly from high mass accuracy and resolution, as well as relatively high sensitivity [7] [8] [9] [10] [11] [12] [13] . However, the downside of this approach is that the accuracy and precision of metabolite quantification is lower than for other metabolomics approaches, such as nuclear magnetic resonance (NMR) spectroscopy [14] , partly due to the noise introduced in the MS measurement. The challenge is how to then reliably filter this noise from the mass spectrum to maximize the number of real metabolites detected by DI ESI FT-ICR MS, while retaining the high-throughput characteristics of this approach compared with chromatographic based MS methods. In this paper, we consider the issues of relative quantification of mass peaks as well as noise discrimination.
Sources of noise in ESI FT-ICR MS include ion-ion interactions inside the ICR detector cell [15] , white noise caused by thermal effects [16] , ion suppression and enhancement during ESI [17] , incomplete desolvation of the sample [17] , and an event whereby the electrospray is temporarily lost due to particulates blocking the spray nozzle (a "drop-out"). When "drop-out" occurs, the total ion current (TIC) of the signal drops significantly (Ͻ50% of typical values), and the resulting spectrum shows elevated noise levels and is not representative of the sample composition [18] . Some of this noise can be reduced before the measurement, for example by optimization of the ICR detector cell parameters [15, 19] , or after the measurement, during the preprocessing stages [20] . The overall signal-to-noise ratio (SNR) in a mass spectrum can be improved by acquiring more scans [21] : the magnitude of additive white Gaussian noise (AWGN) increases as n 1⁄2 (where n is the number of scans acquired) and the signal increases as n, and therefore the overall SNR is in principle proportional to n 1⁄2 [22] . In reality, the actual SNR realized is limited by other non-white noise effects, including instrument parameter drift and changes in the sample composition, which can contribute to an increased variability of measured ion intensities over time. Furthermore, increasing the scan time significantly is undesirable for high-throughput methods such as DI ESI FT-ICR MS. Therefore, as part of our optimization of signal quantification, here we measure the actual benefit realized as the number of scans is increased when analyzing a liver tissue extract.
Despite optimizing the signal acquisition stage, ultimately a mass spectrum will contain both signal and noise. Profiling the complete metabolome will necessarily require the detection of low intensity metabolites, particularly as it has been shown that (at least for NMR studies) the number of unique metabolites is inversely proportional to their abundance [18] . The crucial step is in discarding noise while retaining and then measuring real peaks. For a single spectrum, this is typically achieved by setting an arbitrary peak area threshold [23] or a SNR threshold, and retaining only peaks that exceed this specification. SNR thresholds used include 3:1 [24 -28] (the limit of detection), 5:1 [29] , 10:1 [30] (the limit of quantification), and higher. The calculation of SNR is sometimes unclear and inconsistent; here we use the definition shown in eq 1.
SNR ϭ
height of signal peak in magnitude spectrum standard deviation of the white Gaussian noise in a signal-free region of the real and imaginary components of the complex spectrum (assumed equal)
However, a hard threshold technique such as this either results in many low abundance ions not being detected, or many noise peaks being falsely counted as real. In addition, it can incorrectly remove ions with abundances that are intermittently reduced by adverse effects during ESI. This potential loss of data has been discussed recently by Wilson et al. [31] , who develop an algorithm using liquid chromatography mass spectrometry (LC-MS) data and propose first applying a peak intensity threshold across all mass spectra to generate one set of "real" peaks. This matrix of peak intensities will contain multiple missing values (i.e., zero intensities) since peaks present in some spectra will not be detected in others, as they are below the detection threshold. This threshold is then removed, and all the missing values are filled in by reintegrating the areas around every "real" peak. The problem of reliably detecting low intensity ions remains, however, since a hard threshold must initially be used. Other means of filtering noise peaks in mass spectra include by peak variance [32] or resolution [33, 34] , and filtering by peak shape is commonly used in LC-MS [35, 30] . While using additional information such as peak resolution, shape, or variance will certainly provide further evidence for the existence of a "real" peak, we have observed that in practice, noise does not appear sufficiently distinct from low intensity signal peaks to differentiate solely on peak parameters or variance. It is worth noting that ion capture and detection in FT-ICR MS is a discrete process due to the manner in which ions are collected and then "held" by the magnetic field during the detection period in the ICR detector cell. After detection, the ions are released and a newly collected ion package is transferred to the ICR detector cell, and the process repeats. It is therefore appropriate to use a "replicate filter", where a single biological sample is measured multiple times and only those peaks common to a minimum number of the replicates are retained; and/or a "sample filter", where only those peaks common to a minimum number of biological samples within a group (e.g., a treatment group) are kept in the dataset. To date, these filters have been used empirically, and there is no consensus on the optimal number of replicates/samples or the filtering parameters. An example replicate filter applied to DI FT-ICR MS data stipulates that each peak be present in at least two out of three replicate analyses [11] , and Quick et al. first applied this filter to DI ESI time-offlight MS data with the requirement that each peak be present in all 3 replicate analyses [21, 32] . Example sample filters include requiring a peak to occur in 50% [30] , 60% to 75% [11] , or 80% [23] of the total number of samples in the group. Determination of the optimal filter settings for the analysis of complex mixtures, based upon a theoretical framework, is required.
Previously, we have demonstrated a significant increase in detection sensitivity in DI ESI FT-ICR MS based metabolomics by recording each wide-scan mass spectrum as a series of overlapping selected ion monitoring (SIM) windows [10] , an approach that is now being adopted by other laboratories [36] . During further experimentation using this approach, we noticed a systematic intensity error whereby the observed intensity of an ion is dependent upon the location of that ion within the SIM window. In this paper, we first optimize the number of scans acquired for each SIM window, by DI ESI FT-ICR MS of liver tissue extracts, to address the balance between quantification accuracy and acquisition time (and thus sample throughput). Then we characterize and computationally correct the systematic intensity error in the SIM-stitching approach [10] . Finally, we apply the SIM-stitching DI ESI FT-ICR MS method [10] to both real and simulated data to assess the performance of a three-stage filtering method. This method requires multiple samples to be acquired in triplicate, and applies a SNR hard threshold followed by a replicate filter and then sample filter, to produce a filtered peak list that contains the intensity of each peak in each sample (see Figure 1 ). We compare the results with one-and two-stage filtering methods, thus showing how an optimal filtering method can be objectively selected.
Experimental Design

Preparation of Liver Extracts
Frozen livers from a wild-caught species of marine flatfish, dab (Limanda limanda), were provided by the Centre for Environment, Fisheries, and Aquaculture Science (Cefas, Weymouth, UK). Tissues were kept at Ϫ80°C until extraction. Each liver was homogenized in 8 L/mg (wet tissue mass) methanol and 2.5 L/mg water using a Precellys-24 ceramic bead-based homogenizer (Stretton Scientific Ltd., UK) [37] . Next, 8 L/mg chloroform (pesticide analysis grade, Fisher Scientific, Loughborough, UK) and 4 L/mg water were added, the biphasic mixture was centrifuged (1500 g), and the upper (polar) and lower (nonpolar) phases were isolated and frozen at Ϫ80°C. Before MS analysis, polar extracts were dried using a centrifugal concentrator (Thermo Savant, Holbrook, NY), resuspended in 3 times the volume of original solvent (80:20 methanol/water with 0.25% formic acid), and then centrifuged (15,000 g). The nonpolar extracts were not used in this study.
FT-ICR Mass Spectrometry
Samples were analyzed using a hybrid 7-T Fourier transform ion cyclotron resonance mass spectrometer (LTQ FT; Thermo Electron Corp., Bremen, Germany) equipped with a chip-based direct infusion nanoelectrospray ionization source (Triversa; Advion Biosciences, Ithaca, NY). Nanoelectrospray conditions comprised a 200 nL/min flow rate, 0.3 psi backing pressure, and 1.7 kV electrospray voltage, controlled by ChipSoft software (version 8.1.0, Advion Biosciences). A conventional SIM scan mode was employed. Mass resolution was fixed at 100,000 (defined for an ion at m/z 400) throughout. The automatic gain control (AGC, corresponding to the number of charges transferred from the front-stage linear ion trap to the ICR detector cell) target was 1 ϫ 10 5 , and the maximum ion trap fill time was set to 1 s throughout. Data were obtained as transient files (i.e., scans recorded in the time domain) and processed using custom-written MATLAB (version 7; The MathWorks, Natick, MA) scripts as described in [10] . Briefly, SIM scans were first averaged and Fouriertransformed. Data prepared for the Noise Filtering section of this work was additionally internally calibrated using identified metabolites (see Supplementary Content, Table S1 , which can be found in the electronic version of this article), and then stitched together to generate one mass spectrum and associated peak list per replicate analysis.
Optimizing Number of Scans
Consider a single scan in which a peak's intensity is measured as a true signal component , plus a noise component normally distributed with zero mean and standard deviation ; the peak intensity will therefore have a normal ͑, 2 ͒ distribution. By averaging n scans, each with true signal intensity and a similarly distributed noise component, the mean peak intensity has a normal ͑, 2 ⁄n͒ distribution [38] , i.e., the standard deviation (SD) is ⁄͑n 1⁄2 ͒, and hence the relative (to ) standard deviation (RSD) is reduced by a factor of n 1⁄2 . However, as discussed previously, this benefit is limited by other sources of noise. Since a series of replicate spectra are composed of many peaks (each peak with a unique RSD), a median RSD value can be derived for the dataset, which has recently been proposed as a valuable benchmark for spectral variability in a metabolomics experiment [39] . Therefore, to determine the optimal number of scans, n, that should be acquired for each spectrum, a sample was analyzed for at least 95 scans with the instrument configured in SIM scan mode and using three separate m/z range settings: 110 -140, 230 -260, and 470 -500 m/z. For each m/z range setting, the first five scans were discarded, then three sets of n (n from 3 to 30) consecutive scans were averaged, e.g., when n ϭ 4, scans 1-4, 5-8, and 9 -12 were averaged to produce three mean spectra. The location of peaks common to all three spectra were then determined, and the RSD values, calculated as the standard deviation relative to the mean intensity of these peaks, were evaluated. The median RSD value was then taken as a representative measure of spectral reproducibility [39] , with a single median RSD value for each unique number of scans, n.
SIM Window Intensity Correction
On-going use of the original SIM-stitching DI ESI FT-ICR MS method for metabolomics [10] has highlighted a systematic error in the intensity measurements, whereby the intensity of a peak is dependent upon its location within the SIM scan range being measured. Since SIM-stitching involves the use of several SIM windows with different m/z ranges, this error could be compounded, resulting in additional errors in quantification. To characterize the error, with the goal to correct this intensity bias, a liver extract was analyzed over a "sliding" SIM window of fixed width 30 m/z and starting location from 50 to 430 m/z in 2 m/z increments, i.e., a total of 191 staggered SIM windows were recorded. High intensity peaks were selected in the range 80 -430 m/z that were consistently present and did not neighbor other high intensity peaks, to reduce mutual space-charge effects on the measured peak intensities. As the SIM window is moved, the intensities of the peaks of interest are tracked.
Noise Filtering
Given a spectrum containing signal and noise, the aim of any noise filter is to remove noise while retaining signal. Therefore, to assess the performance of a noise filter it is necessary to know which peaks are due to real signal, and which are due to noise. However, given a spectrum acquired from a complex tissue extract, one cannot easily classify low intensity peaks as signal or noise. To address this problem, we have developed a statistical model as described in the Supplementary Content that allows us to realistically simulate mass spectra, including signal and noise. The simulated FT-ICR mass spectra are generated in the time domain with signal and noise features distributed according to observations from measured data, and provide a means of quantifying the performance of our three-stage noise filtering. The simulated spectra include random noise, both as additive white noise induced by thermal effects, and as random fluctuations in the intensities of "real" signal peaks across replicate spectra caused by variations in the ESI process and ion detection.
Multiple simulated spectra are created, representing replicate spectra of multiple biological samples (e.g., of the same phenotype and treatment group). These are then used as the input to three different configurations of the noise filter: 1. A SNR threshold filter applied to a single replicate spectrum, such that only peaks with a SNR above a threshold are considered real. 2. A SNR threshold filter (as above) followed by a "replicate" filter (the replicate filter can be configured such that a peak must be present in at least two out of three replicates, or a peak must be present in all three replicates to be retained as real). 3. A SNR threshold filter (as above) followed by a "replicate" filter (peak must be present in at least r out of three replicates), and a "sample" filter (peak must be present in at least s% of the number of biological samples, see Figure 1 ).
By comparing the output (filtered peak list) with the signals used to generate the simulated spectra, the performance of each filter can be quantified.
Results and Discussion
In this section, optimization of quantification in SIMstitching FT-ICR mass spectra is discussed in terms of the three areas mentioned above: number of scans and correcting for intensity errors across SIM windows (the pre-processing stages), followed by post-acquisition noise filtering. The noise filtering is tested using simulated spectra, and so the model used to create these spectra is also discussed.
Optimizing Number of Scans
The results in Figure 2 show a rapidly decreasing median RSD with increasing n for all mass ranges. The experiment was repeated three times, which reveals considerable variability between repeats, and this could be caused by slow fluctuations in the electrospray process. The highest decrease in median RSD appears to be up to around n ϭ 5 scans, which shows an approximately 2-fold improvement in median RSD of ϳ5% compared with n ϭ 1 scan, and so n ϭ 5 is used for the rest of the modeling presented here. Beyond n ϭ 5, the median RSD tends to decrease only marginally, potentially due to longer-term variations, which counteract the anticipated gain due to signal averaging. The technical variation associated with the DI ESI FT-ICR measurement of a liver extract (ϳ5%, Figure 2 ) is comparable with the technical variation observed in NMR studies [39] .
SIM Window Intensity Correction
The intensity of several closely-spaced peaks, relative to their overall mean intensity, is shown to vary (Figure 3 ) as the SIM window location defining the m/z region being scanned is varied. The figure clearly shows that the measured signal intensity increases as the peak moves across the SIM window. This instrumental measurement error is large, with a measured peak area at the high m/z end of a SIM window ϳ3 times more intense than if the identical peak is measured at the low m/z end of an adjacent SIM window. To quantify this effect, the gradient of the trend line in Figure 3 was measured for several different peaks over the range 70 -500 m/z, and the results are plotted in Figure 4 . This reveals a trend (albeit noisy) in the gradient, which is parameterized as a linear function, and consequently allows the intensity of each peak in the mass spectrum to be corrected based on its location from the start of the SIM window. Figure S4 in the Supplementary Content demonstrates the improvement in peak intensities as a result of this correction. Also evident in Figure 3 is the previously reported "edge effect," which is apparent as a significant decrease in peak intensity (or disappearance of the peak altogether) as peaks near the extremities, particularly at the high m/z end of the SIM window. A more complete experimental characterization of these edge effects, which are easily dealt with during spectral processing, was discussed by Southam et al. [10] .
Simulated Spectra Model
The spectrum model described in the Supplementary Content generates a mass spectrum with realistic peak intensities and frequencies, and includes signal peaks derived from measured spectra, and random noise. By generating spectra using this model, the performance of the filtering strategy can be assessed. We created a set of 30 random spectra as described above, labeled 1a, 1b, 1c,  2a, 2b, 2c, . . ., 10a, 10b, 10c, where (a, b, c) indicate the replicate spectra and (1 . . . 10) the repeat experiments. After applying a certain filtering configuration, the resulting peak list is compared with the "true" signal frequencies, f. Those peaks common to f to within 2.5 ppm (to allow for error in the frequency estimation caused by noise-induced peak shape distortion while avoiding detection of neighboring peaks) are considered correctly identified, while the remainder are considered noise. As stated previously, one measure of filter performance is the number of real peaks identified. We add to this the empirical probability that a detected peak is real, defined as shown in eq 2.
P(detected and real)
ϭ number of detected peaks which are real number of detected peaks (2) 
SNR Threshold Noise Filtering
This strategy attempts to reduce noise from the spectrum by applying a hard threshold to the SNR of each peak such that only peaks with a SNR above a threshold are retained. For this experiment, we use only the first replicate of each sample (1a, . . ., 10a), a total of 10 spectra. Each spectrum is filtered as described above.
The results for typical SNR thresholds of 3.0, 5.0, 8.0 and 10.0 for 10 repeat experiments are shown in Table 1 . It is apparent that one can either detect many real peaks (at low SNR threshold) or have high confidence that a detected peak is real (at high SNR threshold), but not both. Since it is necessary to achieve both of these in metabolomics studies, SNR threshold noise filtering alone is not recommended.
SNR Threshold and Replicate Noise Filtering
In this strategy, first SNR threshold filtering is applied as described above, then all remaining peaks are replicate-filtered with r ϭ 2 (such that peaks must be present in at least two out of three replicate spectra), and also r ϭ 3 (peaks must be present in all three spectra). The experiment is repeated over all 10 samples. The results for typical SNR threshold and replicate filtering with r ϭ 2 and also r ϭ 3 are shown in Table 2 .
Since the replicate filter removes a large amount of the noise, it is now feasible to use a low SNR threshold, e.g., with SNR ϭ 3.0, 80.9% of the peaks detected by the two-stage filter are real, compared to only 23.8% using a SNR threshold alone, with both methods detecting just over 3400 real peaks. However, there are still many noise peaks also being detected even when a two out of three replicate filter is applied. This is because the low SNR threshold still allows many noise peaks to pass (Table 1) , and consequently even with replicate filtering many of these remain. While applying a three out of three replicate filter (r ϭ 3) mitigates these effects, many real peaks are also lost, and therefore this is not a good option. The third filtering method aims to address this shortfall.
Three-Stage Noise Filtering
Here, we present results using the three-stage filter (Figure 1 ). It is our experience that occasionally peak intensities drop below the noise level, apparently "disappearing", with no indication in the TIC. Therefore, we selected a two out of three replicate filters as optimal, which circumvents this potential loss of real peaks. The two-stage filter is applied first, with a varying SNR threshold and r ϭ 2, resulting in 10 peak lists. The final stage acts across these samples to retain peaks present in at least s% of them, with s set to 10, 20, . . ., 100%. The experiment uses all of the available simulated spectra (1a, 1b, 1c, . . ., 10a, 10b, 10c) where (a, b, c) indicate the replicate spectra and (1 . . . 10) the samples. An important assumption here is that the variation observed between replicate samples also captures the variation between samples. While this is not expected to be true in a real experiment since the concentration of metabolites will vary between biological samples, no methods have been reported to model the general variation between samples, and so to maintain generality we recognize the approximation that, as is often the case, samples within one biological group will all be similar (e.g., the same phenotype) and accept that variations in metabolite populations will not be extreme (i.e., all metabolites will be present across all samples, albeit in varying concentrations).
The results of the experiment (with selected values of the SNR threshold, r and s, shown in Table 3 ) reveal that no single solution can definitively be described as "optimal". In general, the compromise available is between high likelihood that a detected peak is real (achievable with high SNR threshold and/or high r and s) and high number of correctly detected peaks but also incorrectly identified noise (achievable with low SNR threshold and/or low r and s).
It should be noted that approximations and assumptions are applied to the model and so emphasis should be placed on the relative performance of different filter configurations instead of absolute values such as number of peaks detected and likelihood that a detected peak is real. To this extent, we compared several configurations of the filter, which demonstrate the trade-off between these two metrics ( Table 3 ). It is apparent that selecting the optimal configuration may depend upon the data being filtered. If the samples are likely to be very similar, then a higher s is acceptable since it is anticipated that a high number of peaks will be common across samples. In this case, a lower SNR threshold (2.6 -3.0) may be used, yielding ϳ3800 -3900 real peaks with a likelihood of 0.940 -0.986 that a detected peak is real. If more variability is observed between samples, reducing s to 10% requires the SNR threshold to be raised to 4.0 to yield a comparable number of real peaks (3825) and probability of a detected peak being real (0.951).
To help select parameters, all results with r ϭ 2 are presented as contour plots ( Figure 5 ). The first plot shows that the number of real peaks detected is optimal with low SNR threshold and low sample filter, s (lighter regions). The second plot shows the probability that a detected peak is real, and is optimal with high SNR and high s. Thus, by considering a third metric, the product of these first two metrics, the overall relative performance of the filter can be visualized (third plot). Using this plot, we have identified optimal parameter sets that encompass the lightest region. These are listed in Table  3 , and comprise of SNR ϭ 2.6, r ϭ 2, s ϭ 40%-60%; SNR ϭ 2.8, r ϭ 2, s ϭ 3%-50%; SNR ϭ 3.0, r ϭ 2, s ϭ 30%-50%; SNR ϭ 3.5, r ϭ 2, s ϭ 20%-30% and SNR ϭ 4.0, r ϭ 2, s ϭ 10%. The optimal setting of SNR ϭ 5.0 is 5 . Contour plots showing the quality of the simulated spectrum, after three-stage filtering has been applied with varying SNR threshold and sample filter (s%), and replicate filtering fixed at r ϭ 2 (out of 3), in terms of: (a) number of real peaks correctly identified, (b) probability that a detected peak was real (with reference to the "real" peaks in the model), and (c) the product of these two metrics. also shown in Table 3 for comparison with one-and two-stage filtering (Tables 1 and 2) . Our laboratory has used three-stage filtering with settings that favor higher probability of a peak being real: SNR ϭ 3.5, r ϭ 2 and s ϭ 50%, as we recently reported for an FT-ICR MSbased metabolomics study of an aquatic invertebrate [12] . The effect of the filtering stages in this study are reflected by these typical total numbers of positive and negative ion peaks at each stage: 13,979 peaks after the SNR threshold filter, 8532 peaks after replicate filtering, and 5447 peaks after sample filtering. Of these 5447 peaks, more than 1000 metabolites were putatively identified [12] . Overall, this three-stage filter shows significant improvement in either the number of real peaks detected or the probability that a detected peak is real, or both.
Conclusions
This study highlights two important issues that should be addressed when considering DI ESI FT-ICR MS for quantitative metabolomics. The first is that the number of scans acquired for each spectrum greatly affects the reproducibility of the resulting spectrum, and we report at least five scans are required for a median RSD of ϳ5%. The second consideration concerns potential instrument-induced anomalies, and here we report a significant effect on peak intensity, which is dependent upon the location of the peak in a SIM window. Having addressed these issues, we describe a three-stage noise filtering method and show significant benefit on the quality of the data compared with single-and two-stage filtering methods. We describe how the parameters of the filter should be chosen carefully to maximize the metrics of interest, and report optimal values for these parameters. While the results presented here may vary as a result of the features of the particular empirical data, experiments from a different type of biological sample (spectra of human cell line extracts, with Ͼ2fold increase in peak density) have yielded similar results (data not shown). When devising a data filtering strategy in FT-ICR MS experiments, the parameters should be selected using a scheme such as this as a guide. Such an approach, while applied here to DI ESI FT-ICR MS data, is likely to be relevant to any highresolution MS data where there are significant numbers of low intensity peaks that would be lost if a simple hard threshold was applied.
