Abstract: This paper investigate the results of distributing the delay of a single feedback system. To distribute the delayed feedback, the single delay is replaced by the sum of two distinct delays with the same e↵ective delay. The statistical properties of the new distribution function in the feedback, namely the sum of two delta functions, are used to quantify the e↵ectiveness of delay distribution. We show that the distribution is e↵ective in reducing the magnitude of the open loop transfer function, thereby, decreasing the gain-crossover frequency and improving the phase margin. Finally, inspired by Orosz et al., we demonstrate an example of how these results can be used to design a controller using delays.
INTRODUCTION
There have been seemingly contradictory results on the role of delays in stability. Delays in control theory are attributed to instability while biology inspired papers have demonstrated their e↵ectiveness in stabilizing, otherwise, unstable systems Ugander (2008) , Orosz et al. (2010) . We aim to illustrate that both concepts are correct. In this paper, we show how an unstable single-input single-output (SISO) system with delayed feedback can be stabilized by distributing the delay about an e↵ective mean. A system with a single finite delayed feedback can become unstable for a large enough delay but simply distributing the delay around a mean can lead to a robustly stable system. Prior work such as Bernard et al. (2001) shows conditions for which distributed delay systems are stable and suggests but does not formally show distributed delays are preferable to single finite delays. Thiel et al. (2003) gives examples of biological systems with delays and then compares results of simulations with finite delays and distributed delays, the latter shown to be more stable.
The contributions of this paper are formal results using control theory tools to show the stabilizing e↵ects of two delayed feedbacks versus one. We show that a system with two distinct delayed feedbacks has a larger stability region than a single delayed feedback system with the same e↵ective mean. Based on Orosz et al. (2010) , we also propose an alternative approach to designing a regulating gene for the repressilator [Elowitz and Leibler (2000) ] utilizing these principles.
EXAMPLE OF DISTRIBUTING A SINGLE FINITE DELAY
Suppose we have a system such as that shown in Figure  1 (a) with a single delayed feedback. The phase margin of the linear system H(s) is ✓ P M . If the delay, T , is greater than
! ,where ! is the gain-crossover frequency, then we will have instability. Now we will replace the delay e sT with the distributed delay 1 2 e s + 1 2 e s⌧ . We put equal weights on both delays. The factor of 1 2 is necessary in order to keep from adding a gain to the signal in the feedback. For example, if we conserve the delay then the Laplace inverse of the feedback, the delay distribution function, is g(t) = (t ) + (t ⌧ ) and R 1 0 g(t)dt = 2. Convolving the output y(t) with the distribution function gives y(t )+y(t ⌧ ) but the input should be the average of the feedbacks and not the sum. 
We have chosen, without loss of generality, ⌧ . The variance is strictly a monotonically increasing function of the spacing between the time delays.
This new system is shown in Figure 1(b) . This new system has the same e↵ective delay but it is now distributed about the appropriate mean. Furthermore, the distribution is symmetric so that higher moments of the distribution do not come into e↵ect into the stability of the system. In Bernard et al. (2001) , as we will explain later, there has been evidence to suggest that higher moments of the distribution function may play a role in stability in addition to mean and variance.
The permissable delay for a single feedback system is determined by the phase margin of the open loop transfer function. We will now derive a complex function for the distributed delay system mentioned above that will allow us to apply the same method used to determine phase margin in the single delayed feedback system with the complex function H(jw). We assume that H(s) is a stable linear system. By the Nyquist criterion, any encirclement of 1 by the Nyquist plot of the loop transfer function will indicate an unstable system [Åström and Murray (2008) ].
The closed loop transfer function is
and, by the Nyquist criterion, at the boundary of instability we have that the loop transfer function H lp (jw)(e jw + e jw⌧ )/2 = 1, (2) for some !, and ⌧ , which we will show with some algebraic manipulation to take the form Ge s( +⌧ 2 ) where G 2 C. In this form the permissable e↵ective delays of the distributed system is determined by the plot of G on the complex plane. The e↵ective delay term will add a clockwise rotation until (2) 
If we evaluate the transfer function at s = j! we can further simplify the equation to
Finding the phase margin from the plot of
on the complex plane will determine the permissable e↵ec-tive delay for the new distributed delay system. Although both G and T are functions of and ⌧ , they can be isolated in such a way that T can be varied while keeping G constant since V and T can be varied independently but the maximum variance is limited by the e↵ective delay,
Notice that the magnitude of the the new complex function is bounded by that of |H(j!)| for all frequencies, but for a given frequency !, the point may be rotated an angle of ⇡ due to the sign change of the cosine term.
In the next section we show how, given the same e↵ective delay, the single delay feedback system can be unstable while the distributed feedback system is stable.
CHANGE IN PHASE MARGIN WITH TWO FINITE DELAYS
For the given example, the phase margin of the new system depends on the variance of the distribution. Depending on the distribution, the phase margin can increase or decrease in comparison to the original system. We will show an example where a single delayed feedback will cause instability but if we distribute the delay the new systems will prove to have an increased phase margin with the same e↵ective delay.
Let us investigate the system in Figure 1 (a) with H(s) = .2 (s + 1)(s + .1) and a fixed delay in the feedback. For the associated distributed feedback, and ⌧ are functions of the delay, T , and the variance, V ; namely
For a given e↵ective delay T we can always find and ⌧ such that we achieve any desired variance satisfying p V 2 [0, T ]. We investigate the e↵ect of the variance on the phase margin of the new distributed system which pertains to permissable e↵ective delays in the new system. Figure 2 shows how the plot of G on the complex plane changes with the variance V . As the variance approaches zero, the plot approaches the Nyquist plot of the original single feedback system as it should. One can see that an increase in the variance improves the phase margin but if we continue to increase the variance we will soon begin to decrease the phase margin due to the sign change in G. The plot of G intersects the origin infinitely times because of the periodicity of the cosine term. Each time the cosine term goes through the origin, it changes sign and we have a rotation of ⇡. So the function G remains bounded in magnitude but has 2⇡ jumps in phase due to the intersection of the origin.
There is an optimal distribution in this case. To illustrate this, Figure 3 shows how the maximum permissible time delay changes as a function of the variance for the distributed system. As we recall, the p V cannot exceed T . We mark this boundary by the red dotted line. The curve must lie above this boundary for the system to make physical sense. One can see that the system nears optimality near T = 17.5. After this point, the phase margin is drastically reduced due to the e↵ects of the sign change of G. Now we will pick a value of T that will cause the original system to become unstable but the new system will remain stable with the same e↵ective delay and plot the step responses. We set T = 14 and p V = 10 which gives = 24 and ⌧ = 4. Figure 4 shows the plots of G and H on the complex plane before and after applying the delay. For T = 14 the original system crosses the critical point marked by a cross which makes the system unstable. The distributed delay system remains stable. Figure 5 shows the magnitude and phase plots for the two systems with p V = 10 for the distributed system. The magnitude plot drops o↵ quickly for the distributed system and so the gain crossover frequency is much smaller. The original gain-crossover frequency was at a value larger than the cuto↵ frequency and is now shifted to a value much smaller but still e↵ective in reducing the gain margin. Figure 6 shows the step responses for the two systems. Now that we have shown the benefits of delay distribution we apply these principles to an example in the next section.
EXAMPLE: DESIGNING A CONTROLLER FOR THE REPRESSILATOR
Many genetic regulatory systems have multiple feedback loops that serve the same function. The Gal network R. Bennett et al. (2008) has two transcription factor proteins that regulate the expression of the same gene. Their functions are almost identical but they have di↵erent Step response for the distributed delayed feedback.
translation rates. This seemingly redundant feature may prove to be functional in making the system robustly stable aside from the obvious advantage if one of the feedback loops gets knocked out.
Although biological systems have delays that are sometimes modeled as finite delays, like the time required for transcription and translation, the system remains stable under highly stochastic events. A potential reason may be the distribution of these delays either in multiple feedbacks or simple because of the stochastic nature of the delays themselves.
In Orosz et al. (2010) the author shows how the repressilator Elowitz and Leibler (2000) can be stabilized with delays. The repressilator is a synthetic oscillatory genetic regulatory network (GRN). A regulating gene with delayed expression of mRNAs and proteins is added to the repressilator as a controller. The system can be stabilized by tuning parameters that pertain to the delays and weight of the controller. A potential reason that this delayed controller is e↵ective, with the right parameters, is the creation of a second feedback path.
We will describe the controller in Orosz et al. (2010) , design a new controller using intuition gained above and then provide another potential controller configuration to compare the modified systems. The linearized systems are put in a form of Figure 1(c) , and the distribution functions are compared.
The following are the dynamics of the repressilator with the added controller gene expressed by p 4 Orosz et al.
:ṁ
The dynamics of the repressilator can be recovered by taking ⌘ = 0 and discarding the dynamics of p 4 and m 4 which are then disconnected. The system above corresponds to Figure 7 (a).
Fig. 7. Configuration 1 , 2 and 3 respectively
The linearized system is derived in Orosz et al. (2010) :
where
m(t) = m(t) m ⇤ and p(t) = p(t) p ⇤ . The asterisk indicates equilibrium point. The dynamics matrices are and matrix N is a diagonal with the nonlinear function f (p) in the nonzero entries.
Fig. 8. Framework for the GRN network
From here on we apply all analysis to the linearized system. For stability, we are only concerned about the behavior of a system about its equilibrium state. The matrix N is now a gain with  in the nonzero entries. The structure in Figure 8 is used to find the loop transfer function for the third protein in the various configurations. In a linear system the transfer functions commute, so it works out for the three configurations that the total delay in the regulating gene is the sum of the two delays corresponding to the production of mRNAs and proteins respectively.
We can now define in Figure 1 (c) what H(s) is and what the general distribution function g(t) is. We find
and
The distribution function is like the example given in the beginning, two finite delayed feedbacks.
We will provide a qualitative approach to designing a similar controller and compare it to the one above. Assume that the protein production we are trying to regulate is that of the third protein. One can look at this system as a single feedback system with the dynamics of the first and second protein in the feedback. The distribution function pertaining to the dynamics in the feedback will have a nonzero mean. We add another feedback through the kinetics of a fourth transcription factor protein. Now we have a system with two feedbacks but the distribution function for both feedbacks is a little more complex than a Dirac delta function.
The system with this new controller is the system shown in Figure 7 (b). This configuration has the same equilibrium point as the system in (a) so the linearized system is almost the same. For all three configurations the only part that is changing is the input into the fourth transcription factor protein. This is reflected in changing A and, hence, L. Now We find
and Figure 9 shows the plot of the two terms in the distribution function g 1 . Increasing the delays on the fourth protein, increases the e↵ective delay of the feedback as well as the variance. As the delay is increased we can see from equation (9) that it is the delta term that moves to the right. The stability diagram for the system in Figure 7 (b) is in Figure 10 . We expect that the delta term carries a lot less weight than the second term so the system is more robust to uncertainty in the delay term. If we instead place the controller in another location like that in Figure 7 (c), we have adverse a↵ects. Although it may seem to be conflicting, this result can be potentially explained by Bernard et al. (2001) where it was shown for a simplified system, skewness of the distribution function plays an important role in stability.
The author defines skewness as
The distribution function is skewed to the left if B(f ) > 0 and skewed to the right if B(f ) < 0. For a symmetric system all higher moments are zero so B(f ) = 0. For a distribution with nonzero variance the skewness of the function is determined by the third moment about the mean. It is suggested that the further the function is skewed to the left the larger the region of stability.
Again the system is mostly unchanged except for the topological structure and this, again, is reflected in changing A and, hence, L. Now For the third configuration we can define
where U ✓ d is the Heaviside step function and ✓ d = + ⌧ . Figure 11 shows the plot of the two terms in the distribution function g 2 . As the delay is increased we can see from equation (9) that it is the second term that moves to the right now and the delta function remains unchanged. We expect the second term carries a lot more weight than the delta function so the system is more sensitive to uncertainty in the delay term.
We show the e↵ective delay, variance and skewness as a function of + ⌧ in Figure 12 for all three systems. Configuration 1 and 2 have very similar curves for the mean and variance. It is easy to see why the third configuration is the most unstable. As the delay increases the e↵ective delay increases at a faster rate than the other two and the variance does not change much. Also, the skew diverges quickly to a large negative value. We have shown evidence to suggest that an increasing variance allows for a larger phase margin. The variance for configurations 1 and 2 seems to grow exponentially while the e↵ective delay only grows linearly with an increase in + ⌧ . The stability curves for the third configuration in Figure 10 shows all regions delimited by imaginary axis crossing of eigenvalues are unstable with respect to the equilibrium point about which the system is linearized.
Since configurations 1 and 2 seem similar we need to look elsewhere to determine why the second has a larger stable parameter space. This can be seen through the Nyquist plots of H(s) for both systems in Figure 13 . The feedback stabilizes an unstable system in the first configuration. In the second configuration, the feedback improves an already stable system so the stable parameter space is improved.
We find that the second configuration is the most robustly stable system in terms of stable parameter space with respect to ⌘ and + ⌧ . The parameters chosen for the stability curves give rise to oscillations in the unmodified repressilator. This can also be seen by looking at the region where + ⌧ = 0 and ⌘ = 0. For ⌘ = .5, configurations 1 and 3 remain unstable while configuration 2 is rendered stable for some range of delays.
SUMMARY
We have shown how the shape of the distribution function of the feedback influences the stability of the closed loop system. The results in this paper suggest that multiple feedbacks can serve to stabilize a system if their distribution function can achieve high variance with little cost to increasing the e↵ective delay. We have analyzed three di↵erent potential controllers as regulator for the repressilator and shown that the results support previous findings.
