The purpose of this study is to find a way of deleting words for creating document-term matrix in text mining. Since there are many documents, the size of document-term matrix is so large. Thus, researchers delete terms in terms of sparsity since sparse words have little effects on classifications or predictions. In this study, we propose neutrality index to select words to be deleted. Many words still appear in both classifications and these words have little or negative effects on classification performances. Thus we deleted neutral words which are appeared in both classifications similarly. After deleting sparse words, we selected words to be deleted in terms of neutrality.
We tested our approach with Amazon.com's review data from five different product categories and compared the classfication performances in terms of precision, recall, and (Naji, 2013; Perkins, 2014 참 고 문 헌
