ABSTRACT: This paper investigates some problems related to the ill-posedness of parameter identification problems which are commonly met with in structural and geotechnical engineering. Viewing the identification problem within a suitable framework, two basic types of ill-posedness are introduced. The first is inherent to the system (the governing differential equations), while the second is related to the type of data that is acquired at a given location (e.g., velocity, acceleration, etc.) and the basic algorithms used in the identification process. Examples of each type of ill-posedness are analyzed. Particular attention is given to the recurrent problem of identification of a nonconstant coefficient of a linear differential equation. Such coefficients often model the spatial variation of material properties in media. A method of handling spatially varying parameters for geotechnical applications is proposed. A general stochastic model for the parameter variation is used and it is shown that the identification problem using the Bayesian approach then leads to stable estimates, circumventing the instability problems of the direct inverse approach. Sensitivity studies are included to indicate the robust nature of the estimator. Simultaneous estimation of the "scatter" in the material property variation, and the material property parameter values themselves is next undertaken and it is shown that the method yields good estimates though the estimator now becomes a nonlinear function of the measurement. Simultaneous estimation of the measurement noise characteristics is also shown to be possible.
INTRODUCTION
The identification problem for a system S can be looked at in terms of a class of models M under consideration, a class of inputs I, an error criterion e, an identification algorithm (estimator) E, and a set of parameters P. It generally takes the following form: Given the system response (measured at one or more locations in the system) R, for the class of inputs /, identify the set of parameters P, belonging to the class of models M, such that a suitable error criterion, e, is minimized. The error norm is generally related to a suitable norm of the difference between the system performance and the model response. Over the years various estimators, E, have been developed which are used in conjunction with various error criteria, e, to arrive at the "best" set of parameters that cause the model, M, to mimic the system response. However, little attention so far has been placed on the possible ill-posed nature of the identification problem. To systematize our ideas, the writers introduce in section I two distinct types of ill-posedness, which both could lead to erroneous results from the identification process. We will refer to the first 'Prof., Dept. of Civ. Engrg., Univ. of Southern California, Los Angeles, Calif. 90089. 2 Jet Propulsion Lab., Pasadena, Calif.
variety as "inherent" ill-posedness and the second as "algorithmic" illposedness. Two examples of each type of ill-posedness are presented. The examples provided are pertinent in that they represent actual techniques that have been used in the past for identification of structural and geotechnical systems. In that sense, they are somewhat generic. It is shown that some of these techniques, if not applied carefully, could lead to significant errors when parameter values are estimated from actual test data.
Of special importance is example 4, in which the nonconstant coefficient function of a linear differential equation is to be identified from response data obtained under static loading conditions. In this case, the equation is that for a bending beam and the coefficient represents the variation of the bending rigidity along its length. It is shown that a straightforward approach to identifying the coefficient will lead to erroneous results because of the algorthmic ill-posedness of the problem. As several structural and'geotechnical systems are modeled through the use of differential equations, special attention is paid to this generic problem in the remainder of this paper, and a technique for identification of such spatially-varying coefficients in differential equations is developed. In J many applications, these spatially-dependent coefficients represent the • variation of material properties from point to point in a medium. I In section II, we present a useful stochastic model for considering the spatial variability or material properties. That model is of great value in I the areas of soil and geotechnical engineering, in which the material I properties may vary, to an extent, randomly throughout a medium. The i model includes a "random walk" type of process, along with a bias term which represents a priori knowledge, and encompasses deterministic and j stochastic material property variations. Within the preview of such a realistic model of material property variations, section III addresses a coms monly encountered set of problems involving the identification of ma-j terial properties that spatially vary, in systems modeled by differential equations. The algorithmic ill-posedness illustrated in example 4 for such I systems is removed by casting the problem within the framework of J' fixed interval smoothing techniques. A MAP estimator that is linear in ) the measurements is directly obtained. Sensitivity studies are included j to show the robustness of the technique. The method is extended in section IV to simultaneously identify the realization of the random variation of material properties as well as the extent of the measurement ; noise. The optimal estimator is now a nonlinear function of the mea-; surements. A quick and simple algorithm for solving the nonlinear problem is provided, and it is shown that the technique gives excellent re-) suits. Lastly, identification of the particular realization of the random ( spatial variation of material properties is attempted, in addition to the identification of the governing parameters that model the parent sto-> chastic process, which generate that particular realization. Again, a nonlinear estimator results, and the algorithm previously developed is used }• to obtain good identification results.
Inherent Ill-Posedness.-When the identification process, using the ' class of inputs, I, and response, R, yields a set of parameters, P, which t are nonunique, in a noiseless measurement environment, the system identification problem is said to be inherently ill-posed. We observe that i this ill-posedness is not related to the exact nature of the error criterion, e, or the estimator, E, used in the identification process, but the class of models, M, the class of inputs, I, and responses, R. Of course, / and R include, in their definitions, the locations at which the dynamic data are gathered for spatially distributed systems. The only possible way, then, in which this ill-posedness can be avoided is through the choice of a different class of inputs, I, or responses R, or both. This generally implies changed locations at which the inputs or responses, or both, are measured for the system. Example 1.-Consider a soil system modeled by a vertical linear discrete shear beam, with N (>1) degrees of freedom. If for an input time history, I, at the base of the beam, the response is determined at any location other than the lowest discrete mass, the identification problem related to the determination of the stiffness distribution throughout the structure can become ill-posed. Thus, no matter what criterion e is chosen, or with what accuracy measurements are made, the results from identification using that data would always be suspect. On the other hand, if two N-degrees-of-freedom linear shear beams, which may differ possibly only in their stiffness distribution, have the same response R,(t) at their lowest mass level for base motions J,(t), for all possible responseinput pairs, i.e. i = 1, 2, ..., then stiffness distributions of the two systems are completely identical. In other words, there are no inherent illposedness (base input-lowest mass response) pairs, as far as identifying the stiffness distribution of the system is concerned (7) . Fig. 1 exemplifies that type of situation. Consider a physical system modeled by the two degree-of-freedom model shown on the left in Fig.  1(a) . If the response of mass Wi, caused by a base motion z(t), is measured, then such data would not be able to equivocally determine which of the two models shown in Fig. 1 responses at mass nti to whatever base motion is applied. On the other hand, if the two systems shown in Fig. 1(b) have identical responses of mass m 2 for each and every base input z(t), we can be sure that both the systems must have identical properties. Fig. 2 shows the response of the systems shown in Fig. 1 (a) to a base acceleration. We note that the response of the mass m.\ is identical in both cases. Fig. 3 shows the error in the base shear as a function of the base excitation frequency when the "incorrect" model is picked due to this inherent nonuniqueness. It is, therefore, errors in parameters, such as the base shear, that cause the problems of ill-posedness to be significant from a practical engineering viewpoint.
Example 2.-In the modeling of systems that respond primarily in the linear range, it is often assumed that if the model frequencies coincide with the measured frequencies of vibration of the actual system, the cor- rect parameter identification of the system has been accomplished. That this assumption is incorrect and would, therefore, lead to erroneous parameter values can be illustrated through a simple example (8) . Consider a structure modeled by the system shown in Fig. 1(a) . For expository purposes, let us assume that m x = m 2 = 1 and that c x = c 2 = 0. The equation that governs the vibrational frequencies of the system can then be easily shown:
(1) The roots of this equation are controlled by the coefficients (2k x + k 2 ) and k\k 2 . If we have two different models, as shown in Fig. 1 , such that
then both systems will exhibit identical frequencies of vibration and yet have very different parameter values.
One can, however, uniquely identify the stiffness matrix in this example if, in addition, all the eigenvectors are measured, since the stiffness matrix, K, can then be expressed as K = P T AP when P is the matrix of eigenvectors and A is the diagonal matrix (in general, it is block Jordan) of eigenvalues. For large multi-degree-of-freedom systems, however, obtaining all the eigenvectors through measurements is difficult if not impossible.
The foregoing results, while perhaps having a mathematical flavor, are of great practical importance, since erroneous results will, in general, be obtained when inherent ill-posedness is present. Such a condition, as shown above, may lead to completely inaccurate estimates of quantities of engineering importance, such as the base shears and bending moments in systems modeled as shear or bending beams. It is noteworthy that the principal means of getting around this inherent identification problem is to move to a different geometric location in the structure or obtain more and different kinds of data, or both.
Algorithmic Ill-Posedness.-When the identification process yields a set of parameters P which are unstable in the presence of measurement noise, the identification problem is algorithmically ill-posed. This sort of ill-posedness can be generally remedied by a proper choice of the algorithms and by the type of data (i.e., displacement, velocity, etc.) that is collected.
Example 3.-Consider the identification of the mass m of a single-degree-of-freedom oscillator represented by the equation:
A simple algorithm for identifying m from the measurement of the response x(t) appears to be
x(e)
in which e = a very short interval of time. The approach seems straightforward enough and has been proposed by some researchers (5) for the identification of the inertial properties of a system. (We note that an extension to multi-degree-of-freedom systems is obvious.) However, if the measurement of x(t) is corrupted with noise so that
with r « 1, then the use of this noise corrupted data directly in the algorithm will yield
f(t)dt Jo
Heuristically speaking, the error in estimating m is proportional to the derivative of the noise, which can be arbitrarily large even when the noise, w(x), itself is very small. The identification of m using the preceding algorithm is an ill-posed problem. Small changes in the measurement will yield large changes in the values of the identified parameters. A more rigorous proof of the preceding statement may be found in Appendix I. 
in which V(x) and M(x) denote the shear force and the bending moment at location x. Thus, if the load q{x) is known for all x, 0 s x s 1, and if at any two isolated locations on the beam, the shear force and bending moment are respectively known, the deflected shape of the beam then defines EI(x) uniquely through Eq. 9. The major problem here would be in determining the curvature of the beam accurately. For, if instead of u(x), the quantity w(x) is measured, in which
with z(x) being the measurement noise, the use of w(x) in Eq. 9 would lead to
The estimation error then becomes
As noted earlier, even if |z(x)| s r|w(x)|, with r « 1, for all x, the derivatives of the measurement noise can be arbitrarily large, thereby causing estimation errors to be large, even when the noise z{x) itself is very small.
The interval [0,1] is discretized, and using a finite difference scheme, the displacement is determined at N = 46 equispaced locations, (x r ; r = 0, 1, 2, ..., 45), along where x 0 = 0 and x i5 = 1. Fig. 4 shows a(x) A £Z(x)~1, 0 s j: s 1, for a cantilever beam subjected to a constant distributed load of q(x) = (0.001) * (N) 2 and an end moment of M" = -0.03 * N 2 (with the shear force known to be zero at x = 1). The noise corrupted measurements are shown together with the "exact response" of the beam at these locations. The noise characteristics chosen are E[z r ] = 0, for re [0, 45] and E[z m ,z t ] = (r 2 b k (m -I) in which 8 k is the Kroneker delta. Using this noisy data, with a\ = 1, an attempt is made to estimate a(x), using Eq. 9. The estimation result indicated in Fig. 5 shows the algorithmic instability obtained when such an approach is used. Despite the relatively low level of the measurement noise (see Fig. 4) , the values of a(x) are incorrect and oscillate between ±300. Comparing the true values of a(x) with those obtained (Fig. 5) , we find that the errors are roughly in excess of about an order of magnitude.
The obvious prescription for such a situation is to 'filter' out the measurement noise and 'smooth' out the displacement data. However, the extent to which the data may be smoothed out is a matter of some importance, since it will affect not only the estimate of the coefficient function EI(x), but also our level of confidence in that estimate.
The identification of spatially-varying coefficients that are embedded 
The value of r at location 'i + Y is deterministically dependent on its value at location 'i' and deviates from it by a random variable e,. If, the random variables e, are independent, then a(x,) becomes a Markov process. A better understanding of Eq. 15 can be obtained if we further put a, = 1, Vi. Then the model represents a 'random-walk' process, often called a drunkard's walk, in which the value of the property at location i + 1 constitutes a random step of size e i+ i from its value at step i. There is considerable evidence to indicate that such random-walk models are applicable to many materials, especially earth media (1,2,4) . If, further •q, T^ 0, -Y-i, we have a sort of a "biased" random-walk (much like that of a drunkard attempting to move towards a liquor bar!).
Some Applications of Spatial Variability Model.-In this section, we consider two applications of the preceding model. The first deals with the identification of the flexibility along the length of a bending beam given the moment M at one location and the shear force V at another, from measurements taken along the length of the beam. The second deals with the identification of the shearing rigidity of a shear beam given measurements along it and the shear force at one location on it. In each case, we note that we are dealing, in general, with the identification of the realization of a random process.
For simplicity of exposition, the steady state situation (static) is considered. Using a finite difference approach it is shown, in each case, that the problem can be rephrased as a linear dynamic system amenable to the techniques of fixed interval smoothing. A Bayesian estimation scheme is developed and the identification carried out.
A numerical example is included to indicate the strengths of the method proposed, and the ability with which the scheme can identify not just the distributed parameters, but also quantities like the measurement noise variance and the variance of the random sequence €,, should these two parameters be constant and not known a priori, with great accuracy.
Example 5.-Consider a segment of unit length of a bending beam governed by the differential equation
in which q(x) = the distributed load on the beam; and a(x) = its flexibility. Let us say that at two locations on the beam the following data are available:
Identification of a(x) from noisy measurements of u (the deflection of the beam) at various locations x for this steady-state problem will be analyzed. A direct integration of Eq. 16 can be easily shown to yield /j2 \ r err
The determination of a(x) from such a relationship using measurements w(x) which are corrupted by noise z(x), in which w(x) = u(x) + z(x) (19) will lead to an ill-posed problem causing the estimates of a(x) to be unstable, as shown before. Let us begin by discretizing the space variable and considering a finite difference form for Eq. 16. We assume that the measurement noise is Gaussian in nature. Let x = iAx, i = 0, 1, ... N. Then Eqs. 16-18 can be expressed as , and the determination of the system state becomes a fixed interval smoothing problem. We note that the system response is, in general, dependent through the recursive Eq. 22 on u 0 and U-\, which are not known a priori and need to be estimated. Also, Eq. 23 prescribes a,+i in terms of a,, but a 0 is not known apriori, and, therefore, also needs to be estimated. Defining, The MAP estimate 6 can be found by maximizing the density p 9 |w (q,d) A pwiMa) pe(g). The expression for pvy| e (4\q) is 
The MAP estimator is linear in the measurements d, and is unbiased. Fig. 6 shows the application of Eqs. 34 and 35 for the situation described in section 2 (Fig. 4) , in which the covariance matrices H and X are defined by Hjj = 8jt(z -j)al and £,•,-= b k (i -j)u 2 z . Thus, matrices H and X will reduce to diagonal matrices, with a\ and u\ in their diagonals, respectively. In this example, the bias term sequence {TI;} = {0} and the set {a,} = 1.0. With these relations we can simplify Eqs. 34 and 35 to (Eq. 34a): 9 = (Eq. 35a): £[(6 -9)(6
The figure shows the estimate when CT 2 = 1 and cr e = 1, with 1 -a error bands. As a\, the variance in the measurement noise decreases to zero, the estimate of a(x) improves, and the 1 -<r error band narrows in width. From Eq. 34a we can see that the estimate 9 is dependent only on the ratio of v\, while the error covariance matrix is dependent on the ratio stated earlier and also, crl. Fig. 7 shows the relation between root-meansquare error in the estimate of a(x), which is given by 
and different ratios of variances, v\l<s\, produced by keeping <J\ = 1.0 and by changing the variance in the measurement noise, a\ . Fig. 7 also shows the relation between the mean of the trace of the covariance matrix given by Eq. 35fl and the same ratios of variances. As the variance in the measurement noise increases (a\l<s\ increases), both the root-meansquare error in the estimate of a(x) and mean of the trace of the covariance matrix increase. The rms error is relatively small (<0.5), even when o-z/ffj » 7.
Example 6.-Consider a system modeled by the differential equation 
FIG. 7.-Relation Between Root Mean Square Error in Estimate of a(x) and Different Ratios of Variances
Those equations could be viewed as governing the deflections, u, of a shear beam whose flexibility, a, varies with the x direction and which is subjected to a shear force, V, at x = 1. Alternatively, u can be thought of as the hydraulic head in an inhomogeneous acquifer; q(x), the flow rate of acquifer subcharge; a{x)~x the acquifer transmissibility; and V, the normal flux at x = 1. Identification of a(x) from measurements of u(x) is sought. A direct integration of Eq. 37 can be easily shown to yield
The determination of a(x) from that type of relationship using measurements zv(x), which are corrupted by zero mean Gaussian white noise, z(x), will lead, as before, to unstable estimates of a(x). As in the case of the bending beam, the interval [0,1] is discretized and the displacement is determined at N = 46 equispaced locations along it. Fig. 8(a) shows a(x) for a cantilever beam subjected to a constant distributed load of q(x) = 0.001/N 2 and an end shear V = 0.005/N 2 . The noise-corrupted "measurements," with variance <r 2 = 1.0, are shown together with "true response" of the beam. Fig. 9(a) shows the unstable estimate of a(x) using Eq. 39. The values of a(x) are incorrect and oscillate between +0.70E + 04 and -0.10E 4-04.
Then Eqs. 37, 38, and 19 can be expressed as The MAP estimator again leads to the Eqs. 34 and 35 for 6. As stated before the covariance matrices H and X are diagonal, defined by Hjj = 8]t(i -/') o-j and 2,-,-= 8^(z -;') CT? . In this example, {a,} =1.0, and our priori knowledge of material properties is defined by the function a(x) = 10/(0.25 + 0.3x). The bias term sequence, which is the difference between adjacent values of a(x), is defined by By setting u\ = 1.0 and changing <rl, the relationship between root mean square error in estimate of a(x) and the ratio of our variances, al/al, is computed [ Fig. 11(a) ]. Fig. 11 (a) also shows the relationship Simultaneous Identification.-In the numerical example shown in Fig.  8(b) , we have assumed a knowledge of 2 and H. Often, only an estimate of the covariance matrix of the material property variation H may be available. In this section, the identification of o-6 is undertaken simultaneously with the realization of the random process a{x) when H t j = o' eS* (i ~ ])• The variance at each step, e, is considered constant and {e,} is taken to be a zero mean, white noise sequence.
Taking the negative logarithm of p 6/8 , {a, 4) and ignoring the constant terms, we define the function, L, for the situation exhibited by example 7 as L(e,cr e ) = In p 8 
in which / is defined by Eq. 33 and is also to be considered as a function of (T 6 . Minimizing L(6, cr 6 ) with respect to 6 and CT 6 then leads to
Eq. 47 represents a set of equations which yield the optimal estimates 9 and <x e . The optimal estimator is now a nonlinear function of the measurement d because <r e is itself a function of 6. Eqs. 47 and 48 can be solved in a three step procedure by: (1) Solving Eq, 48 for 0, using a sequence of values of <r e ; (2) for each 0 so formed, using Eq. 47 to get an estimate of af ; and (3) the optimal value of cr e is obtained by finding that value of d e which satisfies <r* = d e . The optimal estimate, 0, is now obtained from Eq. 48 by using this optimal value of 6-e . This procedure is applied to the data shown in Figs. 8{b) and 9(b). Solution of the nonlinear set (Eqs. 47-48) is shown in Fig.  12 . The optimal estimate of a e is found to be 0.925, a value very close to the true value of CT 6 = 1.0. The solution is clearly unique though the estimator is nonlinear. Thus, not only has the particular realization of the stochastic process a(x) been identified through this technique, but insight into the parameters that govern the parent stochastic process (which generates the realization is also obtained.
Similarly, it is often difficult to estimate the variance in the measurement noise (in particular if the "measurement chain" is fairly long). Assuming that £,y = <Tzh k (i -j), the variance of the measurement noise, given the values of cr e of the function can be estimated through a similar minimization 
The minimum value of L for various values of crif and corresponding values of 6* (from Eq. 51) is obtained (Fig. 12) . This value corresponds to the optimal estimate of d 2 = 1.05 which is very close to true value of a 2 = 1.0. The sensitivity of our determination of a z to our knowledge or lack thereof of CT £ is shown in Fig. 12 . There, the value of cr z obtained for incorrectly assumed values of <r 6 is shown. We observe that the estimator is very robust, providing good information on CT 2 Using the data of Figs. 8(a) and 9(a), with the same procedure we can find the optimal estimate of CT E , found to be 0.8 (Fig. 13) . Also, the variance <T Z can be estimated as before and yields a value of 0.95. The sensitivity of the estimate of CT 2 to inaccurate knowledge of <r € is also shown. Comparing with Fig. 12 , the bias term i\ t clearly increases this sensitivity of cr 2 . Similar results are received for the bending beam, as shown in Fig.  14 . The data from Figs. 4 and 6 are used and the parameters a e and cr 2 identified as before. The value of 6-e is determined by plotting Eq. 46 for various values of cr* and finding the minimum. Again, reasonably accurate estimates are obtained.
