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Abstract
By treating the vacuum as a medium, H. Euler and W. Heisenberg estimated the non-linear
interactions between photons well before the advent of Quantum Electrodynamics. In a modern
language, their result is often presented as the archetype of an Effective Field Theory (EFT).
In this work, we develop a similar EFT for the gauge bosons of some generic gauge symmetry,
valid for example for SU(2), SU(3), various grand unified groups, or mixed U(1) ⊗ SU(N)
and SU(M) ⊗ SU(N) gauge groups. Using the diagrammatic approach, we perform a detailed
matching procedure which remains manifestly gauge invariant at all steps, but does not rely on
the equations of motion hence is valid off-shell. We provide explicit analytic expressions for the
Wilson coefficients of the dimension four, six, and eight operators as induced by massive scalar,
fermion, and vector fields in generic representations of the gauge group. These expressions rely
on a careful analysis of the quartic Casimir invariants, for which we provide a review using
conventions adapted to Feynman diagram calculations. Finally, our computations show that at
one loop, some operators are redundant whatever the representation or spin of the particle being
integrated out, reducing the apparent complexity of the operator basis that can be constructed
solely based on symmetry arguments.
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1 Introduction
In 1936, H. Euler and W. Heisenberg calculated the non-linear interactions among photons for a constant
Maxwell field, as induced by a spinor loop [1]. This has been an important step in the development of QED,
and their result remains as the canonical example of an Effective Field Theory (EFT). That is, the idea that
at energies below some cut-off scale Λ, all the effects of the degrees of freedom more massive than Λ can be
encoded as new interactions among the fields remaining active below Λ. This concept is central to modern
phenomenology. The Fermi theory of the weak interactions [2] and the chiral Lagrangian of pions [3] have
played an important role in the development of the Standard Model [4,5]. The methodology has since been
used to define many other frameworks to either simplify the problem at hand, or to parametrize possible New
Physics effects, for example for neutrino [6], nuclear [7], flavour [8], electroweak [9], and Higgs physics [10],
or more globally for the Standard Model (SMEFT) [11]. Few developments have also been done regarding
EFTs for dark matter [12], inflation [13] and cosmology [14].
The purpose of the present paper is to generalize the Euler-Heisenberg (EH) result for photons to the
gauge bosons of an arbitrary gauge group, with their effective interactions induced by loops of heavy fields in
generic representations and of spin 0, 1/2, or 1. Let us thus first recall a few facts about the EH Lagrangian,
and some of its applications.
In QED, for energies below the electron mass me, the photons can interact between themselves only
indirectly via virtual loops of electron-positron extracted from the vacuum. These interactions are suppressed
by inverse powers of the electron mass compared with the Maxwell term and are thus very small. Integrating
out the electron field in the QED Lagrangian lead to a tower of new photon interactions which should
be Lorentz and gauge invariant, and respect parity invariance. The first non-trivial photon interaction
corresponds to dimension-eight operators, the Euler-Heisenberg Lagrangian, and reads
LEH = −F + 8
45
(
α2
m4e
)
F2 + 14
45
(
α2
m4e
)
G2, (1)
with
F = 1
4
FµνF
µν =
1
2
(B2 −E2), G = 1
8
µνλρFµνF
λρ = E ·B , (2)
where B and E are the magnetic and electric fields, α = e2/4pi the fine structure constant, e the electron
electric charge, and µνλρ the totally antisymmetric tensor. The first term in Eq. (1), quadratic in the
fields, is the classical Lagrangian corresponding to Maxwell’s equations in vacuum. From it, one concludes
that electromagnetic waves propagating in the vacuum cannot interact with each other, the superposition
principle holds, and colliding light-by-light will not give rise to any scattering. However, this does not
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remain true once the corrections induced by the two last terms in Eq. (1) are included. At the loop level,
electrodynamics is nonlinear even in vacuum. In that sense, observing e.g. the scattering of light by light
would be a tremendous confirmation of the quantum nature of QED.
Another consequence of the non-linearities in Eq. (1) is the so-called vacuum magnetic birefringence.
Two photons interact with an external field and this leads, in vacuum, to magnetic birefringence, namely to
different indices of refraction for light polarized parallel and perpendicular to an external magnetic field. This
property of the vacuum has never been observed, despite many dedicated searches. For example, attempts
were made to measure the change of the polarization of a laser beam passing through an external strong
magnetic field [15–17]. The PVLAS [18] experiment is another approach to detect the vacuum birefringence,
by measuring the degree of polarization of visible light from a Magnetar, i.e., a neutron star whose magnetic
field is presumably very large (B ∼ 1013G). In that case, there is also an interesting interplay with well-
motivated axion-like scenarios that could enhance the QED predictions (see for example [19]).
When discussing the Euler-Heisenberg result, one should also mention that the Born-Infeld (BI) electro-
dynamics [20] contains similar nonlinear corrections to the Maxwell theory, at least from a classical point of
view. It was motivated by the idea that there should be an upper limit on the strength of the electromagnetic
field. Nevertheless, BI electrodynamics is peculiar, since BI-type effective actions arise in many different con-
texts in superstring theory [21]. In heavy-ion collisions, the ATLAS data on light-by-light scattering can
exclude the QED BI scale ∼100 GeV [22]. It has been subsequently shown in Ref. [23] that the ATLAS data
on gg → γγ scattering enhances the sensitivity to . 1 TeV for the analogous dimension-8 operator scales
(containing other combinations of gluon and electromagnetic fields). Searches for γγ production at possible
future proton-proton colliders are an example of how one should complement the searches via dimension-6
SMEFT operators.
Returning to the purpose of this paper, generalizing EH to non-abelian gauge bosons present several
challenges. As a first step, all the effective interactions up to dimension-eight can be constructed solely
relying on gauge invariance. The non-linear nature of the field strength permits to construct many more
operators than for QED. Operators involving three field strengths arise already at the dimension-six level,
and were constructed some time ago in Ref. [11]. The most general basis of operators for QCD, up to
dimension eight and without imposing the gluon Equation of Motion (EOM), was described in Ref. [24].
Remains the task of actually computing the coupling constants of these operators, as induced by loops
of heavy particles. To our knowledge, this has never been done before. To tackle this problem, there are
two different approaches. First, the heavy particle field can be genuinely integrated out of the path integral.
Several techniques are available to perform this integration and obtain the effective action at the one-loop
level [25–31]. Though most powerful, the calculation has only been pushed up to the coefficients of dimension-
six operators [27,28]. Another approach, which we will adopt in the present paper, is to actually compute the
loop amplitudes, expand them in inverse power of the heavy particle mass, and match the result with that
computed using effective interactions. Though most straightforward, several issues have to be addressed.
Since the EOM should not be imposed to reproduce the generic effective action, loop amplitudes have to be
computed off-shell. But then, gauge invariance is not automatic since the amplitudes are not physical, and
special care is needed to ensure a proper matching onto gauge invariant operators.
To illustrate our procedure and explain in details how to deal with these aspects, we start in the next
section by re-building the well-known effective interactions of photons, as induced by loops of massive
fermions, scalars, or vector bosons. In particular, we point out that using a non-linear gauge is compulsory
for the matching to succeed for massive vector fields, in agreement with Ref. [32]. Then, we generalize this
computation to gluonic effective interactions in Section 3, as induced by loops of massive fermions, scalars,
or vector bosons in the fundamental representation of QCD. For the latter case, we use as prototypes the
leptoquarks of the SU(5) GUT, quantized using a non-linear gauge condition. As this is not fully standard,
that construction is detailed in Appendix A.
Once the QCD case with heavy fields in the fundamental representation is fully under control, it is a
simple matter to first generalize to arbitrary representations, and then to generic gauge groups. This is
done in Section 4, where we discuss first the SU(N) case, then show how to recover the previous results for
U(1) and SU(3), and finally derive the mixed operators and their coefficients for non-simple gauge group
like U(1) ⊗ SU(N) or SU(N) ⊗ SU(M). The most striking result of that section is that some operator
combinations are never induced at one-loop, no matter the spin or representation of the heavy particle. For
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QCD, this means four instead of six operators are required to describe the four-gluon interaction, while
only two instead of four operators are needed for the two gluon-two photon interaction. Throughout this
section, the only technical difficulty is related to quartic Casimir invariants, which arise in the reduction of
traces of four generators. From a group theory perspective, these invariants have been described in details
before [33, 34], but a more user-oriented review seems to be lacking. Therefore, we collect in Appendix B
all the relevant information, as well as the explicit values of the quartic invariant for simple Lie algebras of
interest for particle physics.
2 Photon effective interactions
In the path integral formalism, the effective action is obtained by integrating out some heavy fields [35]. In
general, this generates an infinite number of effective couplings among the remaining light fields. Renormal-
izability ensures that the effective couplings of dimension less than four can be absorbed into the light-field
Lagrangian free parameters, while the other couplings are all finite and can be organized as a series in powers
of the inverse of the heavy mass [36].
To set the stage, consider the QED generating functional
ZQED [J
µ, η, η] =
∫
DAµDψDψ exp i
∫
dx(LQED + ηψ + ψη + JµAµ) , (3)
with
LQED = −1
4
FµνF
µν + ψ(i /D −m)ψ , (4)
and Dµ the usual covariant derivative. We omit the gauge fixing term and its associated ghosts. At very
low energy, below m, only the photons are active. To construct the effective theory valid in that limit, the
fermion field is integrated out. This can easily be carried out since the fermionic path integral is gaussian
when the sources η, η are set to zero:
ZQED [J
µ, 0, 0] =
∫
DAµ exp i
∫
dx
{
−1
4
FµνF
µν + JµAµ
}
× det(i /D −m) (5)
≡
∫
DAµ exp i
∫
dx(Leff + JµAµ) . (6)
Exponentiating the determinant, the QED effective Lagrangian is then
Leff = −1
4
FµνF
µν − iT r ln(i /D −m) . (7)
At this stage, several techniques are available to actually compute det(i /D−m) perturbatively, as an inverse
mass expansion.
Probably the most universal and powerful way is using functional methods. For this approach, Gaillard
[25] and Cheyette [26] introduced a manifestly gauge-covariant method of performing the calculation, using
a Covariant Derivative Expansion (CDE). This elegant method simplifies evaluating the quadratic term of
the heavy fields in the path integral to obtain the low-energy EFT, and was revived recently in Ref. [27].
In particular, this work pointed out that under the assumption of degenerate particle masses one could
evaluate the momentum dependence of the coefficients that factored out of the trace over the operator matrix
structure, without specifying the specific UV model. In Ref. [28], it has been shown that this universality
property can be extended without any assumptions on the mass spectrum, to obtain a universal result for the
one-loop effective action for up to dimension-six operators. There the loop integrals have been computed for
a general mass spectrum once and for all. This Universal One-Loop Effective Action [28–31,37] is a general
expression that may then be applied in any context where a one-loop path integral needs to be computed,
as for example in matching new physics models to the Standard Model (SM) EFT.
However, in the present work, we wish to stick to the more pedestrian diagrammatic approach with
external gauge fields, in which case one expands det(i /D −m) as
Leff = −1
4
FµνF
µν + i
∞∑
n=1
en
n
Tr
(
1
i/∂ −m /A
)n
. (8)
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Figure 1: Fermionic one-loop 1PI amplitudes generating the QED effective action up to dimension-eight
operators. The six permutations of the photons are understood for diagram (b).
Graphically, this series is represented by the tower of one-loop 1PI diagrams shown in Fig. 1. The main
advantage of expressing the effective action in terms of 1PI diagrams is that well-tested automatic tools are
available to actually compute these loop amplitudes. In the present work, we will rely on the Mathematica
packages FeynArts [38], FeynCalc [39], and Package X [40] (as implemented through FeynHelpers [41]).
For QED, all the diagrams with an odd number of photons vanish because they are odd under charge
conjugation (Furry’s theorem [42]). Let us construct the effective couplings up to order m−4. First, the
inverse-mass expansion of a charge-one fermion (of mass m and quadri-momentum pµ) contribution to the
photon vacuum polarization is
Πµν(p2) = i
8e2
(4pi)2
(
gµνp2 − pµpν){1
6
Dε +
p2
30m2
+
p4
280m4
+O (p6/m6)} , (9)
with Dε = 2/ε− γ + log 4piµ2/m2. The corresponding effective interactions with two photons are
L
(0+2)
eff = −
1
4
{
1 +
α
3pi
Dε
}
FµνF
µν +
α
60pim2
FµνFµν − α
560pim4
Fµν2Fµν +O(m−6) . (10)
With four photons, the amplitude matches onto the two couplings
L
(4)
eff =
α2
90m4
(FµνF
µν)2 +
7α2
360m4
(Fµν F˜
µν)2 +O(m−6) , (11)
where the dual field strength is defined as F˜µν = 12ε
µνρσFρσ, so that (Fµν F˜
µν)2 = 2(FµνF
µν)2−4FµνF νρFρσFσµ.
The divergent term is the usual photon wavefunction renormalization, the first derivative term yields the
Uehling interaction [43], and the Euler-Heisenberg effective couplings [1] are the non-derivative O(m−4)
terms.
A word is in order concerning the derivative coupling. In most operator bases [11], it is eliminated using
the equation of motion (EOM) as
FµνFµν = Fµν∂ρ∂ρFµν = Fµν∂ρ∂µF νρ + Fµν∂ρ∂νFµρ = −2∂µFµρ∂νF νρ = −2jνjν , (12)
where the Jacobi identity ∂µFρν − ∂ρFµν + ∂νFµρ = 0 has been used in the first equality, followed by
integration by part, and finally the equation of motion ∂µF
µν = jν . This makes sense physically, since the
only impact of the Uehling potential is on the interaction between currents, at non-zero momentum transfer.
Yet, in the QED effective theory considered here, all the fermions have been integrated out and ∂µF
µν = 0.
This illustrate a generic feature of the effective action formalism, where all the effect of the heavy fields are
encoded into effective couplings among light fields at the path integral (i.e., quantum) level. At no stage are
the light fields assumed on-shell. So, some effective interactions may actually never contribute to physical
processes, even though they are required to fully encode the underlying dynamics of the heavy field.
At this stage, it should also be clear that the effective couplings can be constructed a priori. Using only
4
Figure 2: Scalar one-loop 1PI amplitudes generating the QED effective action up to dimension-eight opera-
tors. Permutations of the photons are understood for diagrams (b). For massive vector bosons, the topologies
are the same but one should also include the appropriate would-be Goldstone and ghost diagrams.
α0 α2 α4 γ4,1 γ4,2
Scalar
1
2
DεQ
2 −1
8
Q2
3
56
Q2
7
32
Q4
1
32
Q4
Fermion 2DεQ
2 −Q2 9
14
Q2
1
2
Q4
7
8
Q4
Vector −21Dε + 2
2
Q2
37
8
Q2 −159
56
Q2
261
32
Q4
243
32
Q4
Table 1: Wilson coefficients of the effective photon operators for a scalar, fermion, and vector boson of
electric charge Q. For the latter, the matching of 1PI amplitudes onto the U(1)-gauge-invariant operators
of Eq. (13) is possible only when using a non-linear gauge for the massive vector bosons, and the quoted
values for α1,2,3 are specific to that gauge (κ = 1 in Eq. (16) and (17)).
the requirement of QED gauge invariance, the most general basis is
Leff = −1
4
{
1 + α0
e2
4!pi2
}
FµνF
µν + α2
e2
5!pi2m2
∂µFµν∂ρF
ρν + α4
e2
6!pi2m4
∂µFµν∂ρF ρν
+ γ4,1
e4
6!pi2m4
(FµνF
µν)2 + γ4,2
e4
6!pi2m4
(Fµν F˜
µν)2 +O(m−6) . (13)
The derivative operators are rewritten in a form that makes the EOM manifest. This will prove useful when
comparing with the non-abelian results in the next section, for which this choice of operator basis is far
more convenient. The nomenclature adopted throughout the paper is to denote by αi, βi, γi the two, three,
four-field strength couplings of inverse mass dimension i. Only the specific values of these coefficients encode
the information about the heavy field, and we give in Table 1 the results for a scalar, fermion, and vector
boson. Note that the sole purpose of the rather unconventional normalization of the coefficients in Eq. (13) is
to increase the readability of Table 1. It is designed to make the coefficients appear as simple O(1) fractions
for the fermion case.
The calculation in the scalar case is very similar to that for fermions and present no particular difficulty
(see Fig. 2). On the other hand, that for vectors circulating in the loop is far less straightforward. Let us take
the SM, where the electroweak gauge bosons acquire their masses through the Higgs mechanism. Working
in the ’t Hooft-Feynman gauge, the amplitude does not satisfy the QED ward identities when the photons
are off-shell. Consequently, the four-photon amplitude matches onto the local O(m−4) effective operators
only when the four photons are on-shell [44], and the usual procedure to construct the effective action breaks
down. The problem originates in the gauge-fixing procedure. In the usual Rξ gauge, one adds the term
L
Rξ,linear
gauge−fixing = −
1
ξ
|∂µW+µ + ξMWφ+|2 , (14)
with φ± the would-be Goldstone (WBG) scalars associated to W±, and this explicitly breaks U(1)QED.
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Though the photon vacuum polarization remains transverse and matches onto the effective operators in
Eq. (13), the off-shell four-photon amplitude is not gauge invariant and requires more operators already
at the O(m−2) [45]. Of course, physical processes have to be gauge invariant, so this should have no
consequence. But in practice, adding non-gauge invariant operators in the effective Lagrangian is not very
appealing. One could attempt to solve this problem by working in the unitary gauge, for which the W
couplings to the photon derive from
LU−gauge = −1
2
(DµW
+
ν −DνW+ν )(DµW−ν −DνW−µ) + ieFµνW+µ W−ν +M2WW+µ W−µ , (15)
where DµW
±
ν = ∂µW
±
ν ∓ ieAµW±ν . The magnetic moment term FµνW+µ W−ν , gauge-invariant by itself,
is fixed by the underlying SU(2)L gauge symmetry. As shown in Ref. [46], its presence ensures a proper
high-energy behavior for scattering amplitudes. However, this is not sufficient to ensure a correct behavior
off-shell, and the matching fails again [47].
A better way to proceed is to enforce a non-linear gauge condition where ∂µW±µ → DµW±µ = ∂µW±µ ±
ieAµW±µ in Eq. (14). This closely parallels the constraint one needs to impose to construct the CDE [27].
In the diagrammatic approach, as shown in Ref. [32], the four-photon amplitude is then gauge invariant,
even off-shell. We checked this explicitly using the dedicated FeynArts model file [48] for the SM in the
non-linear gauge, and indeed found a consistent off-shell matching on the Euler-Heisenberg operators. The
result in that gauge for all the coefficients is shown in Table 1. It should be clear though that the first three
coefficients are gauge-dependent, and only γ4,1 and γ4,2 are physical. To investigate this feature, let us set
the gauge fixing term as [49,50]
Lnon−lineargauge−fixing = −
1
ξ
|∂µW+µ + iκeAµW+µ + ξMWφ+|2 , (16)
which permits to interpolate between the linear (κ = 0) and the U(1)-gauge-invariant non-linear (κ = 1)
gauge. The inverse-mass expansion of the photon vacuum polarization in the ’t Hooft-Feynman gauge (ξ = 1)
then gives κ-dependent coefficients:
α0 = −12κ+ 9
2
Dε − 1 , α2 = 20κ+ 17
8
, α4 = −84κ+ 75
56
. (17)
Of course, these gauge dependences are unphysical. At very low energy, when the photon remains as
the only active degree of freedom, the first coefficient is absorbed into the photon field as the wavefunction
renormalization constant while the other two do not contribute since ∂µF
µν = 0. If some fields remain active
such that ∂µF
µν = jν 6= 0, then other types of processes are also present. In that case, the α2 operator
should be eliminated in favor of the dimension-six jµj
µ/m2 operator, for which other diagrams occur. In
the SM, even if the fields in the current jµ are not coupled directly to the W±, they are necessarily coupled
to the Z boson. The κ dependence of the W± contributions to the Zγ and ZZ vacuum polarization [51]
must cancel that of α2, so that the coefficient of the jµj
µ/m2 operator ends up gauge-invariant and physical.
The conclusion is thus that in the SM, it is not consistent to define the Uehling potential in terms of the
FµνFµν operator, and one must use the effective four-fermion operators instead. After all, this is rather
natural since the Uehling potential is only relevant when some fermion fields remain active.
3 Gluon effective interactions
The effective action for gluon fields is constructed in the same way as for photons, using the diagrammatic
approach. For example, integrating out a heavy fermion generates
Leff = −1
4
GaµνG
a,µν − iT r ln(i /D −m)
= −1
4
GaµνG
a,µν + i
∞∑
n=1
en
n
Tr
(
1
i/∂ −m /G
a
T a
)n
, (18)
6
Figure 3: Fermionic one-loop 1PI amplitudes generating the gluonic effective action. Permutations of the
gluons are understood for diagram (b) and (c). As for QED in Fig. 2, additional diagrams are understood
for the scalar and vector case.
where T a are the SU(3) generators, and the trace carries over both Dirac and color space. This generates
the series of 1PI diagrams shown in Fig. 3 where, contrary to QED, the odd-number of gluon amplitudes
do not vanish. Another difference with respect to QED is the non-linear nature of the field strength, which
blurs the relationship between the leading inverse-mass power of a given diagram and the number of external
gluons. The most striking consequence is that the three and four-gluon diagrams are not finite. Actually,
since these infinities both correspond to the renormalization of the same operator GaµνG
a,µν , they must be
coherent with that obtained from the two-gluon vacuum polarization. Let us see how this happens in more
details.
As a first step in the calculation of the effective action, let us construct the most general basis of operators
up to O(m−4). With two field strengths, the operators are simple generalizations of those for QED:
L
(0+2)
eff = −
1
4
{
1 + α0
g2S
4!pi2
}
GaµνG
a,µν
+ α2
g2S
5!pi2m2
DνGaνµDρG
a,ρµ + α4
g2S
6!pi2m4
DνGaνµD
2DρG
a,ρµ , (19)
where Gaµν = ∂µA
a
ν −∂νAaµ+gfabcAbµAcν and DρGaµν = (∂ρδac+gfabcGbρ)Gcµν . To see that there can be only
one derivative operator per inverse-mass order [11], first remark that all the derivatives can be move to act
on one of the field strength by partial integration. Then, only one ordering of the covariant derivatives is
relevant since commuting them generates an additional field strength, [Dρ, Dσ]Gaµν = gf
abcGbρσG
c
µν . Finally,
combining this with the Bianchi identity
D[µG
a
ρσ] = DµG
a
ρσ +DρG
a
σµ +DσG
a
µρ = 0 , (20)
these operators can be written as manifestly vanishing under the EOM for the field strength, DµGaµν = 0.
Let us stress though that the EOM are not used at any stage, since using them would render the matching
impossible.
With three-gluon field strengths, there is only one operator at O(m−2) but many at O(m−4). However,
upon partial integration, use of the Bianchi identity, and discarding terms involving four or more field
strengths, only two inequivalent contractions remain [52]. Here again, we choose them to be manifestly
vanishing under the field strength EOM:
L
(3)
eff = β2
g3S
5!pi2m2
fabcGa νµ G
b ρ
ν G
c µ
ρ (21)
+ β4,1
g3S
6!pi2m4
fabcGa,µνDαGbµνD
βGcαβ + β4,2
g3S
6!pi2m4
fabcGa,µνDαGbαµD
βGcβν . (22)
At the four-field strength level, the operators up to O(m−4) contain no covariant derivatives. To reach
a minimal number of operators, we use the generalization of the QED identity:
GaµνG˜
b,µνGcρσG˜
d,ρσ = GaµνG
c,µνGbρσG
d,ρσ +GaµνG
d,µνGbρσG
c,ρσ − 4GaµνGc,νρGbρσGd,σµ , (23)
7
Figure 4: The four basic s-channel topologies for the gluon-gluon scattering amplitude. That for the t- and
u-channel are understood. The grey disks represent the insertion of the effective action vertices.
and note that no contractions with the totally symmetric tensor dabc occurs because those are reduced using
(see Appendix B)
3dabedcde = δacδbd − δabδcd + δadδbc + facef bde + fadef bce . (24)
Contractions with both f and d tensors vanish identically owing to their mixed symmetry properties. This
leaves six O(m−4) operators for L(4)eff :
L
(4)
eff = γ4,1
g4S
6!pi2m4
GaµνG
a,µνGbρσG
b,ρσ + γ4,2
g4S
6!pi2m4
GaµνG˜
a,µνGbρσG˜
b,ρσ
+ γ4,3
g4S
6!pi2m4
GaµνG
b,µνGaρσG
b,ρσ + γ4,4
g4S
6!pi2m4
GaµνG˜
b,µνGaρσG˜
b,ρσ
+ γ4,5
g4S
6!pi2m4
fabef cdeGaµνG
c,µνGbρσG
d,ρσ + γ4,6
g4S
6!pi2m4
fabef cdeGaµνG˜
c,µνGbρσG˜
d,ρσ . (25)
This basis corresponds to that in Ref. [24], but for a slightly different numbering and replacement of dual
tensors via Eq. (23).
The non-abelian nature of QCD makes the effective action expansion quite different from the QED case.
The operators vanishing under the EOM have to be kept because they contribute to several off-shell 1PI
diagrams. For example, the DνGaνµDρG
a,ρµ operator occurs in the two, three, and four-gluon off-shell 1PI
diagrams of Fig. 3 simply because of the non-abelian terms present in the gluon field strengths. On the
other hand, for a physical process involving external on-shell gluons, these operators should not contribute,
and the basis could be simplified. Let us check this in the simplest case, which is the gluon-gluon scattering
amplitude
A(g(p1, εµ1p1 )g(p2, εµ2p2 )→ g(p3, εµ3p3 )g(p4, εµ4p4 )) = εµ1p1 εµ2p2 εµ3∗p3 εµ4∗p4 Mµ1µ2µ3µ4 . (26)
Computing this amplitude using the effective Lagrangian up to O(m−4), the basic topologies to consider
are shown in Fig. 4. Besides the four point local terms, we must add the non-local contributions from the
three-gluon and two-gluon operators, as well as the wavefunction corrected tree-level term. We observe:
• The wavefunction correction is automatically accounted for through a rescaling of the field and coupling
constant gS .
• The L(2)eff operators contribute to all topologies, L(3)eff operators to (b− d) topologies, and L(4)eff to the
(d) topology only.
• For the EOM operators, these topologically distinct contributions precisely cancel each other. These
operators thus play no role for physical processes.
• Independently for each non-EOM operator Qi, the sum of the contributionsMµ1µ2µ3µ4(Qi) satisfy the
four Ward identities pµkk Mµ1µ2µ3µ4(Qi) = 0, k = 1, 2, 3, 4.
The fact that EOM operators drop out of the full physical amplitude can be easily understood qualita-
tively. For example, taking the dimension-six L
(2)
eff operator D
νGaνµDρG
a,ρµ and expanding the covariant
8
α0 α2 α4 β2 β4,1 β4,2
Scalar
1
4
Dε − 1
16
3
112
1
48
− 1
28
0
Fermion Dε −1
2
9
28
− 1
24
1
14
−3
4
Vector −21Dε + 2
4
37
16
−159
112
1
16
− 3
28
3
γ4,1 γ4,2 γ4,3 γ4,4 γ4,5 γ4,6
Scalar
7
768
1
768
7
384
1
384
1
96
1
672
Fermion
1
48
7
192
1
24
7
96
1
96
19
672
Vector
87
256
81
256
87
128
81
128
− 3
32
− 27
224
Table 2: Wilson coefficients of the effective gluonic operators for a scalar, fermion, and vector boson in the
fundamental representation. This corresponds for example to the contributions of squarks in the MSSM, or
heavy quarks in the SM. For the coefficients in the vector case, we use the leptoquark gauge fields of the
minimal SU(5) GUT model, quantized using a non-linear gauge fixing procedure (see Appendix A).
derivatives, we get
DνGaνµDρG
a,ρµ = ∂νGaνµ∂ρG
a,ρµ + gfabcGb,νGcνµ∂ρG
a,ρµ
+ gfabc∂νGaνµG
b
ρG
c,ρµ + g2fabcfadeGb,νGcνµG
d
ρG
e,ρµ . (27)
Replacing the field strength as Gaµν → ∂µGaν − ∂νGaµ, these four terms are precisely those entering the four
topologies in Fig. 4. We can see that the cancellation occurs because the gluon propagator poles are precisely
compensated by the momentum factors arising from the LO three-gluon vertex and from the derivatives in
the first three terms of Eq. (27). A similar reasoning can be applied to the non-abelian terms in the field
strengths, which cancel out similarly.
Let us now compute explicitly the coefficients of the effective operators for a fermion, scalar, or vector
in the fundamental representation. Generically, the procedure is as follow. Starting with the vacuum
polarization graph (Fig. 3a), we fix the α0,2,4 coefficients. Then, the three-point 1PI loop amplitudes
(Fig. 3b) generate again the L
(2)
eff operators together with that of L
(3)
eff and thus fix β2, β4,1, and β4,2. As
a side effect, the basis chosen for L
(0+2)
eff thus affects the three Wilson coefficients of L
(3)
eff . Finally, the
four-point 1PI amplitudes (Fig. 3c) match over the local four-gluon terms extracted from L
(0+2+3+4)
eff , and
given the coefficients obtained in the first two steps, fix the six γ4,i coefficients. The final results for the
coefficients are given in Table 2. They agree with Ref. [27] for dimension-six operators.
This procedure is rather straightforward for scalars and fermions circulating in the loop, and only
marginally more complicated than in the QED case of Section 2. We checked our computation using the
SM and MSSM FeynArts models, using quarks or squarks as representative particles in the fundamental
representation. For vector particles, the calculation is far more challenging. First, we must construct a con-
sistent model involving a massive vector field in the fundamental representation of QCD. Second, we know
from the QED case that working in the unitary gauge does not work, and even introducing an appropriate
Higgs mechanism to make these vectors massive is not sufficient. Some generalization of the non-linear gauge
has to be designed to preserve the QCD symmetry throughout the quantization, otherwise the 1PI off-shell
amplitudes cannot be matched onto gauge invariant operators. This is particularly annoying here since the
three gluon 1PI amplitudes kinematically vanish on-shell.
To proceed, our strategy is to use the minimal SU(5) GUT model, spontaneously broken by an adjoint
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Higgs scalar down to the (unbroken) SM gauge group. Twelve of the SU(5) gauge bosons become massive in
the process, and those fields have precisely the quantum numbers we need. The weak doublet of leptoquarks
(X,Y ) transforms as color antitriplets, so integrating them out generate the effective gluonic operators. Note
that we do not need the second breaking stage down to SU(3)C ⊗ U(1)em. In Appendix A, we describe in
some details the minimal SU(5) GUT model, along with its quantization using non-linear gauge fixing terms
for the X and Y gauge bosons. Denoting by HkX and H
k
Y the WBG scalars associated to X
k
µ and Y
k
µ , the
main point is to modify the usual Rξ gauge fixing terms
Lgf = −1
ξ
|∂µXk+µ − iξMXYHk+X |2 −
1
ξ
|∂µY k+µ − iξMXYHk+Y |2 + .... (28)
by replacing the derivative by
∂µXi+µ → ∂µXi+µ − ig5
(
−αGXj+ν T ajiGaµ +
αW
2
W 3µX
i+
ν +
αW√
2
W+µ Y
i+
ν + αB
√
5
12
BµX
i+
ν
)
, (29)
∂µY i+ν → ∂µY i±µ − ig5
(
−αGY j+ν T ajiGaµ −
αW
2
W 3µY
i+
ν +
αW√
2
W−µ X
i+
ν + αB
√
5
12
BµY
i+
ν
)
, (30)
where Tα are the SU(3) generators for the fundamental representation, and i, j, k the corresponding indices.
The gauge parameters αG, αW , αB interpolate between the ’t Hooft-Feynman gauge αG = αW = αB = 0
and the non-linear gauge αG = αW = αB = 1, when the above terms coincide with D
µXi+µ and D
µY i+µ .
In that limit, the SM gauge symmetries are preserved, exactly like the U(1)em in the SM in the non-linear
gauge. Technically, it should be remarked also that this gauge has the nice feature of drastically reducing the
number of diagrams for a given process [50]. Indeed, remember that the purpose of the usual Rξ gauge is to
get rid of the mixing terms like Xkµ∂
µHkX . But when the vector is charged under some remaining unbroken
symmetries, this term is necessarily of the form XkµD
µHkX since it arises from the Higgs scalar kinetic term
which is invariant under the unbroken symmetries. With the non-linear gauge, all these terms cancel out,
leaving no X − VSM − HX couplings. As a result, all the mixed loops where the massive vector occurs
alongside its WBG boson disappear, and given the large number of diagrams, this is very welcome.
To actually perform the computation, we again use FeynArts [38] but with a custom SU(5) model file.
The calculation then proceeds without particular difficulty, and gives the coefficients quoted in Table 2.
Several comments are in order:
• The matching works only for αG = αW = αB = 1. Without this condition, non-gauge-invariant
operators are required. Note that out of a total of 207 irreducible four-gluon diagrams, the gauge
conditions αG = αW = αB = 1 leaves only 21 gauge-boson loops, 21 WBG loops, and 42 ghost loops.
The disappearance of mixed loops therefore reduces the number of diagrams by more than a factor of
two.
• Many of the properties discovered in Ref. [32] for photons survive to the non-abelian generalization:
the ghost and WBG contributions are separately gauge invariant when αG = αW = αB = 1. Actually,
matching separately the HkX contributions on the effective operators reproduce the coefficients for the
scalar case in Table 2, while matching the cX and c
†
X ghost contributions gives −2 times the scalar
coefficients of Table 2. With the non-linear gauge, the ghosts behave exactly like scalar particles, but
for the fermi statistics.
• As a check, we computed the full physical gluon-gluon scattering amplitude keeping the gauge pa-
rameter αG arbitrary. On-shell and when both 1PI and non-1PI topologies are included, the only
remaining αG dependence can be absorbed into a wavefunction correction. In other words, the inverse-
mass expansion of the full amplitude matches onto the non-EOM operators, and except for α0, their
coefficients are gauge-independent and physical, as they should.
• To further check our results, we computed the 1PI diagrams with two, three, and four external SU(2)L
bosons. Since SU(2)L is kept unbroken, and since (X,Y ) form an SU(2)L doublet, we can use the same
operator basis as for gluons, up to obvious substitutions, and found again the coefficients in Table 2.
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• Finally, we also computed the effective operators involving two and four U(1)Y gauge bosons, and
recover the same results as in Table 1 for the W± contribution in the non-linear gauge to photon
effective operators.
To close this section, the same cautionary remark as for the Uehling operator should be repeated here
for EOM gluonic operators. Those play no role for on-shell gluon processes, but do contribute when other
fields like light quarks remain active. However, in that case, it is compulsory to include also all the effective
operators involving quark fields. Though the EOM operators are gauge invariant by construction, their
coefficients are not gauge invariant by themselves. For instance, the gauge chosen for the Xkµ and Y
k
µ fields
does affect their values (Eq. (17) remains valid for the gluonic vacuum polarization). In a phenomenological
study, it would thus make no sense to consider for example the DνGaνµDρG
a,ρµ operator without including
all the four-quark operators. Taking again SU(5), it is clear that Xkµ and Y
k
µ loops would contribute
to both DνGaνµDρG
a,ρµ and four-quark operators, and only their combination would result in a gauge-
invariant physical result at the dimension-six level. As an aside, it should be mentioned also that the
gauge-dependent coefficient of the DνGaνµDρG
a,ρµ operator quoted in Table 2 agrees with that in Ref. [27];
the CDE computation being done in the same non-linear gauge.
4 SU(N) effective interactions
The computation done in the case of QCD can be extended to arbitrary representations of other Lie groups.
For that, it suffices to replace the traces over the fundamental generators of SU(3) occurring for each
of the 1PI diagrams of the previous section by traces over generators in some generic representation R.
Our notations along with various group-theoretic results are collected in Appendix B. In this section, for
definiteness, we refer to SU(N) gauge group, but the results are trivially extended to other Lie algebras.
Specifically, the vacuum polarization is tuned by Tr(T aRT
b
R) = I2(R)δ
ab with I2(R) the quadratic invari-
ant, so the αi coefficients are simply I2(R)/I2(F) = 2I2(R) times those in Table 2. Similarly, the three-boson
diagrams are proportional to
Tr(T aR[T
b
R, T
c
R]) = iI2(R)f
abc . (31)
The fact that both the two and three-boson amplitudes are proportional to the same I2(R) coefficient ensures
a proper matching. In particular, the divergence of the three-boson diagrams is correctly accounted for by
the L
(2)
eff couplings.
The situation is more involved for the four-boson amplitude. The 1PI loops in either the fermion, scalar,
or vector case are equivalent two-by-two under the reversing of the loop momentum, so the total amplitudes
can always be brought to the form
Mabcd = Cabcd1 M1 + Cabcd2 M2 + Cabcd3 M3 ,
 C
abcd
1 = Tr(T
a
RT
b
RT
d
RT
c
R) + Tr(T
a
RT
c
RT
d
RT
b
R) ,
Cabcd2 = Tr(T
a
RT
b
RT
c
RT
d
R) + Tr(T
a
RT
d
RT
c
RT
b
R) ,
Cabcd3 = Tr(T
a
RT
c
RT
b
RT
d
R) + Tr(T
a
RT
d
RT
b
RT
c
R) .
(32)
Expanding Mabcd in the mass of the heavy particle circulating within the loop, only two independent
combinations of traces occur at O(m0) and O(m−2), which can be expressed entirely in terms of the quadratic
invariants as
Dabcd1 = 2C
abcd
1 − Cabcd2 − Cabcd3 = I2(R)(2facef bde − fadef bce) , (33a)
Dabcd2 = 2C
abcd
2 − Cabcd1 − Cabcd3 = I2(R)(2fadef bce − facef bde) , (33b)
Dabcd3 = 2C
abcd
3 − Cabcd1 − Cabcd2 = I2(R)(−fadef bce − facef bde) = −Dabcd1 −Dabcd2 , (33c)
where we used [T aR, T
b
R] = if
abcT cR together with Eq. (31) and imposed the Jacobi identity f
abef cde =
facef bde − fadef bce. Thanks to this reduction, Mabcd matches the four-boson amplitude obtained from the
L
(2)
eff and L
(3)
eff couplings at the O(m0) and O(m−2).
At O(m−4), these same combinations Dabcd1,2,3 induce the operators tuned by γ4,5 and γ4,6, which involve
the structure constants. The rest is proportional to the fully symmetrized trace
Dabcd0 = C
abcd
1 + C
abcd
2 + C
abcd
3 =
1
4
S Tr(T aRT
b
RT
c
RT
d
R) . (34)
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Figure 5: Examples of two-loop diagrams in the SM that preserves (a) or violate (b) the one-loop predictions
Eq. (38) among the gluonic operators. The particle circulating in the loops are heavy quarks, and the dashed
lines denote the Higgs boson.
As detailed in Appendix B, for a general SU(N) algebra, the fully symmetrized trace decomposes into
quadratic and quartic invariants. Plugging Eq. (91) in Eq. (34),
Dabcd0 = 6I4(R)d
abcd + 6Λ(R)(δabδcd + δacδbd + δadδbc) , (35)
where dabcd is the fully symmetric fourth-order symbol normalized such that I4(F) = 1 for the defining
representation, and
Λ(R) =
(
N(A)I2(R)
N(R)
− I2(A)
6
)
I2(R)
2 +N(A)
, (36)
where A denotes the adjoint representation and N(R) the dimension of the representation R. The term
proportional to Λ(R) matches onto the operators tuned by γ4,1 to γ4,4, while that proportional to d
abcd
requires to extend L
(4)
eff of Eq. (25) with two extra operators. The total effective Lagrangian is then:
L
(4)
eff = γ4,1
g4S
6!pi2m4
GaµνG
a,µνGbρσG
b,ρσ + γ4,2
g4S
6!pi2m4
GaµνG˜
a,µνGbρσG˜
b,ρσ
+ γ4,3
g4S
6!pi2m4
GaµνG
b,µνGaρσG
b,ρσ + γ4,4
g4S
6!pi2m4
GaµνG˜
b,µνGaρσG˜
b,ρσ
+ γ4,5
g4S
6!pi2m4
fabef cdeGaµνG
c,µνGbρσG
d,ρσ + γ4,6
g4S
6!pi2m4
fabef cdeGaµνG˜
c,µνGbρσG˜
d,ρσ
+ γ4,7
g4S
6!pi2m4
dabcdGaµνG
b,µνGcρσG
d,ρσ + γ4,8
g4S
6!pi2m4
dabcdGaµνG˜
b,µνGcρσG˜
d,ρσ . (37)
The need of a total of eight operators for SU(N) and their connection with the quartic tensor structure
is in agreement with Ref. [24]. Note, however, that the definition of Λ(R) is a matter of convention, and
it indirectly affects the definition of all the operators but those tuned by γ4,3 and γ4,6. Yet, adopting
the convention in Eq. (36) for Λ(R) looks optimal since it ensures I4(R) = 0 for all SU(2) and SU(3)
representations, as it should since these algebras have no irreducible invariant tensor of rank four. As
said before, all these results stay valid for SO(N) algebras, but for a single exception. As explained in
Appendix B, SO(8) has the unique feature of having two quartic symbols, and an additional term occurs in
Eq. (35). In that case, two extra operators are required, tuned by the second quartic symbol of Eq. (96).
Now, even if a total of eight (or ten for SO(8)) independent operators can be constructed in general,
our specific computations show that at one loop, most of these operators derive from a single symmetrized
trace and are thus always correlated. In particular, no matter the representation or spin of the particle in
the loop:
γ4,1 =
1
2
γ4,3 , (38a)
γ4,2 =
1
2
γ4,4 . (38b)
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α0 α2 α4 β2 β4,1 β4,2
Scalar
1
2
I2(R)Dε −1
8
I2(R)
3
56
I2(R)
1
24
I2(R) − 1
14
I2(R) 0
Fermion 2I2(R)Dε −I2(R) 9
14
I2(R) − 1
12
I2(R)
1
7
I2(R) −3
2
I2(R)
Vector −21Dε + 2
2
I2(R)
37
8
I2(R) −159
56
I2(R)
1
8
I2(R) − 3
14
I2(R) 6I2(R)
γ4,1 = γ4,3/2 γ4,2 = γ4,4/2 γ4,5 γ4,6 γ4,7 γ4,8
Scalar
7
32
Λ(R)
1
32
Λ(R)
1
48
I2(R)
1
336
I2(R)
7
32
I4(R)
1
32
I4(R)
Fermion
1
2
Λ(R)
7
8
Λ(R)
1
48
I2(R)
19
336
I2(R)
1
2
I4(R)
7
8
I4(R)
Vector
261
32
Λ(R)
243
32
Λ(R) − 3
16
I2(R) − 27
112
I2(R)
261
32
I4(R)
243
32
I4(R)
Table 3: Wilson coefficients of the effective operators for SU(N) or SO(N 6= 8) gauge bosons, as induced
by a set of complex fields of spin 0, 1/2, and 1 transforming under the representation R. For real fields, all
the coefficients should be halved.
There are thus two operator combinations that never occur in the one-loop effective action. From an
effective theory point of view, this should remain true in most cases since it derives from the symmetry of
the amplitude. A necessary condition beyond one-loop is the absence of diagrams where the color flow is
disconnected, that is, where a product of traces over the generators occurs instead of a single trace. This
never happens if only one heavy state is integrated out, but could arise in more general settings. For example,
in the SM, integrating out heavy quarks together with the Higgs boson, the diagrams in Fig. 5 arise at two
loops. Since the CP-conserving effective Higgs coupling to two gluons is of the form h0GaµνG
a,µν , it is clear
that the Higgs boson exchange in Fig. 5b contribute to γ4,1 but not to γ4,3.
The coefficients for a complex field (fermion, scalar, vector particle) circulating in the loops are given in
Table 3. Those for a self-conjugate particle are half of those quoted there. Indeed, when the propagator is not
oriented, some Feynman diagrams get an extra symmetry factor 1/2, while for others, the loop momentum
cannot be reversed and runs in only one direction. This latter situation also brings a factor 1/2 because
(T aR)
T = −T aR for a real representation. For example, instead of Eq. (31), the triangle diagrams are now
tuned by
Tr(T aRT
b
RT
c
R)
∣∣
self−conjugate =
1
2
Tr(T aR[T
b
R, T
c
R]) =
1
2
iI2(R)f
abc . (39)
Similarly, the coefficients for the four-point amplitude satisfy
Cabcd1
∣∣
self−conjugate = Tr(T
a
RT
b
RT
d
RT
c
R) =
1
2
(Tr(T aRT
c
RT
d
RT
b
R) + Tr(T
a
RT
c
RT
d
RT
b
R)) =
1
2
Cabcd1 . (40)
We checked this property of the coefficients for two physically relevant cases: the contribution to the gluon
coefficients of the SU(5) Higgs bosons HaG and of the MSSM gluinos, both self-conjugate fields transforming
in the adjoint representation of SU(3)C .
4.1 Reduction to SU(3) and SU(2)
The general basis of effective operators reduces immediately to SU(3) by removing the quartic invariant
operators, i.e., by setting γ4,7 and γ4,8 to zero. For the fundamental representation, I
SU(3)
2 (F) = 1/2 and
ΛSU(3)(F) = 1/24, and we recover the results of Table 2. But, an interesting feature appears for more
general representations. A priori, as the representation get larger, one would expect the strength of the
effective interactions to increase mechanically due to the increased number of particles circulating in the
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Figure 6: Evolution of Λ(R) as a function of the dimension N(R) for SU(2) and SU(3). In the former case,
we denote the first few representations by the corresponding isospin. In the SU(3) case, several branches are
apparent, each starting with a real representation. The horizontal dashed lines depict the Euler-Heisenberg
value, identified as Λ(1) = 1/3 for a charge-one loop particle from Eq. (48).
loop. However, we show in Fig. 6 that Λ(R) grows much faster than N(R). The fastest growth happens
for representations which are the symmetric tensor products of the fundamental representations, for which
Λ(R) ∼ N(R)3. For instance, Λ(3) = 1/24 but Λ(6 = 3 ⊗S 3) = 17/24, Λ(10 = 3 ⊗S 3 ⊗S 3) = 99/24,
and Λ(15 = 3⊗S 3⊗S 3⊗S 3) = 371/24. The adjoint representation is not on this series, but the effective
interactions are nevertheless stronger than naively expected from the dimension since ΛSU(3)(8) = 3/4 =
18×ΛSU(3)(3). Interestingly, this corresponds to physically sensible scenarios, for example that of the gluinos
in the MSSM for which (including the 1/2 factor for self-conjugate particles):
1
2
× g
4
S
6!pi2m4g˜
γ4,1 = −1
2
× 1
2
18
g4S
6!pi2m4g˜
=
αS
10m4g˜
, (41)
which is an order of magnitude larger than the coefficient of the effective photon interactions of the Euler-
Heisenberg Lagrangian.
For SU(2), the effective Lagrangian gets simpler thanks to the identity
fabef cde → εabeεcde = δacδbd − δadδbc , (42)
which permits to get rid of two operators. Expressing the remaining four operators explicitly in terms of the
SU(2) triplet states denoted as {W−µ ,W 3µ ,W+µ }:
L
(4)
eff,SU(2)L
=
(γ4,1 + γ4,3)g
4
6!pi2m4
(W 3µνW
3,µν)2 +
(γ4,2 + γ4,4)g
4
6!pi2m4
(W 3µνW˜
3,µν)2
+
4(γ4,1 + γ4,5)g
4
6!pi2m4
W 3µνW
3,µνW+ρσW
−,ρσ +
4(γ4,2 + γ4,6)g
4
6!pi2m4
W 3µνW˜
3,µνW+ρσW˜
−,ρσ
+
4(γ4,3 − γ4,5)g4
6!pi2m4
|W 3µνW+,µν |2 +
4(γ4,4 − γ4,6)g4
6!pi2m4
|W 3µνW˜+,µν |2
+
2(2γ4,1 + γ4,3 + γ4,5)g
4
6!pi2m4
(W+µνW
−,µν)2 +
2(γ4,4 − γ4,6)g4
6!pi2m4
|W+µνW˜+,µν |2
+
2(γ4,3 − γ4,5)g4
6!pi2m4
|W+µνW+,µν |2 +
2(2γ4,2 + γ4,4 + γ4,6)g
4
6!pi2m4
(W+µνW˜
−,µν)2 . (43)
These operators and coefficients are obtained from the effective action, and are independent of the invariant
mass of the external states. Thus, they remain valid for massive external weak bosons, at least as long as
m is sufficiently large compared to MZ,W . An important caveat though, of relevance for the SM, is the
presence of chiral fermions. Those cannot be massive without breaking the gauge symmetry, so the inverse
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mass expansion is defined only in the broken phase. Non-gauge invariant operators can then arise, at both
the O(m0) and O(m−2) level.
Concerning the strength of the effective interactions, here also Λ(R) grows much faster than N(R). Ac-
tually, as the SU(2) representations are smaller than those of SU(3), the increase is much more pronounced,
with Λ(R) ∼ N(R)5, see Fig. 6. So, while Λ(F) = 1/24, it is already an order of magnitude stronger for the
adjoint representation, Λ(3) = 2/3 = 16× Λ(2).
To close this section, it is instructive to look at the application of the SU(N) result from a group-theoretic
perspective. Up to now, the SU(2) and SU(3) effective Lagrangians are obtained simply by setting N = 2
or N = 3 in the general result. But, if SU(N) is large enough to contain an SU(2) or SU(3) subalgebra,
we could also ask where these pieces are in the general SU(N) Lagrangian. More generally, consider the
effective Lagrangian for a representation RM of SU(M). These N(RM ) states organize themselves into
representations of SU(N) ⊂ SU(M), that is, RM branches into a direct sum of SU(N) representations RN .
So, from the SU(N) perspective, the SU(M) coefficients encode the circulation of a collection of states in
the loop. Since these contributions simply add up, the SU(M) coefficients must be the sum over the SU(N)
coefficients for all the RN representations present in the representation RM . Going back to Eq. (35), we
must thus have
1
6
Dabcd0 = I4(RM )d
abcd
M + ΛN (RM )(δ
abδcd + δacδbd + δadδbc)
=
∑
RN⊂RM
I4(RN )d
abcd
N +
∑
RN⊂RM
ΛN (RN )(δ
abδcd + δacδbd + δadδbc) , (44)
where the indices a, b, c, d are understood to denote those SU(M) generators that correspond to the SU(N)
subalgebra. The main difficulty though is that even restricted to those particular generators, dabcdM 6= dabcdN
because the definition of the quartic invariant involves different functions ΛN and ΛM . To proceed, let us
assume that the fundamental representation has the branching rule FM → FN . Knowing that by definition,
I4(FM ) = I4(FN ) = 1, we find
I4(RM ) =
∑
RN⊂RM
I4(RN ) , (45a)
I4(RM )(ΛN (FN )− ΛM (FM )) + ΛM (RM ) =
∑
RN⊂RM
ΛN (RN ) . (45b)
Using the numbers quoted in Appendix B and the branching rules in Ref. [53], one can check that the two
formulas are valid for SU(3) ⊂ SU(4) and SU(4) ⊂ SU(5). The second one also applies to SU(2) ⊂ SU(3)
in which case it becomes a sum rule for the Λ functions since I4(R) = 0 in SU(3). From a calculation point
of view, once the branching rules of the SU(M) representations are known, these equations are particularly
powerful, with the second one even allowing to compute I4(RM ) in terms of ΛN and ΛM , that is, entirely
in terms of the quadratic invariants I2(RN ) and I2(RM ).
Thanks to the convention Eq. (36), the branching rule for the I4 invariant is very simple [33], but there is
a price to pay. Some part of the γ4,7 and γ4,8 operators of SU(M) are moved into the γ4,1 to γ4,4 operators
of SU(N < M). This is due to the very definition of the operators in terms of different quartic symbols, and
not related to the loop structure of the amplitude or the specific branching rules. For example, if for some
unification group a specific mechanism is found that generates only γ4,7 and γ4,8, the four operators tuned
by γ4,1 to γ4,4 are in general present once the symmetry is spontaneously broken simply because the d
abcd
symbol is defined differently within the surviving subalgebra.
4.2 Reduction to U(1)
Comparing the SU(N) coefficients γ4,i in Table 3 with the Euler-Heisenberg results in Table 1, the two clearly
appear related. Heuristically, it is simple to understand this relationship by adapting the decomposition
Eq. (32) to the U(1) case. When only a single generator occurs, C1 = C2 = C3 = 2Q
4. This ensures the
cancellation of the UV divergence, and more generally the absence of all the operators tuned by the structure
constants. The whole amplitude is then proportional to
D0 ≡ C1 + C2 + C3 = 6Q4 . (46)
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Figure 7: Quark loops generating the effective dimension-eight photon-gluon interactions.
Since the same factor of 6 occurs in the SU(N) result in Eq. (35), it is clear that γEH4,1 and γ
EH
4,2 can be obtained
equivalently from γ
SU(N)
4,1 , γ
SU(N)
4,2 with Λ(R)→ Q4 or from γSU(N)4,7 , γSU(N)4,8 with I4(R)→ Q4, in agreement
with Table 3 and Table 1. Obviously, this line of reasoning is a naive identification of the coefficients of the
loop functions, not a group-theoretic reduction of SU(N) down to one of its U(1) subgroup.
To perform a true reduction, let us denote T a one of the diagonal generators of the Cartan algebra of
SU(N). This generator induces a U(1)α ⊂ SU(N) for which the SU(N) effective Lagrangian reduces to
L
(4)
eff (U(1)α ⊂ SU(N)) = (γ4,1 + γ4,3 + dααααγ4,7)
g4S
6!pi2m4
GαµνG
α,µνGαρσG
α,ρσ
+ (γ4,2 + γ4,4 + d
ααααγ4,8)
g4S
6!pi2m4
GαµνG˜
α,µνGαρσG˜
α,ρσ . (47)
The Euler-Heisenberg result must arise from a combination of six of the eight SU(N) operators, including
those involving the quartic invariant. Looking back at their values in Table 3 for a given representation R,
this reduction matches the results in Table 1 for scalar, fermion, and vector provided a single condition is
satisfied:
3Λ(R) + dααααI4(R) =
∑
qα∈R
q4α . (48)
The sum on the right-hand side is carried over all the states in the representation R. To see that this
condition holds in general, it suffices to go back to the very definition of the quartic invariant, Eq. (91),
which becomes for a single generator:
1
4!
S Tr(TαRT
α
RT
α
RT
α
R) = Tr((T
α
R)
4) = I4(R)d
αααα + 3Λ(R) . (49)
Since TαR is diagonal, the trace collapses to a sum over the quartic power of its eigenvalues, i.e., over the
quartic power of the U(1)α charges of the states of the representation R. The final step to match Table 1 is
to rescale the generator TαR to properly normalize the U(1)α charge in units of Q. Note that this relation can
be trivially generalized to other Casimir invariants. In particular, for the dimension-four and six operators,
I2(R) = Tr((T
α
R)
2) =
∑
qα∈R q
2
α, showing that the αi coefficients for SU(N) reduce to those for QED under
the naive substitution I2(R)→ Q2 in Table 3.
Numerical applications to illustrate this formula are in Appendix B. Note that for both SU(2) and SU(3),
there is no quartic invariant and the Euler-Heisenberg coefficients for a single unit charge state are formally
obtained setting Λ(1) = 1/3 in Eq. (48). This value is plotted in Fig. 6 for comparison.
4.3 Reduction to factor groups
The general result also reduces to mixed interactions, involving the gauge bosons of two different algebras.
Before investigating this reduction, let us directly compute them using FeynArts models. For that, we
consider the photon-gluon interactions induced by quark, squark, or SU(5) leptoquark loops in the non-
linear gauge (see Fig. 7). It is then a simple matter to generalize the results obtained for the fundamental
SU(3)C representation to that for generic SU(N) representations. The loops are finite and the effective
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interactions start at the dimension-eight level,
L
(4)
eff (U(1)⊗ SU(N)) = α1
g21g
2
n
6!pi2m4
FµνF
µνGaρσG
a,ρσ + α2
g21g
2
n
6!pi2m4
Fµν F˜
µνGaρσG˜
a,ρσ
+ α3
g21g
2
n
6!pi2m4
FµνG
a,µνFρσG
a,ρσ + α4
g21g
2
n
6!pi2m4
FµνG˜
a,µνFρσG˜
a,ρσ
+ β1
g1g
3
n
6!pi2m4
dabcFµνG
a,µνGbρσG
c,ρσ + β2
g1g
3
n
6!pi2m4
dabcFµνG˜
a,µνGbρσG˜
c,ρσ , (50)
where g1 and gn denote the U(1) and SU(N) coupling constants, respectively. The numerical values of the
Wilson coefficients are in Table 4. They are invariant under charge conjugation since Q(R∗) = −Q(R),
I2(R
∗) = +I2(R), and I3(R∗) = −I3(R), and they obviously vanish for a real representation. Note in
particular that the SU(5) leptoquarks give βi < 0 since the electric charge of the antitriplet is positive,
Q(3¯) = +
√
5/12.
The first four interactions are immediately extended to the case of two SU(N) and two SU(M) gauge
bosons. Specifically, the operators are then
L
(4)
eff (SU(M)⊗ SU(N)) = α1
g2mg
2
n
6!pi2m4
W iµνW
i,µνGaρσG
a,ρσ + α2
g2mg
2
n
6!pi2m4
W iµνW˜
i,µνGaρσG˜
a,ρσ
+ α3
g2mg
2
n
6!pi2m4
W iµνG
a,µνW iρσG
a,ρσ + α4
g2mg
2
n
6!pi2m4
W iµνG˜
a,µνW iρσG˜
a,ρσ , (51)
where gm and gn denote the SU(M) and SU(N) coupling constants, respectively. Looking at Fig. 7a, it is
easy to realize that the coefficients are obtained from those for U(1) in Table 4 by replacing Q(R)2I2(R)→
IM2 (RM )I
N
2 (RN ) when the particles in the loop are in the (RM ,RN ) representation of SU(M)⊗ SU(N).
For the SM, the case SU(2)L⊗SU(3)C is immediately obtained in the {W−µ ,W 3µ ,W+µ } basis by replacing
W iµνW
i,µν = W 3µνW
3,µν + 2W+µνW
−,µν and gn → g, gm → gS . Note however that the same caveat as for the
effective interactions in Eq. (43) applies. In the presence of chiral fermions, these interactions are not leading
and dimension-six operators of O(m−2) appear, like for example G˜aµνGa,νρZµρ or ZµZρGaµνGa,ρν inducing
Z → ggg [54] and gg → ZZ [55]. The only exceptions are the Z → ggγ [56] and Z → γγγ [57] interactions
for on-shell gluons and photons, which still start at O(m−4) for chiral fermions because the γ5 term of the Z
boson coupling to fermions cancels out. On-shell, these effective interactions are simply obtained from the
γγ → gg and γγ → γγ results by rescaling of one photon couplings to match that of the Z boson.
Because U(1) ⊗ SU(N) ⊂ SU(M > N + 1), the αi, βi coefficients in Table 4 are directly related
to the γ4,i in Table 3, which is not very surprising comparing their values. As for the reduction down
to U(1) in the previous section, this can be understood looking at the coefficients of the loop functions.
For the αi coefficients, the decomposition Eq. (32) becomes C
ab
1 = C
ab
2 = C
ab
3 = 2I2(R)Q
2δab, hence
Dab0 = 6I2(R)Q
2δab. Comparing with Eq. (35), we see that αi = 2γ4,i with the replacement Λ(RM ) →
Q(RN )
2I2(RN ) in Table 3. The factor of two comes from the two ways of identifying the U(1) and SU(N)
gauge bosons, e.g. (GaµνG
a,µν)2M → 2(FρσF ρσ)(GaµνGa,µν)N . A similar reasoning can be done for the βi
coefficients.
To go beyond a naive identification of the loop functions, let us denote T a the Cartan generator of SU(M)
generating U(1) and T i, i = 2, ..., N2 − 1 those generating SU(N). Because [Tα, T i] = 0 implies fαia = 0,
the UV divergent contributions disappear and the γ
SU(M)
4,5 and γ
SU(M)
4,6 operators do not contribute to the
U(1) ⊗ SU(N) effective operators. For the other coefficients, consider a specific representation of SU(M)
with branching rule RM →
∑
RN , and denote qα(RN ) the U(1)α charge of the states of the representation
RN . Mathematically, this branching rule means N
2 of the TRM generators of SU(M) can be brought to a
block diagonal form. Those corresponding to SU(N) have blocks containing the SU(N) generators in the
representation RN , while the T
α generator is a diagonal matrix containing all the qα(RN ) charges, which
are constant over each block since [Tα, T i] = 0. The fully symmetrized trace with two or three SU(N)
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α1 = α3/2 α2 = α4/2 β1 β2
Scalar
7
16
Q(R)2I2(R)
1
16
Q(R)2I2(R)
7
32
Q(R)I3(R)
1
32
Q(R)I3(R)
Fermion Q(R)2I2(R)
7
4
Q(R)2I2(R)
1
2
Q(R)I3(R)
7
8
Q(R)I3(R)
Vector
261
16
Q(R)2I2(R)
243
16
Q(R)2I2(R)
261
32
Q(R)I3(R)
243
32
Q(R)I3(R)
Table 4: Wilson coefficients of the effective operators for the mixed operators, as induced by a complex field
(scalar, fermion, vector boson) in the representation R of SU(N) with U(1) charge Q(R). The αi coefficients
for two SU(N) and two SU(M) gauge bosons are obtained by replacing Q(R)2I2(R)→ IM2 (RM )IN2 (RN ).
generators then necessarily take the form
1
4!
S Tr(TαRT
α
RT
i
RT
j
R) = Λ(RM )δ
ij + dααijI4(RM ) =
∑
RN⊂RM
qα(RN )
2I2(RN )δ
ij , (52)
1
4!
S Tr(TαRT
i
RT
j
RT
k
R) = d
αijkI4(RM ) =
1
4
∑
RN⊂RM
qα(RN )I3(RN )d
ijk . (53)
This shows how the αi and βi coefficients of U(1) ⊗ SU(N) arise from the γ4,i coefficients of the general
SU(M > N + 1) effective Lagrangian. Computationally, to check these identities requires first to work out
the relationship between the symmetric symbols. In general, all we can say from the block-diagonal structure
of the generators is that dααijM = η1δ
ij and dαijkM = η2d
ijk
N (see Eq. (106)), but the proportionality constants
η1 and η2 depend on how U(1)⊗SU(N) is embedded into SU(M). This is illustrated in Appendix B, where
Eq. (53) is used to derive the quartic Casimir invariant I4 of SU(5) out of the anomaly coefficients I3 of
SU(3).
As an interesting corrolary of this exact reduction, the identities in Eq. (38) remain valid and imply
α1,2 = α3,4/2. So, there are only two indepedent operators at the one loop level, no matter the spin and
representation of the particle in the loop. As before, this is not true in general if more than a single field is
integrated out. For example, the analogue of the Higgs boson exchange shown in Fig. 5b contributes to α1
only since the effective Higgs boson couplings to photons and gluons are h0FµνF
µν and h0GaµνG
a,µν .
5 Conclusion
In this paper, the effective action for gauge theories is revisited. Integrating out some heavy charged fields,
self-interactions among gauge bosons are encoded into effective operators. Using the diagrammatic approach,
we explicitly constructed these interactions up to the dimension-eight level, and computed their coefficients
as induced by loops of heavy particles of spin 0, 1/2, or 1. More specifically,
• To set the stage and identify possible issues, we first reviewed in details the construction of the off-shell
effective couplings for photons. In the diagrammatic approach, integrating out fermions or scalars is
straightforward and we recover the usual Euler-Heisenberg result. For heavy vector fields, the matching
does not proceeds as trivially. Indeed, in the ’t Hooft-Feynman gauge, the gauge-fixing term required
for the massive vector fields breaks the U(1) gauge invariance. Consequently, the off-shell four-photon
amplitude fails to satisfy the QED Ward identities, and the usual procedure to construct the effective
action breaks down. To solve this problem, we adopted the strategy of Ref. [32] and quantized the
SM in the non-linear gauge. Matching is then consistent off-shell, and the diagrammatic approach
closely parallels the path integral-based Covariant Derivative Expansion method [25, 26]. The Wilson
coefficients in that gauge are shown in Table 1.
• The calculation of the photon EFT was then extended to the QCD gluon EFT. The most general
basis of gluonic operators up to dimension-eight is quite different from the QED case due to the non-
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abelian nature of QCD [24]. We computed explicitly the coefficients of the effective operators for
a scalar, fermion or vector in the fundamental representation. The final results for the coefficients
are given in Table 2. As for photons, integrating out heavy vector fields requires dealing with gauge
dependences. Our strategy was to use the minimal SU(5) GUT model, spontaneously broken by an
adjoint Higgs scalar down to the unbroken SM gauge group, and quantized using a non-linear gauge
condition preserving the SM gauge invariance. Twelve of the SU(5) gauge bosons become massive in
the process, and those fields have precisely the quantum numbers needed to induce the effective gluon
couplings. This construction is detailed in Appendix A. Technically, it should be mentioned that this
non-linear gauge has the additional nice feature of drastically reducing the number of diagrams for a
given process.
• We then extended the computation done in the QCD case to generic Lie gauge groups, taking SU(N),
U(1)⊗ SU(N), and SU(M)⊗ SU(N) as examples, and allowing the heavy particle to sit in arbitrary
representations. The coefficients for a complex field of spin 0, 1/2, or 1 circulating in the loops are given
in Table 3 for SU(N) and in Table 4 for non-simple gauge groups. One feature apparent in these tables
is worth stressing. At one loop, some operators are redundant no matter the representation or spin of
the particle circulating in the loops. From our Eq. (38), we conclude that two operator combinations
never occur in the one-loop effective action for SU(N) gauge bosons. This implies in particular that
only four instead of six operators are required for QCD, and only two instead of four operators are
sufficient to describe the two gluon-two photon interactions. Finally, it should be mentioned that
generalizing the QCD result to an arbitrary Lie algebra required a careful analysis of quartic Casimir
invariants. While all the needed information can be dig out of the available literature [33,34], it seems
to us a short review detailing all the definitions and conventions, and with emphasis on practical use
in loop calculations, was lacking and so, it is included in Appendix B.
• On a more technical note, the relationship between effective action and Feynman diagram matching
was carefully analyzed. Specifically, the effective action can be computed from the one-loop 1PI off-
shell amplitudes. In this way, the coefficients of all the operators, including those vanishing under
the equation of motion, are obtained. However, these coefficients are not necessarily gauge-invariant.
Actually, since the matching is possible only using a non-linear gauge fixing, they are well-defined in that
gauge only. This is to be compared to the computation of the coefficients using on-shell processes, where
the physical on-shell one-loop amplitudes are matched onto a subset of operators. Those operators that
vanish under the EOM are absent, so the whole effective action is never reproduced. Further, from a
calculation point of view, matching with on-shell processes requires dealing with both 1PI and non-1PI
amplitudes. For example, the coefficient of the three-gluon-field strength operator fabcGa νµ G
b ρ
ν G
c µ
ρ
cannot be obtained from a three-gluon process since it is kinematically forbidden. Instead, it has to be
extracted alongside all the four-gluon-field strength operators by matching onto the four-gluon physical
amplitudes.
Altogether, the construction of the effective gauge-boson Lagrangian up to dimension-eight is now fully
under control in the diagrammatic approach. The operator bases are confirmed, their group-theoretic proper-
ties clarified, and the coefficients are known for the standard benchmark scenarios of heavy scalars, fermions,
and vector bosons. Phenomenologically, though the four-gluon or four weak boson effective couplings is un-
likely to be ever seen, given the presence of such a coupling in the tree-level Lagrangian, there may be some
room for γγ → gg. In any case, having laid out a well-defined strategy to construct fully general effective
actions involving gauge bosons will prove useful in the future.
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A SU(5) gauge bosons in the non-linear gauge
This appendix is not intended as a review of the minimal SU(5) model. Rather, it is meant as a guide
to construct the Lagrangian of SU(5) broken down to SU(3)C ⊗ SU(2)L ⊗ U(1)Y , quantized using a non-
linear gauge-fixing term, in a form suitable for automatic calculation tools. The main point is to input all
the Lagrangian terms in a consistent and tractable way. This requires to set a number of conventions and
definitions, so we found it useful to detail them here.
The starting point is to input the SU(5) gauge bosons, and write them in terms of those of the SU(3)C⊗
SU(2)L ⊗ U(1)Y gauge group. For that, we start from the branching rule of the adjoint representation 24:
24 = (8,1)0 + (1,3)0 + (3,2)5 + (3¯,2)−5 + (1,1)0 . (54)
Denoting by A,B, ... = 1, ..., 24 the SU(5) adjoint indices, a, b, ... = 1, ..., 8 the adjoint color indices, and
i, j, ... = 1, 2, 3 the fundamental SU(3) indices, the twenty-four AµA gauge bosons are identified as the octet
of gluons (8⊗ 1)0 ∼ Gµi = Aµi , a = 1, ..., 8, the triplet of weak bosons (1⊗ 3)0 ∼ W±µ = (Aµ9 ∓ iAµ10)/
√
2,
Wµ3 = A
µ
11, and the singlet (1 ⊗ 1)0 ∼ Bµ = Aµ24. The remaining fields are the twelve leptoquark gauge
bosons and their conjugate fields in the (3¯ ⊗ 2)5/3 and (3 ⊗ 2¯)−5/3 representation, respectively. We define
these fields as Xµ±1 = (A
µ
12 ± iAµ13)/
√
2, Y µ±1 = (A
µ
18 ± iAµ19)/
√
2 and so on. Note that leptoquarks are
charged under all the SM gauge groups, and those with positive hypercharge transform like antiquarks
under SU(3)C .
Since the adjoint is contained in 5 ⊗ 5¯ = 24 ⊕ 1, all these identifications of the gauge fields can be put
together to construct a traceless 5× 5 matrix for the SU(5) gauge fields:
Aµ = AµAT
A =
 T
a
ijG
a
µ − 1√15Bµδij 1√2Xi−µ 1√2Y i−µ
1√
2
Xj+µ
1
2W
3
µ +
3
2
√
15
Bµ
1√
2
W+µ
1√
2
Y j+µ
1√
2
W−µ − 12W 3µ + 32√15Bµ
 , (55)
where TA are the conventional SU(5) generators in the fundamental representation, normalized as Tr(TATB) =
δAB/2. This identification is compatible with the eigenstates of the electric charge operator,
Q = T 11 +
√
5/3T 24 , [Q,Aµ] =
1√
2
 0 −4/3Xi−µ −1/3Y i−µ4/3Xj+µ 0 +W+µ
1/3Y j+µ −W−µ 0
 , (56)
with the normalization of the hypercharge operator Y = 2
√
5/3T 24. In practice, we have used the Mathe-
matica package FeynArts [38] and FeynCalc [39]. Both allow to keep the summations over the SU(3) indices
as implicit, so Aµ is truly input as the 3×3 matrix of Eq. (55). Once all the relevant pieces of the Lagrangian
are encoded, it is then a simple matter to extract the Feynman rules and export them to FeynArts. Let us
now review the Lagrangian terms of relevance to us.
Gauge interactions
The gauge self-couplings derive from the Yang-Mills kinetic term
Lgauge = −1
2
〈AµνAµν〉 = −1
4
AAµνA
A,µν , (57)
with the field strength
Aµν = ∂µAν − ∂νAµ − ig5[Aµ,Aν ] = (∂µAAν − ∂νAAµ + gfABCABµACν )TA . (58)
The SU(5) structure constants are defined as [TA, TB ] = ifABCTC . An explicit calculation shows that there
are 68 non-zero fABC , plus antisymmetric permutations of the indices. Among them there are the nine fabc
of SU(3) and the single εijk of SU(2), which reproduce the QCD and electroweak self-interactions. All the
other non-zero structure constants are fABC with A,B = 12, ..., 23 and C = 1, ..., 11, 24. In other words,
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they involve twice the leptoquark fields, as can be expected since these particles are charged under the three
SM gauge groups. The same g5 occurs for all the interactions between gauge bosons. In explicit form,
Lgauge = −1
2
〈(∂µAν − ∂νAµ)(∂µAν − ∂νAµ) + 4ig5AµAν(∂µAν − ∂νAµ)− 2g25AµAν [Aµ,Aν ]〉
= −1
4
GaµνG
a,µν − 1
2
W+µνW
−,µν − 1
4
W 3µνW
3,µν − 1
4
BµνB
µν
− 1
2
(DµX
+
ν −DνX+µ )i(DµX−ν −DνX−µ)i −
1
2
(DµY
+
ν −DνY +µ )i(DµY −ν −DνY −µ)i
+ ig5G
a
µν(X
j+
µ (−T aji)Xi−ν + Y j+µ (−T aji)Y i−ν ) + i
g5√
2
(W+,µνY i+µ X
i−
ν +W
−,µνXi+µ Y
i−
ν )
+ i
g5
2
W 3,µν(Xi+µ X
i−
ν − Y i+µ Y i−ν ) + ig5
√
15
6
Bµν(Xi+µ X
i−
ν + Y
i+
µ Y
i−
ν ) +O((X,Y )4) , (59)
where the weak and strong field strengths are understood to contain their respective non-abelian terms, as
Gaµν = ∂νG
a
µ − ∂µGaν + g5fabcGbµGcν → GaµνT a = ∂νGaµT a − ∂µGaνT a − ig5[GbµT b, GcνT c] ,
W i,µν = ∂νW
i
µ − ∂µW iν + g5εijkW jµW kν →

W 3,µν = ∂νW
3
µ − ∂µW 3ν + ig5(W−µ W+ν −W+µ W−ν ) ,
W+,µν = ∂νW
+
µ − ∂µW+ν + ig5(W+µ W 3ν −W 3µW+ν ) ,
W−,µν = ∂νW−µ − ∂µW−ν + ig5(W 3µW−ν −W−µ W 3ν ) .
The covariant derivative Dµ = ∂µ1 − ig5TAAµA acting on the twelve leptoquarks living in the (3¯ ⊗ 2)5/3
representation is
(Dµ)ijX
j+
ν = ∂µX
i+
ν − ig5
(
Xj+ν (−T aji)Gaµ +
1
2
W 3µX
i+
ν +
1√
2
W+µ Y
i+
ν + y
5
6
BµX
i+
ν
)
, (60)
(Dµ)ijY
j+
ν = ∂µY
i±
ν − ig5
(
Y j+ν (−T aji)Gaµ −
1
2
W 3µY
i+
ν +
1√
2
W−µ X
i+
ν + y
5
6
BµY
i+
ν
)
, (61)
where y =
√
3/5 is the hypercharge normalization. Finally, O((X,Y )4) denotes quartic interactions among
X and Y gauge bosons which are of no interest for our purpose. It is interesting to remark that the SM
gauge invariance is satisfied separately for the X,Y kinetic terms (thanks to the covariant derivatives), the
magnetic interactions (the BµνX
µXν and similar), and the O((X,Y )4) interactions. At the level of the SM,
the strength of the magnetic and O((X,Y )4 interactions are thus unconstrained, and these could even be
absent. On the contrary, here their relative strengths is fixed by the underlying SU(5) gauge invariance.
The situation is similar in the SM, with the relative strength of the (DµW
+
ν −DνW+µ )(DµW−ν −DνW−µ)
and FµνW
+
µ W
−ν interactions fixed by the underlying SU(2)L ⊗ U(1)Y symmetry.
Scalar interactions
In the present work, we are only interested in the initial breaking stage
SU(5)→ SU(3)C ⊗ SU(2)L ⊗ U(1)Y . (62)
For that, we need a scalar in the adjoint representation, H¯24 =
√
2HATA. Note that H¯24 = H¯
†
24, since
the adjoint is a real representation, and further assuming a H¯24 → −H¯24 symmetry to get rid of cubic
interactions, the most general Lagrangian is
Lscalar = 1
2
〈DµH¯24DµH¯24〉+ µ
2
2
〈H224〉 −
a
4
〈H224〉2 −
b
2
〈H424〉 . (63)
The breaking of the SU(5) symmetry arises when H¯24 gets its vacuum expectation value 〈0|H¯24|0〉 ∼ v5 > 0,
which happens for µ2 > 0. There are two classes of minima, depending on the sign of b. First, it is possible
to find values of µ, a, and b < 0 such that the minimum is of the form 〈0|H¯24|0〉 = diag(v, v, v, v,−4v).
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This corresponds to SU(5) → SU(4) ⊗ U(1). The second class occurs for b > 0 and is such that 〈0|H¯24|0〉
commutes with the SU(3)C , SU(2)L, and U(1)Y generators:
H024 = 〈0|H¯24|0〉 =
1√
2
v5 diag(1, 1, 1,−3/2,−3/2) = −v5
√
15/4T 24, v25 =
4µ2
15a+ 7b
. (64)
The value of v5 is found by requiring that this is a global minimum of the potential, which asks for 15a+7b > 0.
Plugging this constraint in the scalar potential and writing
H24 = H¯24 −H024 =
√
2
 T
a
ijH
a
G − 1√15H0Bδij 1√2H
i−
X
1√
2
Hi−Y
1√
2
Hj+X
1
2H
3
W +
3
2
√
15
H0B
1√
2
H+W
1√
2
Hj+Y
1√
2
H−W − 12H3W + 32√15H0B
 , (65)
the Higgs boson masses are found to be
M2HiW
= 4M2HaG = 5bv
2
5 , M
2
HB = 2µ
2 , M2HiX,Y
= 0 .
Note that the
√
2 is conventional; it ensures a correctly normalized kinetic terms given the Lagrangian in
Eq. (63). Additional couplings involving three and four scalars are derived from the potential, with the
former all proportional to v5.
To get the scalar couplings to gauge bosons, it then suffices to expand the covariant derivative, with for
the adjoint representation,
DµH¯24 = ∂
µH¯24 − ig5
[
Aµ, H¯24
]
= ∂µH24 − ig5 [Aµ,H24]− ig5
[
Aµ,H024
]
. (66)
This gives
1
2
〈DµH¯24DµH¯24〉 → 1
2
〈∂µH24∂µH24〉+ Lmass + Lmix + Lgauge-Higgs . (67)
The Lmass couplings are just the leptoquark mass terms,
Lmass = −1
2
g25〈
[
Aµ,H
0
24
] [
Aµ,H024
]〉 = 25
16
g25v
2
5
(
Xi+µ X
i−µ + Y i+µ Y
i−µ) , (68)
so MXY = 5g5v5/4. The Lmix piece induces mixings between the Xµ and Y µ gauge bosons and their
associated WBG bosons,
Lmix = −ig5〈
[
Aµ,H
0
24
]
∂µH24〉 = iMXYXk−µ ∂µHk+X + iMXY Y k−µ ∂µHk+Y + h.c. . (69)
The other couplings involve gauge and scalar bosons,
Lgauge-Higgs = −ig5〈[Aµ,H24] ∂µH24〉 − g25〈
[
Aµ,H
0
24
]
[Aµ,H24]〉 − g
2
5
2
〈[Aµ,H24] [Aµ,H24]〉 . (70)
The explicit forms can easily be worked out and will not be given here. Remark though that because all the
SM gauge bosons disappear from
[
Aµ,H
0
24
]
, LAAH only couples scalars to the massive gauge bosons, with
couplings proportional to their mass.
Gauge-fixing and ghost interactions
The next step to quantize this theory is to fix the gauge, and add the corresponding ghost terms. The
general ansatz in linear Rξ gauge is to define the constraint in terms of the WBG as
G =
√
2∂µA
µ + ξMXY
 0 iHi−X iHi−Y−iHj+X 0 0
−iHj+Y 0 0

=

√
2T aij∂
µGaµ −
√
2
15∂
µBµδij ∂
µXi−µ + iξMXYH
i−
X ∂
µY i−µ + iξMXYH
i−
Y
∂µXj+µ − iξMXYHj+X 1√2∂µW 3µ +
√
3
10∂
µBµ ∂
µW+µ
∂µY j+µ − iξMXYHj+Y ∂µW−µ − 1√2∂µW 3µ + 32√15∂µBµ
 , (71)
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so that
Lgf = − 1
2ξ
〈G2〉 = −1
ξ
|∂µXk+µ − iξMXYHk+X |2 −
1
ξ
|∂µY k+µ − iξMXYHk+Y |2 (72)
− 1
ξ
|∂µW+µ |2 −
1
2ξ
(∂µW 3µ)
2 − 1
2ξ
(∂µBµ)
2 − 1
2ξ
(∂µGaµ)
2 . (73)
Since in practice, all our computations are done in the ’t Hooft-Feynman gauge, a common parameter ξ
is introduced for all the gauge bosons. Obviously, the parameters for Gaµ, Bµ, W
3
µ , and W
±
µ can be all
different since they appear only in the respective propagator and not in any of the vertices. For Xi±µ and
Y i±µ , not taking a common parameter would make life more complicated since those two form an SU(2)L
doublet. When the first line is expanded, the terms linear in MXY precisely cancel those in Lmix, while
those quardratic imply M2HXY = ξM
2
XY as usual. Remember that WBG do not get any mass term from the
scalar potential.
The goal of the non-linear gauge fixing of Ref. [50] is to maintain the unbroken gauge symmetries as
explicit. This requires general covariant derivatives in the constraints involving the massive gauge bosons.
To be able to interpolating between the linear and non-linear gauge, we introduce the parameters αG, αW ,
αB and use
∂µXi+µ → ∂µXi+µ − ig5
(
αGX
j+
ν (−T aji)Gaµ + αW
1
2
W 3µX
i+
ν + αW
1√
2
W+µ Y
i+
ν + αBy
5
6
BµX
i+
ν
)
, (74)
∂µY i+ν → ∂µY i±µ − ig5
(
αGY
j+
ν (−T aji)Gaµ − αW
1
2
W 3µY
i+
ν + αW
1√
2
W−µ X
i+
ν + αBy
5
6
BµY
i+
ν
)
. (75)
Plugging this in Lgf generates new contributions to Lgauge and Lgauge-Higgs. At this stage, one of the interest
of this gauge becomes apparent. The gauge and gauge-WBG Lagrangian of the previous section must be
invariant under the SM gauge symmetry. This means that among the WBG-gauge-gauge interactions, there
are precisely those needed to promote the derivatives in Lmix to covariant ones. But then, having covariant
derivatives in Lgf cancels them out. As a result, when αi = 1, the A−A−WBG couplings get much simpler.
To this constraint corresponds the ghost Lagrangian
Lghost = cA†
(
(−g5)δG
A
δλB
∣∣∣∣
λ=0
)
cB . (76)
To get the variation of GA under a gauge transformation, we first need that of the fields, expressed in the
same physical basis as the gauge bosons and WBG scalars. For the gauge fields, the variation under a gauge
transformation is
δAµ =
1
g5
Dµλ =
1
g5
∂µλ− i [Aµ, λ] , (77)
where the physical basis parameters are defined from λ = λATA in full analogy to the gauge bosons. In
explicit form, reconstructing the individual field transformation,
δGaµ =
1
g5
∂µλaG + f
abcGbµλ
c
G + i(X
i+
µ T
a
ijλ
j−
X − λi+X T aijXj−µ + Y i+µ T aijλj−Y − λi+Y T aijY j−µ ) , (78)
δW+µ =
1
g5
∂µλ+W + iW
+
µ λ
3
W − iW 3µλ+W +
i√
2
(λi+X Y
i−
µ − λi−Y Xi+µ ) , δW−µ = (δW+µ )† , (79)
δW 3µ =
1
g5
∂µλ3W + iW
−
µ λ
+
W − iW+µ λ−W +
i
2
(λi+X X
i−
µ − λi−X Xi+µ − λi+Y Y i−µ + λi−Y Y i+µ ) , (80)
δBµ =
1
g5
∂µλB +
i
2
√
5
3
(λi+X X
i−
µ − λi−X Xi+µ + λi+Y Y i−µ − λi−Y Y i+µ ) , (81)
δXi+µ =
1
g5
∂µλi+X − i(λk+X T akiGaµ −Xk+µ T akiλaG) +
i√
2
(λ+WY
i+
µ − λi+Y W+µ )
+
i
2
(λ3WX
i+
µ − λi+X W 3µ) +
i
2
√
5
3
(λBX
i+
µ − λi+X Bµ) , δXi−µ = (δXi+µ )† , (82)
23
δY i+µ =
1
g5
∂µλi+Y + i(λ
k+
Y T
a
kiG
a
µ − Y k+µ T akiλaG) +
i√
2
(λ−WX
i+
µ − λi+X W−µ )
− i
2
(λ3WY
i+
µ − λi+Y W 3µ) +
i
2
√
5
3
(λBY
i+
µ − λi+Y Bµ) , δY i−µ = (δY i+µ )† . (83)
Similarly, the transformation of the scalar fields in the adjoint representation δHA = fABCHBλC can be
obtained in matrix form
gδH¯24 = i[λ, H¯24]→ δH24 = i[λ,H24] + i[λ,H024] .
We only need the transformation rule of the WBG, since the other scalar fields will not be introduced in the
gauge constraints:
δHi+X = −iHk+X T akiλaG +
i√
2
λ+WH
i+
Y +
i
2
λ3WH
i+
X +
i
2
√
5
3
λBH
i+
X + i
5
4
v5λ
i+
X
+ iλk+X T
a
kiH
a
G −
i√
2
H+Wλ
i+
Y −
i
2
H3Wλ
i+
X −
i
2
√
5
3
HBλ
i+
X , (84)
δHi+Y = −iHk+Y T akiλaG +
i√
2
λ−WH
i+
X −
i
2
λ3WH
i+
Y +
i
2
√
5
3
λBH
i+
Y + i
5
4
v5λ
i+
Y
+ iλk+Y T
a
kiH
a
G −
i√
2
H−Wλ
i+
X +
i
2
H3Wλ
i+
Y −
i
2
√
5
3
HBλ
i+
Y . (85)
Note that these transformation rules imply that only the ghost fields associated to the massive gauge bosons
couple to all the Higgs bosons, as expected from the absence of direct couplings of the scalar fields to SM
gauge bosons.
Once G is expressed in the physical basis (as in Eq. (71) for the linear gauge), the physical gauge
parameters identified from λ, and ghost matrices defined in full analogy as
c = cAT
A =
 T
a
ijc
a
G − 1√15cBδij 1√2c
i−
X
1√
2
ci−Y
1√
2
cj+X
1
2c
3
W +
3
2
√
15
cB
1√
2
c+W
1√
2
cj+Y
1√
2
c−W − 12c3W + 32√15cB
 , (86)
one can proceed by computing−√2g5〈c† δG〉 and replacing each λ by the corresponding ghost, i.e., λB → cB ,
λaG → caG, etc. Given the many possible couplings once a non-linear gauge fixing is imposed, the final
expression are very lengthy and will not be written down here. Let us just remark that only the ghosts
associated to the leptoquarks get massive,
Lghost = ca†G (−∂2)cG + c†B(−∂2)cB + c3†W (−∂2)c3W + c†+W (−∂2)c−W + c†−W (−∂2)c+W
+ c†+X (−∂2 − ξM2XY )c−X + c†−X (−∂2 − ξM2XY )c+X + c†+Y (−∂2 − ξM2XY )c−Y + c†−Y (−∂2 − ξM2XY )c+Y
+ LCCV + LCCH + LCCVV . (87)
Still, the SM ghosts get new interactions with pairs of heavy states (one ghost, one gauge boson). Note also
that LCCVV derives entirely from the non-linear gauge fixing.
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B Casimir invariants of standard Lie algebras
The structure constants of a simple Lie algebra are defined as [T aR, T
b
R] = if
abcT cR, with T
a
R the generators
in the representation R. The quadratic and cubic Casimir invariants are defined in terms of the fully
symmetrized trace over two and three generators
1
2!
S Tr(T aRT
b
R) = Tr(T
a
RT
b
R) ≡ I2(R)dab , (88)
1
3!
S Tr(T aRT
b
RT
c
R) =
1
2
Tr(T aR{T bR, T cR}) ≡
1
4
I3(R)d
abc . (89)
In terms of these two invariants, we can reduce the trace over three generators as
Tr(T aRT
b
RT
c
R) =
1
2
Tr([T aR, T
b
R]T
c
R) +
1
2
Tr({T aR, T bR}T cR) =
I3(R)
4
dabc +
iI2(R)
2
fabc . (90)
The quadratic invariant defines a metric in the generator space. Tr(T aRT
b
R) being positive definite, it is
always possible to choose a basis for the generators so that dab = δab. By convention, the generators are
further normalized so that I2(F) ≡ c, with F the defining representation of dimension N(F) = N and the
constant c usually set to 1/2 or 1. Note also that once dab = δab, T aRT
a
R becomes proportional to the identity,
with T aRT
a
R = (N(A)I2(R)/N(R))1N(R)×N(R) where N(R) denotes the dimension of the representation R,
while A stands for the adjoint representation.
The totally symmetric tensor dabc is normalized such that I3(F) ≡ 1 for unitary groups. It is absent
for orthogonal groups, except for SO(6) isomorphic to SU(4). When defined, the coefficient I3(R) is often
called the anomaly coefficient of the representation R.
Quartic symmetric symbol
To compute traces over four generators, we need to extend the basis to include the quartic symmetric
symbol and its associated invariant (for more information, see Ref. [34]). It is not immediately given by the
fully symmetric trace over four generators because the symmetrized product of two second-order symmetric
symbols is an invariant symmetric tensor with four indices. Specifically, the most general decomposition is:
1
4!
S Tr(T aRT
b
RT
c
RT
d
R) = I4(R)d
abcd + Λ(R)(δabδcd + δacδbd + δadδbc) . (91)
The constant Λ(R) is a matter of convention, while dabcd is normalized by fixing I4(F) = c for some chosen
constant c. To fix Λ(R), we choose to define the tensor dabcd as orthogonal to the lower rank invariants, i.e.,
such that dabdcdd
abcd = 0:
I4(R)dabdcdd
abcd =
1
4!
δabδcdS Tr(T
a
RT
b
RT
c
RT
d
R)− δabδcdΛ(R)(δabδcd + δacδbd + δadδbc)
= Tr(T aRT
a
RT
b
RT
b
R) +
1
3
Tr(T aR[T
b
R, T
a
R]T
b
R)− Λ(R)(2 +N(A))N(A)
=
(
N(A)I2(R)
N(R)
− I2(A)
6
)
I2(R)N(A)− Λ(R)(2 +N(A))N(A) , (92)
where we have used fabcfdbc = I2(A)δ
ad, fabcfabc = I2(A)N(A). Hence, dabdcdd
abcd vanishes provided
Λ(R) =
(
N(A)I2(R)
N(R)
− I2(A)
6
)
I2(R)
2 +N(A)
. (93)
This convention ensures dabcd has no left-over part proportional to the quadratic symbol. This is particularly
convenient because I4(R) then vanishes for all R of SU(2) and SU(3). Remember that a tensor d
abcd such
that dabdcdd
abcd = 0 does not exist for SU(N 6 3). For N = 2, 3, Λ(F) = 1/24 and
S Tr(T aFT
b
FT
c
FT
d
F)
N=2,3
= δabδcd + δacδbd + δadδbc . (94)
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This formula also provides a useful identity for the SU(3) structure constant:
1
4!
S Tr(T a8T
b
8T
c
8T
b
8) =
1
4!
∑
perm(a,b,c,d)
fax1x2f bx2x3f cx3x4fdx4x1 =
3
4
(δabδcd + δacδbd + δadδbc) , (95a)
since Λ(8) = 3/4.
The formula Eq. (91) is valid for all unitary and orthogonal algebras, except for SO(8). Indeed, the
N -dimensional Levi-Civita symbol is an invariant for SO(N), and when N is even, it is possible to construct
out of it a symmetric symbol with N/2 indices. To see this, remember that the adjoint A of SO(N) is
obtained as the antisymmetric tensor product of the defining N -dimensional representation F, A = F⊗AF.
Thus, the SO(N) generators can be labelled by antisymmetric combinations of two indices i, j = 1, ..., N . If
we denote a = (i, j), with a = 1, ..., N(N − 1)/2, then
Θa1...aN/2 = ηεi1...iN , (96)
with η some constants, is a totally symmetric invariant tensor with N/2 indices. This explains one aspect of
the isomorphism SO(6) ∼ SU(4). None of the orthogonal algebras have a genuine dabc symbol, but the extra
invariant tensor Θabc of SO(6) corresponds to the dabc symbol of SU(4). For SO(8), Θabcd is an additional
quartic symbol, orthogonal to both tensor structures in Eq. (91). Thus, the totally symmetric trace over
four SO(8) generators projects not just on two but three tensor structures.
Fourth-order trace reductions
Any trace over four generators can be reduced and expressed entirely in terms of the invariant tensors. For
instance, for SU(N) and SO(N 6= 8), we can write
1
4!
S Tr(T aRT
b
RT
c
RT
d
R) =
1
6
Tr(T aRT
b
RT
c
RT
d
R) +
1
6
Tr(T aRT
b
RT
d
RT
c
R) +
1
6
Tr(T aRT
c
RT
b
RT
d
R)
+
1
6
Tr(T aRT
c
RT
d
RT
b
R) +
1
6
Tr(T aRT
d
RT
b
RT
c
R) +
1
6
Tr(T aRT
d
RT
c
RT
b
R)
= Tr(T aRT
b
RT
c
RT
d
R) +
2
6
ifdce Tr(T aRT
b
RT
e
R) +
3
6
if cbe Tr(T aRT
e
RT
d
R)
+
2
6
ifdbe Tr(T aRT
c
RT
e
R) +
1
6
ifdbe Tr(T aRT
e
RT
c
R) +
1
6
ifdce Tr(T aRT
e
RT
b
R)
= Tr(T aRT
b
RT
c
RT
d
R) + i
I3(R)
8
(fdcedabe + f cbedaed + fdbedace)
+
I2(R)
12
fabef cde − I2(R)
4
fadef bce +
I2(R)
12
facef bde . (97)
Or, introducing the quartic invariant:
Tr(T aRT
b
RT
c
RT
d
R) = I4(R)d
abcd − i I3(R)
8
(fdcedabe + f cbedaed + fdbedace)
− I2(R)
12
(fabef cde − 3fadef bce + facef bde) + Λ(R)(δabδcd + δacδbd + δadδbc) . (98)
As special cases, we can set I3(R) = 0 for SO(N 6= 6), I4(R) = 0 for SU(3), and I4(R) = I3(R) = 0 for
SU(2). Note that the last two terms can be brought to a simpler though less symmetric form using the
Jacobi identities:
f cdedabe + fadedbce + f bdedace = 0 , (99)
fabef cde − facef bde + fadef bce = 0 . (100)
Other identities sometimes useful in the computation of triangle graphs are :
fadef beff cfd = +
1
2
I2(A)f
abc , (101)
dadef beff cfd = −1
2
I2(A)d
abc . (102)
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The first identity derives from Tr(T aAT
b
AT
c
A) = Tr(T
a
A[T
b
A, T
c
A])/2 since (T
a
A)
T = −T aA for a real representa-
tion.
Specializing to SU(N), there is another way to derive the fourth-order symmetric symbol. First, remem-
ber that,
T aFT
b
F =
1
N
I2(F)δ
ab +
I3(F)
4I2(F)
dabcT cF +
i
2
I2(F)f
abcT cF . (103)
With this, we can derive
Tr
[{T aFT bF}{T cFT dF}] = 4I2(F)2N δabδcd + I3(F)24I2(F)dabedcde = 1N δabδcd + 12dabedcde . (104)
On the other hand, this trace can be computed using the general reduction in terms of invariant, giving
Tr
[{T aFT bF}{T cFT dF}] = 4I4(F)dabcd+ 13I2(F)(facef bde+fadef bce)+4Λ(F)(δabδcd+ δacδbd+ δadδbc) . (105)
Combining the two,
I4(F)d
abcd =
I3(F)
2
16I2(F)
dabedcde− I2(F)
12
(facef bde+fadef bce)−Λ(F)(δabδcd+δacδbd+δadδbc)+ I2(F)
2
N
δabδcd .
(106)
With the convention I4(F) = 1, this identity permits to compute the quartic symbol d
abcd directly out of
the lower-rank invariants. We can now check that for N = 3, I2(F) = 1/2, I3(F) = 1, I4(F) = 0 and
Λ(F) = 1/24,
0 =
1
8
dabedcde − 1
24
(facef bde + fadef bce)− 1
24
(δacδbd − δabδcd + δadδbc) , (107)
which gives back the identity in Eq. (24). For N = 2, I2(F) = 1/2, I3(F) = I4(F) = 0, Λ(F) = 1/24, we
recove the usual reduction formula for Levi-Civita tensor:
0 = − 1
24
(εaceεbde + εadeεbce)− 1
24
(δacδbd − 2δabδcd + δadδbc) . (108)
Casimir invariants for simple groups
Thanks to the orthogonality condition adopted to fix Λ(R) [33], the usual formula can be employed to get
the explicit values of the invariant I4(R) for various representations,
In(R) = (−1)nIn(R†) , (109)
In(R1 ⊕R2) = In(R1) + In(R2) , (110)
In(R1 ⊗R2) = In(R1)N(R2) + In(R2)N(R1) =
∑
In(R
′
i) , (111)
with n = 2, 3, 4 and where R1 ⊗R2 =
∑
i R
′
i. Altogether, these relations are more than sufficient to derive
the Casimir invariants for any of the standard Lie algebra. We give in Tables 5, 6 and 7 their values for the
first few representations of some unitary and orthogonal algebras of rank r ≤ 5, along with Λ(R). We also
checked these numbers by computing I2,3,4(R) directly using explicit matrix representations for the first few
representations of each algebra. These numbers are compatible with the explicit formula in terms of Dynkin
indices given in Ref. [33], up to the normalization conventions.
The normalization of the generators adopted for SO(N) algebras in Table 6 and 7 is not standard but
physically inspired. Specifically, the invariants of an algebra M can be expressed in terms of that of its
subalgebra N . For instance, if a representation RM branches into the sum of representations RN , we have
the simple sum rule:
In(RM ) = η
∑
RN⊂RM
In(RN ) , (112)
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SU(2)
R (1) (2) (3) (4) (5) (6) (7) (8) (9) (10)
N 2 3 4 5 6 7 8 9 10 11
I2 1/2 2 5 10 35/2 28 42 60 165/2 110
Λ
1
24
2
3
41
12
34
3
707
24
196
3
259
2
236
3223
8
1958
3
SU(3)
R (10) (20) (11) (30) (21) (40) (05) (13) (22) (60)
N 3 6 8 10 15 15′ 21 24 27 28
I2 1/2 5/2 3 15/2 10 35/2 35 25 27 63
I3 1 7 0 27 14 77 −182 −64 0 378
Λ
1
24
17
24
3
4
33
8
29
6
371
24
539
12
235
12
81
4
441
3
SU(4)
R (100) (010) (200) (101) (011) (020) (003) (400) (201) (210)
N 4 6 10 15 20 20′ 20′′ 35 36 45
I2 1/2 1 3 4 13/2 8 21/2 28 33/2 24
I3 1 0 8 0 −7 0 −35 112 21 48
I4 1 −4 12 8 −11 −56 69 272 57 24
Λ
29
816
11
102
23
34
40
51
1313
816
128
51
1211
272
56
3
1639
272
176
17
SU(5)
R (1000) (0100) (2000) (1001) (0003) (0011) (0101) (0020) (2001) (0110)
N 5 10 15 24 35 40 45 50 70 75
I2 1/2 3/2 7/2 5 14 11 12 35/2 49/2 25
I3 1 1 9 0 −44 −16 −6 −15 29 0
I4 1 −3 13 10 82 −2 −6 −55 79 −70
Λ
47
1560
83
520
77
120
125
156
1841
390
1903
780
167
65
1589
312
11123
1560
1075
156
Table 5: First few representations of SU(N), N = 2, 3, 4, 5, labelled by their Dynkin index, and their
dimensions, quadratic, cubic, and quartic Casimir invariants, together with Λ(R) as given by Eq. (93).
where η is a constant reflecting the normalization convention adopted for the generators of M and N . In
Table 6, we chose to fix η = 1. For example, the generators in the defining representation of SO(10) are
normalized so that
I2(10)
SO(10) = I2(5¯)
SU(5) + I2(5)
SU(5) = 1 , (113)
since 10 → 5¯ + 5. Similarly, the normalization of the quartic symbol of SO(10) is then fixed by imposing
I4(10)
SO(10) = 2I4(5)
SU(5) = 2. This makes sense physically if one thinks of a field in a given SO(10)
representation circulating in some loop. Our normalization conventions make the matching of this amplitude
to that computed in terms of the fields of the subalgebra most transparent. Note that the generators and
quartic symbols of all SO(N) algebras are fixed once that of SO(10) is, since SO(N) ⊂ SO(N +1). Further,
we also checked that these conventions are compatible with SO(3)⊗SO(7) ⊂ SO(10) and SO(4)⊗SO(6) ⊂
SO(10), with SO(4) ∼ SU(2)⊗ SU(2).
Other relations between the invariants of an algebra and that of its subalgebras are given in the text,
see in particular Eq. (53) which gives In(RM ) in terms of In−1(RN ), Eq. (45) which fixes I4(RM ) in terms
of I2(RN ), or Eq. (48) which gives In(RM ) in terms of the U(1) charges of the RM states. To close this
section, let us give a few illustrations for these relations.
Consider first the reduction of SU(2) down to the U(1) subgroup of SU(2) generated by T 3. Since
there is no quartic invariant for SU(2), Eq. (48) is easy to check. The fundamental SU(2) representation
corresponds to two complex states of charge |T 3| = 1/2, so we can identify 2(1/2)4 = 3ΛSU(2)(2) since
28
SO(5)
R (10) (01) (02) (20) (11) (03) (30) (12) (04) (21)
N 5 4 10 14 16 20 30 35 35′ 40
I2 1 1/2 3 7 6 21/2 27 21 28 29
I4 2 −1/2 −6 26 6 −69/2 162 −6 −132 91
Λ
1
8
1
32
5
8
21
8
13
8
133
32
153
8
77
8
35
2
261
16
SO(7)
R (100) (001) (010) (200) (002) (101) (300) (110) (011) (003)
N 7 8 21 27 35 48 77 105 112 112
I2 1 1 5 9 10 14 44 45 46 54
I4 2 −1 −2 30 −16 10 220 42 −46 −126
Λ
13
138
43
552
125
138
111
46
155
69
889
276
1474
69
735
46
187
12
2007
92
SO(9)
R (1000) (0001) (0100) (2000) (0010) (0002) (1001) (3000) (1100) (0101)
N 9 16 36 44 84 126 128 156 231 432
I2 1 2 7 11 21 35 32 65 77 150
I4 2 −2 2 34 −18 −50 16 286 106 −54
Λ
17
228
10
57
245
228
517
228
329
76
1855
228
376
57
5395
228
5005
228
850
19
SO(10)
R (10000) (00001) (01000) (20000) (00100) (00002) (10010) (00011) (30000) (11000)
N 10 16 45 54 120 126 144 210 210′ 320
I2 1 2 8 12 28 35 34 56 77 96
I4 2 −2 4 36 −16 −50 14 −68 322 144
Λ
19
282
103
564
160
141
104
47
770
141
2345
282
3791
564
1792
141
7007
282
1168
47
Table 6: First few representations of SO(N), N = 5, 7, 9, 10, labelled by their Dynkin index, and their
dimensions, quadratic, and quartic Casimir invariants, together with Λ(R) as given by Eq. (93). The cubic
invariant vanishes for all these algebras. The normalizations of the generators and of the quartic symbols is
fixed in terms of that adopted for SU(N) algebras, using Eq. (112). The SO(4) and SO(6) algebras are not
included since they are isomorphic to SU(2)⊗SU(2) and SU(4), respectively. Note that the normalizations
does not necessarily match, with for example I2(SU(4)) = I2(SO(6)) but I4(SU(4)) = −2I4(SO(6)).
ΛSU(2)(2) = 1/24. Similarly, the complex adjoint representation of SU(2) contains two states of unit charge,
hence 2 = 3ΛSU(2)(3), and the isospin 3/2 decomposes into four states such that 2((1/2)4 + (3/2)4) =
3ΛSU(2)(4), which give back the correct values ΛSU(2)(3) = 2/3 and ΛSU(2)(4) = 41/12. The same exercise
can be repeated for SU(3), for which the absence of the quartic invariant ensures that Tr((T 3R)
4) = Tr((T 8R)
4)
if T 3 and T 8 are the conventional Cartan generators (equal to half the corresponding Gell-Mann matrices
in the fundamental representation). To apply the same method for SU(5), we need to first fix two free
parameters. Specifically, we start from
3Λ(R) + dααααI4(R) = δ
∑
qα∈R
q4α , (114)
The value of dαααα and the U(1) generator normalization δ (which was coincidentally equal to one in the
previous SU(2) example) need to be fixed. If we identify Tα as the hypercharge generator in the subalgebra
29
SO(8)
8 (I2,Λ = 1, 1/12) 112 (I2,Λ = 54, 45/2) 224 (I2,Λ = 100, 115/3) 28( I2,Λ = 6, 1)
(1000) (0001) (0010) (2000) (0002) (0020) (1002) (1020) (2001) (0100)
I4 2 −1 −1 252 −126 −126 −40 −40 212 0
I ′4 0 −1 1 0 −126 126 −128 128 −44 0
35 (I2,Λ = 10, 7/3) 160 (I2,Λ = 60, 19) 300 (I2,Λ = 150, 65)
(2000) (0002) (0020) (1100) (0101) (0110) (0012) (0021) (2010) (0200)
I4 32 −16 −16 72 −36 −36 −172 −172 212 0
I ′4 0 −16 16 0 −36 36 −84 84 44 0
56 (I2,Λ = 15, 13/4) 294 (I2,Λ = 210, 133) 567 (I2,Λ = 324, 162) 350 (I2,Λ = 150, 55)
(0011) (1001) (1010) (4000) (0004) (0040) (2100) (0102) (0120) (1011)
I4 −18 9 9 1344 −672 −672 864 −432 −432 0
I ′4 0 9 −9 0 −672 672 0 −432 432 0
Table 7: First few representations of SO(8), labelled by their Dynkin index. Because of the invariance of
the eight-dimensional Levi-Civita tensor, this algebra has a second quartic invariant tensor. Its normal-
ization is fixed to make manifest the relationship between the values of both quartic Casimir invariants,
and corresponds to η = −1/8 in Eq. (96). A second feature of SO(8) is its triality symmetry: dimensions
and quadratic Casimir invariants are the same under permutations of the first, third, and fourth simple
root. Both quartic Casimir invariants vanish when summed over representations linked by the permutation
symmetry [33]. This means in particular that they vanish identically for the 28, 300, and 350.
SU(3)⊗ SU(2)⊗ U(1) ⊂ SU(5), we can use the branching rules [53]
5 = (3,1)2 + (1,2)−3 , (115a)
10 = (3¯,1)4 + (3,2)−1 + (1,1)−6 , (115b)
and these two constants are fixed as{
I4(5)d
αααα + 3Λ(5) = δ(2× 34 + 3× 24)
I4(10)d
αααα + 3Λ(10) = δ(64 + 3× 44 + 3× 2× 14) →
{
δ = 1/602 ,
dαααα = −5/156 . (116)
One can then check that the I4 for the other SU(5) representations are correctly reproduced.
The same branching rules can be used in connection with Eq. (53), which we write as
I4(RM ) = η
∑
RN⊂RM
qα(RN )I3(RN ) . (117)
The subalgebra needs not be maximal so we consider U(1) ⊗ SU(3) ⊂ SU(5). Using the values quoted in
Table 5, the first rule of Eq. (115) translates into I
SU(5)
4 (5) = 2ηI
SU(3)
3 (3) and fixes η = 1/2. Then, we can
check that this equation is valid for all the other SU(5) representations listed in Table 5.
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