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Introduzione
In questa tesi si presentano alcuni aspetti di come le strutture e le varietà
di Poisson intervengano nello studio della Meccanica, prestando una parti-
colare attenzione al processo di riduzione. Nel primo capitolo si mostrano le
proprietà generali delle varietà di Poisson, tra cui la loro foliazione in foglie
simplettiche, di cui si riportano alcuni esempi notevoli, come la foliazione
del duale di un algebra di Lie. Nel secondo capitolo si estende il teorema di
Noether nell’ambito Hamiltoniano introducendo la mappa momento, esem-
plificandola nel caso lo spazio delle fasi sia un fibrato cotangente. Sempre nel
secondo capitolo si studia il processo di riduzione nell’ambito delle varietà
di Poisson e lo si particolarizza al fibrato cotangente di un gruppo di Lie, in
cui lo spazio ridotto è il duale dell’algebra di Lie del gruppo e la struttura di
Poisson indotta su questa è il (−) bracket di Lie-Poisson. Nel terzo capitolo si
applicano i risultati precedenti al corpo rigido di Eulero-Poinsot, mostrando
che le equazioni di Eulero sono di Hamilton per il (−) bracket di Lie-Poisson
e derivano dal processo di riduzione di Lie-Poisson. Infine nel quarto capitolo
si applica la riduzione di Poisson a una sottovarietà simplettica; il bracket
indotto è il noto bracket di Dirac.
Per lo sviluppo della tesi si sono seguite le trattazioni delle fonti [AbMa1978,
MR1999, CuBa1997] e il risultato in [MR1986]. Per motivi di spazio sono
state assunte come note nozioni di geometria differenziale e simplettica, per
le quali si fa riferimento a [AbMa1978, AbaTo2011], e della teoria delle azioni
di gruppi di Lie; si vedano per esempio [AbMa1978, AbaTo2011, MR1999].
v
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Capitolo 1
Varietà di Poisson
Quando ci si appresta a studiare meccanica Hamiltoniana per la prima volta
generalmente si dimostra che le equazioni di Hamilton sono equivalenti a
quelle di Lagrange (se la Lagrangiana è regolare) e si nota che il campo
vettoriale Hamiltoniano XH del sistema dinamico, ovvero le equazioni di
Hamilton
(q˙, p˙) = XH (q, p) =
(
∂H
∂p
,−∂H
∂q
)
,
presenta una certa alternanza di segni che suggerisce che possa essere scritto
in maniera globale (geometrica), in analogia con quanto avviene per il gra-
diente di una funzione su una varietà Riemanniana, solo questa volta facendo
uso di una 2-forma, chiusa e non degenere, ovvero una 2-forma simplettica.
Questo fatto in particolare permette di conferire un significato geometrico ad
alcune proprietà dei flussi Hamiltoniani, come per esempio alla conservativi-
tà.
Successivamente si vede che le equazioni di Hamilton possono essere scritte
in forma più generale facendo uso di una formulazione algebrica, ossia le pa-
rentesi (bracket) di Poisson. Come noto le equazioni del moto nella forma
delle parentesi di Poisson sono formalmente:
F˙ = {F,H} (1.1)
dove è sottinteso che la (1.1) sia valutata lungo il flusso di XH e che le
parentesi siano definite attraverso la 2-forma simplettica ω:
{F,H} := ω (XF , XH) . (1.2)
Tuttavia se ci si concentra sulla componente algebrica si viene presto a co-
noscenza che questa può generalizzare in maniera naturale la costruzione
simplettica portando quindi alle varietà di Poisson.
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1.1 Generalità
In quanto segue si suppone che tutte le funzioni e le strutture che compari-
ranno siano di classe C∞, ovvero lisce. Iniziamo la nostra descrizione allora
con la definizione di base
Definizione 1.1 (Varietà di Poisson).
Sia data una varietà differenziabile P . Un’operazione bilineare:
{, } : F (P )×F (P ) −→ F (P )
(F,G) 7−→ {F,G},
dove F (P ) è l’anello delle funzioni lisce su P , tale per cui:
1. (F (P ), {, }) sia un’algebra di Lie, ossia {, } sia antisimmetrica e soddisfi
l’identità di Jacobi,
2. ∀F ∈ F (P ) la mappa adF : F (P ) → F (P ) , G 7→ {F,G} soddisfi la
regola Leibnitz e dunque, essendo R− lineare, sia una derivazione,
si dirà struttura di Poisson.
La coppia (P , {, }), o più semplicemente P , prenderà allora il nome di
varietà di Poisson.
Infine una mappa f : P1 → P2 tra due varietà di Poisson è detta mappa,
o morfismo, di Poisson se ne preserva le relative strutture, ossia se ∀F,G ∈
F(P2):
f ∗{F,G}2 = {f ∗F, f ∗G}1. (1.3)
Come è noto vi è un isomorfismo di spazi vettoriali tra le derivazioni di
F (P ) e l’insieme dei campi vettoriali X (P ) su P . Precisamente per ogni
derivazione ϑ su F (P ) esiste un unico campo vettoriale X ∈ X (P ) tale che
la sua derivata di Lie soddisfi: LX = ϑ. Diventa quindi naturale la seguente
Definizione 1.2. (Campo Vettoriale Hamiltoniano)
Sia (P, {, }) una varietà di Poisson. Il campo vettoriale Hamiltoniano XH di
H ∈ F (P ) è quell’unico campo vettoriale tale che:
LXHG = dG ·XH = {G,H} ∀ G ∈ F (P ) (1.4)
Si sottolinea il fatto che nella definizione delle parentesi di Poisson non
è richiesta la non degenerazione, cioè che se {F,G} = 0 ∀G ∈ F(P ) allora
F = 0, per cui anche quella nulla la soddisfa. Sicuramente più interessante è il
caso in cui una struttura non nulla presenta delle degenerazioni. In quel caso
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esisteranno delle funzioni F ∈ F (P ) tali che ∀G ∈ F (P ) valga {F,G} = 0.
Queste particolari funzioni verranno dette Casimir della struttura di Poisson
e saranno caratterizzate dal fatto di avere campo vettoriale Hamiltoniano
nullo.
L’identità di Jacobi garantisce che i campi vettoriali Hamiltoniani siano una
sottoalgebra di Lie di quella di X (P ) e che inoltre la mappa H 7→ XH
∀H ∈ F(P ) sia un antiomomorfismo di algebre di Lie, infatti:
L[Xf ,Xg]H = LXfLXg (H)− LXgLXf (H)
= {{H, g}, f} − {{H, f}, g}
(Jacobi) = −{{g, f}, H}
= −LX{f,g}H
e quindi
[Xf , Xg] = −X{f,g} ∀f, g ∈ F (P ) (1.5)
Dalla (1.4) e dall’antisimmetria delle strutture di Poisson risulta evidente
che le parentesi di Poisson dipendano dai propri argomenti solamente attra-
verso il loro differenziale; ciò è sufficiente per asserire l’esistenza di un tensore
W antisimmetrico controvariante di ordine due definito da:
Wp(dF (p), dG(p)) = {F,G}(p) ∀p ∈ P, ∀F,G ∈ F(P )
In effetti il tensore W caratterizza le parentesi di Poisson, cosicché in molte
trattazioni viene utilizzato per definirle.
In riferimento definizione (1.2), vale W# (dH) = XH , dove come usuale W#
denota la mappa W# : X ∗(P ) → X (P ) definita da W#(α) = W (·, α) ∀α ∈
X ∗(P ).
In coordinate locali, dette xi delle funzioni coordinate e f , g le rappresentative
locali di F,G ∈ F (P ) abbiamo:
{f, g} = ∑
ij
wij∂if∂jg,
dove wij sono gli elementi di matrice wij = {xi, xj} di W nelle coordinate
scelte.
Definizione 1.3. Il tensore W si chiama tensore di Poisson. Il rango della
struttura di Poisson in un punto è il rango della matrice w in quel punto.
Diremo che il tensore di Poisson W è non degenere se non ammette Ca-
simir, ossia se non esiste una F ∈ F(P ) tale che {F,G} = 0 ∀G ∈ F(P ). Se
W è non degenere, allora ∀p ∈ P la mappa W#p è un isomorfismo di spazi
vettoriali e dunque è invertibile. Le varietà simplettiche sono un esempio di
varietà di Poisson con tensore di Poisson non degenere, anzi sono l’unica:
3
Teorema 1.1.1. Sia P una varietà di Poisson. Se il tensore di Poisson W
è ovunque non degenere allora P è una varietà simplettica.
Dimostrazione. Siccome ∀p ∈ P W#p è un isomorfismo, allora i valori dei
campi vettoriali Hamiltoniani generano TpP ∀p ∈ P e dunque possiamo
definire una 2-forma ω sui valori che i campi vettoriali Hamiltoniani assumono
in ogni punto:
ω (XF , XG) = W (dF, dG) ∀F,G ∈ F(P ). (1.6)
Bilinearità, antisimmetria e non degenerazione sono ovvie; dimostriamo la
chiusura. Ricordando la formula per il differenziale di una 2-forma (si veda
per esempio [AbMa1978], pag. 121) si ha:
dω (XF , XG, XH) =LXFω (XG, XH)− LXGω (XF , XH) + LXHω (XF , XG)
− ω ([XF , XG] , XH) + ω ([XF , XH ] , XG)− ω ([XG, XH ] , XF ) ;
tuttavia LXFω (XG, XH) = LXF dG (XH) = d (dG (XH))XF = 0 e quindi i
primi tre termini svaniscono. Per la (1.5) si ha infine:
dω (XF , XG, XH) = ω
(
X{F,G}, XH
)
+ ω
(
X{H,F}, XG
)
+ ω
(
X{G,H}, XF
)
= {{F,G}, H}+ {{H,F}, G}+ {{G,H}, F}
(1.7)
e così l’identità di Jacobi per {, } implica la chiusura di ω.
1.1.1 Flussi Hamiltoniani
Abbiamo visto come si può generalizzare la nozione di campo vettoriale Ha-
miltoniano ad una varietà di Poisson in maniera che nel caso non degenere
sia uguale a quella data in ambito simplettico. Sappiamo che in quel contesto
le equazioni del moto potevano scriversi in forma algebrica facendo uso delle
parentesi di Poisson. Dato che quest’ultime sono state l’unico punto fisso di
tutta la trattazione finora effettuata sarebbe naturale che le equazioni di cui
sopra continuassero a valere. In effetti si dimostra la seguente
Proposizione 1.1.2. Sia ϕt il flusso di XH , H ∈ F(P ).
1. d(F◦ϕt)
dt
= {F,H} ◦ ϕt ∀F ∈ F(P ), ∀t;
2. H è invariante sotto il suo flusso, ossia H ◦ ϕt = H ∀t;
3. Il flusso ϕt di H è una mappa di Poisson ∀t.
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Dimostrazione.
1. Dato che ϕt è il flusso di XH , vale: dϕtdt = XH ◦ ϕt. Per cui
{F,H} ◦ ϕt = d (F ) (ϕt)XH (ϕt) = dF · dϕt
dt
.
2. Segue dalla precedente per antisimmetria ponendo F = H.
3. Differenziando proprietà del flusso ϕs ◦ ϕt = ϕt ◦ ϕs in s per s = 0 si
ottiene
XH (ϕt) = Tϕt ·XH
cosicché
{F,H} ◦ ϕt = dF (ϕt)XH (ϕt)
= d (F )Tϕt ·XH
(regola catena) = d (F ◦ ϕt) ·XH
= {F ◦ ϕt, H}. (1.8)
Si definisca la funzione differenza w = {F,H} ◦ ϕt − {F ◦ ϕt, H ◦ ϕt}.
Derivandola rispetto al tempo, usando il punto 1, la (1.8) e la bilinearità
di {, } otteniamo:
{{F,G} ◦ ϕt, H} − {{F ◦ ϕ,H}, G ◦ ϕt} − {F ◦ ϕt, {G ◦ ϕt, H}},
per cui grazie all’identità di Jacobi
dw
dt
= {w,H}. (1.9)
Chiaramente w (t) = w (0)◦ϕt soddisfa l’equazione (1.9) grazie al punto
1; per l’unicità della soluzione e il fatto che w (0) = 0 abbiamo concluso.
Si noti che grazie al punto 1 della proposizione i Casimir hanno la pro-
prietà di rimanere costanti lungo i flussi Hamiltoniani.
Proposizione 1.1.3. Siano P1 e P2 varietà di Poisson, H ∈ F(P2) e sia
f : P1 7→ P2 un diffeomorfismo di Poisson. Allora f coniuga i flussi dei
campi vettoriali Hamiltoniani XH e XH◦f , ossia:
XH ◦ f = Tf ◦XH◦f (1.10)
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Dimostrazione. Sia p ∈ P1 e sia ϕt il flusso di XH . Allora ϕ(f(p)) è la curva
integrale di XH passante per f(p). Sia inoltre ψt il flusso di XH◦f ∈ X (P1).
Usando il punto 1 della proposizione (1.1.2) e il fatto che f è di Poisson per
G ∈ F(P2) vale:
d (G ◦ f)
dt
(ψt) = {G ◦ f,H ◦ f} (ψt)
= {G,H} (f ◦ ψt) ,
il ché implica che anche f ◦ ψt è curva integrale di XH in f(p). Vale dunque
ϕt ◦ f = f ◦ ψt, che differenziata in t per t = 0 porge:
XH ◦ f = Tf ◦XH◦f ,
1.2 Foliazione Simplettica
Si è detto che, nel caso il tensore di Poisson W sia non degenere, una varietà
di Poisson P è una varietà simplettica con la forma simplettica ω definita da:
ω (XF , XG) := W (dF, dG) ∀F,G ∈ F (P ) (1.11)
Se invece il tensore di Poisson non ha rango massimo diventa utile la seguente
Definizione 1.4 (Distribuzione Caratteristica).
Si chiamerà distribuzione caratteristica della struttura di Poisson il sottoin-
sieme H del fibrato tangente TP dato dai valori assunti dai campi vettoriali
Hamiltoniani, ossia H è tale che ∀p ∈ P :
Hp := H ∩ TpP = W# (TpP ) . (1.12)
Teorema 1.2.1. Se il tensore di Poisson W ha rango costante k, allora
la distribuzione caratteristica H di W è integrabile. La restrizione di W a
ogni sottovarietà integrale Σ di H definisce una 2-forma simplettica ωΣ che
soddisfa:
ωΣ (z) (XF (z) , XG (z)) = W (dF, dG) (z) ∀z ∈ Σ,∀F,G ∈ F (P ) . (1.13)
Le sottovarietà integrali di H sono dunque simplettiche e si chiamano foglie
simplettiche.
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Dimostrazione. Siccome la distribuzione caratteristica H di W ha rango co-
stante, per il Teorema di Frobenius è sufficiente mostrare che tale distribu-
zione è involutiva. L’involutività di H deriva dall’identità di Jacobi per le
parentesi di Poisson, perché (si veda la (1.5)) questa implica la relazione:
[Xf , Xg] = −X{f,g} ∀f, g ∈ F (P ) . (1.14)
Mostriamo ora che ωΣ definita dalla (1.13) è simplettica. Per prima cosa la
definizione (1.13) non di pende dalla scelta di F,G ∈ F(P ), purché il loro
campo vettoriale Hamiltoniano coincida. Infatti se z ∈ Σ e F ′ è tale che
XF (z) = XF ′ (z), allora:
{F ′ , G}(z) = {F,G}(z) + {F ′ − F,G}(z)
e {F ′ − F,G}(z) = −dG · XF ′−F (z) = −dG · [XF ′ (z) − XF (z)] = 0. La
bilinearità è ovvia, la chiusura deriva dall’identità di Jacobi con lo stesso
calcolo fatto per la (1.7). Infine per la non degenerazione notiamo che se
∀g ∈ F (P ) vale
0 = ω (z) (Xf (z) , Xg (z)) = {f, g} (z) = −dg (z)·Xf (z) , z ∈ Σ (1.15)
allora si ha che Xf (z) = 0.
Osservazione 1. Si noti che i Casimir sono costanti sulle foglie simplettiche.
Inoltre se una funzione g ∈ F (P ) è costante su una foglia S, allora per ogni
campo vettoriale XH tangente a S, che sappiamo essere Hamiltonino, si ha
che: dg ·XH = 0, ossia {g,H} = 0 ∀H ∈ F (P ); quindi g è un Casimir.
Abbiamo quindi ottenuto che la varietà di Poisson P è l’unione disgiunta
delle sottovarietà immerse simplettiche Σ di dimensione k; il loro spazio
tangente è in ogni punto generato dai valori dei campi vettoriali Hamitoniani
delle parentesi di Poisson su P . Tuttavia in generale non è affatto detto che il
tensore di Poisson abbia rango costante. Sebbene in tal caso l’involutività non
sia più equivalente all’integrabilità, la distribuzione caratteristica continua ad
essere integrabile. Si dimostra in effetti il più generale
Teorema 1.2.2 (Stratificazione Simplettica). Sia P una varietà di Poisson.
Allora P è data dall’unione disgiunta di sottovarietà immerse Σ, dette foglie
simplettiche. Ciascuna foglia simplettica possiede un’unica struttura simplet-
tica tale che la mappa di inclusione i : Σ ↪→ P sia una mappa di Poisson.
La dimensione delle foglie simplettiche è in ogni punto pari al rango del ten-
sore di Poisson in quel punto e lo spazio tangente a Σ in z ∈ Σ è dato da:
W# (z) (T ∗z P ).
Per una dimostrazione, che usa consuete tecniche della geometria diffe-
renziale, si rimanda a [MR1998In].
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Esempi
1. Sia (q, p, z) ∈ R3. Le parentesi di Poisson definite, per f, g ∈ F (R3),
come:
{f, g} = ∂f
∂q
∂g
∂p
− ∂f
∂p
∂g
∂q
(1.16)
rendono R3 una varietà di Poisson. Calcolando poi gli elementi di ma-
trice del tensore di Poisson, abbiamo che l’unico non nullo è: {q, p} = 1.
Per cui il tensore ha rango costante pari a due. I Casimir sono le fun-
zioni della sola z e quindi le foglie simplettiche sono date dai piani
ortogonali all’asse delle z.
2. Detto x = (x1, x3, x3) ∈ R3 e prese f, g ∈ F (R3) si definisca:
{f, g} (x) = x · ∇f (x)×∇g (x) . (1.17)
Questa è una struttura di Poisson per R3 perché è evidentemente bi-
lineare, antisimmetrica e soddisfa l’identità di Leibnitz; inoltre si vede
che vale l’identità di Jacobi. Si verifica facilmente che il rango della
struttura è pari a due in ogni punto di R3 al di fuori dell’origine, dove
invece il rango si annulla.
Consideriamo allora la varietà di Poisson R3\{0} con ancora il bracket
(1.17). Per quanto detto il tensore di Poisson ha ivi rango costante e
quindi siamo nell’ambito di validità del teorema (1.2.1). Notiamo che i
Casimir del bracket (1.17) sono ora dati da tutte le funzioni g ∈ F (R3)
tali che il vettore ∇g (x) sia parallelo a x ∀x ∈ R3. Siccome i gradienti
sono i vettori ortogonali agli insiemi di livello di g e x è la normale
uscente alle sfere centrate nell’origine di R3, concludiamo che gli insie-
mi di livello dei Casimir sono tali sfere.
R3\{0} è dunque fogliato dalle sfere centrate nell’origine e la forma
simplettica sulle sfere di raggio ‖x‖ è la seguente:
ω (x) (u, v) = x‖x‖ · u× v u, v ∈ R
3, (1.18)
che dà l’area orientata, nel piano tangente, del parallelogramma di lati
u e v. Infatti, notando che un campo vettoriale Hamiltoniano per
H ∈ F (P ) è dato da XH = −x × ∇H (x), un facile conto mostra
che ω (x) (Xf , Xg) = {f, g} (x) ∀x ∈ R3\{0}, dove Xf , Xg sono campi
vettoriali Hamiltoniani di f, g ∈ F (P ).
Il bracket (1.17) verrà chiamato bracket del corpo rigido, espressione
che verrà chiarita nel terzo capitolo. Alla luce del teorema (1.2.2)
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possiamo concludere che R3 è fogliato dalle sfere centrate nell’origine,
assieme alla foglia composta dalla sola origine, dove le parentesi di
Poisson, e quindi la forma simplettica, sono nulle.
3. Sia (g, [, ]) l’algebra di Lie di un gruppo di Lie G e sia g∗ il duale di g. Si
ricorda che la derivata funzionale di F ∈ F(g∗) in µ ∈ g∗ è quell’unico
elemento δF
δµ
∈ g definito da:
lim
→0
1

[F (µ+ δµ)− F (µ)] =
〈
µ,
δf
δµ
〉
. (1.19)
g∗ è una varietà di Poisson con ognuno dei due seguenti brackets:
{f, g}± (µ) = ±
〈
µ,
[
δf
δµ
,
δg
δµ
]〉
∀µ ∈ g∗,∀f, g ∈ F (g∗) , (1.20)
Le strutture di Poisson definite in (1.20) sono chiamate (±) brackets
di Lie Poisson. Anche in questo caso bilinearità, antisimmetria e rego-
la di Leibnitz sono immediate; mentre l’identità di Jacobi si mostra a
partire da quella per il bracket [, ] dell’algebra di Lie e dallo sviluppo
della derivata funzionale: ± δ
δµ
{f, g}±. Tuttavia più avanti mostreremo
in un altro modo che i brackets (1.20) sono delle strutture di Poisson.
Ricordiamo che l’azione coaggiunta Ad∗g del gruppo G sul duale dell’al-
gebra di Lie è definita come il duale dell’azione aggiunta Adg; ossia, se
Lg e Rg sono le azioni di G su se stesso di traslazione destra e sinistra,
l’azione coaggiunta è definita tramite la seguente:〈
Ad∗gµ, ξ
〉
:= 〈µ,Adgξ〉 = 〈µ, Te (Rg−1 ◦ Lg) ξ〉 ξ ∈ g. (1.21)
L’insieme Oµ := {Ad∗g−1µ|g ∈ G}, dove µ ∈ g∗, è detto orbita coaggiun-
ta.
Proposizione 1.2.3. Le orbite coaggiunte Oµ sono le foglie simplet-
tiche della varietà di Poisson g∗ munita della (±) struttura di Lie-
Poisson (1.20). La forma simplettica ereditata dalle orbite coaggiunte
è:
ωO (µ) (ξg∗ , ηg∗) = 〈µ, [ξ, η]〉 , (1.22)
dove ξg∗ e ηg∗ sono i generatori infinitesimi dell’azione coaggiunta re-
lativi rispettivamente a ξ, η ∈ g.
9
Dimostrazione. Troviamo qual è lo spazio tangente alle orbite coag-
giunte e mostriamo che coincide con la distribuzione caratteristica del
(±) bracket di Lie-Poisson. Preso ξ ∈ g e posta g (t) una curva in G
tangente a ξ in t = 0, con g (0) = e (ad esempio g (t) = exp (tξ)), allora:
µ (t) = Ad∗
g(t)−1µ (1.23)
è una curva a valori nell’orbita Oµ con µ (0) = µ. Se η ∈ g, differen-
ziando la (1.23) rispetto a t, in t = 0 otteniamo:〈
dµ
dt
(0) , η
〉
=
〈
dAd∗
g(t)−1
dt
µ|t=0, η
〉
=
〈
µ,
dAdg(t)−1
dt
η|t=0
〉
= −〈µ, adξη〉
= −
〈
ad∗ξµ, η
〉
,
per cui µ′ (0) = −ad∗ξµ che, per come è stato trovato, è uguale al ge-
neratore infinitesimo dell’azione coaggiunta ξg∗ (µ). Lo spazio tangente
nel punto µ ∈ Oµ è quindi dato da:
TµOµ = {ad∗ξµ|ξ ∈ g}. (1.24)
Indichiamo ora con D l’operatore lineare corrispondente alla derivata.
Siano F,H ∈ F(g∗). Derivando F lungo il flusso del campo vettoriale
Hamiltoniano XH otteniamo: dFdt = DF (µ) µ˙ =
〈
µ˙, δF
δµ
〉
. Invece:
{F,H}± = ±
〈
µ,
[
δF
δµ
,
δH
δµ
]〉
= ∓
〈
µ, ad δH
δµ
δF
δµ
〉
= ∓
〈
ad∗δH
δµ
µ,
δF
δµ
〉
e quindi µ˙ = ∓ad∗δH
δµ
µ = XH (µ). Il campo vettoriale Hamiltoniano per
il (±) bracket di Lie-Poisson è quindi il seguente:
XH (µ) = ∓ad∗δH
δµ
µ. (1.25)
La distribuzione caratteristica del bracket (1.20) coincide dunque con
l’unione degli spazi tangenti (1.24) alle orbite coaggiunte. Siccome tali
orbite sono ovviamente varietà integrali dei propri spazi tangenti, ab-
biamo ottenuto che le foglie simplettiche di g∗ con il (±) bracket di
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Lie-Poisson sono le orbite dell’azione coaggiunta.
Infine la (1.22) è la forma simplettica cercata perché soddisfa ωO (µ) (XF , XH) =
{F,H} (µ) ∀F,H ∈ F (g∗), dato che, come visto sopra,XH = ±
(
δH
δµ
)
g∗
.
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Capitolo 2
Azioni di Gruppi di Lie su
Varietà di Poisson, Mappa
Momento e Riduzione
In questo capitolo si seguono le trattazioni di [MR1999, MR1986, AbMa1978].
2.1 Perché una Mappa Momento?
Il risultato classico di Noether associa ad ogni invarianza (infinitesima) della
Lagrangiana un integrale primo. Ad esempio è ben noto che l’invarianza di
un sistema sotto rotazioni comporta la conservazione del momento angola-
re. La conoscenza degli integrali primi è chiaramente un fatto estremamente
utile per lo studio della dinamica di un sistema.
Diventa allora naturale chiedersi se il risultato possa essere trasportato in
chiave Hamiltoniana, in particolare nel formalismo di Poisson. Essendo nota
la flessibilità di tale formulazione della meccanica è intuibile il fatto che, se
tale trasposizione fosse possibile, potrebbe anche essere slegata dalla descri-
zione di un sistema visto come vivente sullo spazio cotangente di una varietà
delle configurazioni.
Ciò che accade è che non solo questa generalizzazione può essere effettuata,
ma una volta fatto ciò la natura vettoriale di questi integrali primi viene rive-
lata. Si torni allora al momento angolare e alla sua relazione con l’invarianza
per rotazioni. Per concretezza si consideri un punto nello spazio delle fasi
T ∗R3 in coordinate canoniche (q,p) cosicché il momento angolare sia dato
dalla funzione J(q,p) = q × p. Fissato un vettore eˆ ∈ R3 si consideri la
funzione J(eˆ) : T ∗R3 → R,
J(eˆ)(q,p) = eˆ · J(q,p).
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J(eˆ)(q,p) è allora la componente del momento angolare parallela a eˆ. Il
campo vettoriale Hamiltoniano canonico associato a tale funzione è
XJ(eˆ)(q,p) = (eˆ× q, eˆ× p),
che descrive il lift al fibrato cotangente di una rotazione infinitesima attorno
all’asse eˆ.
Abbiamo trovato in questo modo una via da percorrere: il campo vettoriale
Hamiltoniano corrispondente alla proiezione del vettore momento angolare
rispetto ad un asse nello spazio è uguale al generatore infinitesimo del lift
cotangente della rotazione dei vettori di R3 attorno a quell’asse.
2.2 Mappa Momento di Azioni su Varietà di
Poisson
Ricordiamo innanzitutto alcune definizioni della teoria delle azioni di gruppo.
Il generatore infinitesimo relativo a ξ ∈ g dell’azione Φg di G su una varietà
P è il campo vettoriale ξP ∈ X(P ) definito da:
ξP (p) :=
d
dt
Φexp(tξ)(p)|t=0, (2.1)
dove g è l’algebra di Lie di G e exp(tξ) è la mappa esponenziale. Un’azione Φg
di un gruppo di Lie G su una varietà di Poisson P si dice canonica se preserva
le parentesi di Poisson, ossia se ∀g ∈ G vale Φ∗g{F,G} = {Φ∗gF,Φ∗gG}.
Definizione 2.1 (Mappa Momento). Sia G gruppo di Lie agente canonica-
mente (a sinistra) su una varietà di Poisson P . Si supponga esista una mappa
lineare J : g→ F(P ) tale che
XJ(ξ) = ξP ∀ξ ∈ g. (2.2)
Allora la mappa:
J : P −→ g∗ (2.3)
z 7−→ J(z) tale che : < J(z), ξ >= J(ξ)(z) (2.4)
∀ξ ∈ g, z ∈ P è chiamata mappa momento dell’azione.
Osservazione 2. La richiesta che J sia lineare non è poi restrittiva. Infatti
presa una base (e1, . . . , en) di g e data qualsiasi J che soddisfi la (2.2), allora
grazie alla linearità del membro di destra della (2.2) in ξ, anche la nuova
funzione Jˆ(ξ) := ξiJ(ei), dove le ξi sono le componenti di ξ nella base scelta,
la soddisferà.
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Torniamo quindi a uno dei motivi per cui abbiamo introdotto la defini-
zione precedente. Vale infatti il seguente
Teorema 2.2.1 (Noether Hamiltoniano). Sia Φg un’azione canonica di un
gruppo di Lie G su una varietà di Poisson P che ammette mappa momento
J. Si consideri una Hamiltoniana H che sia invariante rispetto all’azione,
ossia H ◦ Φg = H ∀g ∈ G; allora la mappa J è costante lungo il flusso del
campo vettoriale Hamiltoniano XH .
Dimostrazione. Sia ξ ∈ g. Per l’ipotesi di invarianza si ha: H ◦Φexp(tξ) = H.
Derivando tale espressione rispetto a t in t = 0 si ottiene LξPH = 0. Per
cui per ogni ξ ∈ g, grazie alla (2.2), le parentesi di Poisson {J(ξ), H} = 0.
Allora tutte le componenti di J sono costanti del moto.
Abbiamo quindi visto che, se la Hamiltoniana è invariante, l’esistenza di
un gruppo di simmetria dotato di mappa momento comporta l’esistenza di
una quantità conservata vettoriale a valori nel duale dell’algebra di Lie del
gruppo G. A questo punto diviene una questione interessante sapere se e
quando esistono mappe momento.
2.2.1 Azioni liftate al Fibrato Cotangente
Consideriamo ora il caso classico della Meccanica in cui lo spazio delle fasi
è il fibrato cotangente T ∗Q di una varietà Q. Come è noto una tale varietà
è simplettica, infatti vale il seguente risultato che non dimostriamo (per una
dimostrazione si veda [AbMa1978]):
Teorema 2.2.2. Si consideri il fibrato cotangente T ∗Q di una varietà Q. Si
definisca la 1-forma di Liouville ϑ ∈ X ∗(T ∗Q) su T ∗Q con:〈
ϑ(αq), wαq
〉
=
〈
TpiQ · wαq , αq
〉
∀αq ∈ T ∗Q, ∀wαq ∈ Tαq(T ∗Q) (2.5)
dove piQ : T ∗Q→ Q è la proiezione canonica.
Allora ω = −dϑ è una forma simplettica su T ∗Q e la si chiamerà canonica.
In coordinate di fibrato cotangente (q, p) la 1-forma di Liouville ha la
forma ϑ = ∑ni=1 pidqi e quindi la 2-forma canonica ω è in quel caso:
ωϕ =
n∑
i=1
dqi ∧ dpi. (2.6)
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Inoltre in ogni varietà simplettica il teorema di Darboux garantisce che esi-
stano coordinate locali in cui la due forma simplettica della varietà assume
anch’essa la forma (2.6).
Definizione 2.2. Siano Q e S due varietà. Il lift cotangente T ∗f : T ∗S →
T ∗Q di un diffeomorfismo f : Q → S è definito come il duale della mappa
tangente a f , ossia:
〈T ∗f(αs), v〉 = 〈αs, T f · v〉 ∀αs ∈ T ∗S, s = f(q),∀v ∈ TqQ (2.7)
Se Φg è un’azione di un gruppo di Lie G su Q, l’azione (sinistra) corrispon-
dente al suo lift cotangente è la mappa seguente:
T ∗Φ : G × T ∗Q −→ T ∗Q
(g, αq) 7−→ T ∗Φg(q)Φg−1αq
Dunque essa è tale che:
〈
T ∗Φg(q)Φg−1(αq), vΦg(q)
〉
=
〈
αq, TΦg(q)Φg−1vΦg(q)
〉
.
Nella prossima sezione verrà mostrato in generale che il lift cotangente
di un’azione preserva la 1-forma di Liouville, e dunque è canonico; possiamo
quindi considerare l’esempio seguente
Esempio: Momento Angolare Sia Q = R3 la varietà delle configurazioni
di un sistema meccanico, di modo che P = T ∗Q sia lo spazio delle fasi.
Calcoliamo la mappa momento per il lift al cotangente dell’azione seguente:
Ψ : SO(3)× R3 −→ R3
(A,q) 7−→ Aq,
che descrive le rotazioni in R3. Per v ∈ TAqQ e p ∈ T ∗qQ abbiamo allora:〈
T ∗AqΦA−1p,v
〉
= 〈p, TAqΦA−1v〉
=
〈
p, A−1v
〉
=
〈
A−Tp,v
〉
.
In conclusione l’azione liftata al cotangente di ΨA è data da:
T ∗AqΦA−1(q,p) = (Aq, A−Tp) = (Aq, Ap). (2.8)
Il generatore infinitesimo dell’azione per ξ ∈ so(3) è ξT ∗Q = (ξq, ξp). Per la
definizione di mappa momento abbiamo di conseguenza il seguente sistema
di equazioni alle derivate parziali: XJ(ξ) = ξT ∗Q, ossia
∂J(q,p)
∂p = ω × q −
∂J(q,p)
∂q = ω × p, (2.9)
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dove ω ∈ R3 è il vettore che corrisponde alla matrice antisimmetrica ξ ∈ so(3)
in modo che per ∀a ∈ R3 valga ξa = ω×a. Una soluzione di (2.9) è data da:
J(ω)(q,p) = ω · q× p
che quindi comporta J(q,p) = q× p, come ci si aspettava.
2.2.2 Esempio: Bracket del Corpo Rigido
Consideriamo ora il caso dell’esempio (2) della sezione (1.2), ossia la varietà
di Poisson P = R3\{0} con la struttura di Poisson:
{f, g}(x) = x · ∇f(x)×∇g(x) f, g ∈ F(R3) (2.10)
Si faccia agire su P l’azione di SO(3) ΦA : P 3 x → Ax. Siccome A è
ortogonale, si vede che l’azione ΦA è canonica, ossia che vale:
{f ◦ ΦA, g ◦ ΦA}(x) = {f, g}(ΦAx) ∀A ∈ SO(3),∀x ∈ P,
e quindi possiamo cercare una mappa momento per l’azione. Ricordando che
il generatore infinitesimo dell’azione ΦA relativo al vettore dell’algebra di Lie
ξ ∈ g è ξP = ξx e che il campo vettoriale Hamiltoniano di J ∈ F(P ) per il
bracket (2.10) è XJ(x) = −x×∇J(x), abbiamo la seguente equazione:
ξx = −x×∇J(x). (2.11)
Associato come in precedenza un vettore ω ∈ R3 alla matrice antisimmetrica
ξ, l’equazione (2.11) si esprime come:
(∇J(x)− ω)× x = 0 ∀x ∈ P. (2.12)
Una soluzione possibile è J(x) = x · ω, con la quale otteniamo J(x) = x.
Questo in effetti mostra che l’esempio fatto è banale: considerata una Ha-
miltoniana H invariante rispetto all’azione ΦA, il teorema di Noether Ha-
miltoniano garantisce che ogni punto di R3 sia fisso sotto l’azione del flusso
di H. In particolare le funzioni invariati rispetto all’azione di ΦA sono della
forma C = Ψ(‖x‖2), Ψ ∈ F(R), che sono Casimir del bracket (2.10).
Osservazione 3. Il metodo finora seguito appare lungo e soprattutto scomodo,
perché comporta la soluzione di un sistema di equazioni alle derivate parziali.
In effetti di seguito si mostra che, almeno nel caso molto particolare di azioni
coliftate agenti sullo spazio cotangente ad una varietà delle configurazioni,
esiste un procedimento molto più pratico per ricavare la mappa momento.
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2.3 Mappa Mometo per Azioni liftate al Fi-
brato Cotangente
Si vorrebbe ora soffermarsi sul caso standard della Meccanica Hamiltoniana,
in cui lo spazio delle fasi è il fibrato cotangente P = T ∗Q di una varietà delle
configurazioni Q.
Proposizione 2.3.1. Il lift cotangente di un’azione Φg di un gruppo di Lie
G sul fibrato cotangente T ∗Q di una varietà Q ammette la seguente mappa
momento:
J : T ∗Q −→ g∗
αq 7−→ J(αq)
tale che : < J(αq), ξ >= J(ξ)(αq) =< αq, ξQ(q) >, (2.13)
dove ξQ è il generatore infinitesimo dell’azione su Q relativo a ξ ∈ TeG = g.
Dimostrazione. Mostriamo per prima cosa che la 1-forma Liouville è inva-
riante sotto il lift cotangente di Φg. Per definizione di pull-back e dell’1-forma
di Liouville < ϑ(αq), wαq >=< TpiQ · wαq , αq > abbiamo:
< (T ∗Φg−1)∗(ϑ(αq)), wαq > =< ϑ(T ∗Φg−1(αq)), TT ∗Φg−1(wαq) >
=< TpiQ ◦ TT ∗Φg−1(wαq), T ∗Φg−1(αq) >
=< T (piQ ◦ T ∗Φg−1)(wαq), T ∗Φg−1(αq) >
=< T (Φg−1 ◦ piQ ◦ T ∗Φg−1)(wαq), αq >
(diagramma) =< TpiQ · wαq , αq >
=< ϑ(αq), wαq > .
(si sono omessi i punti di applicazione delle mappe tangenti per salvaguardare
la leggibilità) Ove si è usato che il seguente diagramma commuta:
T ∗Q
T ∗Φg−1−−−−→ T ∗Q
piQ
y ypiQ
Q
Φg−1←−−− Q
Derivando rispetto a t in t = 0 la relazione di T ∗Φg−1-invarianza (T ∗Φexp(−tξ))∗ϑ =
ϑ, ξ ∈ g, otteniamo LξT∗Qϑ = 0, dove ξT ∗Q è il generatore infinitesimo del-
l’azione T ∗Φg−1 relativo a ξ. Per la formula di Cartan LξT∗Qϑ = d(iξT∗Qϑ) +
iξT∗Qdϑ e la definizione di ω si ottiene:
d(iξT∗Qϑ) = iξT∗Qω = {iξT∗Qϑ, ·}
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e quindi J(ξ) = iξT∗Qϑ definisce una mappa momento.
Allora il risultato segue da:
iξT∗Qϑ(αq) =< ϑ(αq), ξT ∗Q(αq) >
=< TpiQ · ξT ∗Q(αq), αq >
=< ξQ ◦ piQ(αq), αq >
=< ξQ(q), αq >,
dove nella penultima uguaglianza si è usato il precedente diagramma com-
mutativo, che porge piQ ◦T ∗Φg−1 = Φg ◦ piQ, la quale differenziata in g presso
l’identità in direzione di ξ ∈ g suggerisce: TpiQ ◦ ξT ∗Q = ξQ ◦ piQ.
Per azioni liftate al fibrato cotangente quindi non solo esiste una mappa
momento, ma esiste anche una formula esplicita per calcolarla. Infine si noti
che nella (2.13) compare solamente il generatore infinitesimo dell’azione non
liftata e che i momenti αq hanno in coordinate canoniche (q, p) componenti
pi.
Esempio: Rotazioni in R3 Come primo esempio di applicazione della
(2.13) consideriamo il lift cotangente T ∗ΦA−1 : (q,p) 7→ (Aq, Ap) dell’azione
Φ : SO(3) × R3 → R3, (A,q) 7→ Aq, il quale agisce sul fibrato cotangente
T ∗Q.
Il generatore infinitesimo dell’azione su Q è ξR3 = ξq, ξ ∈ so(3). Associato
il vettore ω ∈ R3 alla matrice antisimmetrica ξ abbiamo, grazie alla (2.13):
< J(q,p), ξ >=< p, ξq >, (2.14)
ossia
J(q,p)(ω) = p · ω × q = ω · q× p, (2.15)
dove abbiamo sfruttato il prodotto Euclideo in R3 come accoppiamento na-
turale tra vettori e covettori di R3. Il risultato ottenuto è quindi quello
atteso.
Traslazioni destra e sinistra su Gruppo di Lie Consideriamo l’a-
zione di traslazione sinistra di un gruppo di Lie G su se stesso:
Lg : G × G −→ G
(g, h) 7−→ gh
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e calcoliamo la mappa momento per il suo lift al cotangente. Il generatore
infinitesimo di Lg rispetto a ξ ∈ g è ξG(h) = ξh. Per ogni µh ∈ T ∗hG e per
ogni ξ ∈ g abbiamo grazie alla (2.13):
< JL(µh), ξ >=< µh, ξh >=< µh, TeRhξ >=< T ∗eRhµh, ξ > (2.16)
dove Rh è la traslazione destra. Si è trovato quindi che
JL = T ∗eRh. (2.17)
In maniera simile si può trovare che
JR = T ∗e Lh. (2.18)
Osserviamo infine che JL è destra-invariante, ossia (T ∗Rh−1)∗JL(αp) = JL(αp).
In effetti, ricordando che JL è una normale funzione vettoriale (a valori nel
duale dell’algebra di Lie di G):
(T ∗Rh−1)∗JL(αg) = JL(T ∗Rh−1(αg))
= T ∗Rgh(T ∗Rh−1(αg))
= T ∗(Rh ◦Rg)(T ∗Rh−1(αg))
= T ∗Rg ◦ T ∗Rh ◦ T ∗Rh−1(αg),
dove per chiarezza ricordiamo che ()∗ è il pull-back.
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2.4 Riduzione
Quello che ci proponiamo di dimostrare nel seguito è il teorema fondamentale
della riduzione nell’ambito delle varietà di Poisson (per la riduzione in am-
bito simplettico si rimanda a [AbMa1978, MW1974]). Una volta mostrato,
tale teorema verrà illustrato in alcuni casi notevoli, come la fogliazione di
un’algebra di Lie in orbite coaggiunte.
2.5 Riduzione di Poisson
Nell’articolo a cui facciamo riferimento per il teorema ([MR1986]) si fanno
alcune assunzioni sugli enti che si vanno a considerare. Oltre alla varietà di
Poisson (P, {, }P ) entreranno nella discussione altri due elementi:
1. Una sottovarietà M di P. E’ bene notare fin da subito che lo spazio
ridotto sarà l’insieme quoziente di una certa fogliazione di quest’ultima.
2. Una distribuzione E ⊂ TP |M .
Si richiede che
(A1) E ∩ TM sia una distribuzione integrabile e che quindi definisca una
fogliazione Σ di M(teorema di Frobenius).
(A2) Tale fogliazione Σ di TM sia regolare; ossia M/Σ sia varietà con la
proiezione pi : M →M/Σ una sommersione,
(A3) La distribuzione E lascia le parentesi di Poisson {, }P invarianti; cioè
se dF |E = 0 = dG|E per F,K ∈ F(P ), allora anche d{F,K}P |E = 0,
Si noti che l’assunzione (A3) è fondamentale perché se le funzioni F, G so-
no costanti sulle foglie, cosicché inducono delle funzioni f, g su M/Σ ta-
li che F |M = f ◦ pi e similmente per G e g, allora anche il loro bracket
{F,G}P ne induce una suM/Σ. Questo permette in effetti di dare la seguente
definizione.
Definizione 2.3. Siano f, g ∈ F(M/Σ). Sotto le assunzioni (A1)-(A3) dire-
mo che il tripletto (P, M, Σ) è Poisson riducibile se induce un bracket {, }M/Σ
su M/Σ tramite le estensioni lisce F, G di f ◦ pi e g ◦ pi in P (tutte definite
anche localmente), con dF |E = 0 = dG|E per mezzo della seguente:
{f, g}M/Σ ◦ pi := {F,G}P ◦ i (2.19)
21
Osservazione 4. Notiamo che, affinché la definizione appena data abbia sen-
so, il bracket indotto non deve dipendere dalle particolari estensioni F, G;
questo fatto verrà preso come parte integrante della definizione stessa.
Sia W il tensore di Poisson di P . In analogia con la perpendicolarità
simplettica, secondo cui v e w sono detti ω − ortogonali se ω(v, w) = 0,
diremo che l’annichilatore E0p ∈ T ∗pP di Ep è l’insieme degli αp ∈ T ∗pP che
svaniscono su Ep, ossia:
E0p := {αp ∈ T ∗pP |αp(vp) = 0 ∀vp ∈ Ep}; (2.20)
allora W#(E0p) sarà l’analogo poissoniano del complemento ω − ortogonale
simplettico e in effetti vi si riduce se la varietà è simplettica. Per questa ra-
gione lo chiameremo Poisson-complemento di Ep. Definiamo infine il sottoin-
sieme del fibrato cotangente E0 ⊂ T ∗P come l’unione di tutti gli E0p ∀p ∈ P .
Possiamo infine dare una caratterizzazione della Poisson-riducibilità.
Teorema 2.5.1 (Riduzione di Poisson). Sotto le assunzioni (A1)-(A3) un
tripletto (P, M , Σ) è Poisson-riducibile se e solo se il Poisson-complemento
di Ep ∀p ∈ P appartiene alla somma E + TM ,
W#(E0) ⊂ E + TM. (2.21)
Dimostrazione. Per quanto riguarda la sufficienza dobbiamo mostrare che
per αp ∈ (E + TM)0 e βp ∈ E0 allora < αp,W#(βp) > = 0.
Ma per una tale βp è possibile trovare una funzione F ∈ C∞(P ), dF |E = 0
tale per cui dF (p) = βp. Tuttavia analogamente al caso simplettico si mostra
che (E+TM)0 = E0∩TM0 e quindi è possibile trovare K che sia estensione
della funzione nulla su M il cui differenziale svanisca su E. Grazie allora
all’ipotesi di Poisson-riducibilità si ha per p ∈M :
< αp,W
#(βp) >= {K,F}P (p) = {0, f}M/Σ ◦ pi(p) = 0. (2.22)
(si ricorda che l’annullarsi del differenziale su E permette di indurre funzioni
sullo spazio ridotto M/Σ, in questo caso 0 e f).
Invece per la necessità grazie all’assunzione (A3), come abbiamo già notato in
precedenza, il bracket di due estensioni F e G in F(P ), con dF |E = 0 = dG|E,
di funzioni f ◦ pi e g ◦ pi in F(M/Σ) (tutte e quattro definite anche solo
localmente) induce una funzione M/Σ che chiamiamo {f, g}M/Σ (abbiamo
inserito la dipendenza da f e g che sono appunto le funzioni indotte da F e
G). Ci basta allora mostrare che tale funzione è indipendente dalle estensioni
e che è una struttura di Poisson.
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Tuttavia se G′ ∈ F(P ) fosse un’altra estensione di g ◦ pi il cui differenziale
svanisce su E (ciò vuol dire ovviamente che G′|M = g ◦ pi = G|M), allora il
differenziale d(G′−G) ristretto a TM si annulla. Per cui, dato cheW#(E0) ⊂
E + TM ,
0 =< d(G′ −G),W#(dF ) >= {G′ −G,F}P (2.23)
che permette di asserire: {G′, F}P = {G,F}P . La funzione indotta è indi-
pendente, per bilinearità di {, }P , dall’estensione delle funzioni f ◦ pi e g ◦ pi.
Chiaramente è antisimmetrica e soddisfa la regola di Leibnitz. Per quanto ri-
guarda l’identità di Jacobi avendo dimostrato che {F,G}P è unica estensione
di {f, g}M/Σ ◦ pi abbiamo:
{{F,G}P , H}P ◦ i = {{f, g}M/Σ, h}M/Σ ◦ pi. (2.24)
Dato che {, }P soddisfa l’identità di Jacobi abbiamo concluso.
2.5.1 Esempi
1. Prendiamo M = P e consideriamo un gruppo di Lie G che agisca
canonicamente su una varietà di Poisson P in maniera libera e propria.
Allora le orbite (G·p) dell’azione del gruppo per p ∈ P sono sottovarietà
integrali della distribuzione E = (T (G · p)). Allora (P, P, (G · p)) è
riducibile (banalmente W#((T (G · p))0) ⊂ TP ) e la (2.19) si riduce a:
{f, g}P/G ◦ pi = {F,G}P ◦ i = {f ◦ pi, g ◦ pi}P , (2.25)
il ché mostra che la proiezione pi è una mappa di Poisson.
2. Specializziamo ora l’esempio 1 a P = T ∗G e all’azione data dal lift
cotangente della traslazione sinistra, che ricordiamo essere mappa sim-
plettica dal momento che preserva la 1-forma di Liouville. Come mo-
streremo per esteso nel prossimo capitolo, trivializzando a sinistra T ∗G
per mezzo della mappa: λ : T ∗G → G × g∗, (αg) 7→ (g, T ∗e Lg(αg)) =
(g,JR(αg)) , risulta che lo spazio quoziente T ∗G/G è diffeomorfo al dua-
le dell’algebra di Lie g∗ e che la proiezione pi dell’esempio 1 è il secondo
fattore della trivializzazione sinistra, ossia T ∗Lg = JR.
Proposizione 2.5.2. Le parentesi di Poisson {, }T ∗G/G indotte sullo
spazio ridotto T ∗G/G ≈ g∗ sono il (−) bracket di Lie-Poisson, ossia:
{f, g}T ∗G/G ◦ JR(αg) = −
〈
µ,
[
δf
δµ
,
δg
δµ
]〉
, (2.26)
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Si noti che la struttura di Poisson (2.34) è la stessa introdotta nell’e-
sempio (3) della sezione (1.2).
Dimostrazione. Prima di procedere facciamo alcune considerazioni di
carattere generale.
• Definiamo la funzione
P : X (G) −→ F(T ∗G) (2.27)
X 7−→ P (X) | P(X)(αg) = 〈αg, X(g)〉 . (2.28)
Lemma 2.5.3. La funzione P : X (P ) → F(T ∗P ) definita dalla
(2.27) soddisfa:
{P (X), P (Y )} = −P ([X, Y ]) ∀X, Y ∈ X (G) (2.29)
Dimostrazione. In coordinate canoniche (q, p) sul fibrato cotan-
gente T ∗G la funzione P ha l’espressione: P (X)(qi, pj) = Xj(qi)pj.
Un facile conto mostra che il primo membro della (2.29) è:
{P (X), P (Y )}(q, p) =
(
∂X i
∂qj
Y j − ∂Y
i
∂qj
Xj
)
pi. (2.30)
Invece, grazie all’espressione in coordinate della derivata di Lie
[X, Y ] di due campi vettoriali abbiamo:
P ([X, Y ]) =
(
∂Y i
∂qj
Xj − ∂X
i
∂qj
Y j
)
pi (2.31)
• Ricordiamo che un campo vettoriale X ∈ X (G) è detto invariante
a sinistra se ∀g ∈ G soddisfa:
ThLgX(h) = X(gh) ∀h ∈ G (2.32)
e che, per ξ ∈ TeG = g i campi invarianti a sinistra della forma
Xξ(g) = TeLgξ sono in corrispondenza biunivoca con i vettori di g,
per cui lo spazio tangente nell’identità è un’algebra di Lie ponendo
[ξ, η] = [Xξ, Xη] (e). Infine si noti che [Xξ, Xη] è sinistra invariante
e che vale [Xξ, Xη] = X[ξ,η].
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Dato che le parentesi di Poisson dipendono solo dal differenziale delle
funzioni su cui agiscono si può assumere che le f, g ∈ F(g∗) siano lineari,
cosicché: f(µ) =< µ, δf
δµ
>. Si può allora scrivere:
f(T ∗e Lg(αg)) = P(TeLg
δf
δµ
)(αg) = P(X δf
δµ
)(αg) (2.33)
Ponendo µ = T ∗Lg(αg), abbiamo:
{f(T ∗Lg), g(T ∗Lg)}T ∗G(αg) = {P(X δf
δµ
),P(X δg
δµ
)}(αg)
= −P ([X δf
δµ
, X δg
δµ
])(αg)
= −P(X[ δf
δµ
, δg
δµ
])(αg)
= −P (TeLg[δf
δµ
,
δg
δµ
])(αg)
= − < µ, [δf
δµ
,
δg
δµ
] > .
Allora il bracket sullo spazio ridotto è dato, grazie all’equazione (2.25),
dalla seguente:
{f, g}T ∗G/G ◦ JR(αg) = {f, g}T ∗G/G ◦ T ∗e Lg(αg) = − < µ, [
δf
δµ
,
δg
δµ
] >,
(2.34)
Abbiamo quindi mostrato che lo spazio ridotto, è una varietà di Pois-
son con il bracket di Lie-Poisson {, }−. Siccome lo spazio ridotto è
diffeomorfo al duale dell’algebra di Lie g∗ del gruppo G, possiamo as-
serire che la stessa g∗ è varietà di Poisson con il bracket (2.34). Inoltre
per quanto osservato nel primo capitolo le foglie simplettiche sono date
dalle orbite coaggiunte.
2.6 Riduzione e Ricostruzione Lie-Poisson del-
la Dinamica
Nel resto del capitolo ci soffermeremo sul caso particolare degli esempi 1 e
2 (si veda [MR1986] per alcuni casi più generali). Siccome ci siamo ristretti
alla condizione M = P , allora nel caso una funzione H ∈ C∞(P ) fosse
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G-invariante definirebbe certamente una funzione h ∈ C∞(P/G) tale che
H = h ◦ pi. Dato che per la (2.25) la proiezione pi è una mappa di Poisson,
questa coniuga i relativi flussi Hamiltoniani, cioè:
pi ◦ ψHt = ϕht ◦ pi, Tpi ◦Xh◦pi = Xh ◦ pi,
permettendo così di ridurre il sistema Hamiltoniano su P a quello su P/G.
Ad esempio, nel caso Lie-Poisson l’azione è il lift cotangente della traslazione
a sinistra e la proiezione è JR. Allora se H è sinistra-invariante la funzione
H− = H|g∗ soddisfa H = H− ◦ JR e i flussi di XH e XH− sono JR-coniugati,
cioè:
JR ◦ ψHt = ϕH
−
t ◦ JR.
Infine per quanto riguarda la ricostruzione della dinamica nel caso Lie-Poisson
citiamo solo un risultato, la cui dimostrazione si basa essenzialmente sul
calcolo del push-forward tramite la trivializzazione λ del campo vettoriale
Hamiltoniano XH da T ∗G a G× g∗ e si può trovare in [MR1999].
Teorema 2.6.1. (Ricostruzione della Dinamica Lie-Poisson)
Detto G un gruppo di Lie e H una Hamiltoniana H : T ∗G → R sinistra-
invariante. Allora la curva integrale di XH è data da:
α(t) = T ∗g(t)Lg(t)−1µ(t) ∈ T ∗g(t)G (2.35)
dove µ(t) è data risolvendo
dµ
dt
= ad∗δH−
δµ
µ per µ(0) = T ∗e Lg0(αg0), (2.36)
mentre g(t) risolvendo
dg(t)
dt
= TeLg(t)
δH−
δµ(t) con g(0) = g0.
Osservazione 5. Si era già mostrato nell’esempio 3 della sezione (1.2) quale
espressione avesse il campo vettoriale Hamiltoniano di una Hamiltoniana
H ∈ F(g∗) per il bracket di Lie-Poisson. In effetti si nota che l’equazione
(2.36) è proprio l’equazione del moto per la (−) struttura di Lie-Poisson.
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Capitolo 3
Il Corpo Rigido di Eulero
Poinsot
In questo capitolo si analizza la struttura delle equazioni di Eulero. In par-
ticolare si mostra che tali equazioni sono Hamiltoniane per il (−) bracket di
Lie-Poisson e che risultano dal processo di riduzione di Lie-Poisson visto nel
capitolo precedente. La conservazione del modulo quadro del momento an-
golare è poi mostrato essere collegata alla foliazione simplettica dello spazio
ridotto, mentre la conservazione del momento angolare totale nello spazio è
derivata dal teorema di Noether Hamiltoniano. La trattazione del sistema di
Eulero-Poinsot è assunta nota; si può trovare una sua descrizione per esempio
in [Arn1979].
3.1 Sistemi di Riferimento ed Equazioni del
Moto
Il corpo rigido di Eulero-Poinsot è costituito da un corpo rigido che abbia un
punto fisso O e tale che le forze attive su di esso abbiano momento risultante
rispetto ad O nullo. Come noto la varietà delle configurazioni è diffeomorfa a
SO(3), il sistema è Lagrangiano e quindi Hamiltoniano con spazio delle fasi
T ∗SO(3).
Siano Σ = {0; e1, e2, e3} un sistema fisso, detto dello spazio, e Σ∗ = {0∗;
E1(t), E2(t), E3(t)} il sistema di riferimento degli assi principali d’inerzia,
detto del corpo, solidale al corpo rigido. Le origini 0 e 0∗ coincidano con il
punto fisso O. La matrice di rotazione dipendente dal tempo R(t) definita da
Rij(t) = Ei(t) · ej descrive quindi il moto del sistema di riferimento del corpo
rispetto al sistema fisso Σ. Siano Ω(t) la velocità angolare di Σ∗ rispetto a
Σ, Π il momento angolare rispetto a O e A l’operatore d’inerzia rispetto al
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punto fisso. Le equazioni cardinali del corpo rigido si riducono nel nostro
caso alla:
dΠ
dt
∣∣∣
Σ
= 0, (3.1)
che è equivalente all’equazione di Eulero
dΠ
dt
∣∣∣
Σ∗
= Π× A−1Π, (3.2)
in cui il pedice indica che la derivata è fatta rispetto al sistema di riferimento
indicato. Sia Ωˆ(t) la matrice antisimmetrica associata al vettore velocità
angolare Ω(t). E’ noto che essa soddisfa la relazione:
Ωˆ(t) = R˙(t)RT (t), (3.3)
per cui, una volta ottenuta la soluzione dell’equazione di Eulero (3.2), il moto
del corpo rigido nello spazio si trova risolvendo l’equazione:
R˙(t) = R(t)Ωˆ(t) (3.4)
Grazie alla (3.1) si vede che Π è una quantità conservata in Σ. In Σ∗, invece,
un facile conto mostra che ciò che rimane costante è: ‖Π(t)‖.
Infine l’Hamiltoniana è l’energia cinetica del sistema (in Σ) che, scritta in
funzione del rappresentativo di Π in Σ∗, ΠΣ∗ , è uguale a:
H(ΠΣ∗) =
1
2
(
Π2Σ∗,1
I1
+
Π2Σ∗,2
I2
+
Π2Σ∗,3
I3
)
. (3.5)
3.2 Analisi Geometrica
Si consideri la trivializzazione sinistra dello spazio delle fasi T ∗SO(3), ossia
la mappa:
λ : T ∗SO(3) −→ SO(3)× so(3)∗
(αR) 7−→ (R, T ∗e LR(αR)) = (g,JR(αR))
Lemma 3.2.1. La trivializzazione λ è equivariante rispetto ai flussi del lift
al cotangente della traslazione sinistra e dell’azione
Λ : SO(3)× (SO(3)× so(3)∗) −→ SO(3)× so(3)∗
(R, (S,Π)) 7−→ (RS,Π));
ossia λ ◦ T ∗LR−1 = ΛR ◦ λ ∀R ∈ SO(3).
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Dimostrazione. Infatti:
λ(T ∗e LR−1(αS)) = (RS, T ∗e LRS(T ∗e LR−1(αS)))
= (RS, T ∗e LS ◦ T ∗e LR ◦ T ∗e LR−1(αS))
= (RS, T ∗e LS(αS)),
mentre:
ΛR(λ(αS)) = (RS, T ∗e LS(αS))
Vogliamo sottolineare che si sarebbe potuto anche trivializzare a destra
T ∗SO(3) facendo uso della mappa momento JL = T ∗eRR. Fisicamente usare
la trivializzazione sinistra significa mettersi nel sistema di riferimento del cor-
po Σ∗, mentre usare quella destra significa mettersi nel sistema di riferimento
dello spazio Σ.
Dato che la mappa T ∗Lg−1 è azione libera e propria (perché SO(3) è com-
patto) un risultato generale delle azioni di gruppi di Lie implica che lo
spazio quoziente T ∗SO(3)/SO(3) sia una varietà liscia e che la proiezione
pi : T ∗SO(3) → T ∗SO(3)/SO(3) sia una sommersione. La trivializzazione
sinistra e il lemma (3.2.1) fanno sì che lo spazio T ∗SO(3)/SO(3) sia diffeo-
morfo a (SO(3) × so(3)∗)/SO(3) e che quest’ultimo sia a sua volta identifi-
cato con so(3)∗, dato che ΛR non agisce sul fattore so(3)∗. Dunque la mappa
JR : T ∗SO(3) 7→ so(3)∗ è la sommersione pi. Il bracket indotto su so(3)∗ per
la proposizione (2.5.2) è il (−) bracket di Lie-Poisson:
{F,H}−(Π) = −
〈
Π, [δF
δΠ ,
δH
δΠ ]
〉
∀F,G ∈ F(so(3)∗) (3.6)
Come trovato nell’esempio (3) della sezione (1.2) le foglie simplettiche per
la struttura di Poisson (3.6) sono le orbite coaggiunte. Dato che (so(3), [, ])
è l’insieme delle matrici 3 × 3 antisimmetriche, possiamo identificarla con
(R3,×). Usando infine l’accoppiamento naturale tra vettori e covettori in R3
dato dal prodotto scalare Euclideo, possiamo identificare anche so(3)∗ con
R3. La struttura di Poisson (3.6) diventa allora:
{F,H}−(Π) = −Π · ∇F ×∇H ∀F,G ∈ F(R3), (3.7)
cioè il bracket del corpo rigido studiato nell’esempio (2) della sezione (1.2).
Sempre in quell’esempio avevamo mostrato che le foglie simplettiche di (3.7)
sono le sfere di R3 centrate nell’origine, che in effetti sono le orbite coaggiunte
di (3.6), come si mostra direttamente con un facile conto. Le equazioni del
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moto nella forma delle parentesi di Poisson Π˙ = {Π, H}(Π), dove H è la
Hamiltoniana (3.5), sono le equazioni di Eulero:
Π˙ = Π×∇H = Π× A−1Π (3.8)
Questo mostra che H è la Hamiltoniana indotta sul sistema ridotto, quella
del sistema non ridotto essendo data da: H˜ = H ◦ JR. Infine l’equazione
data nel teorema di ricostruzione della dinamica Lie-Poisson (2.6.1)
dg(t)
dt
= TeLg(t)
δH−
δµ(t) ,
nel nostro caso è uguale a
˙R(t) = R(t)l−1Π(t) = R(t)Ωˆ(t) (3.9)
e coincide con l’equazione (3.4). Per il teorema di Noether Hamiltoniano
(2.5.2), essendo la Hamiltoniana totale H˜ invariante a sinistra, la mappa
momento del lift al cotangente della traslazione sinistra è conservato. Se
Π(t) è la soluzione della (3.8), la curva integrale di XH˜ in T ∗SO(3) è:
α(t) = T ∗R(t)LR(t)−1Π(t)
Ricordando che la mappa momento associata al lift al cotangente dell’azione
di traslazione sinistra è JL = T ∗eRR, abbiamo:
ΠΣ := T ∗eRR(t)(α(t)) = T ∗eRR(t) ◦ T ∗R(t)LR(t)−1Π(t)
= Ad∗R(t)−1Π(t)
= R(t)Π(t),
Dunque R(t) ruota Π(t) nel vettore costante ΠΣ = JL(α(t)), che è il momento
angolare nello spazio.
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Capitolo 4
Le parentesi di Dirac
In questo capitolo la teoria dei sistemi Hamiltoniani generalizzati e delle
parentesi di Dirac (si veda [Di1950, Di1964]) viene reinterpretata in termi-
ni geometrici di riduzione di Poisson seguendo le trattazioni in [MR1986,
CuBa1997]. Più precisamente, data una sottovarietà simplettica M di una
varietà di Poisson P che sia insieme di livello di una sommersione, il teorema
(2.5.1) permette di indurre su M una parentesi di Poisson che è proprio la
parentesi di Dirac introdotta in [Di1950].
4.1 Riduzione
Proposizione 4.1.1. Sia P varietà di Poisson con tensore di Poisson W .
Sia inoltreM ⊂ P una sottovarietà simplettica di P , ossia tale cheW#((TM)0)∩
TM = {0}, e sia E = W#((TM)0). Allora:
1. Sono soddisfatte e assunzioni (A1)-(A3) della sezione (2.5).
2. Il tripletto (P,M,W#((TM)0)) è Poisson Riducibile.
Dimostrazione.
(A1) Dobbiamo mostrare che la distribuzione W#((TM)0) ∩ TM è inte-
grabile. I campi vettoriali Hamiltoniani delle funzioni di F(P ) il cui
differenziale annichila TM generano puntualmente E = W#((TM)0);
inoltre è chiaro che tali campi vettoriali Hamiltoniani, valutati nei pun-
ti di M , assumono valori in TM .
Per mostrare l’integrabilità, grazie al teorema di Frobenius, è sufficiente
mostrare quindi che:
[XF , XG] ∈ E∩TM ∀F,G ∈ F(P ) | dF |TM = 0 = dG|TM (4.1)
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Dato che la distribuzione caratteristica della struttura di Poisson di P
è involutiva si ha: [XF , XG] ∈ TM .
Per quanto riguarda l’appartenenza a E notiamo che, dato che dF |TM =
0 e i campi vettoriali Hamiltoniani valutati in M prendono valori in
TM , il bracket {F,G}P |M = (dF ·XG)|M = 0; dunque anche
d{F,G}P |TM = 0. (4.2)
Siccome [XF , XG] = −X{F,G}P , allora abbiamo mostrato che [XF , XG] ∈
E.
(A2) La foliazione è certamente regolare, perché, dato che W#((TM)0) ∩
TM = {0}, la proiezione pi : M →M/Σ = M è l’identità.
(A3) Deriva dalla (4.2).
2 Dato che M è simplettica vale W#(W#((TM)0)0) = TM , dunque
W#(E0) ⊂ TM e quindi (P, M, E) è Poisson-Riducibile.
Lo spazio ridotto in questo caso è M stesso, dato che le foglie Σ sono
punti, e la proiezione pi è l’identità. Il bracket {, }M indotto sullo spazio
ridotto soddisfa la relazione (2.19):
{F,G}M = {F,G}M/Σ ◦ pi = {F,G}P ◦ i (4.3)
Supponiamo ora M sia l’antimmagine di un valore regolare di una sommer-
sione Ψ = (ψ1, . . . , ψk) : P → Rk. Sia C la matrice k × k di componenti
Cij = {ψi, ψj}. Assumiamo che C sia invertibile e denotiamo con Cij le
componenti di C−1. M è una varietà vincolare e le funzioni ψi sono dette,
nel linguaggio di Dirac ([Di1964]), vincoli di seconda classe.
Proposizione 4.1.2. Nelle assunzioni appena fatte e nelle ipotesi della pro-
posizione (4.1.1) il bracket {, }M indotto sullo spazio ridotto è la restrizione
a M {, }∗|M del bracket di Dirac {, }∗, il quale è definito nel modo seguente:
{F,H}∗ := {F,H}P −
k∑
i,j=1
{F, ψi}PCij{ψj, H}P (4.4)
dove F,H sono estensioni arbitrarie lisce a P di f, g ∈ F(M).
Si noti che i vincoli ψi, i = 1, . . . , k, sono Casimir del bracket di Dirac
(4.4).
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Dimostrazione. In algebra un ideale è un sottoinsieme di un anello, che sia
chiuso rispetto alla somma interna e rispetto alla moltiplicazione con elementi
di tutto l’anello. In particolare le funzioni di F(P ) che si annullano su M
formano un ideale I, che nel nostro caso è generato dalle {ψi}ki=1. Si noti
allora che F(M) = F(P)/I; dunque se F ∈ F(P ) è tale che F |M = f ∈
F(M), allora tale sarà anche F +∑ki=1 λiψi.
Prese due estensioni F,G di f, g consideriamo altre due estensioni F ∗ e G∗
definite nel modo seguente:
F ∗ = F −∑
i,j
{F, ψi}PCijψj (4.5)
e similmente per G∗. Calcolando il bracket
{F ∗, G∗}P = {F −
∑
i,j
{F, ψi}PCijψj, G−
∑
k,l
{G,ψk}PCklψl}P
si vede chiaramente che gli unici termini che non contengono ψi al di fuori
del bracket per qualche i sono:
{F,G}P −
∑
k,l
{G,ψk}PCkl{F, ψl}P −
∑
i,j
{F, ψi}PCij{ψj, G}P
+
∑
i,j,k,l
{F, ψi}P{G,ψk}PCijCkl{ψj, ψl}P
che, dato che Cij{ψj, ψk}P = δik, è uguale a:
{F,G}P −
∑
i,j
{F, ψi}PCij{ψj, G}P = {F,G}∗ (4.6)
Dunque abbiamo mostrato: {F ∗, G∗}P = {F,G}∗ + I, ossia
{F ∗, G∗}P |M = {F,G}∗|M (4.7)
Ora, la (4.7) è indipendente dalle particolari estensioni di f, g. Infatti se F ′
fosse un’altra estensione di f , esistono {λi}ki=1 tali che F ′ = F +
∑k
i=1 λiψi,
e quindi:
{F +
k∑
i=1
λiψi, G}∗ = {F,G}∗ +
∑
i
{λi, G}∗ψi +
∑
i
{ψi, G}∗λi
Il terzo termine si annulla dato che i ψi sono Casimir per il bracket di Dirac,
mentre il secondo appartiene all’ideale I. Abbiamo quindi mostrato che,
qualsiasi siano le estensioni F,G di f, g vale:
{f, g}M = {F ∗, G∗}P |M = {F,G}∗|M (4.8)
e così abbiamo concluso.
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Il bracket di Dirac permette di calcolare le parentesi di Poisson di due
funzioni definite su M a partire dalle parentesi {, }P su P .
Nel programma di quantizzazione di Dirac si quantizza un sistema Hamil-
toniano associando alle parentesi di Poisson di ogni coppia di variabili dinami-
che classiche il commutatore dei corrispondenti operatori Hermitiani in uno
spazio di Hilbert separabile H, a meno di un fattore i~. In [Di1950, Di1964]
Dirac estende tale costruzione a sistemi vincolati. Una tale situazione emer-
ge ad esempio se la Lagrangiana L(q, q˙) del sistema classico non è regolare,
ossia se la matrice di componenti ∂2L(q,q˙)
∂q˙i∂q˙j
non è invertibile. In questo caso
non si possono esprimere tutti i momenti coniugati come funzioni delle (q, q˙),
tuttavia le equazioni
pi =
∂L(q, q˙)
∂q˙i
,
attraverso cui si definiscono i momenti coniugati, sono indipendenti dalle q˙
e quindi, quelle che non possono essere risolte, definiscono dei vincoli per le
p. Il sistema Hamiltoniano con cui si ha a che fare è dunque intrinsecamente
vincolato ed è proprio per questa ragione che sono state introdotte le parentesi
di Dirac. Si rimanda infine a [BaSn2014, Sn1974] per alcune estensioni di
tale costruzione.
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