ABSTRACT Crowd counting is an important research topic in the field of computer vision. The multi-column convolution neural network (MCNN) has been used in this field and achieved competitive performance. However, when the crowd distribution is uneven, the accuracy of crowd counting based on the MCNN still needs to be improved. In order to adapt to uneven crowd distributions, crowd global density feature is taken into account in this paper. The global density features are extracted and added to the MCNN through the cascaded learning method. Because some detailed features during the down-sampling process will be lost in the MCNN and it will affect the accuracy of the density map, an improved MCNN structure is proposed. In this paper, the max pooling is replaced by max-ave pooling to keep more detailed features and the deconvolutional layers are added to restore the lost details in the down-sampling process. The experimental results in the UCF_CC_50 dataset and the ShanghaiTech dataset show that the proposed method has higher accuracy and stability.
I. INTRODUCTION
Crowd counting is used to calculate the total number of people in images or video frames. The crowd counting methods can be divided into three categories: the direct counting method based on target detection, the indirect method based on feature regression and crowd counting based on deep learning. In the relevant researches based on target detection [1] - [5] , Lin et al. [1] proposed to use Haar wavelet transform to extract the feature area of the head-like contour and build the SVM classifier to classify the feature area. Gardzinski et al. [2] proposed to use shape contour of body to achieve crowd detection and crowd density estimation. All of these methods are suitable for the scenes with low density crowd, but the detection accuracy will decrease in the case of high density crowd. In the relevant researches based on feature regression [6] - [10] , the regression relationships between image features and the number of people are established for crowd counting. Chan and Vasconcelos [7] proposed to use low-level features and Bayesian regression to improve the robustness and adaptability of the regression model.
The associate editor coordinating the review of this manuscript and approving it for publication was Derek Abbott. a compact single vector and used deep supervised strategy to provide additional supervision signal. Fu et al. [21] proposed to use the LSTM structure to extract the contextual information of crowd region. Liu et al. [22] proposed to add an attention module to adaptively select the counting mode used for different positions on the image. Yang et al. [23] proposed to use the MMCNN for robust crowd counting. In this work, the location, detailed information and scale variation were taken into account to generate density map in order to improve the robustness of crowd counting method. Generally, these algorithms have good performances in the crowd counting, but the performances of these methods were not effective when the crowd distribution is uneven [24] , [25] .
In order to solve the problem of inaccurate counting caused by uneven crowd distribution, the global density feature is extracted and used in this paper. A convolutional neural network with global density feature by using multi-task network cascades (MNCs) [18] , [26] is proposed. In order to generate a more comprehensive density map, the max-ave pooling layers are used to keep more features of the image. Meantime, the deconvolutional layers are added to the convolutional neural network in order to restore the lost details in down-sampling process. It will help to improve the accuracy of density map and further improve the accuracy of crowd counting.
II. ALGORITHM FRAMEWORK
In this paper, the main framework of the proposed method can be divided into three parts: firstly, the global density features are obtained by density classification sub-task. They are concatenated with features obtained by crowd counting sub-task. Then, the max-ave pooling is introduced to keep more features. At the same time, the deconvolutional layers are used to restore the lost details in down-sampling process.
Finally, the estimated density map is generated based on feature map with global density feature. The estimated density map is used to obtain estimated counting. The framework of the algorithm is shown in Fig.1 .
III. CONVOLUTIONAL NEURAL NETWORK WITH GLOBAL DENSITY FEATURE
The crowd counting method based on MCNN has achieved good counting effects so far. However, uneven crowd distributions have not been taken into account in the existed crowd counting methods. In order to solve the problem of uneven crowd distribution, the global density feature is taken into account. In this paper, the network is constructed with the two aspects: extracting feature maps with global density feature and generating a more comprehensive density map. The entire network model is shown in Fig.2 .
A. FEATURE MAPS WITH GLOBAL DENSITY FEATURE
In the field of saliency detection [27] , [28] and scene parsing [29] , the method of combining with global features has been demonstrated effectively. It can improve the accuracy of the features. In the field of crowd density estimation [30] , crowd density is quantified into five levels, and different density levels are used to describe the crowd density features. Based on these methods, this paper uses the density level as the global feature of the image. Moreover, the obtained feature map will be more accurate by combining the global density feature with the crowd counting feature.
The proposed network is mainly based on MCNN. In order to add the global density feature, the multi-task network cascades (MNCs) structure used in CMTL is applied. It is used to cascade the density classification sub-task and the crowd counting sub-task. The density classification sub-task is used to classify the density level. Through estimating the crowd density level of the image and using the corresponding density feature as supplementary information, the different regions with different densities in the image are assigned with different weights. So that the density feature of each region will change with the crowd density. With density feature, the crowd distribution can be described well and the crowd in different regions can be counted accurately.
The proposed network is similar to the CMTL. But in CMTL, it is only one-column CNN used for crowd counting feature extraction. The change in the scale of the crowd will decrease the counting performance of CMTL. So in the proposed network, the multi-column structure of MCNN is used to extract crowd counting feature. In order to get a more accurate density map to improve the accuracy of the counting results, the proposed method also improves the network structure. This part will be introduced in Section B.
Based on the above discussions, the details of the proposed architecture are presented in the following paragraphs. In the proposed network, two convolutional layers are used as the initial layers. The first convolutional layer has 16 convolutional kernels with a filter size of 9 × 9, the second convolutional layer has 32 convolutional kernels with a filter size of 7 × 7. The output features are processed with two sub-tasks.
The density classification sub-task is constructed by four convolutional layers, the number and size of convolutional kernels are represented by 16 × 9 × 9, 32 × 7 × 7, 16 × 7 × 7, 8 × 7 × 7. These four convolutional layers are used for global features extraction, and the extracted global features are used for both density classification and crowd counting. After that, the extracted global features are fed back to adaptive max pooling layer and fully connected layer. The adaptive max pooling layer is used to get fixed size features. The last fully connected layer has five neurons for estimating the density level. Finally, the softmax classifier [31] is used for density classification.
In crowd counting sub-task, two-column CNN is used to process the output features from the initial convolutional layer. Then, the features extracted by crowd counting sub-task are concatenated with the global density features extracted by density classification sub-task. This structure is designed for obtaining final feature map. Then two convolutional layers are added to accomplish the final feature map. Two deconvolutional layers are used to restore the lost details in down-sampling process. Finally, a kind of 1 × 1 convolutional layer is used to process the output feature map in deconvolutional layers. The generated density map has the same size as the input image. It can provide more detailed feature information during the process of training. The parametric Rectified Linear Unit (PReLU) [32] is applied as activation function. Compared to ReLU in MCNN, PReLU can avoid the problems that functions will not be activated in the negative region. Its formula is expressed as follows:
where, x i is the input of nonlinear activation f on the i th channel, and a i is a coefficient which controls the slope of the negative part.
B. GENERATE A MORE COMPREHENSIVE DENSITY MAP
The accuracy of density maps is important for estimating the number of people. The comprehensive information contained in the density maps will affect the accuracy of the final estimation. In order to generate a more comprehensive density map, two aspects below are improved.
1) MAX-AVE POOLING
The features in the convolutional layer contain information related to spatial features, such as location and relative location. When the crowd distribution is even in the image, the max pooling will lose the relevant local spatial information. It will greatly influence the feature extraction and representation. In order to keep more local relevant information of the images, the proposed network uses the max-ave pooling to replace the max pooling. The max-ave pooling has been proven to the effective in image retrieval and image classification [33] , [34] .
The average pooling will keep the extracted features robust against small deformations and the max pooling can keep the extracted features unchanged [33] . The average pooling can be defined as (2) and the max pooling can be defined as (3):
where, v m represents the m th pixel point extracted from T pixels in the sliding window of the image, m represents the spatial orientation of the element in the sliding window. The space pooling operator F defined above is used to map v m to the corresponding statistical value. The max-ave pooling combines the advantages of the above two pooling methods. The max-ave pooling is obtained by superimposing the average pooling and the max pooling with the same weight 1. It not only expands local receptive field of the image, but also keeps more accurate image feature information [33] . Its formula is defined as (4):
where, F(v) represents the max-ave pooling obtained by superimposing the average pooling and the max pooling.
2) DECONVOLUTIONAL LAYER
During the calculation process in the pooling layers, the resolution of the feature map will be reduced. It will lead to loss of detailed feature information. In order to address this issue, the proposed network adds two deconvolutional layers [35] . The calculation methods of deconvolution and convolution are different. The deconvolution can be regarded as the reverse calculation of convolution. It is essentially an up-sampling process. During the calculation process in the pooling layers, the high-dimensional features will be down sampled to the low-dimensional features. It will reduce the resolution of the feature map. The position of the maximum in the low-dimensional feature matrix within each pooling region will be recorded in a position set. During the up-sampling process in the deconvolutional layers, the resolution of the feature map will be recovered. The high-dimensional feature matrix will be restructured and the maximum within each pooling region will be restored approximatively in the high-dimensional feature matrix according to the position set. The rest of the high-dimensional feature matrix will be set to zero [35] . The process of convolution down-sampling and deconvolution up-sampling is shown in Fig.3 . In Fig.3 , when the down-sampling operation in the first convolutional layer is finished, the resolution of output feature map in the pool1 becomes half of that in the input image. When the down-sampling operation of the second convolutional layer is finished, the resolution of output feature map in the pool2 becomes half of that in the pool1. That means it only keeps 1/4 resolution of the input image. Through adding two deconvolutional layers and four times up-sampling, the resolution of density map and lost details could be recovered approximatively. In Fig.3 , the two up-samplings are performed by one deconvolutional layer. Another two up-samplings are performed by another deconvolutional layer. After two deconvolutional layers have been performed, the resolution and details of final feature map could be restored to the input image approximatively.
C. TRAINING LABLES 1) DENSITY MAP LABELS
Since the crowd density map can reflect the location information of the crowd, it is used as a training label for the crowd counting sub-task in this paper. The density map [37] of an image with N heads can be represented by the following 88792 VOLUME 7, 2019 formula (5):
where, G σ (x) is a two-dimensional Gaussian convolutional kernel. σ is width parameter. δ (x − x i ) represents the delta function, and x i represents the position of head label. The original image and the density map generated by formula (5) are shown in Fig.4 . It can be observed that the crowd distribution in the ground truth density map is the same as that in the original image. Here, the number of people in the ground truth density map is 23 and it is exactly same with the original image. 
2) DENSITY LEVEL CLASSIFICATION LABLES
The maximum number of people, N max , and the minimum number of people, N min , in the dataset are used to determine the range of the crowd number [18] . The number of density levels M is specified according to the scale of dataset. If the ground truth number of input image is GT, the density level can be determined by the following formula (6):
where the denominator indicates the range of the crowd number in each density level, and round ()is used to round off the value. The density level number M in this experiment is set to 5.Then, the density level of each training sample is converted into a vector form.
D. NETWORK TRAINING
The proposed network is trained by cascading multi-task learning, and two sub-tasks need to be trained simultaneously.
For the density classification sub-task, the density level of each training sample is converted to the vector by the method proposed in Section C, and these vectors can be used to form the training set. The cross-entropy loss function [18] , [23] is used for this sub-task. The formula is defined as (7):
where, N is the number of training images. M is the total density level classification number (M is signed a value of 5 in this paper). p i is the ground truth classification level and X i is the i th training image. θ is the parameter learned from the convolutional network. Here, F 1 (X i ; θ) is equal to logp i,j . It represents the probability that the i th training image is estimated to be the j th classification level. Since the loss function uses the error between the estimated density level and the ground truth density level for back propagation, the trained model can extract global density feature through the first four convolutional layers in the density classification sub-task. For the crowd counting sub-task, the density map labels corresponding to each training sample are generated by the method proposed in Section C. The Euclidean distance is chosen as the loss function for this sub-task. It is defined as formula (8):
where, N represents the number of training samples, X i represents the i th training image, D i represents the feature map obtained in the density classification sub-task, θ is the parameter learned from the convolutional network. F 2 (X i ; D i ; θ) is the density map estimated by the crowd counting sub-task. G i is the ground truth density map label and L 2 is the loss value between the estimated density map and the ground truth density map label. This loss function uses the error between the estimated density map and the ground truth density map for back propagation, so the trained model can extract the crowd features through crowd counting sub-task. The whole network is jointly trained with combined loss function. The combined loss function L is defined as follows:
where, L 1 and L 2 are defined as above. σ is the weight (σ is signed a value of 0.001 in this paper).
IV. EXPERIMENT
This paper evaluated the performance of the proposed method on two different crowd counting datasets: the UCF_CC_50 and the ShanghaiTech. The whole network is trained and tested based on Pytorch framework. Hardware configuration is the GeForce GTX 1080Ti GPU with 11GB of memory and the CPU E5-2630.The operating environment is Ubuntu 16.04.3 with 32G RAM.
A. EVALUATION METRIC
The mean absolute error (MAE) and the mean squared error (MSE) are used to evaluate the performance on the test datasets. MAE represents the accuracy of the estimation and MSE indicates the robustness of the estimation. MAE and MSE are defined as follows:
where, N represents the total number of images in the test datasets, z i and z i represent the ground truth value and the estimated value of the i th image respectively. The accuracy of obtained feature map determines the accuracy of estimated density map. The closer the estimated density map to the ground truth density map is, the more accurate of the obtained feature map is. So, this paper compares the estimated density map with the ground truth density map to test the accuracy of the obtained feature map. Two density maps are compared by the Peak Signal to Noise Ratio (PSNR) and the Structure Similarity Index Method [36] (SSIM). PSNR represents the distortion between estimated density map and ground truth density map. From three aspects: brightness, contrast, and structure, SSIM is used to measure the similarity between estimated density map and ground truth density map.
B. ABLATION EXPERIMENT
An ablation experiment is used to illustrate the effectiveness of the above method. The ShanghaiTech Part_A dataset is taken as the experimental testing dataset. During the experiments below, the performance of the crowd counting will be tested and analyzed by a step-by-step improvement method. The results are shown in Table 1 and Table 2 . Table 1 shows that compared with MCNN, in the method with global density feature, the index MAE can be reduced 14.8 points and the index MSE can be reduced 34.8 points. In the method of using max-ave pooling with global density feature, the index MAE can be reduced 18.3 points and the index MSE can be reduced 41.6 points. In the method of adding deconvolutional layers with global density feature, the index MAE can be reduced 22.5 points and the index MSE can be reduced 45.0 points. In ours, that means using max-ave pooling and deconvolutional layers with global density feature, the index MAE can be reduced 23.6 points and the index MSE can be reduced 43.5 points. The result demonstrates that the method proposed effectively improves accuracy of crowd counting. Table 2 shows that compared with MCNN, in the method with global density feature, the index PSNR can be increased 0.47 dB and the index SSIM can be increased 0.025 points. In the method of using max-ave pooling with global density feature, the index PSNR can be increased 0.54dB and the index SSIM can be increased 0.043 points. In the method of adding deconvolutional layers with global density feature, the index PSNR can be increased 0.84dB and the SSIM can be increased 0.065 points. In ours, that means using max-ave pooling and deconvolutional layers with global density feature, the index PSNR can be increased 1.11dB and the index SSIM can be increased 0.078 points. The result demonstrates that the proposed method can improve the accuracy of the estimated density map.
C. THE UCF_CC_50 DATASET
The UCF_CC_50 dataset is a high-density crowd dataset. This dataset contains 50 gray scale images of different scenes. The number of people per image ranges from 94 to 4543, and the average number of people per image is 1279.5. The five-fold cross validation can be employed to evaluate the results of the proposed method.
1) EXPERIMENTAL SETUP
In UCF_CC_50 dataset, the number of images available for training is limited and the number of people in per image is large. To ensure enough training images, data augmentation strategy is performed by randomly cropping 72 patches with size 225 × 225 from each image and flipping them. At the same time, noise points are randomly added to all patches. So the training dataset for verification will have 5760 images. The Adam optimization algorithm is used to minimize the cumulative error.
2) RESULTS
In this paper, the proposed method is compared with several recent methods on the UCF_CC_50 dataset. The results are shown in Table 3 . Table 3 shows that compared with the experimental results of MCNN, in ours, the index MAE is 70.9 points lower and the index MSE is 112.8 points lower. Compared with the experimental results of CMTL, in ours, the index MAE is 16.1 points lower and the MSE is 1.6 points lower. Compared with the experimental results of NetVLAD, in ours, the index MAE is 4.6 points lower and the MSE is 5.5 points lower. Compared with the experimental results of other methods in Table 3 , the proposed method also has a significant reduction in the index MAE and the index MSE. The result shows that the proposed method has higher accuracy and stability. Because of considering the different density features and changes in the scale, the performance of the proposed method has obvious improvement.
An experimental result is shown in Fig.5 . The Original image is the original testing image with 1050 people. The Ground truth density map represents ground truth density map with 1050 ground truth people. The Estimated density map represents the estimated density map with 1088 estimated people. It can be seen that in the case of high density, the estimated crowd density map is similar to the ground truth density map, and the estimated number is close to ground truth number.
D. THE SHANGHAITECH DATASET
The ShanghaiTech dataset is divided to two parts: Part_A has 482 crowd images obtained from the Internet, the number of people in each image is between 33 and 3139, the average number of people per image is 501.4. Part_B contains 716 images captured from streets views, the number of each image is between 9 and 578, the average number of people per image is 123.6. The ShanghaiTech dataset has huge fluctuations on crowd distribution.
1) EXPERIMENTAL SETUP
In order to ensure enough training images, this paper randomly crops out 9 patches from each image and flips them, and each patch is 1/4 size of the original image. At the same time, noise points are randomly added to all patches. There are 482 images in the Part_A dataset, it contains 300 training images and 182 testing images. There are 716 images in the Part_B dataset, it contains 400 training images and 316 testing images. The training images of Part_A will increase to 5400 and the training images of part_B increase to 7200. The Adam optimization algorithm is used to minimize the cumulative error.
2) RESULTS
In this paper, the proposed method is compared with several recent methods on the ShanghaiTech dataset. The testing results are shown in Table 4 and Table 5 . In Table 4 , the results in Part_A dataset show that compared with the experimental results of MCNN, in ours, the index MAE is 23.6 points lower and the index MSE is 43.5 points lower. Compared with the experimental results of CMTL, in ours, the index MAE is 14.7 points lower and the MSE is 22.7 points lower. Compared with the experimental results of SaCNN, in ours, the index MAE is 0.2 points lower and the index MSE is 9.5 points lower. Similar to the result in Table 3 , the proposed method is superior to the other methods in Part_A dataset. The UCF_CC_50 dataset and the Part_A dataset both have extremely dense crowds. It means the proposed method has good performance when the crowd is extremely dense.
In Table 5 , compared with the experimental results of MCNN in Part_B dataset, in ours, the index MAE is 7.1 points lower and the index MSE is 6.0 points lower. dataset due to its scale-adaptive strategy. The scale-adaptive strategy has good performance in low density crowd, such as Part_B dataset.
Some experimental results of the proposed method are shown in Fig.6 and Fig.7. Fig.6 shows the testing results of the two images on ShanghaiTech_PartA dataset. Fig.7 shows the testing results of the two images on ShanghaiTech_PartB dataset. These four images represent uneven crowd distributions. The results show that the proposed method is more accurate and robust compared with other methods on ShanghaiTech dataset.
V. CONCLUSION
In this paper, an improved convolutional neural network combined with global density feature is proposed. It is different from existing crowd counting methods. The proposed method focuses on uneven crowd distribution. Moreover, the maxave pooling and deconvolutional layers are used to generate a more comprehensive density map. The experimental results show that the proposed method achieves competitive performance on different crowd datasets. Due to the high density crowd, some backgrounds will be taken as people by mistakes. It will bring about noise in the estimated density map and influence the counting results. For the future work, we will focus on reducing the noise in the estimated density map and improving the accuracy of counting.
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