We present a stable and accurate inversion method for extracting potentials from spectroscopic data of diatomic molecules. The method, which was developed previously for inverting scattering data, is based on first-order functional sensitivity analysis in conjunction with the Tikhonov regularization, singular system analysis, and an exact transformation technique. Besides being numerically stable, it requires neither explicit functional forms nor special basis function expansions for the potential corrections when solving the corresponding linearized integral equation. Instead, we solve the linear equation directly in terms of the probability densities of the unperturbed vibrotation eigenstates. For illustration, we consider the ground electronic state of the Hz molecule. Inversions have been carried out for simulated data free of noise and for those with noise of magnitude comparable to realistic experimental errors. It is found that in both cases, a relatively large deviation of the starting reference potential from the truth may be tolerated to still accurately recover the intended one. The propagation of the spectral errors is analyzed in detail based on the linearization assumption. The variance of the recovered potential reveals the reliability of various regions of the recovered potential.
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I. INTRODUCTION '
The determination of the interatomic/molecular and intramolecular potentials from experimental measurements is fundamental for understanding many important molecular properties. While the former has been studied using mainly scattering data, the latter has been scrutinized intensively using spectroscopic data. These two undertakings complement each other, thus, along with ab initio calculations, they can provide a comprehensive picture of the system under study. Very recently, we have developed a stable, efficient, and accurate inversion method,' the regularized inverse functional sensitivity analysis (hereafter RIFSA) method, within the framework of the functional sensitivity analysis, the Tikhonov regularization, and the singular system analysis for a finite amount of data. The method has been applied successfully to extracting weakly bound state potentials of inert gas pairs1(a),1(b) and gas-surface potentials ' (') from corresponding simulated scattering data. The present paper is intended as an initial extension of the method to inverse spectroscopic problems by explicitly considering diatomic vibrotation spectral measurements as input data to recover the underlying intramolecular potential. The ultimate goal is the treatment of polyatomic spectral inversion.
For many years, the Rydberg-Klein-Rees (RKR) method' has been the main vehicle for extracting potential energy curves of diatomic molecules from the measured vibrotation spectral data. It is, however, a first-order semiclassical approximation and generally applicable only to very restricted cases, e.g., potentials with a single minimum. Although its precision can be further increased by including higher-order corrections,3 its extension to more complicated systems has been particularly difficult.4 The inverse perturbation analysis (IPA) method of Kosman and Hinze' is a full quantum mechanical variational method originally intended to improve upon the RKR potentials and has been applied to various systems including polyatomic molecules6 One key feature of the IPA method is the use of a basis set expansion for the potential corrections. This not only raises a serious issue of how to properly decide on a particular set of basis functions, but suffers from likely stability problems when the number of basis functions becomes large. Although over years many modifications on the IPA method have been made,7*8 thus widening the scope of its applications, these endeavors have only focused on the choice of the basis functions and have not adequately addressed the two aforementioned issues, particularly the stability problem caused by a finite amount of data and possibly also by the data errors.
The RIFSA method applied to inverse spectroscopic problems is based on the same first-order perturbation theory as the IPA method. The former, however, does not make use of a finite basis function expansion when solving the corresponding linear integral equation relating small changes in the bound state energies and the underlying potential. Rather, the linearized equation or its transformed equivalence is solved within the framework of the Tikhonov regularization method for linear ill-posed problems.' Specifically, the approximate solution of the linear equation is obtained by minimizing a quadratic functional of the desired potential correction, subject explicitly to any a priori constraints on the potential. By invoking singular system analysis, lo we can readily form a set of orthonormal basis functions directly from the probability densities of the unperturbed counterparts of the bound states considered. In terms of these functions, we can evaluate easily the potential correction and can gain further insights, e.g., the spatial resolution and the information content of the data. Furthermore, the Tikhonov regularization procedure al-lows us to effectively treat realistic spectral data contaminated with measurement errors. We will explicitly address noisy vibrotation energy spectra in the present simulated inverse diatomic spectroscopic problems. Finally, we perform a detailed statistical analysis on the errors of the recovered potential due to the spectral errors by computing a covariance matrix based on the linearization assumption.
While solving the forward problem based on Eq. ( 1 ), i.e., computing the bound state energies E"j when the potential V(R) is given, is quite straightforward, the inverse procedure, i.e., obtaining the potential V(R) from a given set of bound energies, can be very difficult either analytically or numerically. In practice, the inverse problem may be solved iteratively by invoking first-order perturbation theory which yields the linear relation In Sec. II, we describe the algorithm of inverse spectroscopic problems within the framework of diatomic vibrotation energy spectra. Explicitly, the Tikhonov regularization procedure and the singular system analysis are introduced in conjunction with exact transformations from the original linear integral equation to its various equivalent forms. This is followed by Sec. III, where a discussion is presented on the propagation of spectral data errors into the recovered potential. Then in Sec. IV, we analyze the results obtained from a case study on the ground electronic potential of the hydrogen molecule. Both noise-free and noisy simulated spectral data are used in our calculations. Finally, in Sec. V, we give a brief summary.
with between small changes SE"j = E"j -ej in the eigenenergies and small perturbations SV(R) = V(R) -Vo(R) in the potential. The eigenfunctions ~~j(R) and eigenvalues ~j are the solutions to Eq. ( 1) for the reference potential Vo(R). Through the iterations, we update the potential by adding to it the potential correction SV(R) which is obtained by solving Eq. (5) or its equivalences (see below), i.e.,
II. REGULARIZED INVERSION PROCEDURE
For simplicity, we consider a '2 state potential V(R) of a diatomic molecule. The vibrotational energy eigenvalues E"j and the corresponding eigenfunctions ~"j(R) are prescribed by the following radial Schrodinger equation:
subject to the boundary conditions @"j(O) = 0 and gtui( CO ) = 0. Here p is the reduced mass, and u and j are vtbrational and rotational quantum numbers, respectively. We note that for electronic states other than '2, the centrifugal potential term should be changed according to the particular angular momentum coupling case under study. Our purpose here is to recover the potential V(R) as precisely as possible from the vibrotation spectral energies qjp which may be contaminated with random errors. With no loss of generality, we shall assume that the errors euj's are normally distributed and satisfy the following two relations:
and k"jEd,") = 0 &&
Here ( * * * ) denotes statistical expectation over an ensemble of measurements, c tj is the variance which may be different for different levels, and 6, is the Kronecker delta. Now the experimental vibrotational eigenenergies are expressed as q.P' = guy, + Evj (4) with PUyf specifically standing for the exact, noise-free eigenenergies for the true potential V(R).
In general, the functional relation between the eigenenerg& and the underlying potential V(R) is nonlinear.
until a convergence criterion is fulfilled. The linear integral equation (5) is usually ill conditioned, especially when taking into account the biases caused by the underlying nonlinearity and the data errors. Thus it must be solved with care along with any a priori constraints on the potential correction SV(R). In many situations, a constraint involving high-order derivatives of S V( R ) is needed to render the recovered potential smooth and physically meaningful. To facilitate the numerical computations, we first define the quantity SE,ir~"~Pf-~j (7) with the data errors contained explicitly in the quantity PUTPf. We then rewrite Eq. (5) as follows:
It is easily seen that if the weighting factor w(R) assumes the form R*, the kernel Kuj(R) is simply the probability density 1 ~~j(R) 1 */R* for the vibrotational bound state of the starting potential Vo( R) at each iteration. We note that it may be beneficial to weight the data ,?$Tp' and ej in Eq. (7), and thus Eq. (8), according to the variance CT $. Finally, Eq. (8) can be further transformed, via integration by parts, into an equivalent form as follows"b):
Here the kernels K$](R) satisfy the recurrence relation
with K"I(R)sK"j(R) UJ and the quantity Sfi") (R) is simply the nth-order derivative of S V( R) with respect to the interatomic distance R, namely,
The assumption in Eq. ( 10) is likely to hold because the probability density of each bound state falls off exponentially away from the corresponding classical turning points and most of the diatomic potentials approach zero quickly at large separation. I(b) The formulation in Eq. (9) is equivalent to Eq. (8), but the former one now allows for the convenient introduction of a cost such that SF") is minimized while seeking the solution S V( R ) . Within the framework of the Tikhonov regularization procedure, Eq. (9) can be solved by minimizing the following quadratic functional':
the magnitude of the functional J(a) first decreases because more weight is placed on the residual in EQ. ( 13). When an appropriate a value, the optimal a, is located, J(a) arrives at a minimum. As the a value is further reduced, J(a) usually increases monotonically because more higher frequency components of the kernel &z](R) are involved. Moreover, a higher-order constrained derivative usually inflicts heavier penalty on the solution, thus likely producing smoother results for V(R); however, if extreme smoothness is sought, some essential structure in V(R) may be lost. Consequently, it is necessary to properly choose a value of n for the functional defined in Eq. ( 13) to yield an adequate potential correction. Assuming a total number of N input vibrotation energy levels, for given a and n, we can readily produce the solution which minimizes the functional in Eq. (13) in terms of the singular system lo of the kernel K$](R) designated as {o~~*;uI;"~,u~~}, i= 1,2 ,..., IV.
with the inner product defined as 
Here D and % represent the discrete eigenvalue space and the continuous distance space, respectively. The regularization parameter a is an arbitrary positive number yet to be chosen to balance the residual II1yr"](R" X SF'@)) -SEIIf, and the smoothness constraint IIR" x Sfln)II& As proposed previously, the value of a can be optimally determined at each iteration by minimizing the following functional:
with @It denoting the adjoint of fil. Furthermore, the singular values {wpl*} are conveniently arranged in descending order, i.e., wpl* ) tip]* > . * * ) w&E 1 > wE1* > 0. Finally, the potential correction at each iteration can be obtained by using the following integral relation:
with the assumption that Stik)( 00 ) =O, Vk=0,1,2 ,..., n-1 which holds for realistic interatomic potentials.
J(a) +?Fxpt-EalCII~, To end this section, we describe briefly the criteria for stopping the iterative inversion procedure. Generally, the starting reference potential Vo(R) may be quite far away from the intended one, thus the difference between their corresponding vibrotation eigenenergies may be large compared to the data errors. Thus the iterations proceed by choosing the regularization parameter a by minimization of Eq. ( 16). Gradually the recovered potential becomes closer to the intended one and yields eigenenergies which better resemble the input data. When the calculated data are in good agreement with the input data, we can stop the iteration procedure. In practice, we have two distinct stopping criteria for noise-free and noisy cases. For the former case, we terminate the iteration as soon as the data difference, which is to be measured by the quantity J(a) of Eq. ( 16), falls below a prescribed small tolerance. While for the latter case, we stop the inversion procedure as soon as the following criterion is fulfilled, assuming normally distributed errors with variances a$ x"=C (Ey-q'=)* 2 <N vi u vj (23) with the amount of data N so that we may not overlit the data.
III. THE EFFECT OF DATA ERRORS IN THE INVERSION
In this section, we study the possible effect on the recovered potential V(R) of the normally distributed random errors contained in the input vibrotation eigenenergies gvjp'. Since it is difficult to give a quantitative error analysis about the solution for any nonlinear inverse problem, we shall confine ourselves to the linearized equation (5). Although it is likely that bias will occur due to the nonlinear nature of the problem, our analysis based on the linearization assumption shall provide qualitatively useful information. Furthermore, for simplicity, we shall assume that the normally distributed errors are characterized by the same constant variance u *.
The statistical uncertainty of the recovered potential depends not only on the variance of the errors, but also on the regular&&ion procedure in general. Given the regularization parameter a and the order n of the derivative constraint, we can produce the following approximate linear inverse relation from Eqs. ( 17) and (2 1 Here we note that the variance (SV,(R)SV,(R)) is linearly proportional to the data error variance (T *. Moreover, its magnitude increases monotonically as a becomes smaller. As a result, the ratio of the potential error to the data error can become very large if we overfit the data by choosing too small an a value. On the other hand, the resolution of the potential may be very poor if we try to oversuppress the influence of the data error by choosing too large an a value. Finally, the variance of the potential should reveal the trustworthiness of various regions of the recovered potential in accordance with the information content of the input data as regulated by the R-dependent weighting factor @l(R).
This will be addressed in detail in the next section when we analyze our results. We consider the ground electronic state X '$ of the hydrogen molecule. The Kolos/LeRoy-Schwartz potential" will be adopted as the model potential to be used to simulate the experimental vibrotational spectra. Here the radial Schrodinger equation ( 1) is solved using the Numerov algorithm to determine the bound states and the corresponding wave functions.'* In most of our calculations, we shall consider all the bound vibrational states for the rotational quantum numbers j=O,1,2,...,9; the total number N of input levels in this "full" case is equal to 142. Although the ultimate goal is to recover potentials from true experimental data, the studies here are useful as a guide to how much data is really needed for the inversion and how data errors can affect the inversion outcome. In the rest of this section, we shall use atomic units unless otherwise stated.
By invoking Eqs. (2) and (3 ), we can readily arrive at the following expression for the covariance matrix of the potential correction:
The recovered potential based on our inversion scheme is expected to be nearly independent of the starting reference potential as demonstrated previously. ' We will assume that the starting reference potential in the inversion is a Morse potential13 @V,(R)~V,(R'))=CT* 1 y";$R') . (27) vi UJ vi
Vo(R) =D~(~-*=(R--R,) -2e-~(R-%))
characterized by a dissociation energy D,, a minimum position R, and a length scaling parameter a. In the numerical implementation, we need to choose the weighting factor w(R) and the order n of the derivative constraint in and @l(R) are shown as dashed curves, and the rest as solid curves. For plotting purposes, the eigenenergies Ec$r' (after being multiplied by 10) have been added to the quantities K,(R) and #l(R).
Eq. (9). In this work, we have chosen w(R) = R* and assumed n =2. The choice n =2 yielded very satisfactory results for cases considered below, although we have also found equally good results with n = 3 or 4. The real significance of using a higher-order constraint can be seen clearly from Fi 28 s. 1 (a) and 1 (b) in which the kernels 2$](R) and Kfvj (R) are displayed as functions of the vibrational quantum number v for i=O and the interatomic distance R. It is found that the kernel for n =2 becomes smoother than the case n =0, while still resembling closely the global character of the latter kernel. The net result is thus to roll out the higher frequency components of the original kernel, very much like a preconditioning process in the conjugate gradient procedure for solving linear algebraic problems,i4 with the intention of yielding more stability. In the following, we present our first inversion results for (i) noise-free data, and then for (ii) normally distributed noisy data. Finally, we discuss in depth the The input consisted of 142 noise-free eigenenergies, i.e., all vibrational levels for j=O,1,2,...,9 were used for the inversion.
effect of the data errors on the recovered potential based on the linear assumption of Eq. (8).
A. Noise free data
In Fig. 2 , we present the results, using the full data set with 142 bound states defined above, for the recovered potential along with the model potential and the initial one which is a Morse form with D, = 0.198, R, = 1.5, and a = 1.4 in Eq. (30). It is found that the recovered potential closely resembles the model potential over the whole region, but is slightly lower than the dissociation threshold of its model counterpart. The discrepancies observed at the very small distances and at the large distances, here R > 7, can be attributed to the lack of information content in the input data about these two regions. Further improvement in these regions may be possible if more rotational quantum numbers or quasibound (resonant) states are included in the input, or if scattering data are involved. Moreover, we compare the vibrotation eigenenergies for the recovered potential with the input data, see Table I . The agreement between the two sets of the data is generally up to the seventh decimal point for every level except for a few of the highest vibrational levels. We comment that we have also performed the calculations with other starting reference potentials assuming various well depths and minimum positions and found results quite comparable to those above for relatively large initial deviations from the true potential.
For a clear understanding of the dependence of the recovered potential on the amount of the input data used in the inversion, we show in Fig. 3 results for 80 input levels, i.e., eight vibrational levels each with the first ten rotational states. As expected the potential is only well recovered over a range approximately spanned up to the highest classical turning points. 
B. Normally distributed noisy data
Here the input vibrotation eigenenergies contain computer simulated errors which are normally distributed. It is further assumed that the errors are characterized by the same variance o 2. Explicitly, we first produce a set of normally distributed random numbers with a vanishing mean and a standard deviation equal to 0.1% of the dissociation energy of the Kolos/Le Roy-Schwartz potential for hydrogen molecule, i.e., approximately 36 cm-'. This is actually a rather large error and its constant variance is very significant for the higher energy levels. Then these random numbers are added to the numerically exact vibrotation eigenenergies corresponding to the Kolos/Le RoySchwartz potential. Finally, these error contaminated data are considered as the experimental input data EUJpf in Eq. (7) for the inversion.
It is found in Fig. 4 that the potential recovered using the full N= 142, but noisy data set is in good agreement with the model potential. We, however, observed small fluctuations about the model potential. The relatively larger fluctuations at the small and large interatomic separations is likely caused by the relatively large noise in the levels close to the dissociation threshold; with the assumption of equal variance for every level, we expect a large noise-to-signal ratio for the higher energy levels. The good agreement of the repulsive parts of the recovered and the model potentials is likely only an artifice of the potential fluctuations. Finally, we observed that the eigenenergies of the recovered potential bear a close resemblance to the noiseless ones of the original model, rather than their noisy input counterpart (see Tables I and II) . This may be understood as a result of our not overfitting the noisy data when the iteration is stopped according to the criterion Rq. (23); fitting the noisy data too well can often result in unwanted severe fluctuations in the recovered potential. In general, the error ratio rises much more quickly toward the steep inner potential wall than toward the soft outer wall. This, in large part, is due to a quicker drop of the probability densities toward the inner classical turning points than toward the outer classical turning points as indicated in Fig. 1 (a) and, in small part, may be due to the conditions Eq. (22) imposed on the potential and its derivatives at the rightmost internuclear distance ( -22 a.u. ) in our numerical integration of the radial Schrodinger equation ( 1) . All curves in Fig. 5 become zero at the rightmost distance (not shown) as a result of Eq. (22). It is interesting to see that the error ratio curve may contain a pronounced narrow minimum slightly to the right-hand side of the potential well minimum at a suitable value of a, e.g., Q = 2.1630 x 10m6 (the dashed curve). This minimum may be attributed to the v=O bound states associated with various rotational quantum numbers j as seen clearly in Fig. 1 (a) in which the probability density for v= 0 and j=O (the dashed curve) stands out among others and peaks at a distance to the immediate right-hand side of the potential minimum; the probability densities of v=O states for nonzero j's almost peak at the same distance because the well minimum positions of their corresponding effective radial potentials are close to each other. When a becomes very small, the error curve contains high-frequency oscillations from which the abovementioned narrow minimum becomes indistinguishable (see the top two curves in Fig. 5 ). Although the above error analysis is performed on the hydrogen molecule, similar observations may also be drawn about other diatomic molecules.
V. SUMMARY
We have shown that the RIFSA method can be used to accurately extract strongly bound interatomic potentials from spectroscopic data. The electronic potential curve of H2 X '2: state recovered from simulated bound state data by this method was almost converged to the assumed "exact" potential over all the interatomic distances. Small discrepancies observed at very small and large separations are attributed to the lack of corresponding relevant information in the input data and the results may be further improved by including more rotational states or even scattering data. We also presented a result for when the input eigenenergies are contaminated with measurement errors by considering the computer-simulated normally distributed errors. The recovered potential was very good and the corresponding eigenvalues compared well with the noiseless exact ones. Statistical analysis on the errors propagated from the input noise was performed by computing the potential variance caused by the data errors based on the linearization assumption. Understanding the interplay between the data errors and the potential errors should aid in the treatment of true experimental data.
The illustrative example here with a diatomic potential also paves the way for the study of polyatomic, mainly triatomic, molecular potentials. This is particularly attractive due to the general availability of the highly accurate experimental spectral data. Our ultimate goal is to incorporate the newly developed numerical procedures for solving forward bound state polyatomic problems17 into the RIFSA method to determine their multidimensional potential surfaces.
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