Strong Markov Property
Definition 7.1. Consider a Markov chain (Xn) and the associated filtration F m . A random variable T :→ N ∪ {∞} is called a stopping time if the event {T = m} ∈ F m ∀m 0, or {T m} ∈ F m ∀m 0 For a given σ−field (Ω, F, P) and filtration F 0 ⊂ F 1 ⊂ F 2 . . . Lets define, F T = {A ∈ F | A ∩ {T = m} ∈ F m } ∀m 0 = {A ∈ F | A ∩ {T = m}}, F m , ∀m 0
Claim: F T is a σ−field, F T is the information contained in x 0 , x 1 , x 2 , . . . x T up to time T Theorem 7.2. (Strong Markov Property) Let (X i ) i 0 ∼ M arkov(λ, P ) be discrete markov chains and T be stopping time of (X n ). Then condition on T < ∞ and X T = i the stochastic process (X T +j ) j 0 ∼ M arkov(δ i , P ) and is independent of F T Proof. Let A ∈ F T A is any event that can be determined by X 1 , X 2 , . . . X T . By definition, A ∩ {T = m} ∈ F m , thereby using the standard Markov Property at time m, we have
It's enough to prove
From definition of Markov chain, future is independent of past
Lecture 07: Strong Markov Property
With almost sure finite hitting time P(H A < ∞) = 1, ∀i T 0 = H A (First time when chain hits A)
. . .
Claim 7.3. (X T j ) j 0 is a markov chain with state space A Proof. Let A ⊂ E, (E being the state space),
This Implies
The Transition probability can be written as Proof.
• Step 1: Prove T 0 is stopping time
•
Step 2: Use induction to how that if T m−1 is a stopping time, then T m is stopping time. 
Probability Generating function for stopping time
Definition 7.6. Let Y be integer valued random variable, taking non-negative values, i.e. Y ∈ {0, 1, 2, . . .} and the probability Y = k is defined as
then the probability generating function of Y is defined as
Claim 7.7. The probability generating function Φ y is always upper bounded by 1
Example 7.8. Random walk
For simplicity lets call H = H {0} and for our example
From the above graph we can write the hitting time for starting in node 2 as
whereH 0 is copy of H 0 . Therefore, for condition H 1 is finite i.e. (H 1 < ∞)
From strong Markov Property
We can take out the term 1 H 1 <∞ because of the fact for t ∈ [0, 1), t ∞ = 0
Therefore by combining the terms we can write 
