Abstract. In this paper, we recall our renormalized quantum Q-system associated with representations of the Lie algebra A r , and show that it can be viewed as a quotient of the quantum current algebra U q (n[u, u −1 ]) ⊂ U q ( sl 2 ) in the Drinfeld presentation. Moreover, we find the interpretation of the conserved quantities in terms of Cartan currents at level 0, and the rest of the current algebra, in a non-standard polarization in terms of generators in the quantum cluster algebra.
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2.1. The algebra U r .
Definition 2.1. Let U ′ be the algebra generated over the ring Z q = Z[q, q −1 ] by the noncommuting generators {M α,n , α ∈ N, n ∈ Z}, subject to two sets of relations. The first is called the M-system 1 :
(2.1) q α M α,n+1 M α,n−1 = M 2 α,n − M α+1,n M α−1,n , α ∈ N, n ∈ Z, with the convention that M 0,n = 1 for all n. The second set of relations are commutation relations among the generators:
M α,n M β,n+ǫ = q min(α,β)ǫ M β,n+ǫ M α,n , ǫ ∈ {0, 1}, α, β ∈ N, n ∈ Z.
Finally, there is a rank-dependent relation.
Definition 2.2. Let r be a fixed positive integer. The algebra U ′ r is the quotient of U ′ by the ideal generated by the relations 
2.2.
Relation to the quantum Q-system. The algebra U loc r is closely related to the A r quantum Q-system introduced in [DFK11, DFK14] . The quantum Q-system can be considered in the language of quantum cluster algebras 2 . In the current paper we add a single, central coefficient A to the cluster algebra of the quantum Q-system. The quantum cluster algebra includes the inverses of all the generators, by definition. With the addition of ∆, the solutions of the quantum Q-system generate an algebra which is the localization of U r .
The quantum Q-system is a subalgebra of a quantum cluster algebra with trivial coefficients 3 . We add a frozen variable A as in the quiver illustrated in Figure 1 . The ring over which the algebra is defined is Z v = Z[v, v
−1 ] where v = q −1/(r+1) . We also adjoin the (r + 1)-st root of the degree operator ∆.
Let C be the Cartan matrix of the Lie algebra sl r+1 , and define the integer matrix Λ = (r + 1)C −1 . Explicitly, (2.6) Λ α,β = min(α, β)(r + 1 − max(α, β)). We use the convention Λ 0,β = Λ r+1,β = 0 for all β so that Q 0,n = 1 and Q r+2,n = 0 for all n.
Lemma 2.4. Relations (2.1), (2.2) and (2.3) imply that the generators Q α,n satisfy the relations v −Λα,α Q α,n+1 Q α,n−1 = Q 2 α,n − qQ α+1,n Q α−1,n , α ∈ [1, r], n ∈ Z (2.8) Q α,n Q β,n+1 = v Λ α,β Q β,n+1 Q α,n , α, β ∈ [0, r + 1], n ∈ Z, Q r+2,n = 0.
We identify the central element A as the frozen variable in the quantum cluster algebra as in Figure 1 . Noting that this quiver corresponds to the cluster variables x n = (Q 1,n , · · · , Q r,n |Q 1,n+1 , · · · , Q r,n+1 |A), we identify Q r+1,n = A n in Equations (2.8), each of which is then identified (up to a normalization of the cluster variables) with a mutation in the quantum cluster algebra.
Remark 2.5. The boundary condition Q r+1,n = A n is a generalization of the boundary condition Q r+1,n = 1 used in [DFK14] . Both are consistent with the less restrictive boundary condition Q r+2,n = 0. The former corresponds to the choice Q r+1,0 = 1 and Q r+1,1 = A. The introduction of a coefficient A is necessary in this paper in order for the algebra to have a Z-grading.
Apart from the frozen variable A, this system was called the A r quantum Q-system in [DFK11, DFK14] . It is the quantum version of the A r Q-system cluster algebra identified in [Ked08] .
The quantum cluster algebra structure allows to extend straightforwardly the commutation relations (2.2) to the following: Lemma 2.6.
(2.9) M α,n M β,n+p = q p min(α,β) M β,n+p M α,n , n, p ∈ Z, |p| ≤ |β − α| + 1.
Proof. The proof of the Lemma for the variables Q is given in Lemma 3.2 of [DFK14] . Then using the relation of M and Q variables gives (2.9) directly. The condition on p is that the corresponding quantum cluster variables belong to a common cluster. The appearance of the quantity min(α, β) is due to the relation Λ α,β + αβ = (r + 1) min(α, β).
The Z-grading of the algebra U r is inherited by the quantum Q-system variables, with deg Q α,n = αn. Since Q r+1,n = A n , we have deg A = r + 1, namely (2.10) ∆ A = q r+1 A ∆, and (2.11)
As a consequence of (2.5) and the fact that Q r+1,n commutes with all Q α,n , (2.12)
We will work with the generators M α,n in this paper instead of Q α,n for convenience (they generate the same algebra). In what follows, we will consider the localization of this algebra obtained by adjoining inverses of the generators.
2.3. Generating functions. We want to present the relation of the algebra U to a loop algebra, so we introduce generating functions, or currents. Denote the generating functions
The subset of generators {M n := M 1,n : n ∈ Z} plays a special role in the presentation which follows, and we introduce the notation (2.14)
Equations (2.1), (2.2) and (2.3) in terms of currents as follows. Let δ(z) denote the distribution
where the first fraction is understood as a power series in z −1 and the second fraction is expanded in powers of z 4 . Define the "constant term" notation (2.16)
for the multiple constant term in variables u 1 , ..., u n . In terms of generating functions, the M-system equations (2.1) are equivalent to the relations (2.17)
in that the coefficient of z n in this equation, for each n and α, gives one of the relations (2.1).
Similarly, the commutation relations (2.2) are components of the relation
The grading relation (2.5) is equivalent to
2.4. Alternative formulation of U r . The main claim of this paper is that there is an alternative definition of the algebra U r in terms of the subset of generators M n := M 1,n or the currents m(z) and relations on them. We present in this subsection some of the main theorems to be proven. Define the q-commutators
Theorem 2.7. If M n are generators which satisfy both the M-system (2.1) and the commutation relations (2.2), then they satisfy the following exchange relations:
Note that this is a relation for the subset of generators M n = M 1,n only and does not involve M α,n with α > 1.
For example, if p = 1, this relation reduces to the commutation relation between M 1,n and M 1,n+1 . If p = 2, this is a difference of (2.1) and its conjugate version (3.4), at shifted n.
The term exchange relation is justified because in terms of currents, Equation (2.19) takes on the more familiar form
Each of the relations (2.19) is a coefficient of z n−1 w n+p of the relation (2.20) for each n, p ∈ Z. Equation (2.20) is the relation satisfied by the Drinfeld generators [Dri87] of the nilpotent subalgebra U √ q (n[u, u −1 ]) of the quantum affine algebra U √ q ( sl 2 ). We note that this relation also appears in the context of the spherical Hall algebra [Kap97] .
2.5. Polynomiality of M α,n in the generators. The second important result is that all the generators which do not appear as part of the exchange relation (2.19) are in the universal enveloping algebra generated by those that do. The generators M α,n with α > 1, which are a priori defined from (2.1) in terms of a localization of the algebra generated by components of the current m(z), are, in fact, polynomials in these generators.
Theorem 2.8. If the elements M α,n satisfy the M-system (2.1) and the commutation relations (2.2), the following recursion relations are satisfied:
In terms of currents, these recursion relations can be expressed as (2.22)
Moreover, we have the following Corollary 2.9. Equation (2.21) implies a polynomial expression for M α,n in terms of the components of the current m(z):
Therefore, the algebra U is generated by the components of the single current m(z), all other generators being polynomials in these generators. The algebra U r is a quotient of this algebra.
It would seem that the polynomial expression for M α,n of (2.23) in the M n 's has coefficients in C(q), due to the denominators involving (q − 1). It turns out that M α,n also has a polynomial expression of the M n 's, with coefficients in Z[q].
Indeed, modulo the exchange relations (2.19), the nested commutator expression (2.23) is equivalent to the following. In terms of the currents m α (z), and the slightly non-standard definition of q-vandermonde product:
we have:
Theorem 2.10. The current m α (z) is expressed in terms of the current m(z) via the following "quantum determinant" constant term identity:
Section 4 of this paper is devoted to the proof of the equivalence of the two presentations of the algebra U r .
Theorem 2.11. The algebra U r generated by {M α,n , α ∈ 1, r + 1, n ∈ Z} subject to the M-system relations (2.1), the commutation relations (2.2) and the rank restriction (2.3), is isomorphic to the algebra generated by {M n , n ∈ Z} subject to the exchange relations (2.20) and the rank restriction (2.3), expressed by using (2.25) as definition of the M α,n 's.
That is, U r is isomorphic to the quotient of U √ q (n + [u, u −1 ]) by the two-sided ideal generated by the relation (2.3).
The proof relies on the existence of commuting Hamiltonians of the M-system (conserved quantities of the Q-system). We have previously derived these in the quotient U r only and they are used in the derivation of the result. However, the resulting relations are independent of r and hold in the algebra U as well.
Conserved quantities
In this section, all relations are considered in the localization U loc r .
We recall that the quantum Q-system can be regarded as a discrete integrable equation with conserved quantities which are Laurent polynomials in the generators [DFK11] .
Thus, the relations (2.1), regarded as relations in U loc r , can be considered to be a discrete evolution of the variables M α,n in the discrete "time" variable n. When regarded in this way, the equation is a discrete integrable system, and there are r algebraically independent elements of U loc r , Laurent polynomials in any initial data, which are independent of n. Here, we reformulate the discrete integrable structure first established for the classical Q-system in [DFK10] and then extended to the quantum case in [DFK11] .
3.1. Miura operator and quantum conserved quantities. Let D denote the automorphism of U r acting as single time step shift operator,
extended to an action on U loc r . Define the monomials
α,n ξ α−1,n . In particular, ξ 0,n = 1 and ξ r+1,n = A −1 . Consider the following element, acting on U
We call this the Miura operator. We claim that µ n = µ n−1 and hence is independent of n. This proved using the following Lemma, which uses M-system (2.1) and the commutation relations (2.2) (but not the rank restrictions (2.3)):
Lemma 3.1. For all α ∈ [1, r] and n ∈ Z,
Proof. This is a quadratic equation in D. The coefficients of D 2 on both sides of (3.3) are 1, and the coefficients of D 0 are equal to ξ −1 α+1,n ξ α,n−1 on both sides by definition of x α,n . Identifying the coefficients of D is equivalent to the following equation:
This follows from (2.1), which implies the "left" M-system: α,n+1 , using the commutation relations (2.2) and rearranging terms, this is equivalent to:
. On the other hand, the equation (2.1) can be written as α,n , and using the commutation relations, this is:
α,n . Finally, the desired equality is obtained by multiplying (3.5) from the left by ξ
α+1,n , and (3.6) from the right by ξ α−1,n = M α−1,n M −1 α−1,n+1 , and using the commutation relations to see that they are equal.
Theorem 3.2. The operator µ n is independent of n. That is, µ n = µ n−1 = µ.
Proof. Using Lemma 3.1, we have a "zipper argument" as follows. Start with
Here, we made use of the fact that ξ 0,n = ξ 0,n−1 = 1 and applied Lemma 3.1. We then use Lemma 3.1 iteratively to update each of the subsequent terms, and for any fixed positive r, this ends with the updated term:
Example 3.3. In the case of A 1 , r = 1, we have
n+1 . Note the following simple commutation relations.
Lemma 3.4. We have the commutation relations:
Proof. Using (2.9), we deduce easily that for α < β and |p| ≤ β − α:
α,n+1 = ξ β,n+p ξ α,n which implies (3.7). The relation for x α,n = ξ −1 α,n ξ α−1,n follows immediately. Finally (3.9) follows from (2.9), while the range of validity corresponds to both |p| ≤ β and |p + 1| ≤ β.
The conservation of the Miura operator µ n = µ is best expressed via the expansion (3.10)
The conserved quantities C m are expressed as homogeneous polynomials of the x's of total degree m. Since the Miura operator (3.2) is independent of n, we can write it in terms of the variables in the limit when n tends to infinity. In [DFK14] (Lemma 5.14), we showed that the limit Q α,n Q −1 α,n+1 exists when n → ∞. Therefore, so do the limits
Moreover, in the limit, the variables {x 1 , ..., x r } commute among themselves as a consequence of Lemma 3.4 and commute with D as well. On the other hand, since µ n is independent of n, we have
Comparing this with the expansion µ =
we can identify C m with the elementary symmetric functions in the commuting variables {x α }:
In particular, we have Lemma 3.5. The conserved quantities commute among themselves:
Finally, note that C m has degree m with respect to the Z-grading of U r , as ξ α,n all have degree −α and x α,n , hence x α , all have degree 1. That is,
3.2. A linear recursion relation. When the Miura operator acts on U r by left-multiplication, it gives rise to a linear recursion relation among the generators, which is a characteristic of integrability.
Lemma 3.6. The generators M n := M 1,n satisfy a linear recursion relation with coefficients which are independent of n:
(3.14)
n , we conclude that µ(M n ) = 0. Remark 3.7. The construction of our Miura operator is very similar to the so-called Miura transformation allowing for defining generators of the q-deformed W-algebra in terms of quantum group generators [FR96] (See e.g. Eq. (10.9).) .
3.3. Conserved quantities as Hamiltonians. We now consider commutations relations in the algebra which we interpret as the integrable structure. The conserved quantities {C m } play the role of Hamiltonians in U r , in the sense that they act by time translation on the generators {M n = M 1,n , n ∈ Z}.
Proof. Recall the Miura operator,
We define the coefficients C j,n by expanding µ n ,
Multiplying this formula for µ n by (
where the last equality follows from the fact that C j is independent of n. We use the following commutation relations, easily derived from (2.9):
Indeed, by definition, both C j,n+j−r−1 andC j−1,n+j−r−1 are sums of products of x α,n+p 's, with
We have represented in Fig. 2 the actual domainsC j andC j−1 of the integer plane (a, b) ∈ Z 2 such that x a,b appears inC j,n+j−r−1 andC j−1,n+j−r−1 respectively. The domain −α + 1 ≤ p ≤ α − 2, for a = α, b = n + p corresponds to the larger wedge, that contains both domains.
Finally, as
Next, we use (3.16) to expressC j−1,n+j−r−1 in terms of the ξ's and the C's, by rewriting iteratively:
Noting that ξ
n+1 yields (3.15). The result of Theorem 3.8 may be easily recast in terms of currents Introduce the generating polynomial for the conserved quantities:
where the last equality comes from the identification with the elementary symmetric functions (3.11). Equation (3.15) is rewritten as
We recover the linear recursion relation (3.14) by taking z = w, so that
Note the right recursion relation obtained by taking w = qz, which reads m(qz) C(z) = 0, or in components:
Corollary 3.9. The conserved quantities C 1 and A −1 C r act as discrete "time" shifts on M n , namely for all n ∈ Z:
Proof. The first equality (3.21) is simply (3.15) for m = 1. Rewriting (3.15) for m = r by using the linear recursion relation (3.14) leads to [C r , M n ] = (1 − q)(C r M n − AM n−1 ), as C r+1 = A. We deduce (3.22) by multiplying this by A −1 and using
In the expression (3.17) for C(z), the coefficients are the elementary symmetric functions in {x α }. There is a natural transformation between the elementary symmetric functions and power sum symmetric functions:
where, expressed as a function of
The elements P k ∈ U r are polynomial in the conserved quantities.
Theorem 3.10. The elements P k are the k-step time-translation Hamiltonians,
Proof. By definition, we have −C(z)
. We wish to study the commutation of this function with the current m(w). Rewriting (3.18) as:
we may write in two ways:
We deduce that
Eqn. (3.23) is the coefficient of z k−1 w n in this current identity.
3.4. Conserved quantities as quantum determinants. In Ref. [DFK10] , it was shown that the conserved quantities of the classical Q-system (with q = 1, A = ∆ = 1, Q α,n = M α,n ) can be expressed as discrete Wronskian determinants with a defect, of the form:
Note the "defect" between the two consecutive columns b = r + 1 − m and b = r + 3 − m.
In this section we present the quantum counterpart of this result, which we may view as a quantum determinant. The explicit expression for conserved quantities coming from the expansion of the Miura operator µ n is Laurent polynomial in the M α,n 's. However, using (2.1), (2.2) and (2.3), it is possible to rewrite C m , up to some factor ∆ −1 , as a polynomial of the M n 's:
Theorem 3.11. There is a constant term expression for the conserved quantities C m , in terms of the currents m(u), as a quantum determinant:
Example 3.12. In the case of A 1 , r = 1, we get
The proof of Theorem 3.11 is given in Section 4.5 below.
Proofs
In this section, we prove the main Theorems of the paper. In the first two sections, we prove Eqs. (2.19) and (2.21) directly in components, as relations between the M α,n ,s and M n 's. The technique is by induction, and uses crucially the interpretation of conserved quantities as time translation "Hamiltonians", from Theorem 3.8 and Corollary 3.9.
The three subsequent sections are devoted to the proofs of Theorem 2.10, Theorem 2.11, and Theorem 3.11, all in current/constant term form. The method of proof is radically different, and uses constant term manipulations.
4.1. Quadratic relations in U r : proof of eq. (2.19). The quadratic relation (2.1) and the commutation relations (2.2) imply the existence of the following infinite sequence of quadratic relations (an exchange algebra) in U r .
We prove that φ n,ℓ = 0 by induction on ℓ. First note that φ n,1 = 2[M n , M n+1 ] q = 0 due to the commutation relations (2.2), and φ n,2 = q(q
+ M 2,n+1 ) = 0 as a linear combination of the quadratic relations (3.4) and (2.1) for α = 1 and n → n + 1. Using Eq. (3.21) of Corollary 3.9, we compute for all n, ℓ:
This implies the inductive step:
Suppose φ n,ℓ ′ = 0 for all n and ℓ ′ ≤ ℓ, then the left hand side of this equation is zero, hence φ n,ℓ+1 = 0, and the Theorem follows by induction on ℓ.
Remark 4.2. As mentioned before, in addition to the quadratic relation (2.19), we have a cubic relation which follows automatically in U r . It is instructive to re-derive it directly from eqns. (2.1) and (2.2). We have the following. Theorem 4.3. Let n, p, k ∈ Z. Then the generators M n satisfy
where by Sym we mean the symmetrization over the letters n, p, k.
Proof. Let φ n,k,p denote the left hand side of (4.1). Let δ = max(n, k, p) − min(n, k, p), and the proof will follow by induction on δ.
The function φ n,k,p is symmetric with respect to n, k, p so we assume n ≤ k ≤ p = n + δ. Using
will provide an inductive step. If φ n,k,p = 0 for all n ≤ k ≤ p = n + δ, then the left hand side is zero. The right hand side will contain one or more terms with δ ′ > δ.
• If n ≤ k < p, then all terms on the right side have δ ′ ≤ δ except for φ n,k,p+1 , which therefore vanishes.
• If n < k = p then two terms on the right hand side are equal to each other by the symmetry of φ n,k,p , and both have δ ′ = δ + 1. Thus, φ n,k,k+1 = 0 for n < k.
• If n = k = p, the three terms on the right are equal to each other by symmetry, and therefore φ k,k,k+1 = 0 since the left side vanishes. This argument does not show that φ n,k+1,k+1 = 0. To see this, use Equation (3.22) instead:
which allows to conclude that φ n,k+1,k+1 = 0, as all the terms on the left have width δ = k − n. The Theorem follows by induction on δ.
4.2.
Recursion relation for M α,n : proof of eq. (2.21). We consider the subset of generators M n := M 1,n , n ∈ Z. The next result shows that the elements (1 − q) α−1 M α,m , with α > 1, are polynomials in these generators with coefficients in Z[q].
Theorem 4.4. Let r + 2 ≥ α > 1, n ∈ Z, and M α,n defined in U r via (2.1) and (2.2). We have the relations:
Proof. The proof is by induction on α. Define
If α = 1 this is zero due to the q-commutation relation
The inductive step is as follows. Assume φ α−1,m = 0 for all m ∈ Z. We will show that the quantity M α−1,n+1 φ α,n + φ α−1,n+1 M α,n = 0 for all n ∈ Z. This implies φ α,n = 0. To show this, write:
The first line vanishes, and we expand the second line, denoting m = n + α − 1:
In the second term we use M α−1,n+1 M 1,n+α−1 = q α−2 M 1,n+α−1 M α−1,n+1 . Then we use (2.1) to replace M α−1,n+1 M α−1,n−1 by q −α+1 (M Expanding, and regrouping the six terms, we have
The
, which again vanishes using the qcommutator (2.9). This completes the proof of (4.4). The second relation (4.5) is obtained by acting on (4.4) with the "time-reversal" anti-automorphism τ of the algebra U r defined as follows.
Definition 4.5. The time-reversal anti-automorphism τ is defined on U r via:
It is a straightforward to check that τ preserves the relations (2.1-2.2), as well as (2.3) and (2.10). We finally get:
which boils down to (4.5) upon changing n → −n. Theorem 4.4 follows.
We note that both expressions in Theorem 4.4 are equivalent. By iteration, they lead to the nested commutator expression (2.23) for M α,n . Example 4.6. We have:
The current formulation (2.22) of eq. (4.5) allows to write an explicit constant term expression for the current m α (z) in terms of solely m(z) as follows.
Theorem 4.7. We have the expression:
with CT as in (2.16), and where the Laurent polynomials P α (u 1 , ..., u α ) are defined recursively via:
Proof. By induction, using (2.22).
Example 4.8. The first few P 's read: 
4.3.
A quantum determinant expression for M α,n : proof of Theorem 2.10. In this section, we derive an alternative polynomial expression of M α,n in terms of the M n 's. The disadvantage of the expression (2.23) for M α,n is that it only displays M α,n as a polynomial of the M n 's with coefficients rational in q. This can be greatly improved by applying manipulations to the constant term identity of Theorem 4.7. These manipulations simply amount to rewritings of the constant term identities modulo the exchange relation (2.19), which states in current form that (z − qw)m(z)m(w) is skew-symmetric under the interchange z ↔ w. The main result is an expression for M α,n as a polynomial of the M n 's, with coefficients in Z[q]. The latter is equivalent to (2.23) modulo the quadratic relations (2.19).
Theorem 2.10 is rephrased as follows.
Theorem 4.9. For α = 1, 2, ..., r + 1 defining:
with ∆ q as in (2.24), then we have Proof. By taking the coefficient of z n in (4.6), and using the explicit expansion of ∆ q (u 1 , ..., u α ) into a Z[q] sum of Laurent monomials in the variables u 1 , u 2 , ..., u α , whose constant term in (4.6) yields monomials in the variables M n−α+1 , M n−α+2 , ..., M n+α−1 .
Example 4.11. Expanding the coefficient of z n in (4.6) for the first few values of α = 2, 3 gives:
corresponding to the following expansions of the q-Vandermonde products:
These expressions agree with those of Example 4.6 modulo the quadratic relations (2.19).
For instance, starting with the first line of Example 4.6, we recover (4.8) by computing:
where we have used the quadratic relation (2.19) for (n, p) → (n − 1, 2).
Remark 4.12. Theorem 4.9 is the quantum generalization of the discrete Wronskian determinant of the classical case (when q = 1, A = 1 and ∆ = 1 and Q α,n = M α,n ) for which [DFK10] :
leading to the classical generating function:
where we have used the multi-linearity of the determinant.
The remainder of this section is devoted to the proof of Theorem 4.9. Our main tool for constant term manipulations is the following. Definition 4.14. For short, we use the notation
In the following, we'll make successive applications of Lemma 4.13. As an example, we have the following.
Lemma 4.15. For any Laurent series f (x) ∈ C((x)), any symmetric Laurent polynomial g of the variables u 1 , ..., u α , and 1 ≤ i ≤ α, we have the following constant term identities.
Proof. To prove (4.10), we apply Lemma 4.13 successively to pairs (u i−1 , u i ), (u i−2 , u i−1 ), ..., (u i−k , u i−k+1 ). Note that only finitely many terms in the series for f contribute, so that only a truncated Laurent polynomial part of f contributes. The first application, with the Laurent polynomial P (u i−1 , u i ) = g(u
The second application, with the Laurent polynomial P (u i−2 , u i−1 ) = gu
, allows to substitute:
Iterating this k times results in (4.10). The proof of (4.11) is similar, and proceeds by applying successively Lemma 4.13 to the pairs (u i , u i+1 ), (u i+1 , u i+2 ), ..., (u i+k−1 , u i+k ).
Most of the uses of Lemma 4.13 are summed up in the following. 
and for m = α − i + 1:
Proof. By direct application of Lemma 4.15, for f (x) = x m . For m ≤ 0, starting from (4.10) with k = −m − 1, we have:
For m + i = 0 this gives (4.13), while for m + i > 0, applying Lemma 4.13 to the pair (u i+m , u i+m+1 ) gives a zero answer, and (4.12) follows for m = −i + 1, −i + 2, ..., 0. For m > 0, starting from (4.11) with p = m − 1, we have:
For m + i = α + 1 this gives (4.14), while for m + i ≤ α, applying Lemma 4.13 to the pair (u i+m−1 , u i+m ) gives a zero answer, and (4.12) follows for m = 1, 2, ..., α − i.
Lemma 4.17. The defining relation (4.6) implies the following:
Proof. Direct application of (4.10), with f (x) = g = 1, i = α and k = α − 1.
We will now prove Theorem 4.9, by induction on α. For short, denote for 1 ≤ a < b ≤ α by:
The theorem holds clearly for α = 1. Assume the result holds for α − 1. We use the recursion relation (2.22) and the recursion hypothesis to write:
On the other hand, let us write (1 − q)r α (z) = r α (z) − qr α (z) by using (4.15) for the first term and (4.6) for the second, and compute:
Let us expand the first factor as: .16) and consider the contribution corresponding to some k > 0 in the summation, as a function
, by a Laurent polynomial of the form P k /u α+1−k where P k is independent of u α+1−k and u α−k . We may apply Lemma 4.13 to (u, v) = (u α−k , u α+1−k ) to conclude that this contribution to the constant term vanishes, as it reads (u α−k − qu α−k+1 ) times a symmetric expression in (u α−k , u α+1−k ). We are therefore left with the single contribution corresponding to k = 0:
Analogously, the second factor in (4.16) is expanded as:
Again, the contribution corresponding to some k > 0 in the summation, viewed as a function of (u α−k−1 , u α−k ) is the product of ∆ q [1, α − 1] by a Laurent polynomial of the form Q k /u α−k , where Q k is independent of u α−k−1 and u α−k . Again, this contribution to the constant term vanishes by applying Lemma 4.13 to (u, v) = (u α−k−1 , u α−k ), and we are left with the k = 0 contribution:
We arrive at:
We finally apply the result of Lemma 4.15, (4.10) for f (x) = 1 1−q uα x , g = 1 and i = α − 1, k = α − 2, to compute:
We conclude that r α (z) − m α (z) = 0, thus completing the proof of Theorem 4.9.
4.4. Proof of Theorem 2.11. This section is devoted to the proof of Theorem 2.11. We have already shown that the generators of U r obey the quadratic relation (2.19). Conversely, let us assume we have a set of generators M n obeying the quadratic relations (2.19). Moreover, let us define the quantities M α,n via the quantum determinant expression of Theorem 2.10. As mentioned before, this definition is equivalent to (2.23), but is much more convenient for current manipulations and proofs. Theorem 2.11 follows from the following:
Theorem 4.18. We consider generators M n obeying the quadratic relations (2.19), and their associated current m(z). For α ≥ 0, we furthermore define a family of degree α polynomials M α,n ∈ Z[q][M n−α+1 , ..., M n+α−1 ] via the formula of Theorem 2.10, namely:
with M 0,n := 1. Then the following statements hold true, independently of r: (i) The polynomials M α,n obey the renormalized quantum Q-system relations (2.1), namely we have the following identity:
(ii) The polynomials M α,n obey the quantum commutation relations (2.2), namely for all α, β ≥ 0 and ǫ = 0, 1: 
All the contributions with k > 0 are readily seen to vanish, by use of Corollary 4.16 for α → α + 1, m = −k and i = α + 1. We are left with the contribution of k = 0, namely
Similarly, we write:
Again, using Corollary 4.16 for m = k, i = 1 (and renaming variables u i → u i+α ), we see that all the terms with 0 < k < α in the sum contribute zero to the constant term, and we are left with the two contributions k = 0 and k = α:
The second term is rewritten using (4.14) for i = 1, together with a renaming of variables u i → u i+α , to finally get:
We conclude that both (4.19) and (4.20) have identical contributions to the constant term, which amounts to (4.17). This completes the proof of statement (i) of Theorem 4.18.
Proof of statement (ii).
We first prove the statement (ii) (4.18) for ǫ = 0. In this case, we may assume 0 < α < β without loss of generality. Let us compute in two different ways the contribution of the l.c.m. of the two products
, to the constant term. We define
The l.c.m. can be written in the two following ways:
Let us expand both products on the r.h.s. as sums of Laurent monomials, respectively:
Let us pick an arbitrary Laurent monomial in the first sum (4.23), with k > 0. Let j := j k be the largest index appearing in the numerator, then the monomial may be written as (u j ) a µ where the monomial µ depends only on variables with indices i ℓ , j ℓ < j, while 0 < a ≤ α, j ≤ β. Applying Corollary 4.16 for m = a, and noting that j + a ≤ α + β, we find that only the term k = 0 of the sum, with value 1, contributes to the constant term.
Similarly, pick an arbitrary Laurent monomial in the second sum (4.24), with k > 0. Let i := i 1 be the smallest index appearing in the denominator, then the monomial may be written as u −a i λ, where the monomial λ depends only on variables with indices i ℓ , j ℓ > i, while 0 < a ≤ α, i ≥ α + 1. Applying Corollary 4.16 for m = −a, and noting that i − a ≥ 1, we find that only the term k = 0 of the sum, with value 1, contributes to the constant term.
We conclude that
which amounts to the statement (ii) of Theorem 4.18 for ǫ = 0.
We finally turn to the proof of the statement (ii) (4.18) for ǫ = 1. We must distinguish three cases: α = β, α < β and α > β.
Imitating the proof for (i), let us compute
in two different ways. First, we write:
By Corollary 4.16 for m = k we find that only the terms k = 0 and k = α contribute:
Next we write:
By Corollary 4.16 with α → α + 1, m = −k − 1, i = α + 1, m + i = α − k ≥ 1, we see that all the terms in the sum have a vanishing contribution, hence L(z) = 0. We conclude that
which is nothing but (4.18) for α = β and ǫ = 1. We now turn to the case α < β, and ǫ = 1. Imitating the proof for ǫ = 0, let us introduce
We now write M(z) in two ways, using (4.21-4.22), and the associated expansions (4.23-4.24), now with an extra prefactor of 1/(u α+1 u α+2 · · · u α+β ). The prefactor does not affect the argument for the first sum (4.23), whose only contribution is still k = 0, hence:
To each term of the second sum (4.24), we apply Corollary 4.16 for α → β, now with m = −a − 1, 0 ≤ a ≤ α and i = α + 1, as the smallest index in the denominator is always α + 1. As m + i = α − a ≥ 0, we are left with only the contributions with a = α, of terms of the form (−q)
′ a monomial involving variables u ℓ with β ≥ ℓ > α + 1. By (4.13), with i = α and α → α + 1, this contributes the same as:
the smallest label appearing, we would get a zero contribution from Corollary 4.16 with α → β, m = −a ′ ≥ −α, i ′ ≥ α+2, hence i ′ + m ≥ 2, and g = 1/(u 1 u 2 · · · u β ). We are left with only λ ′ = 1, which implies k = α and:
Identifying the expressions (4.25) and (4.26) yields (4.18) for α < β and ǫ = 1. The case α > β is dealt with by interchanging the roles of α and β in the previous result, which amounts to (4.18) for α > β and ǫ = −1, which implies the identity for ǫ = 1 upon dividing by z = u 1 u 2 · · · u α+β within the constant term.
The theorem follows.
4.5. Conserved quantities as quantum determinants: proof of Theorem 3.11. This section is devoted to the proof of Theorem 3.11. It turns out to be a consequence of the more general formula:
Theorem 4.19. For all m = 0, 1, ..., r + 1, we have:
Proof. We start from the fact that m r+2 (z) = 0 (from (2.3)), and write:
where in the last term, the products for a = r + 2, r + 3 are taken to be 1. Let us expand the m-th contribution for each m ≥ 0 to the sum as:
and apply Lemma 4.13 to each contribution with ℓ ≥ m + 2, with (u, v) = (u ℓ−1 , u ℓ ). As before the ℓ term is proportional to 1/u ℓ and independent of u ℓ−1 , hence when multiplied by
, and therefore the constant term vanishes. The only remaining contribution is 1, and we conclude that
then (4.28) is equivalent to the recursion relation:
Comparing to (3.14), we find that c m,n must be proportional to C m , up to an overall factor depending on n only, namely c m,n = R n C m . R n is fixed by the value for m = 0, where C 0 = 1 and c 0 (u) = m r+1 (u) by definition. We conclude that R n = M r+1,n and c m (u) = m r+1 (u) C m . Finally, by Lemma 3.5, C m commutes with C r+1 = A, and ∆ C m = q m C m ∆ (by (3.13)), so that we have M r+1,n C m = q m C m M r+1,n , hence c m (u) = q m C m m r+1 (u), and the theorem follows.
Example 4.20. In the case A 1 , r = 1 of Example 3.3, picking the coefficient of u n in (4.27), we get:
Comparing with the constant term (coefficient of u 0 ), we get the conservation law:
The explicit formula of Theorem 3.11 for C m is obtained by taking the constant term in u in (4.27), which selects the coefficient
Summing the result of Theorem 4.27 and reinstating the vanishing terms, we may also express the generating polynomial for the conserved quantities. Noting further that ∆ C(z) = C(qz) ∆ while A commutes with C(z), so that M r+1,n C(z) = C(qz) M r+1,n for all n ∈ Z, we arrive at the following compact formula.
Corollary 4.21. We have:
The quantum affine algebra
In this section we define other currents in U r , which satisfy relations similar to that of the quantum affine algebra of sl 2 with zero central extension and a non-standard Cartan current valuation, depending on the integer r.
Definitions of the generating functions f and ψ
± . So far, we have shown that U r is isomorphic to a quotient of quantum enveloping algebra U √ q (n + [u, u −1 ]). Define the renormalized generating function
The generating function f(z) is defined using two involutions of U r . Recall the time-reversal anti-automorphism τ from Definition 4.5. By definition, τ (e(z)) = e(z −1 ). There is another involutive automorphism of U r :
Definition 5.1. The Weyl reflection automorphism σ is defined on U r via:
It is straightforward to check that σ preserves the relations (2.1), (2.2) and (2.3) and that it is an involution.
We define the new generating function f(z) as
Let C(z) be the generating polynomial of conserved quantities (3.17). We define the two series,
]] (Cartan currents), as the expansions of the same rational fraction in either z or z −1 :
Here, we have introduced the notation
Lemma 5.2. The conserved quantities C m are invariant under στ , for all m = 0, 1, ..., r+1. Equivalently: στ (C(z)) = C(z).
Proof. Computing explicitly the action of σ and τ on the Miura operator µ = µ n = µ −n−1 of (3.2). We have σ(x α,n ) = x −1 r+2−α,n and τ (x α,n ) = x −1 α,−n−1 . As σ and τ both commute with the time shift operator D, we have:
This implies that σ(C m ) = τ (C m ) for all m. Moreover, σ and τ are involutions by definition, hence στ (C m ) = C m for all m.
Corollary 5.3.
Proof. The coefficients of both series ψ ± are polynomials of the conserved quantities C m , hence the Corollary follows from Lemma 5.2. 5.2. Drinfeld-type relations. We now come to the main theorem of this section, in the form of relations between the currents e(z), f(z) and the series ψ ± (z).
Theorem 5.4. The currents e(z), f(z) and series ψ ± (z) obey the following relations:
Proof. Eq.(5.7) is equivalent (2.20). Eq.(5.8) is obtained by applying στ to (??): as τ is an anti-automorphism, the order of the currents is switched.
To prove (5.9), we use the formulation (3.18) of Theorem 3.8:
(5.12) C(z) e(w) q 1/2 z − w q −1/2 z − w = e(w) C(z)
with C(z) as in (3.17). using the commutation A −1 M n = qM n A −1 , A −1 C(q −1/2 z)C(q 1/2 z) e(w) z − w q −1 z − w qz − w z − w = q e(w) A −1 C(q −1/2 z)C(q 1/2 z) and (5.9) follows for ψ + . The equation for ψ − follows, as both ψ ± (z) are the same rational fraction of z. Eq. (5.10) follows from (5.9) by applying στ , and using (5.6).
It remains to prove the commutation relation (5.11). Define ρ n,p from the equation Then σ n,p is entirely fixed by the initial conditions. Indeed, we may consider the recursion relation (5.16) as a descending recursion on p for σ n,p for p ≤ r, with initial conditions 0, 0, ..., 0, (q − 1)q
for p = r, r − 1, ..., 1, 0, respectively, which fixes entirely all σ n,p for p ≤ 0. On the other hand, we may view it as an ascending recursion relation on p for σ n,p for p ≥ 1, with initial conditions 0, 0, ..., 0, (−1) r (q −1)q
2 A for p = 1, 2, ..., r, r + 1, which fixes entirely all σ n,p for p ≥ r + 1. The result may be rewritten as: = −(1 − q)ψ − (z) so that the currents e and f provide two commuting copies of U √ q (n + [u, u −1 ]), while the quotient by M r+2,n = 0 is removed.
This non-standard structure of the Cartan currents can be understood in the light of a natural t-deformation of the whole picture. In [DFK15] , we have constructed a representation of the A r M-system and commutations (2.1-2.2) by means of difference operators acting on a space of symmetric functions. The latter generalize the so-called dual q-Whittaker limit t → ∞ of the Macdonald operators, of which Macdonald polynomials are common eigenfunctions [Mac95] . They act on symmetric functions of the variables x 1 , x 2 , ..., x r+1 as:
where the "shift" operator D i acts on functions of x 1 , x 2 , ..., x r+1 by the substitution x i → qx i . It is easy to check that these operators obey the relations of Theorem 5.4, by taking:
(1 − zx
and noting that:
In the sequel to the present paper [DFK16] , we show that there is a natural t-deformation of these generalized Macdonald operators, within the contex of Double Affine Hecke Algebras, and show that they give rise to a representation of the quantum toroidal algebra for gl 1 of [FJMM12] at level 0. These act on symmetric functions of the variables x 1 , x 2 , ..., x r+1 as the following difference operators: with D i as above. These operators generalize the A r Macdonald operators [Mac95] , to which they reduce for n = 0. The non-standard structure of the Cartan currents ψ ± is simply a consequence of the t → ∞ limit of the quantum toroidal algebra for gl 1 .
