Analysis of functional magnetic resonance imaging (fMRI) data in its native, complex form has been shown to increase the sensitivity and specificity both for data-driven techniques, such as independent component analysis (ICA), and for model-driven techniques. Therefore, the possibility of increasing the usability of fMRI data in clinical and group studies provides a powerful motivation for utilizing both the phase and magnitude data. However, the unknown and noisy nature of the phase requires the introduction of new de-noising, preprocessing and visualization techniques. In addition, many complex-valued analysis algorithms, such as ICA, suffer from an inherent phase ambiguity, which introduces additional difficulty for group analysis. We present solutions for these issues, which have been among the main reasons phase information has been traditionally discarded, and show their effectiveness when used as part of a complex-valued group ICA algorithm application. The methods we present thus allow the development of new fully complex data-driven and semi-blind methods to process, analyze, and visualize fMRI data.
Introduction
Functional magnetic resonance imaging (fMRI) is a technique that provides the opportunity to study brain function noninvasively and is a powerful tool utilized in both research and clinical arenas since the early 1990s [1] . fMRI data are natively acquired as complex-valued spatio-temporal images; however, usually only the magnitude images are used for analysis. The phase images are usually discarded, primarily because their unfamiliar and noisy nature poses a challenge when studying fMRI data [2] . However, recent studies have identified the presence of novel information in the phase, which can be utilized to better understand brain function [3] [4] [5] [6] [7] [8] . The inclusion of the phase provides the possibility of increasing the detection of voxels with significant susceptibility changes but that are located in low magnitude (i.e., activation) areas. These voxels could not be previously identified by real-valued algorithms operating on magnitude-only data. This increase in sensitivity could help in the discrimination of control and patient subjects in clinical and group studies.
Both model-based approaches, such as general linear model (GLM), and data-driven approaches, such as independent component analysis (ICA), can be used for studying complex-valued fMRI data [9] [10] [11] . By using a simple generative model based on linear mixing, ICA can extract spatial components and their respective timecourses without requiring a hypothesized temporal response, and therefore is particularly attractive for studying paradigms for which reliable models of brain activity are not available. Hence, ICA is particularly promising for the analysis of the phase of the complex-valued fMRI data, since it does not make any strong assumptions about its unfamiliar nature. A number of recent applications of ICA to complex fMRI data have demonstrated the promise of ICA for the analysis of fMRI data in its native complex form [2, [12] [13] [14] , but have also underlined the importance of preprocessing and visualization techniques to fully take advantage of the additional information presented by the phase.
As previously mentioned, one of the major challenges of utilizing the complex-valued fMRI data is the noisy nature of the phase and therefore the need for new de-noising techniques. In this paper, we introduce the multi-subject quality map phase de-noising (QMPD) method that allows the effective identification and elimination of noisy regions and motion registration errors. In Section 3, we present both the single and multiple subject QMPD methods. The single subject QMPD method was previously introduced in [15] , where we showed how the sensitivity in the detection of activated voxels during a motor task-related paradigm increases. Here, we extend the QMPD method so that it can be used in fMRI group studies as well to identify good quality voxels across subjects.
An additional challenge for complex fMRI group studies using ICA is that the well known inherent scaling ambiguity of ICA algorithms includes a phase term for the complex case. In Section 2.2, we show how ICA estimates both the sources s and the mixing matrix A up to a permutation and scaling ambiguity. In real-valued ICA, the scaling ambiguity is usually alleviated by normalizing (e.g., using Z-scores) the recovered components, so that comparison of same components across subjects becomes possible. In the case of complex-valued ICA, the phase term in the scaling ambiguity presents an additional problem since the estimated distribution of matching components across subjects have different unknown rotations (in the complex plane) that hinder analysis. For example, we show how the phase images of different subjects with no phase ambiguity correction can add destructively, hence creating group average component images with lower magnitude and noisy phase images. Needless to say, it is of utmost importance to be able to compare matching estimated components across subjects in fMRI studies, and to our knowledge nobody has presented a solution to this problem for the complex case.
In Section 4, we introduce a phase ambiguity correction scheme that solves the inherent phase scaling ambiguity found in complexvalued ICA. The phase ambiguity correction scheme can be either applied subsequent to ICA of fMRI or can be incorporated into the ICA algorithm in the form of prior information-when available-to eliminate the need for further processing. We show how the introduced phase correction method allows for the detection of activated voxels from the estimated complex-valued components. The basic idea for phase ambiguity correction with some preliminary results were given in [16] .
The final challenge that we tackle in this paper is the lack of visualization techniques that include the magnitude and phase of the estimated components into a single image that can be used to identify activated voxels. We show how using only the magnitude of the estimate independent components may eliminate some of the benefits of applying complex-valued ICA. In Section 5, we describe a novel visualization technique, based on the Mahalanobis distance-based metric, which can be used to identify activated voxels in complex-valued fMRI images and which provides a single threshold based upon both the phase and magnitude data. It is important to note that the Mahalanobis distance-based visualization, together with the QMPD method, we introduced for complex-valued fMRI analysis are not exclusive to ICA applications.
In Section 6, we present results of the introduced methods when applied to actual fMRI group data. These methods are part of a framework that allows for the utilization of the phase information in fMRI data from beginning to end in a complex-valued ICA application. Fig. 1 , shows all the steps of the framework, including other typical steps in the pipeline, such as using PCA for data dimensionality reduction and the use of the MATLAB Toolbox for statistical parametric mapping (SPM) 2 for motion correction.
Background

Spatial ICA of fMRI data
Independent component analysis has emerged as an attractive analysis tool for discovering hidden factors in observed data and has been successfully applied for data analysis in a wide array of applications [18] [19] [20] . Especially in the case of fMRI analysis, it has proven particularly fruitful [21, 10] .
By using a simple generative model based on linear mixing, ICA yields two varieties of decompositions of the fMRI data: spatial ICA and temporal ICA. Spatial ICA has so far dominated the application of ICA to fMRI due to the nature of its key assumption that the data set consists of spatially independent components, which are linearly mixed and spatially fixed [22, 23] . Localization and connectionism, two of the main characteristics of the brain [24] imply that different areas of the brain are responsible for different functions and there is either highly localized or functionally distributed activity in spatially independent areas. We can form a matrix X A C TÂV using the fMRI data such that the lth row is formed by flattening the volume image data of V voxels, at time instant l. In spatial ICA of fMRI data, we assume a simple linear mixing model such that X ¼AS, and determine both the activation maps and the corresponding waveforms, i.e., both S and A, typically without constraining either. The additional assumption we impose is that the rows of matrix S represent observations of statistically independent random variables.
Thus, spatial ICA finds independent, temporally coherent brain regions without constraining the temporal domain (i.e., no timecourse model is needed or used). An advantage of this approach is its applicability to cognitive paradigms for which detailed a priori models of brain activity are not available. Following its first application by McKeown et al. [10] , ICA has been successfully used in a number of fMRI applications, especially in those that have proven challenging with the standard regression-type approaches. These include identification of various signal types (e.g., task-related, transiently task-related, and physiology-related signals) in the spatial or temporal domain and analysis of complex-valued fMRI data. Other important applications include the analysis of multi-subject fMRI data using a group ICA scheme [25] and incorporation of available spatial and temporal a priori information that is not necessarily reliable to Framework that allows the utilization of the phase along with magnitude at various steps in the implementation of a complex-valued ICA algorithm. The QMPD [15, 17] , the phase ambiguity correction and the Mahalanobis distancebased visualization (Z c ) methods are discussed in this paper.
improve the estimates in semi-blind ICA implementations [26, 27] . A comprehensive review of ICA approaches for fMRI data along with main references in the area is given in [28, 29] .
In spatial ICA, the number of estimated independent components (ICs) correspond to the number of time-points, which in general are in the order of 100 s, and for temporal ICA, they correspond to the number of voxels that are much higher. Hence, in both cases, a principal component analysis (PCA) stage traditionally precedes the ICA algorithm that is used to whiten the data and reduce its dimensionality to a predetermined model order. Information theoretic criteria such as Akaike's information criterion, and the minimum description length (MDL)-or the Bayesian information criterion-arise as natural solutions for determining the effective order of the components as in [30] .
Complex-valued ICA
For complex-valued ICA, if we use the notation based on random variables, we start with the generative model, x¼As, where x,sA C N and AA C NÂN , and achieve demixing by estimating a weight matrix W such that u ¼ Wx ¼ PKs. Here, P, a permutation matrix, represents the permutation ambiguity and K, a diagonal matrix, represents the scaling ambiguity of ICA, which has a magnitude and phase term in the complex-valued implementation of ICA [19] . The entries of the multivariate vector x represent the mixture random variables and are replaced by the given observations for the application in question, e.g., by the volume image at time l for fMRI data analysis. Estimating independent sources requires that an appropriate measure of independence is used to compute the demixing matrix W. Determining statistical independence requires computation of higher-order statistics in the data, either explicitly as in the approaches based on cumulants (e.g., JADE [31] ), or implicitly through the use of non-linear functions (e.g., Infomax [18] ).
ICA approaches that rely on non-linear functions to implicitly generate the higher-order statistics to achieve independence offer practical and effective solutions to the ICA problem. They have been observed to be less sensitive to outliers (i.e., bounded and slowly growing) and seem to be more reliable when estimating task-related and transiently related sources when compared to other approaches based explicitly on cumulants [32] . As discussed in [33] , a number of simple functions from the trigonometric family provide robust and effective solutions for the ICA problem in the complex domain as in the real case. Simple adaptive mechanisms can also be employed to estimate the independent components in a deflationary mode as discussed in [34] or simultaneously as in [35] .
Relative to the magnitude data, there is less known about fMRI data when used in its native complex form, it is therefore desirable to avoid making assumptions such as the circularity of source distributions. A complex random variable ðv ¼ v re þjv im Þ is considered circular when its pdf is rotationally invariant, i.e., when the pdf can be written as
for a circular random variable, the phase is non-informative. Circularity is a limiting assumption and as we demonstrate with an example, fMRI data exhibits noncircular characteristic in general (see Fig. 2 ). Since the data are expected to be noncircular, is important to use ICA algorithms that do not make such assumptions as in [36, 34, 35] . However, certain information about the circularity of the data, such as the preprocessing steps used in the scanner, can be incorporated into the algorithm as we discuss in Section 4.
Quality map phase de-noising (QMPD)
In [15] , we introduced the theory and the implementation of the single subject QMPD method. QMPD was shown to provide an increase of sensitivity in complex-valued ICA results compared to a previously implemented preprocessing method. We first summarize the implementation of the single subject QMPD method and then extend the method to allow its use for group analysis.
Single subject QMPD implementation
The QMPD method is based on phase quality maps, which are arrays of values that define the quality or goodness of each pixel in a given phase image [37] . In our de-noising application, we are interested in using quality maps that assign low quality values to noisy areas in the complex images, therefore they should identify volumes in the data where the pixel phase values and their gradients exhibit high variation. In the QMPD method we use the phase derivative variance (PDV) map [37] based on the quality of results obtained in our study when comparing this map to others, and the fact that the PDV map is considered to be extremely robust in identifying noisy areas in phase images [37] .
Quality maps are used to develop binary quality masks, which assign a ''0'' to unreliable pixels that should not be further analyzed. These quality masks are obtained by thresholding the quality maps [15] .
The steps of the single subject QMPD methodology are summarized in Algorithm 1. More details on all the steps, including how to calculate the threshold parameter r in step 3, can be found in [15] . The final step consists of smoothing the complex image after multiplying it with the QMPD mask. This smoothing step is common in fMRI analysis, since it helps to improve the contrast to noise ratio (CNR), but it is important to apply it after de-noising the fMRI data, since the smoothing filter can adversely spread the detrimental effects of the noisy areas to adjacent voxels. Algorithm 1. Single-subject QMPD.
1: Calculate PDV quality map ðP vu Þ of each 2D fMRI slice v at every time point u 2: Threshold all P vu by r to obtain binary mask: B vu 3: Keep all voxels with good quality across time dimension:
Perform morphological closing operation to eliminate non-contiguous voxels in non-brain areas in Q 5: Multiply real and imaginary data by Q 6: Apply smoothing filter
Multi-subject QMPD implementation
In fMRI group studies, direct comparison among subjects is difficult since the voxels with good quality across the subjects are usually different, mostly due to scanner motion registration errors. We define a procedure in Algorithm 2 which can be used to obtain the QMPD quality mask for the de-noising of all subjects in a study. The procedure works by keeping voxels that have good quality in the majority of the subjects, therefore making sure that voxels that are eliminated are truly due to noise artifacts and motion registration errors. Here, we can incorporate an automatic histogram-based method to define the threshold t in step three [37, pp. 85 ]. The method works by first scaling the quality values to the range 0.0-1.0 and then rearranging them into a 10-bin histogram with about 5% of the voxels in the first bin and about 5% in the last bin, the remaining voxels are collected in the eight remaining bins. The threshold is selected by finding the minimum of the 10-bin histogram. In our current application we use a threshold such that we keep voxels with good quality in 80% of the subjects. This threshold retains most of the voxels previously identified by the single subjects QMPD masks, while eliminating a few noisy voxels that may have been mistakenly assigned as having good quality in only one or two subjects.
Algorithm 2. Multi-subject QMPD.
1: Obtain QMPD binary mask ðQ n Þ as in Section 3.1 for all n subjects 2: Create a new map:
Threshold all voxels in M by t to obtain binary multi-subject mask: Q 4: Multiply real and imaginary data of all subjects by Q 5: Apply smoothing filter to all subjects
Phase ambiguity correction
In Section 2.2, it was shown how ICA estimates both the sources s and the mixing matrix A up to a permutation and scaling ambiguity. The relationship, due to the scaling ambiguity, between the estimated and the true value of the sources and the mixing matrix is shown here:
where K is the scaling ambiguity diagonal matrix, which has a magnitude and phase term in the complex-valued implementation of ICA if we ignore the permutation ambiguity. The phase term in the scaling ambiguity presents additional challenges not observed in real-valued ICA. The rotation angle +k k ¼ e Àjy k in each kth term of the unknown diagonal scaling ambiguity matrix in (1) rotates each estimated componentŝ k by an unknown angle y k . Therefore, if we estimate the same component in multiple subjects, even though their complex-valued distribution may be similar, the chances of all of them being oriented in the same direction (e.g., high magnitude voxels located around 0 radians) in the complex plane is unlikely. At this point, direct comparison across subjects is only valid for the magnitude, but not for the phase (or real and imaginary) data. For example, if we assume that the two scatter plots (observed distributions) in Fig. 2 are the same estimated component obtained from two subjects (in reality they are the same component but one of them is rotated) and we try to calculate the average component values across the real and imaginary axes, then the high magnitude (i.e., farther from the origin) voxels in both components will add destructively and artificially reduce their estimated activation.
In complex-valued ICA, it is impossible to estimate the actual scaling ambiguity, the same way that it is impossible to recover the scaling ambiguity in real-valued ICA. In real-valued ICA the magnitude of matching components are normalized (e.g., Z-score) to alleviate the scaling difference and allow their comparison across subjects. In the complex case, as we note, the scaling ambiguity has an additional phase term that also requires ''normalization''. The natural solution is to make sure that the sample distributions of the matching components across subjects have the same orientation, therefore allowing for them to add constructively (in the complex domain) and hence produce a meaningful activation result for the group data. The phase ambiguity correction methods introduced in this section are based on this ''normalization'' concept.
First we introduce an ICA approach that can effectively utilize prior information about the orientation of the raw complexvalued fMRI data to correct the phase rotation of the estimated ICA components. Next, we introduce an approach that can be used to correct for phase rotation in the absence of such prior information and/or when we are interested in using a flexible ICA algorithm, such as one that adaptively estimates the source distributions as in [34] . This second approach in general can be used with any group analysis method (not just ICA), whenever there is phase ambiguity across subjects.
Phase ambiguity affects other applications that use complexvalued data and blind channel identification algorithms are an example [38] , therefore methods similar to the ones introduced here could be used to in these areas as well.
Phase ambiguity correction through prior information
A common preprocessing technique used after the acquisition of complex-valued fMRI data is to re-normalize the data such that most of the power is concentrated in the real part of the complexvalued fMRI signal [39] . This reconstruction technique (second block in Fig. 1 ) is one of the many that are usually used to eliminate collection-related phase errors in raw MRI data, for example, off-resonance effects, radio-frequency pulse imperfections, relaxation effects or discretization artifacts [40, 41] . Such processing makes combining (e.g., calculating average images) the complex-valued data from multiple subjects straightforward as the distribution of all the acquired data has the same orientation. The phase ambiguity correction schemes introduced in this paper are similar to this preprocessing technique, but they are applied to correct the phase ambiguity in the estimated ICs using complex-valued ICA (phase ambiguity correction block in Fig. 1 ) and not to correct the raw fMRI data phase errors as is done in [39] .
Knowledge about the distribution of the fMRI data can be incorporated into the selection of the non-linear function for the ICA algorithm so that the estimated sources will have the same orientation as the preprocessed data. Therefore, if we apply the same preprocessing technique to the data of all the subjects in a group study the ICA estimated matching components will have similar orientation.
Here, we present an example of the selection of the non-linear functions in applications where the fMRI data are preprocessed in the scanner so that most of the power is in the real component [39] . In [33] , it has been shown that a number of trigonometric functions and their hyperbolic counterparts can be effectively used for performing ICA, and in [42] it has been noted that by selecting the appropriate function, we can effectively alleviate the phase ambiguity. In Fig. 3 , we show the approximate density the use of score function atanh implies (given by expðÀu n atanhuÞ), which exactly corresponds to the data that result from the fMRI preprocessing we have described [39] .
In Fig. 4 , we show the estimation results of FastICA [19] and ML with atanh as the score function on simulated data. The data consists of four complex-valued sources (see Fig. 4 (a)) mixed with a random complex mixing matrix. All four sources were generated from complex generalized Gaussian distributions (CGGD)
with different values for the circularity and shape (q) parameters [43] . By changing the shape parameter, the CGGD describes super-Gaussian distributions with q o1, sub-Gaussian distributions with q 4 1, and Gaussian with q ¼1. All the sources, except for the north-east source, were created to simulate the orientation that our preprocessing prescribes: that most of the power is in the real part of the source. FastICA and ML with atanh were then used to estimate the four ICs from the mixed data (see Fig. 4(b) and (c) ).
In the estimation results, we note that when the direction of the source matches that of the pdf implied by the score function, the shape of the distribution of the estimated components is preserved, i.e., the phase ambiguity that exists for the complex ICA (K) is mitigated. Thus, even though the correlations of the magnitude with the original sources are close to unity for both FastICA and ML-atanh in this example, the correlation of both the real and imaginary parts is high (close to unity) only for the ML-atanh estimated sources for which the direction of the source density matches with that of the non-linearity. The results we present were consistent over multiple runs in that the orientation of the source was preserved using ML with atanh non-linearity when the principal direction of the source matched that of the non-linearity.
Hence, we can use atanh when such a preprocessing-a desirable form for complex fMRI data-is utilized. The strength of this scheme lays on identifying prior information that can help in the selection of the non-linear function used in the ICA cost functions [44] . Similar prior information can be used to identify the optimal non-linearities in fMRI data with different preprocessing techniques. If no prior information is available that could help anticipate the possible orientation of the estimated components (e.g., preprocessing, previous runs with the same data, etc.) then the method introduced in the next section provides a solution.
Post-ICA phase ambiguity correction
Prior information on fMRI data preprocessing and the expected source noncircularity might not be always available. Also, when one uses an adaptive and hence more flexible ICA algorithm that estimates the source distributions adaptively, it might not be desirable to use a fixed non-linearity as discussed in Section 4.1.
The rotation angle +k k ¼ e Àjy k in each kth term of the unknown diagonal scaling ambiguity matrix in (1), rotates each estimated sourceŝ k by a different and unknown scalar angle y k .
We propose a phase ambiguity correction scheme based on PCA such that the phase values of the voxels of interest-those with high magnitude values-are similarly oriented to make the identification of functional changes in the fMRI data and group analysis possible. The scheme changes the orientation of the pdf of an estimated source (k) of interest so that the high magnitude voxels (l) are mostly concentrated on the positive side of the real part of the complex domain, such that arg max
which can be easily solved by applying PCA to the data of the estimated sources. PCA is mathematically defined as an orthogonal linear transformation that transforms the data to a new coordinate system such that the greatest variance by any projection of the data comes to lie on the first coordinate (called the first principal component), the second greatest variance on the second coordinate, and so on. In the method we introduce here, the first/ second principal coordinate becomes the new real/imaginary part of the projected source using PCA. The first step of the post-ICA phase ambiguity correction method is to separate the complex-valued data into its real and imaginary components to make it a two dimensional real-valued dataset. PCA is then used to automatically align the first principal component-one with the highest variance-with the real axis. The final step is to resolve the sign ambiguity of the PCA step, since the aligned data may be rotated 1801 so that the majority of voxels are concentrated on the negative side of the real axis. In this case, the samples of the estimated component are rotated by 1801 so the scatter plot aligns with the positive side of the real axis. The steps of this phase correction method are detailed in Algorithm 3. 
where y is the angle the maximizes (2), as described by PCA theory. 4: Project data to obtain new bivariate representation:
5: Obtain new complex-valued representation:ẑ k ¼ẑ re þ jẑ im 6: Resolve sign ambiguity: If the majority of the samples inẑ k are located in negative side of the real axis of the complex plane:
Then multiply real part of source vector by À 1 (equivalent to rotatingẑ by 180 degrees in the complex domain)
This scheme can be applied to matching estimated sources of interest across all the subjects, therefore obtaining independent components whose phase images have similar phase values in the high magnitude (i.e., activated) voxels. It also provides the only solution where the magnitude of the average complex-valued ICs is as close as possible to the usual result of averaging only the magnitude of the ICs, a property we wanted to preserve. This property is derived from the well-known triangle inequality. Different methods can be used to determine matching components across subjects, e.g., it can be done by using spatial correlation with a chosen mask for the component of interest or using temporal correlation with a paradigm timecourse (if it exists) or simply by visual inspection. Fig. 2 shows the scatter plot of the real and imaginary data of an estimated source before and after the PCA based phase ambiguity correction. This method does not change the magnitude of the estimated source, but it makes sure that phase value of the voxels of higher magnitude are close to 0 radian in the obtained wrapped (½Àp,p radians) phase image. This method even works if the complex-valued ICA algorithm does not preserve the original complex-valued structure of the estimated components, as the FastICA algorithm did in the simulated example shown in Fig. 3 . The important point to note here is that the estimated matching components across subjects have a similar complex-valued distribution.
Is also important to remember that to satisfy (1), if an estimated source (ŝ k ) is rotated by +k k ¼ e Àjỹ k , its corresponding mixing matrix column vector (â k ) needs to be rotated by ð+k À1 k Þ ¼ e jðpÀỹ k Þ . It will be shown in the results section that applying this phase correction is necessary for the estimation of the average complex-valued spatial fMRI sources and their corresponding timecourses.
Mahalanobis distance-based visualization method
In studies of complex-valued fMRI data the results are usually presented using only the magnitude information, even though the phase information is available at no cost. For example, estimated fMRI sources in spatial ICA are usually presented using Z-score thresholded magnitude (Z r ) images (i.e., slices) to highlight the activated voxels. The ''r'' in ðZ r Þ stands for real-valued processing of the magnitude data. The Z r values for each of the voxels (l) of the magnitude images of the kth source are calculated by
whereẐ k andŝ k are the mean and standard deviation, respectively, of the magnitude images of the estimated kth source ðŝ k Þ.
The visualization method we introduce here takes into account the full complex-valued data, including the phase, by applying a two dimensional Mahalanobis distance-based metric ðZ c Þ on all the complex-valued voxels (l) of the estimated sources given by
whereŝ k,l ¼ ½ŝ k,l,re ,ŝ k,l,im T ; and l k and C k are the mean and covariance, respectively, of the bivariate real and imaginary data of the estimated kth source. The ''c'' in ðZ c Þ stands for complexvalued processing. If the covariance matrix is the identity matrix, the Mahalanobis distance reduces to the Euclidean distance. The Mahalanobis distance is equal to the absolute value of the Z-score metric when the data is univariate. Therefore, the obtained Z c maps are usually thresholded using the same typical values used in practice to threshold Z r maps when working with magnitudeonly fMRI data, e.g., 2-4.
Activated voxels are identified if they have a value higher than a previously specified threshold. The magnitude and phase of the voxels of interest can now be further analyzed. Furthermore, we can also represent the results by displaying the Mahalanobis distance-based images, the same way Z-score images are used in real-valued analysis.
An optional step is to eliminate low quality-noisy-voxels from the estimated sources. In our application, we use the phase derivative variance quality map [37] , since as desired, it assigns bad quality values to noisy areas in the complex images, i.e., volumes in the data where the voxels phase values and their gradients exhibit high variation.
It is important to note that this visualization technique is not restricted to ICA results. It can be used to display the raw complex-valued fMRI data and it can also be used to look at the results of complex-valued GLM results.
Results
In this section, we first introduce the fMRI data used in our analysis and provide details of the preprocessing we apply to the data (Section 6.1). We then present results of the QMPD de-noising method (Section 6.2). This is followed by the results comparing Z c and others visualization methods in identifying task-related voxels after the application of a complex-valued ICA algorithm followed by phase ambiguity correction to the fMRI data (Section 6.3). The effects of not doing phase ambiguity correction (in terms of sensitivity and specificity) are shown in Section 6.4.
The results for the visualization methods (Section 6.3) are shown prior to the phase correction results (Section 6.4) since the Z c thresholding technique is used to display the results in Section 6.4.
fMRI data
The dataset used in this paper is from 16 subjects performing a finger-tapping motor task while receiving auditory instructions. The paradigm involves a block design with alternating periods of 30 s ON (finger tapping) and 30 s OFF (rest). The experiments were performed on a 3 T Siemens TRIO TIM system with a 12-channel radio-frequency (RF) coil. The fMRI experiment used a standard Siemens gradient-echo EPI sequence modified to store real and imaginary data separately. The data were pre-processed to correct for phase error, motion correction and spatial normalization into standard Montreal Neurological Institute space using SPM. These steps correspond to the first three blocks in Fig. 1 .
The magnitude and phase images, separately, were previously analyzed using a GLM approach in [6] .
The complex-valued data were de-noised by using the introduced multi-subject QMPD method (see results in Section 6.2). The last step of this algorithm consist of applying a smoothing filter (e.g., 10 Â 10 Â 10 mm 3 full width at half-maximum Gaussian kernel) to increase the contrast to noise ratio of the voxels that were not eliminated. All the results in this section use the fMRI data after de-noising, the advantages of de-noising are shown in Section 6.2.
In the results where we perform spatial ICA of fMRI data [28] , we use PCA to whiten and reduce the dimensionality of the complex-valued fMRI data. The number of effective principal components for this dataset is selected as 30, using the MDL criterion for complex-valued data as in [12] . All the ICA algorithms used in this section are applied to the 30 (whitened) principal components obtained after this PCA step.
De-noising results
The steps in Algorithm 2 were used to obtain the multi-subject QMPD mask (Fig. 11 ) from all 16 subjects in our group fMRI data. In Fig. 12 we show the voxels that are different between the QMPD mask obtained only from subject one and the multi-subject QMPD mask. These voxels represent 3.45% of the voxels in the original single subject QMPD mask. It is clear that most of the voxels are located just outside the brain tissue, which confirms that these voxels were eliminated due to difference in the scanner motion registration and spatial normalization across subjects. Similar results are obtained when we compare the multi-subject QMPD mask with all the single subject QMPD masks. This simple example shows how the new multi-subject QMPD method allows the identification of good quality voxels across subjects.
The biggest benefit of the multi-subject QMPD methodology, besides identifying differences due to motion registration across subjects, is the ability to identify regions in the fMRI slices that correspond to physiologically noisy areas. These areas can be eliminated from further processing and analysis. In Fig. 13 we present all the 46 slices of the multi-subject QMPD mask originally shown in Fig. 11 . It can be clearly seen that the eliminated regions in the fMRI slices by the multi-subject QMPD correspond to known noisy areas like the large susceptibility artifacts around the nasal and frontal sinuses, the ear canal, the large vessels on the base of the brain, the circle of Willis (large arteries) and the draining veins such as the transverse sinus.
Previously developed de-noising techniques mainly use thresholded fMRI magnitude images to extract voxels of interest. These methods are useful in accurately eliminating out of brain voxels, but fail in eliminating noisy areas inside the brain with high magnitude, e.g., sinuses and large vessels.
In fMRI magnitude-only applications, it is common to threshold the magnitude images by their mean value to eliminate low CNR areas, which mainly correspond to out of brain voxels. Fig. 14 shows the voxels that are different between the multi-subject QMPD mask in Fig. 11 and the mask created by thresholding the magnitude fMRI images of our group data. As expected, the QMPD mask eliminates more voxels inside the brain and along the boundaries of the brain area than the magnitude thresholded mask. The extra voxels retained by the magnitude thresholded mask correspond to noisy voxels in the complex-valued images. Further analysis results using this thresholding approach were not satisfactory, hence in [12] , an additional edge erosion step is introduced to magnitude thresholding based on the assumption that most of the noisy voxels are at the boundary. This approach, the magnitude thresholding and edge erosion (MTEE) method, thus applies an extra erosion step to the magnitude thresholded mask method to eliminate the detrimental noisy voxels in the preprocessing of the fMRI complex-valued data. Although the MTEE method seems to improve analysis results as demonstrated in [12] , it is an ad-hoc approach, which not only eliminates the noisy voxels but also good quality voxels at the boundary of the brain area. Also, the approach fails to eliminate all the noisy voxels in physiologically known noisy areas inside the brain, such as the sinuses and large vessels. Only the QMPD method seems to eliminate the right amount of noisy voxels at the boundary and inside the brain area, as supported by the improved analysis results presented here and in [15] .
Visualization results
In this section, we show that only using the magnitude of the estimated components for analysis , after using complex-valued ICA followed by the introduced phase ambiguity correction method to process the fMRI data, seems to reduce some of the benefits of using the phase in the first place. We demonstrate that the Mahalanobis distance-based thresholding method (Z c ), by including the phase information, can provide better sensitivity and specificity in identifying task-related voxels in the estimated ICA sources when compared to the typically used magnitude-only Z-score thresholding method (Z r ). In addition, we show that even in scenarios where only the magnitude of the estimated complexvalued component is desired for analysis, better performance can be obtained using more appropriate thresholding for the magnitude that takes into account the bivariate nature of the data.
For this experiment, we estimated the 30 components using a complex-valued Infomax ICA algorithm [33] on the data of each of the 16 subjects performing the finger-tapping motor task. The component with the highest correlation to the paradigm timecourse was identified in all the subjects, which in this case corresponds to a motor task-related component. Visual inspection confirmed that the selected components across subjects were indeed the same. An average of the motor task-related component was calculated using the data from all the subjects after phase ambiguity correction as described in Section 4.2 (the effect of not doing phase ambiguity correction will be explored in Section 6.4).
To evaluate the performance of the visualization algorithms we built a binary mask that identifies the motor cortex minimal area where we expect voxels to be activated, see Fig. 5 . The mask for the motor cortex area was created by joining the dilated Brodmann areas 4, 6, 43 and 47 using the WFU PickAtlas 3 software in Matlab.
The spatial smoothing that is typically applied for group studies and the resolution at which we collect the fMRI data mitigates the need of having perfect cytoarchitectonically delinated regions. Therefore, for our purposes both Brodmann areas and Automated Anatomical Labeling (AAL) regions proved suitable. Here, we only present results using Brodmann areas since the results were similar in both methods. Other ICA studies using Brodmann areas to asses their results can be found in [10, 45, 46] We implemented parametric (Section 6.3.1) and non-parametric (Section 6.3.2) methods for thresholding the Z c and Z r sample values and calculated the receiver operating characteristic (ROC) curves for those. The probability of true positives (TP) in the generated ROC curves indicates the number of voxels that survive the threshold (at each point in the ROC curve) and that fall inside the motor cortex mask; similarly, the probability of false positive (FP) indicates the number of voxels that pass the various thresholds and that fall outside the motor cortex mask. Comparison of the ROC curves for the different thresholding methods is done by calculating the ratio of their respective area under the curve (AUC). The absolute value of the ROC curves area is not of interest since the test is not designed to obtain the typical ideal AUC value of 1.0. A AUC value of 1.0 is only obtained when all the voxels in the created motor cortex mask are identified at all the thresholds, which is impossible since by definition the ROC curves are created by gradually adding more voxels at each threshold. Better performance, as measured by the higher AUC, indicates overall higher sensitivity and specificity at the various thresholds used in the ROC curves. Higher sensitivity means that a higher number of voxels are identified as active. Similarly, an increase in specificity indicates that a large number of the additional identified voxels are located inside the motor cortex area mask.
Parametric results
In this section, the thresholds needed to create the ROC curves are obtained by approximating the distributions of the estimated average motor task-related independent component by various well known probability distribution functions (pdfs). The Z r values are usually approximated with a Gaussian pdf and probabilities calculated for each voxel, those with low probability in the tails of the distribution are assumed to be the active ones. Similarly, under the assumption that the real and imaginary data of the estimated ICs are bivariate Gaussian, the Z c is approximated by a chi-square distribution with two degrees of freedom. The calculated probabilities for both Z c and Z r samples are used to threshold the estimated IC and create the ROC curves in Fig. 6 (Z c chi-square and Z r Gaussian lines, respectively). The Z c thresholding method provides better performance than the Z r thresholding method as confirmed by the ratio of the AUC values: AUC Z r =AUC Z c ¼ 0:77 (see Table 1 ).
Additional parametric thresholding methods were implemented to compare the performance of using the complex-valued data versus only using the magnitude of the IC data for visualization. The complex-valued data was thresholded by using a bivariate Gaussian distribution approximation for the complex-valued data of the IC. The parameters of the bivariate Gaussian distribution are calculated by assigning the real and imaginary components of the data as the two dimensions of the pdf. We obtained a noncircular (i.e., non-spherical) bivariate Gaussian pdf that can be used to calculate probabilities for each voxel in the data. The results with the bivariate Gaussian pdf was identical to the Z c result (see Bivariate Gaussian result in Table 1 ), since the two methods operate under the same assumption that the underlying real and imaginary data are bivariate Gaussian. The advantage of the Z c method is that it contains the same information under a single positive number.
Various pdfs were used to approximate the distribution of the magnitude-only data of the estimated IC. The majority of the implemented distributions outperformed the Z r results, but the best result was obtained by assuming that the real and imaginary data of the IC are independent standard Gaussian random variables, under this assumption the square magnitude has a chisquare distribution with two degrees of freedom(see Magnitude chi-square result in Table 1 and in Fig. 6 ). This result shows that by using a more appropriate approximation to the magnitude data of the ICs better performance can be obtained.
A visual example of the increase in sensitivity and specificity obtained by using the Z C thresholding method can be seen in Fig. 7 . This figure shows the identified voxels with a probability of 0.01 calculated by the Z c method under the chi-square distribution approximation and the Z r method under the Gaussian distribution approximation. The voxels with a value of 2.0 (yellow) were only identified by the Z c method, and it can be seen that the majority of them are contiguous with the other identified motor task-related voxels by both the Z c and Z r methods. The majority of these additional detected voxels had low magnitude but significantly different phase values than the rest of the voxels. The region detected by Z c is larger than the one detected by Z r , because as shown in [3] significant phase changes can be seen in regions where susceptibility (i.e. activation) is changing across a voxel. This typically happens in regions surrounding the center of activation, where activation is decreasing (as confirmed in Fig. 7) .
The two main conclusions from this section are that after phase ambiguity correction: (1) the thresholding methods using the complex-valued data provide better sensitivity and specificity and (2) there are better parametric approximations to threshold only the magnitude of the ICs than the Z r Gaussian distribution approximation.
Non-parametric results
Since parametric evaluations have to be based on an inherent assumption of sample distribution, we also used non-parametric methods to demonstrate that Z c thresholding method provides better performance than the Z r thresholding method. Fig. 8 , shows the quantile-quantile (Q-Q) plot of the Z r samples versus the Z c sample values. The Q-Q plot is a graphical method for comparing two distributions by plotting their quantiles against each other [47] , if the samples in a Q-Q plot come from the same distribution, the plot will be linear. The plot has the sample data displayed with the plot symbol ( þ), and superimposed on the plot is a line joining the first and third quartiles of each distribution (this is a robust linear fit of the order statistics of the two samples). This line is extrapolated out to the ends of the sample to help evaluate the linearity of the data. 4 The Q-Q plot indicates that the Z r samples have a flatter distribution than the Z c samples as their values go up, this means that the Z r samples are less discriminatory, which confirms our parametric results. Another measure for the peakedness or flatness of a given sample distribution is using kurtosis estimates. The Z r samples have a kurtosis value of 40.4 and the Z c samples have a kurtosis value of 23.4. Although both thresholding techniques are leptokurtic, the kurtosis values confirm that Z r has a flatter distribution (i.e., sharper peak and heavier tails). Two new Z r and Z c ROC curves were created (see Fig. 9 ) by using the more classical definition of probability to identify active voxels. The same number (N) of the highest valued voxels is Fig. 11 . Binary (white ¼ 1) quality masks obtained after applying the multisubject QMPD method to the group fMRI data. extracted from the Z r and Z c samples and used to calculate the different points of their respective ROC curves. The value of N for each point in the ROC curves is calculated by
where P takes values in [0, 1]. The AUC value for the non-parametric and parametric ROC curves of Z c are identical. The AUC ratio between the nonparametric Z r and Z c ROC curves is 0.94. This ratio is larger than the one calculated with the parametric Z r result, but the conclusion is the same, using the entire complex-valued data increases the sensitivity and specificity in identifying activated voxels when compared to magnitude-only visualization. This increase in performance is obtained for free, since the data is inherently complex-valued.
6.4. ICA phase ambiguity correction results 6.4.1. ICA using non-linear decorrelations with atanh non-linearity
In this section, we also estimate the 30 components using a complex-valued Infomax algorithm on the data for each of the 16 subjects performing the finger-tapping motor task. The motor task-related component was identified automatically across subjects by regressing the estimated timecourses with the ideal hemodynamic time response, as it was done in Section 6.3. Visual inspection confirmed that the selected components across subjects were indeed the same.
The implemented ICA algorithm (complex Infomax [33] ) uses atanh as the non-linearity as described in Section 4.1, hence no phase ambiguity correction is needed for the estimates, except maybe for a sign correction. Although the atanh non-linearity makes sure that the estimated components lay along the real axis of the complex plane as previously described, there is no guarantee that the high magnitude voxels (i.e., farther from the complex plane origin) are located in the positive or negative sides of the real axis. If needed, the sign correction is conducted by multiplying the data of the estimated components by À1 (see last step in Algorithm 3), a post-processing step common to realvalued ICA of fMRI [28] . Fig. 15 shows the magnitude, phase and Z c image-of selected slices-of the identified motor task-related component after averaging across all the subjects. The average is performed on the magnitude and phase domain, but similar results were obtained when calculating the average in the real and imaginary domains. The results obtained here show that it is possible to obtain clear magnitude and phase images of components of interest in group studies. The obtained group phase images have the expected bipolar distributions, smoothness, continuity and characteristics as described in [3] . In the next section we show how the phase images of different subjects with no phase ambiguity correction can add destructively, hence creating group images with lower magnitude and noisy phase images.
ICA using infomax with a circular non-linearity
Next, we estimate spatial independent components from the groupof fMRI data using the Infomax algorithm [33] with the circular non-linear function proposed in [48] , which does not impose any particular orientation to the distribution of the estimated sources. The obtained group ICA results at this point can be used to identify the motor task component only in the magnitude image. Applying the post-ICA phase ambiguity correction scheme described in Section 4.2 to the estimated components in each subject makes group analysis of the entire complexvalued images possible by eliminating the phase ambiguity across subjects. Fig. 16 shows the scatter plot of the average real and imaginary values of the identified motor component in our fMRI group data after phase ambiguity correction. Additionally, Fig. 17 shows the corresponding magnitude, phase and Z c images for the estimated component. It can be clearly seen that the identified motor task-related voxels correlate with the identified voxels in Fig. 15 , where our post-processing phase ambiguity correction was not necessary.
To emphasize the importance of the phase ambiguity correction step, we present the ICA results obtained from the fMRI group data prior to applying the post-processing phase ambiguity correction. In Fig. 18 , we can see the scatter plot of the group average real and imaginary values of the identified motor component before phase ambiguity correction. The voxels of the estimated motor component of each subject (including subject one in Fig. 2(a) ) add destructively, hence creating a more spread scatter plot of voxels with lower magnitude and less smooth phase values when compared to the results in Fig. 16 . Fig. 19 shows the magnitude, Z c and phase of the estimated component prior to phase ambiguity correction, although we can still identify task-related voxels, they are not as discriminatory, i.e., lower number of identified voxels with lower magnitude values in the motor cortex brain areas of interest. Additionally, in the phase image we can see that the phase changes across voxels are indeed not as smooth and continuous, as the results obtained with phase ambiguity correction. In Fig. 10 , the ROC curves obtained for Z c with and without phase ambiguity correction are shown. The calculated ROC curves used the same motor cortex mask and the same non-parametric technique used in Section 6.3.2. It can be seen that the AUC of Z c without phase ambiguity correction is lower than the AUC of Z c with phase ambiguity correction, their ratio is equal to 0.93. Additionally, the results of Z c without phase ambiguity correction were found to be almost identical to the results obtained with Z r thresholding method, this is consistent with the finding in Rowe and Logan [49] that processing complex-valued fMRI data assuming non-informative phase information is identical to magnitudeonly processing.
Similar results are obtained with the estimated timecourses (i.e., mixing matrix) when the phase ambiguity correction is applied. In  Fig. 20 , we show the average group magnitude and phase timecourses for the motor task IC prior and after phase ambiguity correction. As expected, the magnitude and phase of the timecourses after phase ambiguity correction have a stronger correlation with the paradigm timecourse convolved with the hemodynamic response (see correlation coefficient values for each timecourse in Fig. 20) . The average timecourse calculations were performed in the real and imaginary domain, but similar benefits were obtained when calculating the average in the magnitude and phase domain, particularly for the phase.
Discussion
Robust techniques that can show the advantages of using the phase information in the identification and analysis of voxels of interest in complex-valued fMRI data are needed. The phase images are usually discarded, primarily because their unfamiliar and noisy nature poses a challenge for successful study of fMRI. Even in applications where complex-valued algorithms are used to analyze the fMRI data, the majority of the preprocessing and visualization methods used are based on the magnitude images. We addressed some of these issues and proposed methods that allow the successful analysis of complex-valued fMRI group data. This could strengthen the traditional analysis methods as well as those of data-driven techniques such as ICA by improving their performance in identifying voxels of interest.
We first introduced a multi-subject QMPD mask that can be used to identify good quality voxels across subjects in group and clinical studies. We also introduced two effective schemes that can be used to diminish the inherent phase scaling ambiguity of complex-valued ICA to allow for group analysis. The phase ambiguity correction scheme can be either applied subsequent to ICA of fMRI or can be incorporated into the ICA algorithm in the form of prior information-when available-to eliminate the need for further processing. Additionally, we introduced a Mahalanobis distance-based visualization method that uses the phase in the estimated fMRI sources to identify task-functionalrelated voxels. We were able to show that these methods provide better sensitivity and specificity, than magnitude-only methods, when identifying voxels in a estimated motor taskrelated independent component. In particular, the Mahalanobis distance-based visualization method shows particular promise for identifying voxels with significant susceptibility changes but that are located in low magnitude areas as modeled in [3] . The introduced methods are part of a framework that allows the utilization of the phase in the analysis of complex fMRI data, in particular using ICA that has already shown to hold much promise for the task.
Future work will concentrate on studying the physiological significance of the additional activated voxels identified by the introduced methods. Additionally, we will study how these methods could potentially enhance the performance of clinical studies using complex-valued fMRI data. 
