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A system is subject to damage, the damage process is assumed to be an increasing semi-Markov process. 
The system fails once the damage exceeds the capacity of the system. The system can be replaced before 
or at failure, and it is maintained continuously. The maintenance and non-failure costs are state dependent. 
We determine the optimal replacement policies, within the class of control limit policies, according to 
the total discounted and long-run average cost per unit time criterion. 
damage process * semi-Markov process * optimal replacement * control limit policy 
1. Introduction 
Suppose that a system is subject to damage, the failure time of the system depends 
on the accumulated damage. The cumulative damage process is assumed to be an 
increasing SMP. Assume that the system has a random threshold Y, with right-tail 
probability G (Y is assumed to be independent of the damage process), and it fails 
once the cumulative damage exceeds it. The system can be replaced at or before 
failure, replacements are by new and identical systems. At failure a cost c, + c, is 
incurred, while if the system is replaced before failure, a cost of c, is incurred. 
Furthermore, the system is maintained at a rate g(x), when the cumulative damage 
level is x, per unit of time. The function g( . ) is assumed to be bounded and 
increasing. Only policies within the class of control-limit policies will be considered. 
The results in Section 4 extend the results obtained in Feldman [7]. 
Abdel-Hameed [l] considers the optimal replacement problem when the damage 
process is a non-homogeneous Levy process. In [2] he treats a similar problem 
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when the damage process is a pure-jump strong Markov process. Abdel-Hameed 
[3] treats the optimal maintenance problem when the deterioration process is 
increasing pure jump Markov process that is monitored periodically. Drosen [6] 
obtains an explicit formula for the failure rate of a device subject to the damage 
process described in [2] and extends some of the results obtained in that paper. 
In Section 2, we define the required processes, and obtain some basic results 
needed. We determine the optimal replacement policy under the criterion of expected 
total discounted cost in Section 3. Furthermore, we find optimal replacement policy 
under the criterion of long-run average cost in Section 4. Finally in Section 5, some 
special cases are discussed and numerical examples are presented. 
2. Basic results 
In this section we will describe the required damage processes in detail, and give 
results that will be needed in the sequel. 
Let Z = (Z, ; t E R,) with state space R,, represent the cumulative damage process. 
For each x E R, and A E 9, P,(A) will be used to denote the conditional probability 
of A given Z, = x; E, will denote the expectation with respect to px, and E = E,,. 
Let p be a random variable denoting the failure time of the system, that is p = 
inf[r: Z, z- Y], define a, to be its survival probability given Z,= x, that is B,(t) = 
P( p > lI Z, = x) for t E R,. Throughout, we assume that E,(p) is finite. For a fixed 
y let ?y be a random variable denoting the replacement time, namely fy(w) = p(o) A 
inf[t: Z,(w) 3~1. Assume that Z is a right-continuous non-decreasing SMP, 
lim ,_aT Z, = 00, and imbeded Markov renewal process (X, T) = (X,, T, ; n E IV) 
where X, = Z( T,,). Let Q = { Q(x, A, t): x, t E [w,, A = rW+} be the semi-Markov kernel 
associated with (X, T), that is Q(x, A, t) = P(X,+, E A, T,,, - T,, s t 1 X,, =x), and 
Markov renewal kernel R = {R(x, A, t): x, t E Iw,, A c W,} where R(x, A, t) = 
Cz=:_, Q”(x, A, t). Let L= [n: T, = p], denote the n such that T,, is the failure time 
of the system, then the time of failure is given by p = TL. Let A be a distinct point 
not in R, and define 
$1) = 
1 
Z,, t < P, Xl, n < L, T n c L, 
I 
4 otherwise, 
k(l)= 
n 
1 A, otherwise, 
f(l)= n’ 
n 
{ *, otherwise. 
The process ?‘) = (2:“; t < p) is a right-continuous non-decreasing SMP with state 
space R, and associated Markov process (2 , (I) f”‘) Let @‘I be the semi-Markov . 
kernel of (g(I), ?(I’). Th en we have the following result. 
Proposition 2.1. Forx, tE(W+,Ac[W+, 
@*)(x A t) = G(Y) 2 3 Q(x dy t) _ 3 7 
G(x) 
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Proof. Let F$==a(Xk, T,;k~n) for n=l,2,... . Consider 
~‘~‘(~,A,~)=P(~ZI”EA, fc,‘ktI~b”=x) 
=P(X,EA,T,~C,L>~~X,=X) 
=P,(X,sA, T,st,L>l) 
= P,(X, E A, T, =s t, X, < Y) 
=E,[P,(Y>X,I~,),X,EA, T,ctl 
=E,[P,(Y>X,),X,EA,T,~~] 
G(Y) 
= I A 0(x, dy, f) I, 
the sixth equation follows from the fifth because of the independence of Y and 2. 0 
Now let i(‘) denote the Markov renewal kernel corresponding to @‘I, U, be 
the cu-potential corresponding to 2, fi, (‘I be the a-potential corresponding to .?(‘I, 
and for IER,, 9, = (T(Z,, S S t). 
Proposition 2.2. Let A E B(R+). Then 
I?‘),, A, t) = G(Y) R(x, dy, t) y 
G(x) 
and 
ir’,“( x, A) = G(Y) ua(x, dy) - 
G(x) 
Proof. Define 
= P,(X,, E A, T, s t, n < L). 
Following the procedure used in the proof of Proposition 2.1 it follows that 
&, A, f) = G(Y) Q”(x, dy, t) I, 
and hence 
I?(‘)(, A t) = ‘f > > 6(+x A t) 2 7 
n=O 
= j, I, Q”(x, dy, f) $$ 
= I G(Y) R(x, dy, t) 7 A G(x) ’ 
where the last equation follows from the Monotone Convergence Theorem. 
144 M. Abdel-Hameed, Y. Nakhi / System replacement 
The proof of the second part follows because 
P@,‘EA)=P(ZEA p>t) x f xt 3 
= P,(Z, E A, Z, < Y) 
= EJ P( Y > Z, 1 S,), Z, E A] 
= K[P( Y> Z,), Z, E Al 
= E,[G(Z,), Z, E A]. 0 
Let So = 0, S, = p, Y, = Y. For k 3 2, let _?k), gCk), Yk, fCk) be independent copies 
of i(1) $1) y, f(1) 
3 3 respectively; for k 3 1, 
Sk = time of kth failure, 
Nk=[n: ?, (k)=Sk-Sk_,] 
and 
Lk = Lk_,+ Nk, L,=O. 
We define the generic processes $2, ? by 
k=l 
Then, the process 2 = (2, ; t E R,) represent the cumulative damage over the infinite 
horizon, when replacements are made only at the failure times, it is a delayed 
regenerative process with regeneration points S = (S,, ; n 2 1). Let M(t) = 
I:=‘=, H,“(t), then M * H,(t) is the expected number of replacements in [0, t]. 
Proposition 2.3. Let 0 be the semi-kernel associated with (2, f). Then for any 
A E WR+ u {OI), 
6(x, A, t) = d”‘(x, A, t) + [0(x, R+, t) - @,‘(x, R+, f)lL(O). 
Proof. From the definition of (2, ?) it follows that 
&x,A,t)=P(J?,EA,+qL>lIz+o=x) 
+P(rZ,=O,f,qL=l(&=x)lA(0) 
=P($?;“EA, f;“stI~b”=x) 
+P(T,st, L=lIrz:“=x)lA(o) * 
= @“(x, A, t) + P( T, s t, X, > Y (2;’ = x)1,(0) 
=@“(x,A, t)+[Q(x,R+, t)-@‘)(x,R+, t)]&,(O). 0 
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Proposition 2.4. Let e,(x, A) be the transition kernel corresponding to gand $l”(x, A) 
be the transition kernel corresponding to #?I). Then 
r;l(x, A) = @;“(x, A)+ M * H, * @‘(O, A). 
Proof. Write 
I;,(x, A) = l?J_?, E A) 
= I’,(,??, E A, S, > t)+ Px(_?, E A, S, G t) 
= P,(i+ A) + H, * &(O, A) 
= &“(x, A) + H, * pr(O, A) 
=$j”(x,A)+H, *[@‘(O,A)+H,* FJO,A)] 
= @;“(x, A) + H, * I;:“(O, A) + H, * H,, * Ij(O, A) 
= fi;“(x, A) + H, * i H,k * I;;“(O, A) + H, * Hi+’ * li,(O, A). 
k=O 
Since @‘,“a0 then H, * Cl=, H,k * Bl”(O, A) increases to H, * M * $“(O, A), 
whereas H, * Hi+’ * @,(O, A) decreases to some function h. Thus 
h = lim H, * Ho”+’ * F,(O, A) 
n-cc 
= lim Hi+’ * Hx * @JO, A) n-m 
= Ho * lim H,” * H, * @,(O, A) 
n-w 
= Ho * h. 
Since the sequence S = (Sk ; Sk = Sk - S, , k 2 2) is a sequence of partial sums of 
independent identically distributed random variables with finite mean, then from 
the strong law of large numbers we have that S, + cc a.s. as n + CO. Therefore ?,, + ~0 
as n+a as. From Proposition 10.3.14 of [5] h =0 is the unique solution of the 
equation h = Ho * h. Hence 
$,(x, A) = I;:“(x, A) + H, * M * $‘)(o, A). 0 
Let h (z, t) = P,( T, > t), h,(z) be the Laplace transform of h( z, t) and 
k’b’(x, A) = 
I 
e-“‘l?(l)(x, A, dt). 
R+ 
Then 
h(z, t) = 1 - Q(z, R+, t), h,(z)=-+&,~+)l 
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where 
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Qn(z, R+) = I ema’Q(z, R,, dt). R+ 
Let i<,(z) be the Laplace transform of 
Qz, t) = 1- Cj”‘(z, R,, f) = 1 -Pz(k:‘)<co, ?l”S t), 
and for A E B([w+), 
ez’(z, A) = E,(em”‘~“, T?~“E A). 
We have: 
Proposition 2.5. 
Proof. Write 
fibl’Zrx,,,(x) = Ex 
1 
Zrx,FI(z,) ema’ dt 
I 
T 
=E, epa’ 
0 
dt=d[l-EYeP”i]. 
Thus 
EX(emaTl) = 1 -~yfi~)Z,~,~,~(x). 
But 
ir’,“z,,,,,(X) = $,?(x, dz) = G(z) Ua(x, dz) _ 
G(x) 
= R,(x, dz)h,(z) _= k;‘(x, dz)h,(z), 
where the equality before last follows, since U, (x, dz) = R,(x, dz)h, (z) (see Cinlar 
[S, p. 3401). 0 
Proposition 2.6. 
E,[ep”‘l, TV = p] = 
I 
I’ k:‘(x, dz)[Q,(z, R+)- 6:‘(z, W,)]. 
x 
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Proof. Write 
E,[e-*‘x, ty = p] 
= EX[eeeP, &-)<Yl 
= Ey(epUP, &-)<Y, 2 (I’) = A) + E,(e-““, .?( p-) < y, gi’) < co) 
= hYl(x)EX(e 
-_p;” 
, L= 1, k’,“=A) 
+E,[E,[e~““,~(p-)<y,~I”<~:,19,]] 
= Z,o,y,(x)Ex(ep”TI, T?\” = A)+ 6:)(x, dz)E,(epaP, f,, = p) 
= Zro,,,(x)[Ex(e-“‘l)- E,(e-“ii”, k\“<Cf))] 
= z,o,v,(x)[Q<I(x, [w+) - 6% R+)l+ 
I 
&‘(x, dz)E,(epap, fV = p). 
R+ 
Now, since sup,, ‘?n = CO, then from Theorem 10.3.6 and Proposition 10.3.14 of Cinlar 
[5] it follows that 
Proposition 2.7. 
I 
I’ 
zJ,(f).=p)= Z?‘),, dz, o;))&z, 00) 
X 
Proof. Let LY + 0 in Proposition 2.6. Then we have 
’ kbf’(x, dz)[Qa(z, R+) - $‘(z, R+)l 
= 22 z?.‘,“(x, dz) lii[ Qa(z, R+) - d:‘(z, R+)]. 
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But, 
lii l?z’(x, dz) = lim e-“‘k”‘(x, dz, dt) 
u-0 
= k(‘)(x, dz, dt) = ~“‘(x, dz, co), 
where the second and fourth equations follow from the Lebesgue Dominated 
Convergence Theorem, 
lim Qu (2, R,) = lim 
a-+0 
ema’Q(z, lR+, dt) = Q(z, R+, co) = 1 
u-0 
and 
lii &yz, Iw,) = @‘)(z, [w+, a). 
Hence 
I 
? 
P,(Ty=p)= I?“‘(x, dz, a)[1 - $“(z, R,, co)] 
X 
= $‘)(x, dz, e&z, cc). 0 
Let Mk(x) = E,( T:) be the kth moment of T, . We have the following result. 
Proposition 2.8. For n 2 1: 
(4 E.x(f;:) =j_; j-+ ;z; (k: 1) Mc+,(W-k-l~‘l)(x, dz, ds). 
(b) h&+,(z)d-k-‘i(‘)(x, dz, ds). 
Proof. From Proposition 2.5 we have that 
E,(e-“‘t) = 1 - afi!J’Ir,,,b,I(x). 
Let f(a) = 1 - (~fi~)l~~,~,(x), expanding fiz’ around zero, we get 
tn+‘)(x, dz) dt. 
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Since PAX, A) = jlO.,lxA R(x, dz, ds)h(z, r -s) (see Cinlar [S], p. 337), then 
r’:“(x, A) = 
G(z) 
R(x, dz, ds) G(xj - h(z, l--s) 
=J I$“(x, dz, ds)h(z, t-s). [o,tlxA 
Hence, for n = 1,2,. . . , 
1 
E,(+;)=n JJ t -‘$‘)(x, dz) dt x R+ 
=nJ;JR+vJ; kc”,, dz ds)h(z t-s) dt , , > 
f 03 =n JJ k(“(x, dz, ds) F’h(z, t-s) dl x @+ J .T 
=n J’J 
=Jx”i 
d”‘(x, dz, ds) 
R+ J 
n-1 
h(z, u) c 
n-l 
R, ( > k=O u~s”-~-’ du 
n 
R+ k=O 
=J;J 
n 1 ( k dz j%+,(z) 
.+& k:l 
) h 1 ^(I) Mk+,(z)snm R (x, dz, ds), 
where the equality before last follows, since 
M!++,(z) = EZ( T:+‘) = J (k+l)tkp,(T,> t)dt=(k+l) J tkh(z, t) dt R+ R+ 
which implies that 
M/c+,(Z) 
pz.7 J k+l R, tkh(z, t) dt. 
This finishes the proof of part (a). 
To prove part (b), we note that lim,,, TV = p as. The equation follows by taking 
limit as y tends to infinity in part (a). 0 
Let m(z) = M,(z), then for n = 1 we get 
J 
Y 
E,?;, = &‘*‘(x, dz, c~)m(z), 
x 
J 
a3 
-K(P)= l?(“(x dz co)m(z) , , . 
x 
(2.1) 
(2.2) 
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Proposition 2.9. Let g be a bounded function dejined on [w,. Then 
a Y 
-6 e I -“‘g&t) dt = I Z?:‘(x, dz)h,(z)g(z). 0 x 
Proof. Write 
-“‘g(&) dt = E, Cn’Z(fv > t)g(&) dt 
Zt-& <A& dt 
= e-“‘EJZ(& <y)g($)] dt 
= e-“‘g(z)+(x, dz) dt 
= I’ .’ g(z) fii,“(x, dz) 
I 
Y 
= &%, dz)k(z)g(z), 
x 
where the third equation follows from Fubini’s Theorem. 0 
Proposition 2.10. Assume that Z?“‘(x, R+, ~0) < 03, then 
f ?’ 
EX ’ g(z,) dt = k”‘(x, dz, co)m(z)g(z). 
x 
Proof. Write 
= lim E, 
a+0 I 
p, 
e-“‘g(&) dt 
0 
= g(z) lii Z?‘)(x, dz) liio h,(z) 
= I : g(z)Z?“(x, dz, a)m(z), 
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where the second equation follows from the Lebesgue Dominated Convergence 
Theorem, since E,fV G Ex( p) < ~0 and g is bounded. Furthermore, 
lii h,(z) = lim 
J 
eeu’h(z, t) dt 
n-O R, 
= lim 
J 
epa’pz( T, > t) dt 
u-0 R, 
= 
J R+ 
!,i; e-“‘p,( T, > t) dt 
= 
J 
pZ( Z-, > t) dr = m(z) 
w+ 
and 
lim k(“(x dz) = k”‘(x a > dz 00) 3 9 . 0 <r-o 
From Proposition 2.10, we get the equation 
J 
P 
g(i,) dt = lim E, 
J 
7 
E, g(i,) dt 
0 
y+m 0 
J 
u 
= I?“‘(,, dz, co)m(z)g(z). (2.3) 
x 
Theorem 2.11. Let X = (X, ; t E R+) be delayed regenerative process with regeneration 
times fO,, f,, . . . . Assume that X0 = x, define W,, = fo, W,, = f,, - f+, for all n 2 1, 
and~=(~,,;~~=~~-~o,n~N).Ztfollowsthat W=(W,,,n>l)arei.i.d.random 
variables. Let C : R, + [w, C bounded. Dejine 
J 
T,, 
C,(O) = em”‘C(X,) dt, 
0 
for nal, 
f,, 
C,(n) = 
J- 
i,, 
ema’ C(X,) dt and C(n)= 
J- 
C(X,) dt. 
TV, TV,?! 
Let 
m 
C, = E, J ePa’C(X,) dt, 0 C=!kn! - J 
I 
C(X,) dx. 
0 
Let Xi,, = y, then we have 
c = E ,c (o), + Ex(e-“‘oO)E,4Ce(1)) 
a 1 e 
1- E,,(ePUWI) ’ 
(2.4) 
(2.5) 
c = E,,[C(l)l 
E.v(W,) . 
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Proof. We note that from the regeneration property, for n = 2,3, . . . , Xf#, = X-i1 = y. 
Write 
I 
cc 
C, = E, em”‘C(X,) dt 
0 
= E, ep”‘C(X,) dt+ E, ep”‘C(X,) dt 1 
= E,[C,(O)]+ f E, f,, I- e-“‘C(X,)dt n=l TV1 
= E,[C,(O)]+ z E, e-“‘C(X,) dt Sf,,_, 
n=, I I 
= E,[C,(O)]+~, E, [ emaTa-lEy I,,” e-“‘C(X,) d,] 
= E,[C,(O)]+E,[C,(l)] f Ex(ep”Tl-I) 
n=, 
= E,[C,(O)]+E,,[C,(l)]E,(e-“<I) f Ey(ep”ta-l) 
n=, 
= E,[C,(O)]+ Ey[C,(l)]E,(epaG) f [Ey(e-UW1)l”-’ 
n=, 
where the third equation follows from the Lebesgue Convergence Theorem, since 
for each NS 1, 
the fifth equation follows because X is delayed regenerative with regeneration points 
? = ( f,,), and the equality before last follows because f. and 9 are independent. 
The proof of (2.5) follows from (2.4) since 
Remark 2.12. If X is regenerative, then 
(9 
c = E,[G(O)l 
OL 1 - E,,(e-“G)’ 
and 
(ii) 
c = EJC(O)l 
E,(Foj;) ’ 
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Theorem 2.13. Let i?z’ be the a-potential of i(‘), i?-(l) A fig’ and let 7; be the 
probability measure dejned on B(R+), such that for A E B(W+), 
&(A) = 
fi"'(O, A) 
ir”‘(0, W,) . 
(2.6) 
Then 2 has the stationary measure 6, i.e. 
fi+z @,(x, A)=&(A). 
Proof. Note that 2 is a delayed regenerative process with regeneration points 
S=(S,, nzl), W,=p, is,,=O, for n 2 1. Let f be any bounded function on R,. 
From Theorem 2.11, we have 
I 
I 
EX f(&)ds -6, ‘f(&) ds 
lim O 
I 
= 
,+cl‘ t ~o~d . 
Then by (2.2) and (2.3) the right-hand side is equal to 
f(z@“‘(O, dz) t?“‘(O dz) = i;f: , 
> 
The result follows by choosing f = IA, and since lim,,, @,(x, A) is equal to 
lim,+,[E, 5; I,(.%) ds/ tl. Cl 
3. Optimal replacement under the expected total discounted cost criterion 
Consider a system subject to the damage process described in Section 1, the system A 
is replaced at time T,,. The structure of the damage process in this case is similar 
to the structure of 2 defined in Section 2, except that p is replaced by i$. For A 
notational purposes we will use the same symbol 2 to denote this process. 
Let (Y be the discount factor, define the following sequence of stopping times 
~o=inf[t~O:~,=O]=inf[t~O:~j”~y]=~,,, 
f,, =inf[t> T,_,: i,=O] for nal. 
(3.1) 
Let the discounted cost incurred in the interval [0, tV) be denoted by C,,,(y), 
and for n 2 1 the discounted cost incurred in the interval [ fn-, , fn) be denoted by 
C,,,(y). It follows that for Z, = 0, {C,,,(y); n E N} forms a sequence of i.i.d. random 
variables and C,,,(y) is given by 
-ai i, c,e I+ e P*‘g(.& dt, c < P, 
Co,,(Y) = 
I 
I 0 
- I 
T 
(3.2) 
(c,+c,)~~"~> + e -"'g(i,) dt, -i; =p. 
0 
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,. 
Define W,,= fO= T, and for nB 1, 
, , 
W,,=T,-T,_,, then {W,,;n>l} forms a 
sequence of i.i.d. random variables. Since .& = x, then { fY, ?, , f2, . . . } constitutes 
a delayed renewal process, then by (2.4) the expected total discounted cost associated 
with control-limit policy ?,, will be 
and for x in [0, y), 
E,[Co,,(y)]=C,E.~(e~OLP,)+c,Ex(e-”il, Ty=p) 
l 
T 
+ E, ’ e-“‘g(z,) dt. 
0 
Using Propositions 2.5,2.6 and 2.9, (3.4) becomes 
(3.3) 
(3.4) 
I 
? 
-5JG,a(Y)l=c,+ k(‘)(x o( 9 dz)[h,(z)(g(z)-cue ) 1 
x 
+ c*(Ocr(4 Iw+) - mz, W+))l. (3.5) 
Now, by substituting (3.5) and Proposition 2.5 into (3.3), the expected total dis- 
counted cost can be determined explicitly. Assuming & = 0, then the expected total 
discounted cost is given by 
cl + 
1’ 
’ @?(O, dz)[k(z)(g(z) - act)+ cJQ<r(z, R+) - &‘(z, W+))l 
G(y)= ” 
I 
J . (3.6) 
(Y l?‘,“(O, dz)h,(z) 
0 
Now we will discuss determining the optimal control-limit policy using the expected 
total discounted cost criterion. For this purpose we have the following theorem. 
Theorem 3.1. Assume that the measure A+ l?“‘(O, A, CO) is absolutely continuous 
with respect to the Lebesgue measure on R,. Suppose that on R, the functions 
z + h,(z) is non-increasing, 
2 + [ Qn (z, W,) - &“( z, R,)] is non-decreasing, 
z + g(z) is non-decreasing and bounded. 
The optimal replacement level y* is the unique solution to 
h,,(z) 
~iQ”(Y,W,)_~~,l’(Y,[W,)} 
e 
-{Q<x(z, R+) - &% R+)l 
> 
+h,(zMy) -g(z)) . 
1 
(3.7) 
If no solution exists, then the optimal policy is to wait until a failure for replacement. 
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Proof. Differentiating the right-hand side of (3.6), setting it equal to zero and 
simplifying, we obtain equation (3.7). By the hypothesis, h,( .) is non-increasing, 
g( .) and ( Qe(. , R,) - bt’(. , R,)) are non-decreasing; thus equation (3.7) can have 
at most one solution. 0 
4. Optimal replacement under the long-run average cost criterion 
For a given control-limit policy, let the cost incurred in the interval [0, ?>,) be 
denoted by C,(Y), and for n 2 1 the cost incurred in the interval [f+,, f,,) be 
denoted by C,,(Y). If .& = 0 then {C,,(y); n E N} forms a sequence of i.i.d. random 
variables and C,(y) is given by 
(4.1) 
From Theorem 2.11 and equation (3.3), the long-run average cost of replacement 
per unit time under a control-limit policy t,,, is given by 
ccr(y) = J%[C"(Y)l 
E”( f&J ’ 
where by (2.1), &,( t>.) = si k”‘(0, dz, a)m(z), and from (4.1) we have 
I 
? 
E,[C,(y)l=c,+c,P,(T,.=p)+E, &A df. 
0 
Now by substituting Propositions 2.7 and 2.10 into (4.3), (4.2) becomes 
(4.2) 
(4.3) 
I 
Y 
c,+ @(O, dz, co)(c&(z, co)+ m(z)g(z)) 
$(y)= ” 
I 
I’ (4.4) 
$“(O dz co)m(z) 9 , 
0 
Now, our goal is to specify a replacement rule that is optimal under the long-run 
average cost criterion. For this problem we have the following theorem which 
generalizes Theorem 3.1 of Feldman [7]. 
Theorem 4.1. Assume that the measure A+ d”‘(0, A, ~0) is absolutely continuous 
with respect to the Lebesgue measure on R,. Suppose that on the domain R, the 
functions 
24 + m( 2.4) is non-increasing, 
u + h^( u, CO) is non-decreasing, 
u + g(u) is non-decreasing and bounded. 
156 M. Abdel-Hameed, Y. Nakhi / System replacement 
The optimal replacement level y” is the unique solution to 
c, = k”‘(0, du, ~0) c2 
[( 
m(u) .. 
miv)h(y,c+h*(u,m) 
+ m(uMy) -g(u)) . 
1 
(4.5) 
If no solution exists, then the optimal policy is to wait until a failure for replacement. 
Proof. Differentiating the right-hand side of (4.4), setting it equal to zero and 
simplifying, we obtain equation (4.5). By the hypothesis, m( . ) is non-increasing 
,. 
g( .) and h( . , ~0) are non-decreasing; thus the equation (4.5) can have at most one 
solution. 0 
The following is the analogue of Theorem 4.1 when the state space of 2 is 
countable. The proof is similar to the proof of the Theorem 4.1 with obvious 
modifications. 
Theorem 4.2. Let A+ I?“‘(O, A, CO) be arithmetic with atoms contained in the set 
(0, 1, 2,. . . }. Assume that on the domain {0, 1, 2, . . . } the function 
j + m(j) is non-increasing, 
j + h( j, ~0) is non-decreasing, 
j+ g(j) is non-decreasing and bounded. 
The optimal replacement level y* is the smallest y satisfying 
cl S ,% i"'(0, j) 
> 
+ m(j)k(y) -g(j)) . 
1 
(4.6) 
where ;“‘(O,j) = k”‘(O, j, 00) - I?(‘)(O, j- 1, a). If no solution exists, the optimal policy 
is to wait until a failure for replacement. 0 
5. Examples 
Consider a SMP with state space IV. Let x denote the damage to the system at time 
zero. By an abuse of notation, let q -(I) denote the matrix whose elements are $“( i, j) 
and let ?(I) denote the matrix whose elements are ?(“( i, j). Since the state space of 
the SMP is countable, the matrix (?(“( i, j)) will be the inverse of an upper triangular 
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matrix. Now we have the following formula: 
q(i,j)=p(X+, =jlXI = 9, 
m(i) = J?(T’), 
(5.1) 
p’(i 
7 
j) = q(i j) c(j, 
’ G(r)' 
fi(i,cO)=P,(f\“= 00) p i(i) = 1 - c 4” ‘( i,j). 
JEN 
Let ;I” denote the ith row of the matrix i(l) and let e, denote the vector containing 
all zeros except for a one in the ith component. Remembering that ;I’)( I - $“) = ei. 
We have the following system of equations for each in IV, 
i"'(i,j)=O, j<i, 
F”‘( i, i)[ 1 - $‘)( i, i)] = 1, 
F(‘)(i,i+l)[l-~(“(i+l,i+l)]=i”‘(i,i)q*”’(i,i+l), 
(5.2) 
and for j 3 2, 
?(‘)(i, i+j)[l-G")(i+j, it-j)]= i”‘(i, i)q*“‘(i, i+j) 
+F”‘(i,i+l)q^“‘(i+l,i+j) 
+i”‘(i, it-j-l)ij”‘(i+j-1, i+j). 
Algorithm 5.1 (countable state space, &, = x). 
Step 1. Let y = x. 
Step 2. Compute i”‘(x, y) using equations (5.2). 
Step 3. Compute 
b,(z)=c, ( m(z) A m(y) h(Y)44 +m(zMY)-g(z)) > 
for z = x, . . . , y. 
Step 4. Compute 
F(y)=5 t(‘)(x, z)b,,(z) 
Step 5. If F(y) 2 c,, then y is the optimum replacement level, (i.e. y* =y) 
otherwise y = y+ 1 and go to Step 2. 
To illustrate the use of Algorithm 5.1 numerical examples are given. Assume 
& = 0. When 2 jumps the magnitude of the jump is one with probability f and two 
g(x) 
x 
x+1 
4x 
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Table 5.1 
G(x)=e-‘,c,ER+ G(x) = 1, c2 f R, 
3x+1 
x 
xi9 
0 
Cl Y* 
8 3 
9 5 
9.5 6 
10 8 
10.5 11 
12 
12.75 
13 
13.25 
13.5 
2.25 
3 
5 
7 
9 
1 
10 
20 
30 
40 
3 
4 
5 
6 
I 
3 
4 
6 
11 
20 
co 
cc 
lx 
co 
lx? 
Cl Y* 
10.75 14 
11 19 
11.5 25 
11.25 30 
11.5 >45 
13.75 10 
14 15 
14.15 23 
14.25 37 
14.5 >45 
9.5 23 
10 28 
10.5 34 
11 42 
11.5 >45 
50 cc 
70 co 
90 co 
100 00 
1000 cc 
C Y* Cl Y* 
10 4 23 24 
14 7 25 31 
17 10 26 36 
20 16 27 41 
22 21 28 >45 
13 3 21 26 
15 5 21.5 30 
17 8 22 35 
18 11 22.5 41 
20 19 23 >45 
5 4 35 20 
10 7 45 26 
15 9 55 33 
20 12 65 41 
25 14 70 >45 
1 
10 
20 
30 
40 
co 50 
co 70 
00 90 
co 100 
a? 1000 
with probability 5. Let the expected time between jumps be equal to 10. Then the 
above description gives the following: 
g”=o, 
and for j E N, 
m(j) = 10, (5.3) 
Substituting the information given in (4.6) in equations (5.1) and (5.2) we get the 
following: 
F”‘(0, 0) = 1, 
i(j)=l-q^“‘(j,j+l)-$“‘(j,j+2) forjEN, 
and for j 2 2, 
;(“(O,j)=;“‘(O,j-l)q*“‘(j-l,j)+r^”’(O,j-2)q^”’(j-2,j). 
(5.4) 
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Table 5.2 
g(x) G(x) = 1 p$ 
c, = 4 c2= 10 
cl Y* cl Y* Cl Y* cl y* 
x 10 4 24 
x+1 13 6 28 
15 8 32 
18 13 36 
20 17 42 
4x 13 3 24 35 
3x+1 15 5 28 41 
17 9 32 43 
19 15 36 45 
20 20 39 >45 
x 4 3 44 29 
x+9 12 8 52 35 
20 12 60 41 
28 17 68 44 
36 22 73 >45 
0 0.5 
2 
3 
4 
19 6 40 
25 10 43 
31 12 44 
34 15 45 
37 17 >45 
28 
37 
41 
44 
>45 
10 4 35 38 
15 8 40 40 
20 16 50 43 
25 26 60 45 
30 33 67 >45 
15 5 40 41 
20 17 45 43 
25 30 50 44 
30 36 60 45 
35 39 64 >45 
10 7 60 37 
20 12 70 41 
30 18 80 43 
40 24 90 45 
50 31 98 >45 
0.1 
0.5 
2 
5 
6 10 37 
13 15 40 
18 20 42 
23 30 44 
31 42 >45 
We have used Algorithm 5.1 and the equations given in (5.4) for preparing computer 
program for finding T\.*. Tables 5.1 and 5.2 give the optimal value y” for selected 
values of G, c,, cl, g. We note that when G(x) = exp(-x) or G = 1 then y” is 
independent of c2, if g =0 then the optimal replacement policy is to wait until 
failure. These results are consistent with equation (5.3). 
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