To analyze linear field equations on a locally homogeneous spacetime by reducing them to ordinary differential equations, it is necessary to set up appropriate harmonics according to the symmetry group. In this paper, the harmonics are presented for a spatially compactified Bianchi II cosmological model -the nilgeometric model. Based on the group structure of the Bianchi II group (also known as the Heisenberg group) and the compactified spatial topology, the irreducible differential regular representations and the multiplicity of each irreducible representation, as well as the explicit form of the harmonics are all completely determined. They are also extended to vector harmonics. It is demonstrated that the Klein-Gordon and Maxwell equations actually reduce to sets of ODEs, with an asymptotic solution for a special case. *
Introduction
It is of great interest to investigate field equations on locally homogeneous cosmological models, especially gravitational perturbation equations in the context of studies of generic (i.e., inhomogeneous) dynamics of relativity. Those studies of field equations have been very limited so far, because of technical difficulties in handling the equations. One of the main difficulties, in particular when we are interested in linear field equations, comes from the lack of appropriate harmonics. Fourier series are appropriate only for (spatially) flat backgrounds (i.e., Bianchi type I); for the other homogeneous backgrounds we need to use other known but more intricate harmonics like the spherical harmonics, or set up our own, depending upon the symmetry group in consideration. (See [2, 6, 8, 9] for early works.)
In this paper we consider a spatially compactified Bianchi II model in this context. The Bianchi II group G II , also known as the 3-dimensional Heisenberg group H 1 , is very close to the abelian translation group R 3 , on which Fourier series or transform is built, but is not abelian. Therefore Fourier series are not appropriate for the Bianchi II model in general.
The reason we consider a compactified spatial manifold comes from both physical and mathematical sides. A compact space is physically quite natural due to its finite volume and matches the big bang scenario very well. The mathematical advantage to consider a compactified space is simply that functional analysis on those spaces is much easier and tractable. Remember that the theory of Fourier series on the "compactified space" S 1 = R 1 /Z is much simpler than that of the Fourier transform on R 1 . By compactification we can avoid many complexities involved in continuous spectra and those for the convergence of integrals. (For example, on R 1 , even the most important function e ikx does not belong to L 2 (R 1 ).)
There is another motivation to deal with compactified spatial manifolds from a point of view of general relativity. While a compactification results in dealing with a nontrivial spatial topology for the spacetime, it is of great interest to inspect how such a nontrivial topology affects the global dynamics of the spacetime. For example, some recent results [1, 3] suggest a very general picture of how an appropriately conformally transformed spatial manifold evolves in time by the vacuum Einstein equation, depending upon its topology. Therefore it is of great interest to analyze (gravitational) linear perturbations of a spatially compactified locally homogeneous background model to see how this occurs and obtain further insights into nonlinear evolutions. After those investigations even more physical applications will also be expected to become possible on the basis of those results.
As mentioned, in this paper we deal with a spatially compactified version of the Bianchi type II vacuum spacetime model, which we call the nilgeometric cosmological model. We construct appropriate harmonics on this model and demonstrate how they are applied to actual field equations. Although this study is intended to be a basis for analyzing especially the gravitational linear perturbation equations, it will also be useful for developing quantum field analysis on the model. As well known (e.g., [13] ), mathematically, finding appropriate harmonics on a manifold M on which a transformation group G acts is equivalent to carrying out an irreducible decomposition of a representation T , called the regular representation, of G on L 2 (M ). Let g ∈ G and let f (x) ∈ L 2 (M ). The (right) regular representation (T, L 2 (M )) is given by the homomorphism T : g → T g , where T g is the right translation map T g : f (x) → f (xg). 1 In fact, letting g, g ′ ∈ G, we can see T g T g ′ f (x) = (T g ′ f )(xg) = f (xgg ′ ) = T gg ′ f (x), showing T is a representation (homomorphism), T g T g ′ = T gg ′ . This representation is however not irreducible in general. The irreducible decomposition of (T, L 2 (M )) yields the appropriate harmonics on M .
In our context the transformation group G is the Bianchi II group G II , which acts onM = R 3 from the left simply transitively, i.e., for arbitrary p, q ∈M there exist a unique element g ∈ G such that gp = q. Thanks to this property, choosing an arbitrary fixed point o ∈M , e.g., the coordinate origin, we can identify the group G II and the manifoldM , G II =M , by associating go with g. With this identification, the manifoldM is also the group G II , and therefore the right action of G II onM is also naturally defined. We makeM compact by identifying points by left action of a discrete subgroup A ⊂ G II , M = A\M . The (right) regular representation (T, L 2 (A\M )) on this space is well defined, since while we can identify a function on A\M with an automorphic function f (x) onM such that f (x) = f (Ax), we can confirm the consistency T g f (Ax) = f (Axg) = f (xg) = T g f (x). This is showing the reason we choose the "right" regular representation, i.e., since we want to define the symmetry of the manifold with respect to the left action, and make a quotient by the left one, the regular representation on the quotient should be the right one for commutativity. The universal covering manifold (M ,q (0) ab ) with a standard left invariant metricq (0) ab naturally defines the left invariant measure dµ 0 ≡ dµ L oñ M , for which we can define the natural inner product on L 2 (M ). Since for the Bianchi II group this measure is also right invariant dµ L ∝ dµ R , i.e., G II is unimodular, the right regular representation (T, L 2 (A\M )) with the inner product is unitary; M |f (xg)| 2 dµ 0 = M |f (x)| 2 dµ 0 . This assures that the representation is completely reducible.
The generators of the left action, denoted ξ I (I = 1 ∼ 3) in this paper, correspond to the Killing vectors for a left invariant metric on M . The generators of the right action, therefore those of the regular representation, denoted χ I , are called the invariant vectors, since they commute with the Killing vectors. After a compactification by left actions, all the invariant vectors χ I remain well defined on the compactified manifold M , while some of the Killing vectors do not.
The appropriate mode functions on M will be denoted as φ l,m,n0 (or ϕ l,m,n0 on the spacetime M × R) in this paper. The index m labels inequivalent irreducible representations, while the index n 0 labels ones in an equivalent representations (i.e., it expresses the multiplicity of the irreducible representation specified by m). For fixed m and n 0 , the functions {φ l } ∞ l=0 work as a set of basis functions for the irreducible representation. Each single φ l spans the eigenspace of an operator denoted as L 2 , which is like a total angular momentum operator.
From a practical point of view the most important relations are those for the differential representation in terms of the invariant operators χ I and the mode functions {φ l }. (See Eqs.(4.14) and (7.9) .) Since the group-invariant field equations, e.g. the Klein-Gordon equation on our nilgeometric spacetime, can be written without any explicit coordinate dependences with the invariant operators, these relations allow us to do a formal computation to reduce the the field equation to ordinary differential equations (ODEs).
The formulas for the differential representation, which we call the χ-relations, however, do not provide a complete information about the representation. For example, they do not tell whether the representation specified by m does exist in (T, L 2 (M )), or how many copies of an equivalent representation exist in (T, L 2 (M )). To see how the representation (T, L 2 (M )) is decomposed to irreducible representations we need to find all the appropriate mode functions on M . In this paper the universal covering manifoldM (with a group invariant standard metric) is compactified to a circle bundle over the torus. As we mentioned the regular representation (T, L 2 (M )) is completely reducible, and as a result of finding of the mode functions on the given topology of M we find the following: 
where T m is an infinite dimensional irreducible representation, 1 k1,k2 is a one dimensional irreducible representation, and the coefficient |m| stands for the multiplicity of T m . Z\{0} represents nonzero integers.
(See [4] , §10 and §11 and references therein for related (pure) mathematical works.) This decomposition expresses the completeness of the harmonics we construct. This decomposition does not depend on the Teichmüller (or moduli) parameters of M . From the Stone-von Neumann theorem [4, 19] , T m is equivalent to a corresponding Schrödinger representation. Construction of vector (or tensor) harmonics is not difficult on one hand. Only the nontrivial point is however to divide each irreducible space of vectors into subspaces such that each subspace is invariant under the action of the operator L 2 . This feature is necessary to obtain decoupled systems of ODEs when the background spacetime has an additional symmetry. We define three kinds of vector harmonics, two of which have this property.
This paper is a full account, with much generalizations and development, of the subject outlined in §3 of [14] . Although most notations remain the same, one of the changes is that a quotient by the left action is now written A\M instead ofM /A to make clear which action is used.
The plan of the paper is as follows. In the next section we describe the background solution and also account for some basic tools and facts. Section 3 sets up some basic eigenvalues used to label mode functions, based on the compactification of the spatial manifold. In section 4 we make algebraic discussions to derive the χ-relations that play the crucial role in our analysis. Section 5 is devoted to construction of the mode functions on the spatial manifold. In section 6 the mode functions constructed on the spatial manifold are generalized to those on the spacetime, leaving the original χ-relations unchanged. While sections 4-6 deal with the generic modes, section 7 deals with the exceptional modes, the U (1)-symmetric modes, which complete all possible (scalar) modes. The results so far are applied to the Klein-Gordon equation and the reduced ODEs are explicitly given, with an asymptotic solution for a special case, in section 8. In section 9 we develop the vector harmonics. Section 10 is devoted to an application to Maxwell's equation. The final section is devoted to conclusion.
We employ the abstract index notation [20] and use leading Latin letters a, b, · · · to denote abstract indices for vectors and tensors. When useful however we also write a vector or tensor without abstract indices, as long as no confusion occurs.
The background solution
Our background solution is specified by the following: (1) it is a solution of the vacuum Einstein equation, (2) it is spatially locally homogeneous of Bianchi II type, and (3) its spatial manifold is compact without boundary, in other words, closed. (An explicit topology will be chosen later.)
A Bianchi type II solution is characterized by the fact that the solution (or the universal cover of it) is invariant under the action of the Bianchi II group G II , which is a three-dimensional nilpotent (e.g., [19] ) Lie group. The group multiplication is given by
To save space we try to express components of group elements in a row form as above, but a column form is also equally used when it is more convenient.) LetM = R 3 be the simply-connected open manifold with coordinates (x, y, z). We can define a group action on this manifold identifying the group manifold G II withM . The left-action is therefore expressed as where a = (a, b, c) ∈ G II , and x = (x, y, z) ∈M (≃ G II ). Let ξ I (I = 1, 2, 3) be the generators of the one-parameter subgroups (a, 0, 0), (0, b, 0) and (0, 0, c) ∈ G II . It is easy to find they are expressed
Similarly, the generators of the right actions and their dual one-forms are given by where L ξI is the Lie derivative with respect to ξ I . The invariant vectors satisfy the following commutation relations:
The vectors ξ I (I = 1, 2, 3) are Killing vectors for the metric of the formq ab = q IJ σ I a σ J b with the componentsq IJ being constants. Riemannian manifold (M ,q ab ) is called homogeneous, since G II acts transitively onM .
A homogeneous metric is called locally rotationally symmetric (LRS) if it has a fourth independent Killing vector ξ 4 . Bianchi type II LRS metrics are given by the metrics of the formq (LRS) ab =q 11 ((σ 1 ) 2 + (σ 2 ) 2 ) +q 33 (σ 3 ) 2 , since such a metric has an additional Killing vector, given by
This Killing vector generates the following one-parameter isometries s θ = e θξ4 for the metricq
where (x, y, z) ∈M , R θ is the rotation matrix R θ = cos θ − sin θ sin θ cos θ , and
) has as a result a four dimensional isometry group IsomX. Let Isom 0 X be its identity component, i.e., the component connected to the identity. An element α ∈ Isom 0 X can be uniquely expressed as the composite (α 1 , α 2 , α 3 ) • s θ for a choice of (α 1 , α 2 , α 3 ) ∈ G II and s θ .
The one-parameter diffeomorphism s θ plays an important role even when the metric is not LRS. It forms a one-parameter subgroup of the automorphism group of G II , which induces on the cotangent space a rotation of the invariant one-forms:
(2.10)
The induced map s * θ on tangent space acts on the invariant vectors χ I the same way with replacement R θ → R −θ above. The significance of the automorphisms of Bianchi groups was first fully recognized by Jantzen [7] . Maps s θ * or s * θ will be used in this paper in several contexts.
We can obtain the spacetime metric for the conventional Bianchi cosmology assuming that all the components with respect to the invariant frame (dt, σ I ) formed by the invariant one-forms and the timelike basis dt are functions of time t only. The vacuum Bianchi II solutiong ab was first obtained by Taub [18] . We write that metric in the following form using our invariant one-forms (2.4):
where
Parameters p i (i = 1, 2, 3) and β are constants such that β > 0, p 3 = 0, and
When p 1 = p 2 , the solution is LRS. Although there exist two possible such cases (p 1 , p 2 , p 3 ) = (0, 0, 1) (case I LRS) and (2/3, 2/3, −1/3) (case II LRS), these two solutions represent equivalent one-parameter solutions. In fact, we can check that the case I LRS solution with β = β I is isometric to the case II LRS solution with β = β II = 3 −2/3 β −1/3 I . When we are interested in an LRS solution, the case II LRS solution may be preferable, since the time coordinate t in this solution approaches the proper time τ at future infinity. This will make comparisons with other models like the Bianchi type III [17, 14] more straightforward.
It is also worth pointing out that a solutiong ab with (p 1 , p 2 , p 3 ) is isometric to another solutiong ′ ab with p 1 and p 2 swapped. In fact, it is at once using Eq.(2.10) to see thatg ′ ab is the metric induced by s π/2 ;g ′ ab = s π/2 * gab . We can therefore without loss of generality assume, e.g., p 1 ≤ p 2 .
We denote the conventional solution described so far as (M × R,g ab ), and call it the universal covering solution. On the other hand our spatially closed solution, denoted (M × R, g ab ), is obtained introducing a spatial compactification with it. We express the solution as
(2.14)
using an appropriate discrete subgroup Γ of G II which acts spatially from the left on the solution. The metric g ab here is the one induced fromg ab . (g ab and g ab are therefore locally isometric to each other.) While there are infinitely many possible compactifications (i.e., spatial topologies), we for definiteness specify the spatial manifold M to be "the circle bundle over the 2-torus with Euler class e = 1." (See, e.g., [5, 12] . In general, a closed Bianchi II manifold is a Seifert fiber space over a Euclidean orbifold.) The fundamental group can be represented in the standard notation as
where the brackets stand for group commutators, [a, b] ≡ aba −1 b −1 . The procedure for the actual compactification is described in the next section. The resulting spatially compactified generalization was first constructed and discussed in [15] . Note that as a result of the compactification the spatial manifold specified by t = constant is now locally homogeneous (e.g., [12] ), and the spacetime solution is said to be spatially locally homogeneous. As shown in [15] , Γ contains four free parameters (see Eq.(6.2)). Our spatially closed solution (2.14) therefore forms a six parameter solution (since the universal cover has as we have seen two independent parameters, β and, e.g., p 3 ).
Compactification and eigenvalues
To proceed, we need to describe the compactification of the spatial manifold and thereby define some eigenvalues.
Let us first describe the canonical way of expressing a Bianchi type II locally homogeneous manifold (M, q ab ). Letq (0) ab be the standard metric given bỹ
be the standard conformal manifold, with e 2α being a constant conformal factor. Then [10] , the manifold (M, q ab ) can be expressed as a quotient of such a standard conformal manifold (with an appropriate choice of the factor e 2α ),
where A is an appropriate discrete subgroup of the isometry group of N , A ⊂ IsomN .
The subgroup A must be isomorphic to the fundamental group π 1 (M ) given by (2.15) . (In fact, M is a Haken manifold [5] .) This means that A must be an embedding of π 1 (M ) into the isometry group IsomN . Let a i ∈ IsomN (i = 1, 2, 3) be the image of π 1 -generator g i by such an embedding. Following the procedure shown in [10] 2 , we find that it is possible to parameterize them in the following way:
Here, a i ∈ G II ⊂ IsomN . 3 We denote A = {a 1 , a 2 , a 3 }. The three real parameters u, v, and δ are called the Teichmüller parameters of geometric structure for the locally homogeneous 3-manifold (M, q ab ). We construct the harmonics on (M, q ab ) by two steps; first we do the construction on a covering manifold, denoted (M ,q ab ), and then superpose appropriate subset of the harmonics to obtain those on (M, q ab ). The auxiliary manifold (M ,q ab ) is simply defined by removing a 1 from A, i.e., (M ,q ab ) =Ā\N , whereĀ = {a 2 , a 3 }.Ā is a commutative subgroup of A, and thereforeM is homeomorphic to the much tractable manifold T 2 × R. In fact, we can easily see that it is each x = constant plane in N that is compactified to a 2-torus. Now, let us introduce some important operators. We define the "total angular momentum-like" operator
using the Lie derivatives L χ1 and L χ2 . Note that when acting on a scalar, it becomes a simple form
which also coincides with the Laplacian △ 0 with respect to the standard metric q (0) ab , up to square of χ 3 :
when acting on a scalar. Here, χ I (I = 1, 2, 3) are regarded as differential operators. It is quite important to recognize that operators χ I are well defined not only on the universal coverM but also on the compactified manifold M = A\M . In other words, the induced vector fields π * χ I on M for the covering map π :M → M = A\M is well defined because of the invariance of χ I under the action of A ⊂ G II . (For simplicity we do not explicitly write π * , and identify π * χ I and χ I .) SinceĀ is also a subgroup of G II , χ I are well defined onM , also. The globally-defined invariant operators χ I work as the fundamental derivative operators, since any group-invariant field equations become independent of coordinates when they are written with χ I . This coordinate-free property of the field equations is necessary to be able to reduce the field equation to ordinary differential equations. The operator χ 3 , called the fiber generator, has a special importance, since it commutes with all the invariant operators χ I . In other words, χ 3 is the center of the Bianchi II algebra. As a direct consequence of Schur's lemma, such an operator must be diagonalized to obtain an irreducible representation of the regular representation mentioned in Introduction.
The operator L 2 = (χ 1 ) 2 + (χ 2 ) 2 commutes with χ 3 , since χ 3 is the center. We may therefore be able to diagonalize our mode functions with respect to both χ 3 and L 2 . Also, consider another operator ξ 2 = ∂/∂y, which we can find commutes with both L 2 and χ 3 , so we may diagonalize the mode functions with respect to ξ 2 , also. This operator however is not well defined on M , but on M . This is the reason we consider the auxiliary manifoldM . The existence of ξ 2 is important to make it possible to perform separation of variables for the eigenvalue equation for L 2 (see below).
Let iµ and iν be eigenvalues for the operators χ 3 and ξ 2 :
The functionφ is supposed to be an appropriate mode function onM . Also, we define λ by L 2φ = −λ 2φ . The solution of these equations is given bȳ
where the function X(x) is a solution of the following "harmonic oscillator Schrödinger equation":
Forφ to be well defined onM , it must be an automorphic function such that φ(Āx) =φ(x). 4 From this condition we find
We call µ, m, ν, and n, respectively, the fiber eigenvalue, fiber index, auxiliary eigenvalue, and auxiliary index. We call λ 2 the total eigenvalue. The spectrum of λ 2 is determined in the next section.
Irreducible differential representations
It is not difficult to determine the irreducible representations of the regular representation in their differential form, i.e., the differential representations of the Bianchi II algebra. In fact, it will be found that this procedure is similar to the one in determining quantum states of the harmonic oscillator, since L 2 (or the scalar Laplacian △ 0 ) has essentially the same algebraic structure as that of the Hamiltonian of the oscillator. As mentioned in the previous section since the fiber generator χ 3 must be a constant when acting on an irreducible subspace, the fiber index m ∈ Z does not change values in this space. We therefore assume that m is fixed throughout this section. It may be helpful to bear in mind that as for the correspondence to quantum mechanics, the fiber eigenvalue µ = m/uv corresponds to the Planck constant h, while χ 1 and χ 2 correspond, respectively, to the position x and momentum p operators, as in [x, p] = ih ⇔ [χ 1 , χ 2 ] = χ 3 = iµ. Remember however that our representation space is L 2 (M ) instead of L 2 (R).
In this section we deal with the generic m = 0 case. The exceptional m = 0 case will be discussed in Sec.7.
Let φ be an eigenfunction on M for the operators χ 3 and L 2 , i.e., χ 3 φ = iµφ, and L 2 φ = −λ 2 φ. It is helpful to introduce a symbol signifying the sign of the fiber eigenvalue, which allows us to discuss both m ≷ 0 cases simultaneously; we define ς ≡ sign(m) = sign(µ). (m = 0) (4.1)
Let us then define
Then, we immediately find the following commutation relations
This means that A 1 and A 2 are, respectively, a raising and lowering operator for the total eigenvalue λ 2 . In fact, since
Taking into account the fact that A 1 and A 2 change the eigenvalue λ 2 by ±2|µ(m)|, we can without loss of generality assume the form of spectrum as
where l = 0, 1, · · · . (4.6)
The value for l = 0, λ 2 = λ 2 0 ≡ |µ|c m , corresponds to the smallest one for given m, which must exist because minus the Laplacian −△ 0 = −L 2 − (χ 3 ) 2 = −(L 2 + µ 2 ) can have only nonnegative eigenvalues. We call l the spin index.
At this point we know the eigenmode is specified by the pair of integers (l, m), so the corresponding eigenfunction can be expressed with these labels φ l,m . As we remarked since the value of m does not change in an irreducible space, we drop m and write φ l for simplicity.
Let us write down the whole relations we have as
where we have introduced unknown constants α l and β l , which possibly depend on l.
Note the following identity that can be easily checked by a direct computation:
Using Eqs.(4.7), this implies −|µ|(2l + c m ) = 2α l−1 β l − |µ|, i.e.,
Because of the arbitrariness of constant multipliers for the eigenfunctions φ l , we may set α l or β l arbitrarily, but once it is set, the other is constrained from this relation. We take 5
).
(4.10)
These do satisfy Eq.(4.9). Then, since we defined l so that l = 0 gives, for given m = 0, the smallest eigenvalue of −L 2 , we should have
implying c m = 1.
(4.12)
So, now we have α l = − |µ|, β l = |µ| l. Gathering Eqs.(4.2),(4.7), and (4.13), we arrive at the following set of relations:
(4.14)
In particular,
Now, we have found the following. A "ground state" φ 0 is determined as a solution for the two equations
Note that the function φ 0 obtained this way is automatically an eigenfunction of L 2 as seen from the identity (4.8). The excited states φ l are determined by successively multiplying the raising operator (−1/ |µ|)A 1 , i.e.,
The space spanned by these functions,
gives an irreducible subspace of L 2 (M ). In other words, the restriction of the regular representation T to L 2 m (M ), denoted as (T m , L 2 m (M )), gives an irreducible representation. The differential representation (dT m , L 2 m (M )) is given by Eqs. (4.14) , which will be used repeatedly in computations of field equations. For convenience, we call these relations the χ-relations.
Mode functions on the compactified manifold
In this section we solve the eigenvalue equations for the mode functions φ l under the appropriate automorphic conditions. As a result we find how many equivalent copies of the irreducible representation T m are contained in T , in other words, the multiplicity of T m is determined. The explicit form of φ l itself is also of great interest. In this section we continue to assume m = 0.
One of the possible procedures to find explicit form of φ l is to solve the equations (4.16) to find φ 0 and compute successive differential operations in Eq.(4.17) to find general φ l . Another procedure is to directly solve the eigenvalue equation L 2 φ l = −λ 2 φ l for general spin index l. While both ways are possible, we take the latter, which provides quicker way of identifying the solutions with known functions.
As remarked in Sec.3, let us find the mode functions onM first. Note that Eq.(3.10) becomes (attaching index l to X) Our convention for the Hermite polynomial is H l (ζ) = (−1) l e 1 2 ζ 2 (d l /dζ l )e − 1 2 ζ 2 . Since φ 0 must be annihilated by A 2 the appropriate choice is found to be D l (ζ), i.e., we must take X l = constant × D l (ζ). In fact, the equation A 2φ0 = 0 together with the separation formφ l = X l (x)e iνy e iµz , implies (d/dζ + (1/2)ζ)X 0 = 0, with the solution being X 0 = constant × e −(1/4)ζ 2 . This coincides with the one claimed for l = 0. (Conversely, as we will see, functions φ l constructed using these X l can satisfy the desired relations (4.14) for all l, which justifies our choice.)
The mode functions onM are therefore, attaching indices m and n, given byφ l,m,n (x) = C l D l (± 2 |µ| (µx + ν))e iµz e iνy ,
where C l are constants and µ and ν are defined in Eqs. (3.11) .
The constants C l are determined by requiring that the functionsφ l,m,n (x) obey the χ-relations (4.14). Using the widely known formulas
we can easily find C l+1 = C l , i.e., they are constants that do not depend on l;
C l = C. The mode functions on M are, as mentioned, expressed as an infinite sum of these eigenfunctions onM . Remember that they must be invariant under the action of A = {a 1 , a 2 , a 3 }, and the functionsφ l,m,n are already invariant underĀ = {a 2 , a 3 }. We therefore want to make a linear combination ofφ l,m,n so that it is invariant under a 1 . Recalling the multiplication rule (2.2), we find the following transformation law (cf. [14] , Eq. From this we can see that the following function φ l,m,n0 , defined as an infinite sum, is actually invariant under the action of a 1 (cf. [14] , Theorem 3.1), i.e.,
where l = 0, 1, · · · , ∞, |m| = 1, 2, · · · , ∞, n 0 = 0, 1, · · · , |m| − 1. The sum is convergent at any point x. It is easy to see that since the functionsφ l,m,n (x) satisfy the relations (4.14), so do φ l,m,n0 (x). These functions are therefore the right mode functions on M = A\M . As a result of the compactification, the index n 0 for the mode functions on M is now bounded by |m|. |m| is the multiplicity of the modes specified by the same l and m. Since for each n 0 the functions φ l,m span an irreducible subspace of L 2 (M ), |m| is also the multiplicity of the irreducible representation T m contained in T .
We can summarize the results as follows. Let us discuss how the mode functions can be normalized. We define the inner product in L 2 (M ) as
where g * is the complex conjugate of g, dµ 0 = σ 1 ∧ σ 2 ∧ σ 3 = dxdydz is the standard invariant measure. We want to determine the square norm N l ≡ (φ l , φ l ). (5.10)
We first observe the following. 
we need to show I I ≡ M χ I (f g * )dµ 0 = 0. In fact, when, e.g., I = 1, we can show
Here, we have used the identity 
Returning to the issue of N l , consider N l+1 = (φ l+1 , φ l+1 ). When m = 0, from Eqs.(4.7) and Corollary 5.3 we have
Substituting our choice (4.13) of α l and β l we have N l+1 = (l + 1)N l . (5.14)
Now, we have the following.
Theorem 5.4 Suppose that φ l are mode functions on (M, q ab ) = A\N such that they satisfy the relations (4.14) . Multiplying the same constant normalization factor C to all φ l , φ l → Cφ l , does not change those relations. By choosing C appropriately, we can make the normalization
hold.
Proof. The orthogonality for m and m ′ is apparent from the fact that µ(m) is the eigenvalue of the selfadjoint operator (1/i)χ 3 . The orthogonality for n 0 and n ′ 0 comes from the orthogonality among the mode functions onM :
(φ l,m,n ,φ l,m,n ′ )M ≡ Mφ l,m,nφ * l,m,n ′ dµ 0 = 0, (n = n ′ ), (5.17) which is also apparent from the fact that the operator (1/i)ξ 2 , of which eigenvalues are ν(n), is selfadjoint on L 2 (M ). Observing that when n 0 = n ′ 0 , φ l,m,n0 and φ l,m,n ′ 0 are linear combinations in different sets {φ l,m,n } n∈N1 and {φ l,m,n } n∈N2 , N 1 ∩ N 2 = ∅, we can easily see
which in tern implies the orthogonality for n 0 and n ′ 0 in L 2 (M ). The other part has already been proven.
Remark. The constant C does not depend on l, but can depend on m and n 0 , so we may write C = C m,n0 .
In computations of quadratic quantities, say, those for a Hamiltonian of a real linear field equation, the use of complex mode functions is not desirable; instead, we need to use the real functions ℜφ l , the real part, and ℑφ l , the imaginary part of φ l . In such a case, repeating a similar argument we find that it is possible to take the normalization as
The constant factor C may have to be chosen as a complex number to provide enough degrees of freedom. (In this paper however we do not deal with any quadratic quantities, so we continue to work with the complex φ l .) Apparently, if we define 20) they become orthonormal to each other:
As seen from Eqs.(5.13) and (4.9) this corresponds to choosing
where Θ l is an arbitrary phase factor, which we may want to take zero, Θ l = 0. Substituting α l = α l,m,n0 , which have the most direct correspondence to the usual relations between the quantum states of the harmonic oscillator. As mentioned however we employ the unnormalized φ l in this paper for the convenience of computations.
Further transformation
The mode functions φ l,m,n0 (x) shown in the previous section are not well defined on the general spacetime solution (M × R, g ab ) = Γ\(M × R,g ab ), because of the fact A = Γ. Remember that Γ ⊂ G II is a four-parameter embedding, while A is a three-parameter one. This incompatibility means that we cannot identify the coordinates x in N with the spatial coordinates x in (M × R,g ab ). 6 Although it is expected that an appropriate diffeomorphism can make the mode functions well defined on the spacetime, such a diffeomorphism can affect the χ-relations. In the following, we show by explicit computations that this is the case but a further renormalization makes the mode functions retain the original χ-relations.
As shown in [15] , the covering group Γ can be parameterized as
where γ i ∈ G II , and θ, u, δ, and v are real parameters. 78 Let (M, q ab ) = Γ\(M ,q ab ) be the spatial section of the solution, whereq ab is the spatial part ofg ab . For convenience of considering diffeomorphisms between the spatial universal cover (M ,q ab ) and the standard conformal manifold N = (M , e 2αq (0) ab ), let us distinguish the latter manifold (without metric structure) by denotingM ′ . This distinction is meant to be helpful just to keep track of the direction of the diffeomorphisms we consider.
Let ψ be a diffeomorphism:
Then, the induced function of φ l,m,n0 (x) will be invariant under Γ, since so is φ l,m,n0 (x) under A. We can find ψ in IsomN , which is explicitly given by
where b ∈ G II is b = (πv cos θ sin θ, u −1 (−ζ −θ (u, δ) + πδv sin θ cos θ), 0). (6.6) 6 We are assuming that the action of A on the spacetime manifoldM × R is defined by
(Apparently, the same equality for Γ defines its action onM .) 7 The parameterization among the free parameters has been rearranged from [15] so that it is convenient for our purpose. 8 Although we use, for convenience, the same symbols θ, u, δ, and v as in A here, it is worth emphasizing that their meaning is distinctly different; Those in Γ are moduli parameters of spacetime, while those in A are the Teichmüller (or moduli) parameters of space, which are functions of time in spacetime [15, 16] . The spacetime moduli parameters parameterize the admissible initial values and velocities of the Teichmüller parameters.
We have, for simplicity, chosen the third component of b as zero, though it can be an arbitrary constant. The induced vectors ψ * χ I onM ′ becomes a linear transformation of χ I , due to the property that elements in IsomN are automorphisms of G II . Note that when acting on the vectors χ I , the induced map ψ * = b * • s * θ becomes the same as s * θ , since χ I are by definition invariant under the induced map b * for b ∈ G II . Therefore from (the vector version of) Eq.(2.10), we have ψ * :
, where x ∈M . (Superscript (ss) stands for "spatial section".) Then,
where we have used the relations (4.14) . Similarly, we obtain gives such a renormalized function. Thus, we have found that the functions ϕ l = e iθl φ l • ψ with φ l given by Eq.(5.8) and ψ being Eq.(6.5), are served as the right mode functions on the spatial section (and therefore on the spacetime) that satisfy the relations (4.14) . This provides a direct proof of the following: 
U (1)-symmetric modes
Let us, for completeness, consider the modes with zero fiber index, m = 0. We call these modes the U (1)-symmetric modes, since they are constant along the U (1) (≃ S 1 ) fibers.
Let φ be an eigenfunction for m = 0, i.e., χ 3 φ = (∂φ/∂z) = 0. This in turn implies that χ 1 and χ 2 are commutative when acting on φ, [χ 1 , χ 2 ]φ = 0, (7.1) since [χ 1 , χ 2 ] = χ 3 . Due to this property, the harmonics describing the m = 0 subspace of L 2 (M ) become the usual Fourier expansion on a torus. (Thus, together with the results for the generic modes we obtain Theorem 1.1.) In the following we explicitly determine the spectrum of the eigenvalues for the operators χ 1 and χ 2 in terms of the spacetime moduli parameters u, δ, v, and θ.
Let us first work on the 3-manifold A\N (not on the spacetime manifold) as we did for the generic (m = 0) case. Taking the form of A into account, we label the mode functions with the the following equations
where the eigenvalues k 1 and k 2 are to be used as labels. Let us therefore write the solution of these equations as
Since, recalling the rule (2.2), Therefore from Eqs.(7.2) the χ-relations for the U (1)-symmetric modes are
k1,k2 = 0,
To extend the mode functions on the spacetime manifold Γ\(M ×R,g ab ), we need to apply the diffeomorphism ψ defined in Eq.(6.5) again, and as a result the spectrum of the eigenvalues are altered. (Contrary to the generic case, any renormalizations of the resulting mode functions do not affect the χ-relations.)
As in the previous section, let us define ϕ
k1,k2 • ψ. Then, from Eq.(6.7), we have, e.g.,
A similar result is also obtained for χ 2 ϕ (0) k1,k2 . We write the final form of the relations as follows.
(7.10)
Now, we have:
k1,k2 (x), k 1 , k 2 ∈ Z, on the spatially closed Bianchi II solution (M × R, g ab ) = Γ\(M × R,g ab ) such that they satisfy the relations (7.9).
Application to the Klein-Gordon equation
As an example, let us consider the Klein-Gordon equation
where m Φ ≥ 0 is the mass of the field Φ. ∇ a is the covariant derivative operator associated with the spacetime metric g ab . It is straightforward to see that this equation on our background can be expressed, using the invariant operators χ I , as
where △ q is the Laplacian with respect to the spatial metric q ab ;
and √ −g ≡ √ − det g ab = 4|p 3 |βtN 2 . Let us consider a generic irreducible component of Φ, i.e., Φ = Φ m,n0 , m = 0. We can expand this component as
a l (t)ϕ l (x), (8.4) where ϕ l = ϕ l,m,n0 are the mode functions mentioned in Theorem 6.1.
From the relations (4.14), we have
from which we immediately obtain the following wave equations for a l (t):
a l + 1 tȧ l + Z(t)a l = I(t; a l−2 , a l+2 ), (8.6) where
with the inhomogeneous term I being
(In I(t; a l−2 , a l+2 ), a l−2 should be regarded zero when l = 0 and 1.) Note that the inhomogeneous term I introduces couplings with the next neighboring modes with l ± 2. The equations (8.6) therefore comprise two sets of infinitely many coupled equations, the one with l = even and the one with l = odd, unless the background is LRS. When on the other hand the background is LRS, each equation (8.6) for a given l is closed itself, due to the vanishing of the inhomogeneous term I.
When the background is LRS, we can find future (t → ∞) asymptotic solutions: Proposition 8.1 On the LRS Bianchi II vacuum solution with p 1 = p 2 = 2/3 and p 3 = −1/3, the scalar field equation (8.6 ) for a generic mode has the following fundamental solutions as t → ∞:
The symbol o(1) stands for a function such that lim t→∞ o(1) = 0.
Proof. This result is a generalization of Theorem 3.4, Ref. [14] , with finite mass m Φ . As emphasized there, it is an appropriate choice of new time variable that is essential to obtain an asymptotic solution. In the present case an appropriate choice T (t) is given by
Following the procedure shown in the reference, one obtains the asymptotic solution (8.9). It is worth noticing that the asymptotic solution only depends on the fiber index m and the other index l does not affect them. Further discussions of asymptotic properties, including those for the non-LRS cases, will be presented in a separate paper.
Vector harmonics
Let us discuss how we can construct the vector harmonics.
Fortunately, this is on one hand a trivial issue as the invariant frame {χ I } with the dual {σ I } is well defined on the compactified manifold M (and on the spacetime manifold M × R). This means we can define the components T I··· J··· of any sort of tensor T a··· b··· with respect to this invariant frame;
All we have to do is to expand these components with respect to the scalar harmonics φ l,m,n0 and φ (0) k1,k2 . This procedure corresponds to using the set of vectors {φ l σ 1 a , φ l σ 2 a , φ l σ 3 a } ∞ l=0 as vector harmonics for given m = 0 and n 0 . (As for m = 0, φ l should of course be replaced by φ (0) k1,k2 .) On the spacetime manifold, we also need the timelike mode vectors, as well as the replacement φ l,m,n0 → ϕ l,m,n0 . We therefore end up defining the following harmonics
(or the one with ϕ (0) k1,k2 instead of ϕ l for m = 0). We call them the simple vector harmonics.
The advantage of considering these harmonics is that they are apparently complete (since the scalar harmonics used are complete). However, this choice of harmonics does not reflect very well the group structure regarding the rotational automorphisms (2.10). A more natural and convenient choice can be obtained by using the "spherical bases" [9] A I (I = 1 ∼ 3) defined in Eqs.(4.2), or their duals such that A I a ̺ J a = δ J I ;
Using these we can set up new harmonics as
(When m = 0 we just use the same harmonics as the simple harmonics.) Beware that ϕ l±1 are used to define (V 1 l ) a and (V 2 l ) a . The reason will become clear below. Because of this index correspondence, we should think that the harmonics {(V I l ) a } 3 I=0 are defined for l ≥ −1 (not for l ≥ 0). The basis (V I −1 ) a for l = −1 is nonzero only for I = 1, and the others should simply be regarded as zero. We call these harmonics the polarized vector harmonics or the standard vector harmonics.
First of all, we can confirm that for given m, the simple harmonics and the polarized harmonics span the same space of vector fields. This ensures the completeness of the polarized vector harmonics. (the m = 0 case is defined similarly) are the same;
Proof. This is trivial for the m = 0 case, since in this case the two kinds of harmonics are the same. So, we can assume m = 0. From the definition (9.4), it is apparent that each basis one-form V I l of the polarized harmonics for given m can be expressed as a linear combination of the simple harmonics belonging to the same m. Conversely, each basis one-form V ′I l of the simple harmonics for given m can be expressed as a linear combination of the polarized harmonics with the same m as
Therefore the two sets are related by a regular linear transformation, which proves the identity of the two spans. The significance of the polarized harmonics is that for given l (and as usual, given m and n 0 ), the space spanned by them
is invariant under the operation of L 2 . To show this, let us start with observing the commutation relations
from which one can immediately have
where ǫ IJK is the unit skew symmetric symbol; ǫ 123 = +1, ǫ IJK = ǫ [IJK] . Then, noting the duality A J a ̺ K a = δ K J , it is also easy to see
From this equation and the χ-relations, as well as the identity L 2 = L A1 L A2 + L A2 L A1 , (9.13) one obtains L 2 (ϕ l ̺ I ) = −λ 2 l ϕ l ̺ I − 2 |µ|δ I 3 (ϕ l+1 ̺ 1 + lϕ l−1 ̺ 2 ). (9.14) one-form [11, 17] ) by taking gradient of the scalar harmonics and subtracting the fiber part;
(V ′′1 l ) a = ∂ a ϕ l − (V ′′3 l ) a = (χ 1 ϕ l )σ 1 a + (χ 2 ϕ l )σ 2 a = |µ| 2 − (ϕ l+1 − lϕ l−1 ) σ 1 a + ςi (ϕ l+1 + lϕ l−1 ) σ 2 a .
(9.18)
And, we define the dual horizontal gradient (DHG) basis one-form (corresponding to the "odd" one-form) by taking the dual gradient associated with ε;
To raise an index for ε ab we use the (inverse of the) standard Bianchi II metric h (0)ab = χ 1 a χ 1 b + χ 2 a χ 2 b + χ 3 a χ 3 b . It is clear that the harmonics V ′′ l ≡ {(V ′′I l ) a } 3 I=0 are equivalent (i.e., their span is the same) to the polarized harmonics V l ≡ {(V I l ) a } 3 I=0 for each l, since they are just related to each other by a regular linear transformation, as seen from the relations 20) as well as (9.17). We call these harmonics the mixed vector harmonics. This choice is particularly convenient for Maxwell's equation, since the U (1)-gauge transformation, a shifting of the vector potential by a gradient of scalar, does not affect the component for the DHG basis one-form. (As a result, this component itself becomes gauge-invariant. See the next section.) It is not difficult to construct appropriate tensor harmonics, generalizing the vector harmonics presented here. (See [8, 9] for a related discussion). This will be done in a separate paper to develop gravitational perturbation analysis.
Application to Maxwell's equation
As an application let us consider the source-free Maxwell equation ∇ a F ab = 0. Since the electromagnetic field F ab is given by (twice) the exterior derivative of the vector potential A a ; F ab = ∂ a A b − ∂ b A a , this equation can be dealt with by vector harmonics.
Let us consider the irreducible component belonging to given m = 0 and n 0 . For this component we can expand the vector potential as follows:
where (V ′′I l ) a are the mixed vector harmonics. The four kinds of functions of time γ Although function P 3 ≡γ 3 − γ 0 is also invariant, it is found that it can be (consistently) solved with the others, due to the constraint part of Maxwell's equation 0 = (∂ t ) a ∇ b F ab , which can be written, using the invariant operator, as 0 = N −1 (q −1
where A 0 ≡ N −1 (∂ t ) a A a , and A I ≡ χ I a A a (I = 1 ∼ 3). Laplacian △ q is given in Eq.(8.3) . The evolution equations 0 = χ I a ∇ b F ab (I = 1 ∼ 3) can similarly be written and does not depend on the spin index l. This fact then seems to indicate a hint of analyzing the generic non-LRS case. This point, as well as studies of gravitational linear perturbations of the model, will be reported elsewhere, on the basis of this work.
