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Abstract We study the windowed Fourier transform in the framework of Cliﬀord analysis, which
we call the Cliﬀord windowed Fourier transform (CWFT). Based on the spectral representation of the
Cliﬀord Fourier transform (CFT), we derive several important properties such as shift, modulation,
reconstruction formula, orthogonality relation, isometry, and reproducing kernel. We also present an
example to show the diﬀerences between the classical windowed Fourier transform (WFT) and the
CWFT. Finally, as an application we establish a Heisenberg type uncertainty principle for the CWFT.
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1 Introduction
The classical windowed Fourier transform (WFT) was originally introduced by Gabor [1], which
may be called the Gabor transform. He concluded that the WFT is a powerful tool for the
analysis of signals. The eﬀectiveness of the WFT is a result of its providing a unique representa-
tion for the signals in terms of the windowed Fourier kernel. Recently, some authors [2–7] have
extensively studied the WFT and its properties from a mathematical point of view. Nowadays
the WFT has eﬀectively been applied in many ﬁelds of science and engineering, such as image
analysis and image compression, object and pattern recognition, computer vision, optics, and
ﬁlter banks (see e.g. [6, 8, 9]).
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The WFT on n-dimensional Euclidean space of a function f ∈ L2(Rn) with respect to the
window function g ∈ L2(Rn) \ {0} is given by
Ggf(ω, b) = 1(2π)n
∫
Rn
f(x) gω,b(x) dnx, (1.1)
where the window daughter functions gω,b are called the windowed Fourier kernel deﬁned by
gω,b(x) = g(x− b)e
√−1ω·x. (1.2)
Clearly, the window function g is ﬁrst translated by the parameter b and then modulated by the
complex Fourier kernel e
√−1ω·x. In the case if the window function g is the Gaussian function,
we obtain complex Gabor ﬁlters. These complex Gabor ﬁlters are fairly successful for many
applications because they were well localized in both the spatial and frequency domains.
In this paper, we construct higher dimensional windowed Fourier transform in the framework
of Cliﬀord analysis. This generalization enables us to establish the Cliﬀord Gabor ﬁlters [10–12],
which can extend the applications of the complex Gabor ﬁlters. Based on the basic properties
of Cliﬀord algebra and its Fourier transform, we demonstrate the properties of the CWFT. We
subsequently apply some of these properties and the uncertainty principle for the CFT [13, 14]
to establish a generalized CWFT uncertainty principle.
This paper is organized as follows. In Section 2, we brieﬂy review the basic knowledge of
the Cliﬀord algebra and its Fourier transform used in the paper. In Section 3, we construct the
CWFT and derive some of its important properties. We then give an example of the CWFT to
show the diﬀerences between the CWFT and the WFT. In Section 4, we formulate and prove
a Heisenberg type uncertainty principle for the CWFT. The proof of this principle involves the
properties of the CWFT and the uncertainty principle for the CFT.
2 Preliminaries
Let {e1, e2, e3, . . . , en} be an orthonormal vector basis of the real n-dimensional Euclidean
vector space Rn. Cliﬀord algebra (see [15–17]) over Rn denoted by Gn then has the graded
2n-dimensional basis
{1, e1, e2, . . . , en, e12, e31, e23, . . . , in = e1e2 · · · en}, (2.1)
where in is called the unit oriented pseudoscalar. Observe that i2n = −1 for n = 2, 3 (mod 4).
The associative geometric multiplication of the basis vectors is governed by the rules:
ek el = −el ek for k = l, 1 ≤ k, l ≤ n,
e2k = 1 for 1 ≤ k ≤ n. (2.2)
We may decompose Gn as the sum of an odd part G−n and an even part G+n , i.e.,
Gn = G+n ⊕ G−n . (2.3)
It is straightforward to verify that G+n is closed under multiplication, but G−n is not. For this
reason G+n is often used to represent a rotation-dilation in n-dimensions.
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The general elements of Cliﬀord algebra are called multivectors. Every multivector f ∈ Gn
can be represented in the form
f =
∑
A
fAeA, (2.4)
where fA ∈ R, eA = eα1α2···αk = eα1eα2 · · ·eαk , and 1 ≤ α1 ≤ α2 ≤ · · · ≤ αk ≤ n with
αj ∈ {1, 2, . . . , n}. For convenience, we introduce 〈f〉k =
∑
|A|=k fAeA to denote the k-vector
part of f (k = 0, 1, 2, . . . , n), then
f =
k=n∑
k=0
〈f〉k = 〈f〉+ 〈f〉1 + 〈f〉2 + · · ·+ 〈f〉n, (2.5)
where 〈· · · 〉0 = 〈· · · 〉.
According to (2.3) and (2.5), a multivector f ∈ Gn, n = 2 (mod 4) may be decomposed as
a sum of even part feven and odd part fodd. Thus
f = feven ⊕ fodd, (2.6)
where
feven = 〈f〉+ 〈f〉2 + · · ·+ 〈f〉r, r = 2s, s ∈ N, s ≤ n2 ,
fodd = 〈f〉1 + 〈f〉3 + · · ·+ 〈f〉r, r = 2s + 1, s ∈ N, s < n2 . (2.7)
Later, we shall see that the distinction between even and odd grade multivectors is very impor-
tant, because the even multivectors commute with in but the odd multivectors anti-commute
with in.
The reverse f˜ of a multivector f is an anti-automorphism given by
f˜ =
k=n∑
k=0
(−1)k(k−1)/2〈f〉k, (2.8)
which satisﬁes f˜g = g˜f˜ for every f, g ∈ Gn. The multivector f ∈ Gn is called a paravector
if (2.5) takes the form
f = 〈f〉+ 〈f〉1 = f0 +
n∑
i=1
fi ei. (2.9)
From Equation (2.9) it is not diﬃcult to check that the geometric product ff˜ is scalar valued.
The scalar product of multivectors f, g˜ is deﬁned as the scalar part of the geometric product
fg˜ of multivectors
〈fg˜〉 = f ∗ g˜ =
∑
A
fAgA, (2.10)
which leads to a cyclic product symmetry
〈pqr〉 = 〈qrp〉, ∀ p, q, r ∈ Gn. (2.11)
In particular, if f = g in (2.10), then we obtain the modulus (or magnitude) |f | of a multivector
f ∈ Gn deﬁned as
|f |2 = f ∗ f˜ =
∑
A
f2A. (2.12)
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Deﬁnition 2.1 Let Gn be the real Cliﬀord algebra of n-dimensional Euclidean space. A Clif-
ford algebra module L2(Rn;Gn) is deﬁned by
L2(Rn;Gn) =
{
f : Rn −→ Gn,x →
∑
A
fA(x)eA
∣∣∣∣ ‖f‖L2(Rn;Gn) < ∞
}
. (2.13)
It is convenient to introduce an inner product for two multivector functions f, g : Rn → Gn
as follows:
(f, g)L2(Rn;Gn) =
∫
Rn
f(x)g˜(x) dnx =
∑
A,B
eAe˜B
∫
Rn
fA(x)gB(x) dnx. (2.14)
Thus for f = g we obtain the associated norm
‖f‖2L2(Rn;Gn) = 〈(f, f)L2(Rn;Gn)〉 =
∫
Rn
|f |2dnx
=
∫
Rn
f(x) ∗ f˜(x)dnx (2.10)=
∫
Rn
∑
A
f2A(x)d
nx. (2.15)
As an easy consequence of the inner product (2.14) we obtain the Cliﬀord Cauchy–Schwarz
inequality
∣∣∣∣
∫
Rn
fg˜ dnx
∣∣∣∣ ≤
(∫
Rn
|f |2dnx
)1/2 (∫
Rn
|g|2dnx
)1/2
, ∀ f, g ∈ L2(Rn;Gn). (2.16)
In the following, we introduce the Cliﬀord Fourier transform (CFT). For the detailed dis-
cussions of the properties of the CFT and their proofs, see e.g. [12–14].
Deﬁnition 2.2 The CFT of f ∈ L1(Rn;Gn) is the function F{f} : Rn → Gn, n = 2, 3 (mod 4)
given by
F{f}(ω) = fˆ(ω) =
∫
Rn
f(x) e−inω·x dnx, (2.17)
with x,ω ∈ Rn.
The Cliﬀord exponential e−inω·x is often called Cliﬀord Fourier kernel. For the dimension
n = 3 (mod 4) e−inω·x commutes with all elements of Gn, but for n = 2 (mod 4) it does not.
As we will see later, the diﬀerent commutation rules of the pseudoscalar in play a crucial rule
in establishing the properties of the CWFT.
Theorem 2.3 Suppose that f ∈ L2(Rn;Gn) and F{f} ∈ L1(Rn;Gn). Then the CFT of
f ∈ L2(Rn;Gn) is invertible and its inverse is calculated by
F−1[F{f}](x) = f(x) = 1
(2π)n
∫
Rn
F{f}(ω) einω·x dnω. (2.18)
For the sake of simplicity, if not otherwise stated, n is assumed to be n = 2, 3 (mod 4) in
the rest of this section.
3 Construction of WFT in Cliﬀord Algebra Gn
In [12–14] the CFT has been introduced. This enables us to establish the CWFT. We see that
some properties of the WFT can be established in the new construction with some modiﬁcations.
We begin with the deﬁnition of the CWFT.
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3.1 Deﬁnition of CWFT
Deﬁnition 3.1 A Cliﬀord window function is a function φ ∈ L2(Rn;Gn) \ {0} such that
|x|1/2φ(x) ∈ L2(Rn;Gn). Denote
φω,b(x) = einω·xφ(x− b), (3.1)
which are called the Cliﬀord window daughter functions.
Lemma 3.2 For φ ∈ L2(Rn;Gn), n = 3 (mod 4), the CFT of (3.1) can be represented in the
form
F{φω,b}(ω′) = e−in(ω′−ω)·b φ̂(ω′ − ω), (3.2)
and for n = 2 (mod 4) its CFT takes the form
F{φω,b}(ω′) = φ̂odd(ω′ + ω) e(ω′+ω)·b + e−in(ω′−ω)·b φ̂even(ω′ − ω), (3.3)
where φeven(φodd) is the even (odd) grade part of φ.
Proof We only prove (3.3) of Lemma 3.2. Taking its CFT we have
F{φω,b}(ω′) = F{einω·xφ(x− b)}(ω′)
= F{einω·x(φodd(x− b) + φeven(x− b))}(ω′)
= F{φodd(x− b) e−inω·x}(ω′) + F{φeven(x− b) einω·x}(ω′). (3.4)
Application of the shift and modulation properties of the CFT to (3.4) ﬁnishes the proof of
equation (3.3). 
Lemma 3.3 For φa,b ∈ L2(Rn;Gn), we have
‖φa,b‖2L2(Rn;Gn) = ‖φ‖2L2(Rn;Gn). (3.5)
Proof Note that i2n = −1 for n = 2, 3 (mod 4) and in ω · x = ω · x in. Furthermore, we may
apply the generalization of the Euler formula for Cliﬀord algebra (see [17, 18]) to get
‖φa,b‖2L2(Rn;Gn) = ‖einω·xφ(x− b)‖2L2(Rn;Gn)
= ‖φ(x− b) cos(ω · x) + in sin(ω · x)φ(x− b)‖2L2(Rn;Gn)
=
∫
Rn
∑
A
φ2A(y)d
ny, y = x− b. (3.6)
Applying (2.15) to the last line of (3.6) proves the lemma. 
Example 1 Consider the Cliﬀord Gaussian window φ ∈ L2(R2;G2) given by
φ(x) = (1 + 2e1 − e2 + e12) e−(x21+x22). (3.7)
Thus we obtain the Cliﬀord window daughter functions (3.1) of the form:
φω,b(x) =
{
(1 + e12)ei2(ω1x1+ω2x2) + (2e1 − e2) e−i2(ω1x1+ω2x2)
}
e−((x1−b1)
2+(x2−b2)2). (3.8)
According to (3.3) we easily get
F{φω,b}(ω′) = (1 + e12)πe−
(ω′−ω)
4 e−i2(ω
′−ω)·b + (2e1 − e2)πe−
(ω′+ω)
4 e−i2(ω
′+ω)·b, (3.9)
where ω = ω1e1 + ω2e2,ω′ = ω′1e1 + ω′2e2 and b = b1e1 + b2e2.
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Deﬁnition 3.4 (CWFT) Denote the CWFT on L2(Rn;Gn) by Gφ. Then the CWFT of
f ∈ L2(Rn;Gn) is deﬁned by
f(x) −→ Gφf(ω, b) = (f, φω,b)L2(Rn;Gn)
=
∫
Rn
f(x) {einω·xφ(x− b)}∼ dnx
=
∫
Rn
f(x) ˜φ(x− b) e−inω·xdnx. (3.10)
It should be remembered that the order of Equation (3.10) is ﬁxed because of the non-
commutativity of the product of Cliﬀord algebra.
Lemma 3.5 For n = 2 (mod 4), f, φ ∈ L2(Rn;Gn), the CWFT (3.10) has a Cliﬀord Fourier
representation of the form
Gφf(ω, b) =
1
(2π)n
∫
Rn
fˆ(ω′){˜̂φodd(ω′ + ω) e−inω′·b e−inω·b
+ ˜̂φeven(ω′ − ω) einω′·b e−inω·b}∼ dnω′; (3.11)
and for n = 3 (mod 4) we have
Gφf(ω, b) =
1
(2π)n
∫
Rn
fˆ(ω′)˜̂φ(ω − ω′) einω′·b e−inω·b dnω′. (3.12)
Proof A simple calculation gives
Gφf(ω, b) = (f, φω,b)L2(Rn;Gn)
P. T.=
1
(2π)n
(f̂ , φ̂ω,b)L2(Rn;Gn)
(3.3)
=
1
(2π)n
∫
Rn
fˆ(ω′){φ̂odd(ω′ + ω)e−inω′·b e−inω·b
+ φ̂even(ω′ − ω)e−inω′·beinω·b}∼dnω′
=
1
(2π)n
∫
Rn
fˆ(ω′){˜̂φodd(ω′ + ω)e−inω′·be−inω·b
+ ˜̂φeven(ω′ − ω)einω′·b e−inω·b}∼dnω′, (3.13)
where P. T. denotes the Plancherel theorem for the CFT. From (3.13) it is easy to see that
equation (3.12) holds. 
With the inverse CFT, equation (3.12) becomes
Gφf(ω, b) = F−1
{
e−inω·bf̂(·)˜̂φ(· − ω)}(b), (3.14)
or equivalently
F(Gφf(ω, b))(ω′) = e−inω·bf̂(ω′)˜̂φ(ω′ − ω). (3.15)
Next, we discuss the following consequences of the above deﬁnition:
(1) For a ﬁxed b, we have
Gφf(ω, b) = F{fb(x)}(ω), (3.16)
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where fb(x) = f(x) ˜φ(x− b). It thus means that the CWFT can be regarded as the CFT of
the product of a multivector-valued function f and a shifted and Cliﬀord reversion version of
the Cliﬀord window function.
(2) The energy density is deﬁned as the modulus square given by
|Gφf(ω, b)|2 =
∣∣∣∣
∫
Rn
f(x) ˜φ(x− b)e−inω·x dnx
∣∣∣∣
2
. (3.17)
Equation (3.17) is often called a spectrogram which measures the energy of a Cliﬀord-valued
function f in the position-frequency neighborhood of (ω, b).
(3) Applying the Cliﬀord Cauchy–Schwarz inequality (2.16) to (3.17) yields
‖Gφf(ω, b)‖2L2(Rn;Gn) = 〈(f, φω,b)L2(Rn;Gn)〉2 ≤ ‖f‖2L2(Rn;Gn)‖φω,b‖2L2(Rn;Gn), (3.18)
which shows that the CWFT is a bounded linear operator on L2(Rn;Gn).
(4) Taking the Gaussian function as the Cliﬀord window function of (3.1), then for ω = ω0
ﬁxed we obtain Cliﬀord Gabor ﬁlters, i.e.
gc(x, σ1, σ2, . . . , σn) =
1
(2π)n
einω0·xe−[(x1/σ1)
2+(x2/σ2)
2+···+(xn/σn)2]/2, (3.19)
where σ1, σ2, . . . , σn are standard deviations of the Gaussian functions and the parameter b = 0.
In terms of the CFT, equation (3.19) can be expressed as
F{gc}(ω) = 1(2π)n2 σ1 · · ·σn
e−
1
2 [(σ21(ω1−u01)2+σ22(ω2−u02)2+···+σ2n(ωn−u0n)n]. (3.20)
From Equations (3.19) and (3.20) we see that the Cliﬀord Gabor ﬁlters were well localized in
both the spatial and Cliﬀord Fourier domains.
For illustrative purpose, we shall discuss a simple example of the CWFT. We then compute
its energy density.
Example 2 Consider the Cliﬀord Gabor ﬁlters (see [11]) deﬁned by
f(x) = e−x
2+inω0·x. (3.21)
Obtain the CWFT of f with respect to the Cliﬀord Gaussian window function given by
φ(x) = C e−x
2
, (3.22)
where C ∈ Gn is a multivector constant.
First, if C ∈ Gn, n = 3 (mod 4) then by the deﬁnition of the CWFT (3.10) we have
Gφf(ω, b) =
∫
Rn
e−x
2+inω0·x C e−(x−b)
2
e−inω·xdnx. (3.23)
Putting x = y + b/2 and applying the fact that C commutes with the Cliﬀord Fourier kernel
einω0·x we can rewrite (3.23) in the form
Gφf(ω, b) = C
∫
Rn
e−(y+b/2)
2+inω0·(y+b/2)e−(y−b/2)
2
e−inω·(y+b/2) dny
= C e−b
2/2
∫
Rn
e−2y
2
e−inω·y einω0·ydny e−in(ω−ω0)·b/2
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= C(π/2)n/2 e−b
2/2 e−(ω−ω0)
2/8 e−in(ω−ω0)·b/2. (3.24)
Second, if C0 ∈ Gn, n = 2 (mod 4), then the deﬁnition of the CWFT (3.10) gives
Gφf(ω, b) =
∫
Rn
e−x
2+inω0·x(Ceven + Codd) e−(x−b)
2
e−inω·xdnx
= Ceven
∫
Rn
e−x
2+inω0·x e−(x−b)
2
e−inω·x dnx
+ Codd
∫
Rn
e−x
2−inω0·x e−(x−b)
2
e−inω·xdnx, (3.25)
where we have used that Codd anti-commutes with einω0·x, i.e.
Codd einω·x = e−inω·x Codd, ∀Codd ∈ L2(Rn;Gn). (3.26)
Next, we follow the steps of (3.24), then we immediately obtain
Gφf(ω, b) = (π/2)n/2 e−b
2/2{Ceven e−(ω−ω0)2/8e−in(ω−ω0)·b/2
+ Codd e−(ω+ω0)
2/8e−in(ω+ω0)·b/2}. (3.27)
According to (3.17), we easily obtain the energy density of (3.23)
|Gφf(ω, b)|2 = k0(π/2)n e−b2/2 e−(ω−ω0)2/4, (3.28)
where k0 = C ∗ C is a scalar constant. Similarly, the energy density of (3.25) is
|Gφf(ω, b)|2 = (π/2)n e−b2/2
{
k1e−(ω−ω0)
2/4 + k2e−(ω+ω0)
2/4
}
, (3.29)
where k1 = Ceven ∗ Ceven and k2 = Codd ∗ Codd are scalar constants.
3.2 Basic Properties of CWFT
In this subsection, we will discuss the properties of the CWFT (compare [7, 19]). We ﬁnd
that many of the properties of the WFT are still valid for the CWFT, however with certain
modiﬁcations.
Proposition 3.6 Let φ ∈ L2(Rn;Gn) be a Cliﬀord window function.
(i) (Left linearity)
[Gφ(λf + μg)](ω, b) = λGφf(ω, b) + μGφg(ω, b), (3.30)
with Cliﬀord constants λ, μ ∈ Gn.
(ii) (Parity)
GPφPf(ω, b) = Gφf(−ω,−b), (3.31)
where P is the parity operator deﬁned by Pf(x) = f(−x).
(iii) (Delay property)
GφTx0f(ω, b) = (Gφf(ω, b− x0)) e−inω·x0 , (3.32)
where the translation operator is given by Tx0f(x) = f(x− x0).
(iv) (Modulation property) Let φ be a Cliﬀord window function in L2(Rn;Gn), n = 3 (mod
4). If ω0 ∈ Rn and f0(x) = f(x)einω0·x, then
Gφf0(ω, b) = Gφf(ω − ω0, b). (3.33)
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For n = 2 (mod 4) the modulation property takes the form
Gφf0(ω, b) = Gφevenf(ω − ω0, b) + Gφoddf(ω + ω0, b). (3.34)
Theorem 3.7 (Orthogonality relation) Let φ ∈ L2(Rn;Gn) be a Cliﬀord window function. If
two Cliﬀord functions f, g ∈ L2(Rn;Gn), then we have∫
Rn
∫
Rn
Gφf(ω, b) ˜Gφg(ω, b)dnω dnb = (2π)n(f(φ˜, φ˜)L2(Rn;Gn), g)L2(Rn;Gn). (3.35)
Proof We ﬁrst notice that
Gφf(ω, b) = F{fb(x)}(ω) = F{f(x)φb(x)}(ω), (3.36)
where φb(x) = ˜φ(x− b).
Next, the Plancherel theorem for the CFT (see [13] for more details) gives∫
Rn
Gφf(ω, b) ˜Gφg(ω, b) dnω = (F{fφb},F{gφb})L2(Rn;Gn)
= (2π)n(fφb, gφb)L2(Rn;Gn)
= (2π)n
∫
Rn
f(x) ˜φ(x− b)φ(x− b)g˜(x) dnx. (3.37)
If we assume that fφ˜ and φg˜ are in L2(Rn;Gn), then integrating (3.37) with respect to dnb
yields∫
Rn
∫
Rn
Gφf(ω, b) ˜Gφg(ω, b) dnω dnb = (2π)n
∫
Rn
f(x)
∫
Rn
˜φ(x− b)φ(x− b)g˜(x) dnx dnb
= (2π)n
∫
Rn
f(x)
∫
Rn
φ˜(x′)φ(x′) dnx′g˜(x) dnx, (3.38)
where we have used Fubini’s theorem to interchange the order of integration. This proves the
theorem. 
The scalar part of Theorem 3.7 gives us the following corollary which will be necessary to
prove the uncertainty principle for the CWFT.
Corollary 3.8 If f, φ ∈ L2(Rn;Gn) are two Cliﬀord-valued signals, then∫
Rn
∫
Rn
|Gφf(ω, b)|2 dnb dnω = (2π)n(f˜ , f˜)L2(Rn;Gn) ∗ (φ˜, φ˜)L2(Rn;Gn). (3.39)
Especially, if we assume that Cφ˜ = (φ˜, φ˜)L2(Rn;Gn) is a multivector constant, then (3.39) will
reduce to∫
Rn
∫
Rn
|Gφf(ω, b)|2 dnb dnω = (2π)nCφ˜ ∗ (f˜ , f˜)L2(Rn;Gn).
= (2π)n〈Cψ˜〉‖f‖2L2(Rn;Gn) + (2π)n〈Cψ˜〉1 ∗ 〈(f˜ , f˜)L2(Rn;Gn)〉1
+ · · ·+ (2π)n〈Cψ˜〉n ∗ 〈(f˜ , f˜)L2(Rn;Gn)〉n. (3.40)
Theorem 3.9 (Reconstruction formula) Let φ ∈ L2(Rn;Gn) be a Cliﬀord window function.
Then every Cliﬀord signal f ∈ L2(Rn;Gn) can be fully reconstructed by
f(x)(φ˜, φ˜)L2(Rn;Gn) =
1
(2π)n
∫
Rn
∫
Rn
Gφf(ω, b)φω,b(x) dnb dnω. (3.41)
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Assuming that Cφ˜ = (φ˜, φ˜)L2(Rn;Gn) is an invertible multivector constant, then (3.41) becomes
f(x) =
1
(2π)n
∫
Rn
∫
Rn
Gφf(ω, b)φω,b(x)C−1φ˜ d
nb dnω. (3.42)
Proof Direct calculation gives for every g ∈ L2(Rn;Gn)∫
Rn
∫
Rn
Gφf(ω, b) ˜Gφg(ω, b) dnω dnb
=
∫
Rn
∫
Rn
∫
Rn
Gφf(ω, b)φω,b(x)g˜(x) dnω dnb dnx
=
( ∫
Rn
∫
Rn
Gφf(ω, b)φω,b dω dnb, g
)
Ln(Rn;Gn)
. (3.43)
Applying (3.35) of Theorem 3.7 to the left-hand side of (3.43) gives for every g ∈ L2(Rn;Gn)
(2π)n(f(φ˜, φ˜)L2(Rn;Gn), g)L2(Rn;Gn) =
( ∫
Rn
∫
Rn
Gφf(ω, b)φω,b dω dnb, g
)
Ln(Rn;Gn)
. (3.44)
Taking the scalar part of (3.44), we obtain
〈(2π)n(f(φ˜, φ˜)L2(Rn;Gn), g)L2(Rn;Gn)〉
=
〈(∫
Rn
∫
Rn
Gφf(ω, b)φω,b dω dnb, g
)
L2(Rn;Gn)
〉
. (3.45)
Because the inner product identity (3.45) holds for every g ∈ L2(Rn;Gn) we conclude that
f(x)(φ˜, φ˜)L2(Rn;Gn) =
1
(2π)n
∫
Rn
∫
Rn
Gφf(ω, b)φω,b(x) dnb dnω, (3.46)
or equivalently, because of the assumed invertibility of Cφ˜
f(x) =
1
(2π)n
∫
Rn
∫
Rn
Gφf(ω, b)φω,b(x)C−1φ˜ d
nb dnω (3.47)
which concludes the proof. 
Theorem 3.10 (Reproducing kernel) Let φ ∈ L2(Rn;Gn) be a Cliﬀord window function so
that Cφ˜ = (φ˜, φ˜)L2(Rn;Gn) is an invertible multivector constant. If
Kφ(ω, b;ω′, b′) =
1
(2π)n
(φω,bC−1φ˜ ;φω′,b′)L2(Rn;Gn), (3.48)
then Kφ(ω, b;ω′, b′) is a reproducing kernel, i.e.
Gφf(ω′, b′) =
∫
Rn
∫
Rn
Gφf(ω, b)Kφ(ω, b;ω′, b′) dnω dnb. (3.49)
Proof Substituting (3.42) into the deﬁnition of the CWFT yields
Gφf(ω′, b′) =
∫
Rn
f(x) ˜φω′,b′(x) dnx
=
∫
Rn
(
1
(2π)n
∫
Rn
∫
Rn
Gφf(ω, b)φω,b(x)C−1φ˜ d
nbdnω
)
˜φω′,b′(x)dnx
=
∫
Rn
∫
Rn
Gφf(ω, b)
(∫
Rn
1
(2π)n
φω,b(x)C−1φ˜
˜φω′,b′(x) dnx
)
dnb dnω
=
∫
Rn
∫
Rn
Gφf(ω, b)Kφ(ω, b;ω′, b′) dnb dnω, (3.50)
which completes the proof. 
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4 Uncertainty Principle for CWFT
Let us now formulate an uncertainty principle for the CWFT, which involves a Cliﬀord-valued
function and its CWFT simultaneously. From a mathematical point of view this principle
describes how a Cliﬀord-valued function relates to its CWFT.
Before going on the main theorem, we rewrite the uncertainty principle for the CFT (see [13]
and [14] for more details) as we will use it to prove the uncertainty principle for the CWFT.
Theorem 4.1 Let f ∈ L2(Rn;Gn) be a multivector-valued function such that xf ∈ L2(Rn;Gn).
Then we have inequality
‖xf‖L2(Rn;Gn) ‖ωF{f}‖L2(Rn;Gn) ≥
√
n(2π)n/2
2
‖f‖2L2(Rn;Gn). (4.1)
Substituting the Parseval theorem for the CFT into the right-hand side of (4.1) we get
‖xF−1[F{f}]‖L2(Rn;Gn) ‖ωF{f}‖L2(Rn;Gn) ≥
√
n
2(2π)n/2
‖F{f}‖2L2(Rn;Gn). (4.2)
Theorem 4.2 (CWFT uncertainty principle) Let φ ∈ L2(Rn;Gn) be a Cliﬀord window func-
tion such that ωGφf ∈ L2(Rn;Gn). Then the following uncertainty inequality holds
(
(φ˜, φ˜)L2(Rn;Gn) ∗ (x˜f, x˜f)L2(Rn;Gn)
)1/2 (∫
Rn
∫
Rn
|ωGφf(ω, b)|2 dnω dnb
)1/2
≥
√
n
2(2π)3n/2
(f˜ , f˜)L2(Rn;Gn) ∗ (φ˜, φ˜)L2(Rn;Gn). (4.3)
To facilitate the proof of Theorem 4.2 we need to introduce the following lemma.
Lemma 4.3 Under the assumptions of Theorem 4.2, we have
(φ˜, φ˜)L2(Rn;Gn) ∗ (x˜f, x˜f)L2(Rn;Gn) =
1
(2π)2n
∫
Rn
∫
Rn
|xF−1[Gφf(·, b)]|2 dnx dnb. (4.4)
Proof Using the cyclic product symmetry (2.11) we have
(φ˜, φ˜)L2(Rn;Gn) ∗ (x˜f, x˜f)L2(Rn;Gn) =
∫
Rn
˜φ(x− b)φ(x− b) dnb ∗
∫
Rn
x2f˜(x)f(x) dnx
=
∫
Rn
∫
Rn
x2f(x) ˜φ(x− b) dnb ∗ φ(x− b)f˜(x) dnx
=
∫
Rn
∫
Rn
x2f(x) ˜φ(x− b) dnb ∗ {f(x) ˜φ(x− b)}∼ dnx
=
∫
Rn
∫
Rn
x2
1
(2π)n
F−1{Gφf(·, b)}(x) ∗ 1(2π)n
× [F−1{Gφf(·, b)}(x)]∼ dnx dnb,
which was to be proved. 
Remark 4.4 It is important to notice that if the Cliﬀord window function φ is a paravector-
valued function, the above lemma will reduce to
‖φ‖2L2(Rn;Gn) ‖xf‖2L2(Rn;Gn) =
1
(2π)2n
∫
Rn
|xF−1[Gφf(·, b)]|2 dnx dnb. (4.5)
516 Bahri M., et al.
Let us now begin with the proof of Theorem 4.2.
Proof Replacing the CFT of f by the CWFT of f on both sides of (4.2) we obtain
‖xF−1[Gφf(ω·, b)]‖L2(Rn;Gn) ‖ωGφf(ω, b)‖L2(Rn;Gn) ≥
√
n
2(2π)n/2
∫
Rn
|Gφf(ω, b)|2 dnω. (4.6)
Integrating both sides of (4.6) with respect to dnb yields∫
Rn
{‖xF−1[Gφ f(·, b)(x)]‖L2(Rn;Gn)‖ωGφf(ω, b)‖L2(Rn;Gn)} dnb
≥
√
n
2(2π)n/2
∫
Rn
∫
Rn
|Gφf(ω, b)|2 dnω dnb. (4.7)
Now applying the inequality of the Cauchy–Schwarz for multivector functions (2.16) to line 1
of (4.7) we further get
(∫
Rn
‖xF−1[Gφ f(·, b)]‖2L2(Rn;Gn) dnb
)1/2 (∫
Rn
‖ωGφf(ω, b)‖2L2(Rn;Gn) dnb
)1/2
≥
√
n
2(2π)n/2
∫
Rn
∫
Rn
|Gφf(ω, b)|2 dnω dnb. (4.8)
Inserting Lemma 4.3 into the ﬁrst term of (4.8), we have
(
(2π)2n (φ˜, φ˜)L2(Rn;Gn) ∗ (x˜f, ˜xf)L2(Rn;Gn)
)1/2 (∫
Rn
‖ωGφf(ω, b)‖2L2(Rn;Gn) dnb
)1/2
≥
√
n
2(2π)n/2
∫
Rn
∫
Rn
|Gφf(ω, b)|2 dnω dnb. (4.9)
Finally, substituting (3.39) in Corollary 3.8 into the right-hand side of (4.9) we see that
(
(φ˜, φ˜)L2(Rn;Gn) ∗ (x˜f, x˜f)L2(Rn;Gn)
)1/2 (∫
Rn
∫
Rn
|ωGφf(ω, b)|2 dnω dnb
)1/2
≥
√
n
2(2π)3n/2
(f˜ , f˜)L2(Rn;Gn) ∗ (φ˜, φ˜)L2(Rn;Gn), (4.10)
and this proves the theorem. 
The following result is a straightforward consequence of the previous theorem.
Corollary 4.5 If the Cliﬀord window function is a paravector-valued function, then equa-
tion (4.3) takes the form
‖xf‖L2(Rn;Gn)
(∫
Rn
∫
Rn
|ωGφf(ω, b)|2 dnω dnb
)1/2
≥
√
n
2(2π)3n/2
‖f‖2L2(Rn;Gn)‖φ‖L2(Rn;Gn). (4.11)
In a similar way we can prove the following uncertainty principle, its proof is omitted here.
Theorem 4.6 Let φ ∈ L2(Rn;Gn), n = 3 (mod 4) be a Cliﬀord window function such that
bGφf ∈ L2(Rn;Gn). Then the following uncertainty inequality holds
(
(φ˜, φ˜)L2(Rn;Gn) ∗ (ω˜′fˆ , ω˜′fˆ)L2(Rn;Gn)
)1/2 (∫
Rn
∫
Rn
|bGφf(ω, b)|2 dnω dnb
)1/2
≥
√
n
2(2π)3n/2
(f˜ , f˜)L2(Rn;Gn) ∗ (φ˜, φ˜)L2(Rn;Gn). (4.12)
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The following lemma is useful to prove Theorem 4.6.
Lemma 4.7 Under the assumptions of Theorem 4.6, we have∫
Rn
‖ω′ F{Gφf(ω, b)}‖2L2(Rn;Gn) dnω = (φ˜, φ˜)L2(Rn;Gn) ∗ (ω˜′fˆ , ω˜′fˆ)L2(Rn;Gn). (4.13)
Proof We ﬁrst observe that∫
Rn
‖ω′ F{Gφf(ω, b)}‖2L2(Rn;Gn) dnω
=
∫
Rn
∫
Rn
ω′2[F{Gφf(ω, b)}(ω′)] ∗ F˜{Gφf(ω, b}(ω′) dnω′ dnω
(3.15)
=
∫
Rn
∫
Rn
ω′2e−inω·bf̂(ω′)˜̂φ(ω′ − ω) ∗ {e−inω·bf̂(ω′)˜̂φ(ω′ − ω)}∼ dnω′ dnω
=
∫
Rn
˜̂
φ(ω′ − ω)φ̂(ω′ − ω) dnω ∗
∫
Rn
ω′2 ˜̂f(ω′)f̂(ω′) dnω′
= ( ˜ˆφ, ˜ˆφ)L2(Rn;Gn) ∗ (ω˜′fˆ , ω˜′fˆ)L2(Rn;Gn). (4.14)
Applying the Plancherel theorem for the CFT to the last line of (4.14) ﬁnishes the proof of
Lemma 4.7. 
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