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Summary
In HIV infected patients, antiretroviral therapy suppresses the viral replication, which
is followed in most patients by a restoration of CD4+ T cells pool. For patients who
fail to do so, repeated injections of exogenous interleukin 7 (IL7) are experimented.
IL7 is a cytokine that is involved in the T cell homeostasis and the INSPIRE study
has shown that injections of IL7 induced a proliferation of CD4+ T cells. Phase I/II
INSPIRE 2 and 3 studies have evaluated a protocol in which a first cycle of three IL7
injections is followed by a new cycle at each visit when the patient has less than 550
CD4 cells/L. Restoration of the CD4 concentration has been demonstrated but the
long-term best adaptive protocol is yet to be determined.
A mechanistic model of the evolution of CD4 after IL7 injections has been devel-
oped1, which is based on a system of ordinary differential equations and includes
random effects. Based on the estimation of this model, we use a Bayesian approach
to forecast the dynamics of CD4 in new patients. We propose four prediction-based
adaptive protocols of injections to minimize the time spent under 500 CD4 cells/L
for each patient, without increasing the number of injections received too much.
We show that our protocols significantly reduce the time spent under 500 CD4 over
a period of two years, without increasing the number of injections. These protocols
have the potential to increase the efficiency of this therapy.
KEYWORDS:
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1 INTRODUCTION
Infection by the Human Immunodeficiency Virus (HIV) leads to a decrease of the concentration of CD4+ T lymphocytes (CD4)
associated with a deficiency of the immune system, which increases the risk of opportunistic infections2. With an effective
combination antiretroviral treatment (c-ART), the viral load becomes undetectable. The CD4 pool is then reconstituted in most
cases3. However, this does not happen for some patients4 who are low immunological responders. These patients, who present
CD4 counts below 500 cells/L of blood, have a lower life expectancy5 and an increase of non-AIDS conditions, such as cancer
or cardiovascular diseases6. To help the reconstitution of the CD4 pool, a treatment based on injections of exogenous Interleukin
7 (IL7) has been experimented. IL7 is a cytokine produced by thymus stromal cells and lymph nodes, and is involved in the CD4
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homeostasis7,8. Several trials have demonstrated the safety and the beneficial effect of exogenous IL7 on immune markers9 10 11.
Repeated cycles of three injections of IL7 have been evaluated with the aim of maintaining the CD4 counts above 500 cells/L
because, in this case, HIV infected subjects have about the same life expectancy as the general population12. In the phase I∕II
trials INSPIRE 2 and 313, the repeated cycles of IL7 could indeed maintain CD4 concentration above the limit of 500 cells/L
most of the time, although the best adaptive protocol is yet to be determined.
Mechanistic models, based on Ordinary Differential Equations (ODE), have been applied to model different infectious dis-
eases; for example, modeling of the HIV14,15,16, the hepatitis C17,18, or the human cytomegalovirus19, and other health-related
processes20. They have also been used to understand and predict the effects of IL7. A first work quantified the effect of exogenous
IL7 on the proliferation rate of CD4 cells and showed an additional effect on the cells’ survival21. The model was then extended
to fit repeated injections1. Thanks to a population approach with random effects, the models were able to predict future individ-
ual responses to new injections of IL7 with a very good accuracy. This opened the opportunity to individualize the strategy of
IL7 administration.
Dynamical adaptation of the treatment as a function of the response of the patient has been proposed by Murphy22 and
Robins23 who developed the optimal treatment regime theory. Many papers have followed in this field24,25,26,27. Methods based
on semi parametric models and dynamic treatment regimens exist28. But, as Rich et al.28 underlined, these methods are not
realistic enough and they oftenmiss some important confounders. This issue can be solved by usingmechanistic models29. When
an ODE-based mechanistic model is available, the modeled treatment can be adapted using this model. This has been described
by Rosenberg et al.30 for the supervised treatment interruption (STI) strategies, or in the pharmacokinetic-pharmacodynamic
(PK/PD) field18,31. The optimal control theory can be applied for globally optimizing the treatment regime, which has been
proposed by Castiglione et al.32, and applied to optimizing the treatment of HIV infected patients33,34. However, as noted
by Chakraborty and Murphy35 these works do not sufficiently take into account the statistical issues of the problem: model
parameters have to be estimated and for efficient estimation, random effects have to be introduced in the statistical model. Such
random effect mechanistic model has been applied to tune the dose of an antiretroviral treatment by Prague et al.36.
In the present paper, we aim to find efficient adaptive protocols for IL7 administration based on predictions from a random
effect mechanistic model proposed in Jarne et al.1. Here, we propose realistic protocols that shorten the time spent under the
limit of 500 CD4 cells/L and limit the number of IL7 injections. Two approaches will be compared: adapting the criterion for
a new cycle based on the risk of falling under 500 CD4 cells/L before the next visit, and adapting the times of control visits.
Both of these approaches are based on predictions generated with our random effect mechanistic model at relatively short-term
to locally optimize the protocols. This is less ambitious than optimal control but is more feasible and the proposed protocols
could soon be proposed to real patients. In both approaches we may or may not adapt also the number of injections per cycle,
leading to four possible protocols.
The paper is organized as follows. Section 2 describes the data from INSPIRE 1, 2 and 3, and the design of the protocol
for repeated cycles. Section 3 presents the mathematical and statistical features of the model. In Section 4, we describe two
prediction-based adaptive protocols and their two variants adapting the number of injections per cycle or not. Section 5 presents
the simulation study and its results while section 6 showswhat themethodwould have predicted for real data. Section 7 concludes
this paper.
2 DATA
The data used for the mechanistic model are drawn from the INSPIRE 1, 2 and 3 studies9,13. These studies evaluated the effect of
injections of IL7 on the CD4 concentration in low immunological responders aged 18 years or more. The patients were included
in the study if they were under stable c-ART for at least one year, had CD4 counts between 100 and 400 cells∕L of blood, and
had an undetectable viral load for at least 6 months before the beginning of the protocol.
The first study, INSPIRE 1 (initially called simply “INSPIRE”), evaluated the effect of one cycle of injection, which is defined
as three injections with one week between each one. Three doses (10, 20 and 30 g∕Kg) were tested, and a placebo was included,
for a total of 21 patients. The INSPIRE 2 and 3 studies evaluated the effect of repeated cycles of injections, using only the 20
g∕Kg, which was determined to be the most effective without too many side effects.
Overall, the data from 128 patients are used, with regular measurements of the CD4 counts and the marker of proliferation
Ki67. The patients had visits at weeks 1, 2, 3, 4, 5, 6, 9 and 12, and then visited every 3 months. CD4 counts were measured
at each visit, while Ki67 counts were measured only at weeks 1, 2, 3, 5 and 12. For the repeated cycles, the maintenance
VILLAIN ET AL 3
FIGURE 1 Design of INSPIRE 2 study. The screening phase determines the concentrations of CD4 at baseline to include or
not the patient. The induction phase starts with a first cycle of three IL7 injections at weeks 1, 2 and 3. The maintenance phase
then controls the patient every 3 months with a new cycle if the patient is under 550 CD4. The green dots represent the measures
of CD4 counts, blue dots the measures of Ki67.
phase consisted in repeated visits every three months. When the CD4 counts were below 550, a new cycle of injections was
administered. The durations of the studies were 12, 24 and 21 months for INSPIRE, INSPIRE 2 and 3, respectively. The design
of INSPIRE 2 is presented in Figure 1 .
The high heterogeneity of the data in terms of number of injections per cycles, number of cycles received and dose, and the
availability of regular measurements of different immunological markers makes this an interesting dataset for modeling. Overall,
197 cycles were administered for 128 patients, with 41 incomplete cycles (one or two injections instead of three). Because the
patients had different trajectories of CD4 counts, they had different times of injections in the maintenance phase.
3 MECHANISTIC MODEL FOR IL7 TREATMENT
3.1 Modeling of the effect of IL7 injections on CD4 concentration
A mechanistic model for the evolution of the CD4 concentration after repeated IL7 injections was proposed in Jarne et al.1. In
this paper, a two compartment model was described, with the compartment P for the proliferating cells and the compartmentQ
for the quiescent cells. This model and the different effects on the parameters have been selected with the LCVa criterion37, as
described in Thiebaut et al.21 and Jarne et al.1. The mathematical structure of the model is written as:
{ dQ
dt
=  + 2P − Q − QQ
dP
dt
= Q − P − PP
We allow the parameters to be different from one subject to another. Thus, we denote by i the vector of parameters of the ODE
system: i = [i, i, i, iQ, 
i
P ] for patient i (i = 1,… , n) and by X
i = (Q(t, i), P (t, i)) his state vector. All of the parameters
are positive because they are rates of proliferation, production and death for cells. Hence, we use a log transformation denoted
by a tilde: ̃il = log(
i
l). The meaning and units of each parameter are detailed in Table 1 .
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The initial condition for subject i is the equilibrium point: dQ
dt
(0, i) = 0 , dP
dt
(0, i) = 0, which gives the initial points:















A patient-by-patient inference is inefficient if there is not enough information for each subject; hence, we need a statistical













̃i(t) = ̃0+ li














̃i(t) = ̃0+ ri
̃iQ(t) = ̃Q0 + Qf
i(t)d0.25i
̃iP (t) = ̃P0
(1)
where li and ri are normally distributed random effects: li ∼ N (0, 2) and ri ∼ N (0, 
2
); C
i(t) counts the number of cycles
and C represents the cycle effect, meaning that after one cycle the effect of IL7 on the proliferation can be lower; k is the
effect of the injection on the proliferation, k being 1, 2 or 3 depending on whether the injection is the first, second or third of
the cycle. The effects on  are constant during 7 days after each injection, and they then disappear. N it counts the number of
injections that patient i has received until time t; thus, 1{N it−N it−7=1} is an indicator function taking the value 1 if an injection was
administered in the last 7 days. Let T it be the time of the last injection received by the patient i at the time t, the effect on Q is







1 if 2 + T it < t ≤ 360 + T
i
t
1 − (t − 360)∕360 if 360 + T it < t ≤ 720 + T
i
t
0 if 720 + T it < t
In our data, the variable P and Q are not directly observed. The observations correspond to the total number of CD4 and the
number of proliferating cells; hence, we also need an observation model. The observation ofM biomarkers are related to the
solution of the ODE with the function g: Y imq = gm(
i, tq)0.25 + imj , m = 1,… ,M . HereM = 2 as we observe the CD4 counts
and the Ki67 counts. Denoting by Y i1j the fourth root of the CD4 counts, and by Y
i
2k the Ki67 counts for patient i at times tij
(j = 1,… , J i) and tik (k = 1,… , K i), respectively. This gives the following observation model:
{
Yi1j = [P (tij , 
i) +Q(tij , i)]0.25 + i1j
Yi2k = P (tik, 
i)0.25 + i2k
(2)




2k ∼ N (0, 
2
2). This parameter includes the
measurement error and the biological variation not taken into account in the model; for example, the diurnal variation of the
CD4 concentration. The fourth-root transformation has been applied to make homoscedasticity and normality acceptable21.
3.2 Inference and estimation
To estimate the parameters of the model, Jarne et al.1 used the NIMROD program38. The implemented estimation method
is based on penalized log-likelihood maximization. This is a quasi-Bayesian approach in the sense that penalization is built
from a priori values for the parameters found in the literature. Then, this penalized log-likelihood is maximized using a
Newton-Raphson like algorithm, called Robust Variance Scoring39. The iterative algorithm stops when the Relative Distance to
Maximum (RDM) criterion is satisfied. The results of this inference are displayed in Table 1 . There are enough observations
to consider that the posterior distributions are close to normal distribution (in virtue of the Bernstein-von Mises Theorem40),
so that results in Table 1 can be interpreted as summarizing the (marginal) posterior distributions of the parameters by their
expectations and their standard deviations.
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TABLE 1 Parameters of the model and their estimates from Jarne et al.1
Parameter Name Units Estimate
mean (sd)
 Production rate cells.days−1 5.32 (0.33)
 Reversion rate days−1 2.44 (0.23)
 Proliferation rate days−1 0.06 (0.004)
P Death rate of P cells days−1 0.07 (0.005)
Q Death rate of Q cells days−1 0.08 (0.02)
1 Effect of IL7 on  (Injection 1) days
−1.g−1 0.93 (0.04)
2 Effect of IL7 on  (Injection 2) days
−1.g−1 0.71 (0.04)
3 Effect of IL7 on  (Injection 3) days
−1.g−1 0.23 (0.04)
Q Effect of IL7 on Q days
−1.g−1 -0.08 (0.006)
C Cycle effect of IL7 days−1 -0.16 (0.02)
 Standard deviation of random effect on  cells.days−1 0.24 (0.03)
 Standard deviation of random effect on  days−1 0.52 (0.08)
1 Noise parameter on CD4 cells cells0.25 0.29 (0.003)
2 Noise parameter on P cells cells0.25 0.28 (0.02)
4 PREDICTION-BASED ADAPTIVE PROTOCOLS
4.1 General method
In the original protocol of INSPIRE 2 and 3 studies, which is called the "ORI" protocol, patients start a first cycle of injections,
with CD4 counts measurements at the times of injections. There are visits every 3 months. A new cycle is administered if the
CD4 counts are below 550 CD4. The aim is to prevent CD4 concentration to fall under 500. Thus, the original protocol is already
an adaptive protocol but because the patients have different CD4 dynamics, this fixed criterion is not always appropriate. If a
patient tends to return quickly to his or her baseline concentration, then the margin can be too small and the decision not to
administer a new cycle can lead to cross the limit of 500 CD4 shortly after the control. In contrast, for some patients the CD4
concentration decreases slowly after an injection, and the criterion of 550 CD4 for a new cycle may be too high, which results in
unnecessary cycles and visits. Here, we propose protocols that are based on the prediction that can be done with a mechanistic
model with the aim of decreasing the time spent under the limit of 500 CD4, while controlling the number of IL7 injections.
We use a mechanistic model that fits the dynamics of CD4 following a cycle of IL7 injections; the fixed effects parameters
have been estimated using all observations of the three INSPIRE studies. For the mixed effect parameters,  and , we have an
estimation of the mean of the parameters on the population, and the variance of their random effects (2 and 
2
). With these
estimates and the informations for the patient i available at the time k, calledH tki , we used an MCMC algorithm to sample the
posterior distribution of the individual parameters i and i. For given values of the parameters of a patient, we can predict the
evolution of his or her CD4 concentration36. Taking into account the uncertainty on the parameters, we can also compute the
distribution of any quantity related to the future CD4 concentration dynamic. This prediction can be used to adapt the treatment.
Every time that the patient comes for a control visit, we have access to new data so that H tki ⊂ H
tk+1
i ; thus, the prediction is
more precise as time goes on.
The algorithm used for sampling the random effects of the patient is a Metropolis Within Gibbs41. At each iteration,  and
 are successively sampled. In the Metropolis part of the algorithm, the instrumental function used for the first estimation of
the protocol (3 month control) is the posterior law estimated with NIMROD. The standard error of the prior for  and  is the
one estimated with NIMROD (respectively, sd = 0.33 and sd = 0.23, see Table 1 ) added with the standard error associated
with the random effect (respectively,  = 0.24 and  = 0.52, see Table 1 ), as the variability comes from both the error
of estimation and the inter-individuals variability. Then, for each control visit after the first one, the distribution given by the
previous MCMC is used as the new prior. The likelihood used in the MCMC procedure is42.
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FIGURE 2 Flowchart of the two protocols. ACI Protocol: Adaptive Criterion Protocol, the visits are every 3 months and the
decision to administer a new cycle is based on the predicted risk R to fall under 500 CD4 before the next visit. ATI Protocol:
Adaptive Times Protocol, the times of visit are predicted based on the time at which the patient is supposed to reach the 500




























As presented in van der Vaart40, according to Doob’s theorem, the distribution of the parameters ̂i with the data from patient
i at time tk (H
tk
i ) converges to the Dirac of the true value of the parameters, (
i), when k tends to infinity.
We propose two prediction-based adaptive approaches; the first is based on an adaptive criterion of injections (ACI); the
second is based on an adaptive time of injections (ATI). Both approaches have a variant where the number of injections per
cycle can be adapted. Figure 2 presents the flowchart of the two approaches.
4.2 Prediction ability on real data
Before developing and studying prediction-based adaptive protocols, it is essential to study the prediction ability of our model.
In this aim, we randomly excluded 10 patients from the data and estimated the parameters of the model on the reduced dataset.
For each excluded patient, we ran theMCMC algorithm using the estimates from the diminished dataset. For an excluded patient
i, at each time of control (every three months), the MCMC algorithm gives a distribution of CD4 concentration at every time of
observation tj . At each iteration q of the MCMC, we can generate the predicted distribution of observation at each time tij by
computing CD4ijq = P (tij , 
iq) +Q(tij , iq), and adding a noise variable: Yi1jq = (CD4
i
jq)
0.25 + i1jq . Figure 3 shows examples
of these predicted distributions for four (out of the 10) patients. The black line represents the mean of the future trajectories and
the light blue band represents 95% credible intervals; the dark blue band represents 95% predictive interval of observations, and
the black dots are the observed values. The 95% credible and predictive intervals were computed by excluding the 2.5% most
extreme values of each side of the distribution. If the model is well calibrated, then the black dots should be inside the dark blue
band, which is the case here.
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FIGURE 3 Prediction intervals for four random patients. Light blue band : 95% credible interval of trajectories. Dark blue band
: 95% predictive interval of observations. Black line : mean of predicted trajectories. Black dots: real data observations.
To show the good calibration of the predicted distributions, a quantile analysis was done. The process of studying the prediction
for 10 excluded patients was repeated 10 times leading to a total of 100 patients, and we analyzed the distributions of the observed
data with respect to the predicted distributions by a QQ-plot. The quantiles of the predicted distributions should be the same as
the observed quantiles, which was indeed essentially the case, as shown in the QQ-plot presented in the web supplementary 1.
4.3 Protocol with Adaptive Criterion of Injections (ACI)
The ACI protocol is similar to the original protocol: the patients come every three months for a control visit. However, instead of
using the fixed criterion of CD4 counts below 550, we predict the risk R that the CD4 concentration will fall below 500 before
the next visit. With the distribution of parameters given by the MCMC algorithm presented in Section 4.1 we can directly have
the distribution of CD4 concentration at three months, which allows us to compute R:
R(̂i|H tki ) = P(g1(tk + tvisit , ̂
i) > 500|Htki ),
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where tvisit is the time between two controls (three months in INSPIRE studies). If R is larger than a limit risk called Rlim (for
instance, 10%), a new cycle of injections is administered. If R < Rlim then the patients simply comes back three months later.
At each visit, the MCMC algorithm is done with new data, and the decision is made with the value of the risk R.
4.4 Protocol with Adaptive Times of Injections (ATI)
In the ATI protocol, the injections times are adaptive. The patient starts his or her first cycle and then comes back 3 months
later. We denote tinj such as g1(tinj, ̂i) = 500, the time at which the patient will reach the 500 CD4 limit. Then, with the MCMC
algorithm, we sample the distribution of tinj and select tinjp as the p quantile (for instance the 0.1 quantile) of this distribution:
P(tinj < tinjp ) = p. If t
inj
p is larger than a fixed limit (here 1 month), the patient comes for a new visit at the time t
inj
p . If not, then
a new cycle is administered immediately and the next time of visit is computed again at the end of the cycle. The time between
two cycles is chosen here to be at least one month because it is clinically relevant.
4.5 Adaptive number of injections: ACIC and ATIC protocols
Up to now, the proposed protocols used cycles of three injections. In Jarne et al.1, the usefulness of the third injection was
questioned: the estimation of the effect of this injection, 3, showed that the impact of this injection on the proliferation rate is
much smaller compared to the first two injections. A comparison of the simulation of protocols showed that the original protocol
with only two injections per cycle reduced the number of injections without impacting the time spent under 500 CD4 or the
mean number of CD4. We propose a modification of the ACI and ATI protocols for adapting the number of injections per cycle,
a C is added in the end of their names to represent the adaptation inside a cycle, leading to the ACIC and ATIC protocols:
• Protocol ACIC: when a decision for a new cycle is taken, the aim is to decide if the decision to diminish the number of
injections will change the decision to inject or not at the next time of control. To do this, we compare the risks to fall under
500 CD4 at the next control visit for a cycle of three, two or one injection:R(̂ij|H
tk
i ) = P(g1(̂
i
j , tk+2tvisit) > 500|H
tk
i ),
with j (j = 1,… , 3) being the number of injections of the cycle, and ̂ij depending on this number of injection as presented
in Equation (1). If in any case a cycle of injections would be necessary at the next time of visit, meaning that R(̂i3|H
tk
i )
is superior to the chosen Rlim, then we consider that the patient needs a cycle of three injections. If this is not the case,
and if both R(̂i2|H
tk









inferior to Rlim but not R(̂i1|H
tk




i ) is inferior to Rlim, a
cycle of three injections is administered.
• Protocol ATIC: when a decision for a new cycle is taken, the next tinj∗ is calculated for one, two or three injections: tinj1p ,
tinj2p and tinj3p . The relative difference between two and three injections is calculated: d3 =
tinj2p−tinj3p
tinj3p
. If d3 is superior




and if d2 is superior to dlim, here taken at 10% as it is clinically relevant, then two injections are
administered; if not, then one injection is administered.
5 SIMULATION
5.1 General description
We simulated the different protocols for 150 "pseudo-patients" on a two-year period. The parameter values of these patients
were sampled from the posterior distribution of the parameters estimated with NIMROD over the 138 patients of the INSPIRE
studies. Because  and  vary between patients, random effects were generated for all patients for these parameters, using the
estimated variance of the random effects on the population. Moreover, we applied the inclusion criterion of the INSPIRE studies,
keeping only those patients with baseline CD4 counts between 100 and 400. The simulations of the trajectories were done with
R with the DeSolve package43. This package numerically solves the ODE for a given set of parameter values i, using the
"lsodes" method, an interface to the FORTRAN ODE solver bearing the same name44. Observations were generated at times (0,
7, 14, 21, 55) before the first time of control (day 90) by adding a noise variable (according to Equation (2)) to the value of the
trajectories at these times. Each time that we make a decision, the observations are generated to take into account the decision:
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if a cycle is administered, then the next observations are at the time of injections and at the next time of control; if not, then the
next generated observation is only at the next time of control. The total number of CD4 and the number of proliferating cells
are observed each time.
For the ACI and ACIC Protocols, the values of the risk limitRlim used were 0.05, 0.1 and 0.2. For the ATI and ATIC Protocols,
we used the 0.05, 0.1 and 0.2 quantiles to obtain tinjp . The MCMC algorithm was performed with a total of 5000 iterations each
time, with a burn-in phase of 1000 and a thinning of 2. The convergence of the chain was controlled with the Heidel diagnostic,
the results of the convergence are presented in web supplementary 2.
5.2 Results for the adaptive protocols
To compare the different protocols, we used eight criteria: the mean number of CD4 over the protocol, the time spent under 500
CD4, the number of cycles administered, the number of visits (including the visits for the injections inside a cycle), the number
of injections, the number of cycles of one, two and three injections (the number of cycles of three injections includes the first
cycle, which is not decided by the protocol because it is the start of the protocol and automatically of three injections). The
results are presented in Table 2 . We considered the value of Rlim(for ACI and ACIC) and the p quantile (for ATI and ATIC) as
"threshold" because they both represent the limit value for the decision.
Compared to the original protocol (ORI), the proposed protocols highly reduce the time spent under 500 CD4, while the
number of visits is comparable (slightly increased for the ACI protocol, and decreased for the ATI and ATIC protocols). The
number of injections is increased for the ACI protocol but this increase is not as important when the number of injections per
cycle is also adapted (ACIC) while the time spent under 500 CD4 is similar in both ACI and ACIC protocols. The number of
injections is similar between the ATI and ORI protocols, while it is reduced by the ATIC protocol.
The mean of CD4 is higher for the ACI and ACIC protocols than the ATI and ATIC protocols (which are similar to the ORI
protocol), because the aim of the ATI and ATIC protocols is to start a cycle just before the patient reaches 500 CD4, while the
ACI and ACIC protocols have visits of control only every 3 months, which means that the decision to start a new cycle can be
taken while the patient could wait before he or she reaches 500 CD4 but not 3 months. This means that when a new cycle is
started, we expect CD4 concentration to be around 500 in the ATI and ATIC protocols, while these concentrations can be higher
in the ACI and ACIC protocols. This induces a higher mean of CD4 for ACI and ACIC protocols. This is consistent with the
choice of the criterion of interest, namely the time spent with CD4 concentrations under 500. This choice is justified by clinical
results12 and consistency with INSPIRE studies. However, our method can be modified by using other criteria. If it is clinically
relevant to consider the mean number of CD4, it could be easily implemented in the decision criterion for adapting the protocol.
The sensitivity analysis on the threshold parameter shows that for the ACI and ACIC protocols, the risk Rlim does not sig-
nificantly impact the results in any of the criteria. For the ATI and ATIC protocols, the p-quantile at 0.05 does not increase the
frequency of cycles or visits but it does reduces the time spent under 500 CD4 on average. The p-quantile 0.2 is no better because
it increases the time spent under 500 CD4 but does not reduce the number of cycles.
Figure 5 presents the boxplot of the time spent under 500 CD4, the number of visits, the mean of CD4 and the number of
injections for each protocol at the threshold 0.05. This shows that the median of time spent under 500 CD4 is at 0 for each of the
proposed protocols. The ATI and ATIC protocols have higher 3rd-quantiles than the ACI and ACIC protocols but the outliers
are smaller. This means that the ATI and ATIC protocols are more suitable for patients with difficulties to maintain their CD4
concentrations above 500. Indeed, the ATI and ATIC protocols allow more frequent visits for patients with a fast decrease of
CD4 after the end of a cycle compared to the ACI and ACIC protocols, where a minimum delay of 3 months between visits has
to be respected. Globally, it is clear that all four protocols have better results for the time spent under 500 CD4 than the ORI
Protocol. We can also see that all protocols have similar distributions for the three other criteria, but the ACI and ACIC induce
higher CD4 means, and the ATIC is lower in number of visits and number of injections.
Figure 4 shows the plot of the dynamic of CD4 for three protocols (ORI, ACI and ATI) with the threshold 0.1 for two pseudo-
patients. In this figure, the real trajectory is represented by a dark line and the simulated observations are the black dots. The
ORI protocol uses those observations for the decision to administer a new cycle with the criterion of 550 CD4. The proposed
adaptive protocols predict a distribution of the random effects, which gives a distribution of CD4 at each time point using those
observations. The adaptive protocols use those predicted distributions for the decisions while the ORI protocol relies only on the
observation at the current time of control. The 95% credible interval of CD4 is represented by the light blue band, and the decision
taken by the proposed adaptive protocols are based on this prediction. For each of those distributions of CD4, the distribution
of the observations is also predicted by adding a noise variable to the predicted CD4, as it was done in Section 4.2. The 95%
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TABLE 2 Comparison of the Protocols ORI (original), ACI, ACIC, ATI and ATIC. Eight criteria are presented : the mean
number of CD4 (CD4), the time spent under 500 CD4 (T500), the number of cycle (Nb Cycles), the number of visits (Nb visits),
the number of injections (Nb inj), the number of cycle of respectively one, two and three injections (C1, C2 and C3). These are
calculated per patient over the two year protocols, and their means and quartiles (or standard error for the mean of CD4) are
presented.“Threshold” means Rlim (for ACI and ACIC) or p quantile (for ATI and ATIC).
Protocol Threshold CD4 T500 (days) Nb Cycles Nb visits Nb inj C1 C2 C3
mean (sd) mean [Q1;Q3] mean [Q1;Q3] mean [Q1;Q3] mean [Q1;Q3] mean [Q1;Q3] mean [Q1;Q3] mean [Q1;Q3]
ORI - 722 (112) 107 [6;173] 4.5 [3;6] 18 [15;20] 13 [9;18] 0 0 4.5 [3;6]
ACI
0.05 882 (146) 18[0;7] 5.9 [4;8] 20 [17;24] 18 [12;24] 0 0 5.9 [4;8]
0.1 866 (143) 19 [0;18] 5.8 [4;8] 20 [17;24] 17 [12;24] 0 0 5.8 [4;8]
0.2 837(137) 21 [0;25] 5.6 [4;8] 20 [17;24] 17 [12;24] 0 0 5.6 [4;8]
ACIC
0.05 853 (124) 17 [0;7] 6.1 [5;8] 18 [12;24] 15 [8;24] 0.8 [0;2] 1.3 [0;2] 4.0 [1;8]
0.1 830 (146) 19[0;20] 6.0 [5;8] 18 [12;24] 15 [7;24] 0.9 [0;2] 1.2 [0;2] 3.9 [1;8]
0.2 804 (130) 23[0;26] 5.8 [4;8] 17 [11;23] 14 [7;23] 0.9 [0;2] 1.1 [0;2] 3.8 [1;7]
ATI
0.05 785 (71) 13[0;18] 5.0 [4;7] 16 [13;20] 15 [12;21] 0 0 5 [4;7]
0.1 764(67) 19 [0;32] 4.9 [3;6] 15 [12;18] 15 [9;18] 0 0 4.9 [3;6]
0.2 743 (64) 28[0;48] 4.7 [3;6] 15 [11;18] 14 [9;18] 0 0 4.7 [3;6]
ATIC
0.05 769 (72) 16 [0;24] 5.4 [4;7] 12 [10;14] 12 [8;14] 0.6 [0;1] 3.5 [2;5] 1.4 [1;2]
0.1 744 (71) 23[0;33] 5.1 [4;7] 12 [9;14] 11 [8;14] 0.6 [0;1] 3.3[2;5] 1.3 [1;2]
0.2 716 (72) 36 [0;60] 4.9 [3;7] 12 [9;14] 11 [6;14] 0.5 [0;1] 3.0 [1;5] 1.4 [1;2]
predictive interval of observations is represented by the dark blue band. At each time of control, new information is available,
it induces adjustment of the prediction of the random effects, the predicted distribution of CD4 and the predicted observations.
For Patient 1, theORI protocol predicts a cycle of injection at the 2nd, 3rd and 7th visits. However, these cycles are unnecessary
as the decrease of CD4 in this patient is very slow. The ACI Protocol correctly predicts that a new cycle will be necessary only
at the 5th visit. The ATI protocol predicts a new cycle at a slightly larger time and has the advantage of having only two visits
for a control, instead of eight for the other protocols.
Patient 2 has an opposite problem, as the ORI protocol fails to detect that a new cycle was necessary, for example at the first
visit, resulting in a long time spent under 500 CD4. In contrast, the ACI and ATI protocols correctly predict that a new cycle is
necessary. Again, the number of control visits is reduced in the ATI protocol which yields accurate times of control.
In web supplementary 3, the rate of error, defined as the number of times the decision made is not the optimal, is analyzed.
Overall, the rate of time when the algorithmmade a decision causing the patient to spend some time under 500 CD4 is extremely
low for the ACI and ACIC protocols (between 0.1% and 6%). For the ATI and ATIC protocols, it corresponds to the risk taken
(5% at the p-quantile of 0.05), while this rate was at 47% for the ORI protocol. The rate of mistake when the algorithm predicts
a new cycle for the ACI and ACIC protocols while it could have waited is higher than the ORI protocol, although this has less
impact because this decision can be compensated at the next visit. The rate of time when the ATI and ATIC predicted a time of
visit too short is around 10% but this also has less impact because it simply means that the patient has one visit without injections.
Overall, the ATIC protocol with the p-quantile at 0.05 achieves the best balance between all criteria, with a time spent under
500 CD4 among the lowest, and with the number of injections and visits also among the lowest. Compared to the ORI protocol,
the ATIC divided the time spend under 500 CD4 by around six, and spared six visits and one injection over a period of two years.
However, an analysis done in web supplementary 4 shows that for the patients who have low CD4 at baseline, the ATI protocol
with the p-quantile at 0.05 is the best protocol because in these patients we cannot afford to reduce the number of injections per
cycle.
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FIGURE 4 Comparison of the three protocols for two random patients. ORI: original protocol, ACI: Adaptive Criterion of
Injection Protocol, ATI: Adaptive Time of Injection Protocol. Dots: observations. Black line: simulated trajectory. Horizontal
line: limit of 500 CD4. Vertical dashed lines: times of controls. Light band : 95% credible interval of trajectories. Dark band :
95% predictive interval of observations.
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FIGURE 5 Boxplot of time spent under 500 CD4, number of visits, mean number of CD4 and number of injections for each
protocol, at the threshold 0.05.
6 CONCLUSION
The very good ability of the mechanistic model to predict CD4 concentrations after a short learning phase to identify individual
parameters allows us to embark on optimizing the IL7 administration for each individual patient. Based on this model, we
propose adaptive protocols with the aim to optimize a criterion, here the time spent under 500 CD4 cells/L, using the minimum
number of IL7 injections. The simulation of pseudo-patients showed that the four proposed protocols succeeded in doing so,
reducing the time spent under 500 CD4 cells/L with a number of injections similar or lower compared to the original protocol.
Compared to classical approaches that are based on optimal control, our approach presents several advantages. First, the
parameters are not considered to be known and the adaptation of the IL7 injections is done while the estimations of the individ-
ual parameters and the predictions are improved with new observations. This dynamic approach is also referred as dynamic drug
monitoring in the literature25. Second, the statistical approach of treatment optimization that we propose is less computationally
demanding because we are not looking for an optimal strategy over the space of all potential strategies45. Rather, we are opti-
mizing the strategy according to that patient’s characteristics, by learning the random effects values as information increases. In
our application, this was very relevant because we could take into account the diversity of response of the patients.
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The success of the proposed approach in this application is due to the validity of the predictions that are obtained after a short
learning phase for every patient. However, model misspecification could seriously weaken any optimization of the treatment
strategy. Here, the model used was clearly the best model over a series of models tested in this context1. The stochasticity was
mainly due to inter-individuals variability captured through two parameters ( and ), the other parameters are fixed at the value
estimated in Jarne et al.1 and presented in Table 1 . Any additional stochasticity, requiring, for instance, to deal with stochastic
differential equations would compromise the feasibility of the approach in a real clinical setting.
The clinical perspective is an evaluation of the adaptive strategy with a standard protocol of injection to confirm the benefit
of this intervention on all other immunological markers, such as in Levy10, before going to a larger trial to evaluate the impact
on clinical outcomes. More generally, this work shows how mechanistic model can help increasing the efficiency of therapies
in realistic contexts where patients may respond differently to treatments.
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