During sentence processing, areas of the left superior temporal sulcus, inferior frontal gyrus and left basal ganglia exhibit a systematic increase in brain activity as a function of constituent size, suggesting their involvement in the computation of syntactic and semantic structures. Here, we asked whether these areas play a universal role in language and therefore contribute to the processing of non-spoken sign language. Congenitally deaf adults who acquired French sign language as a first language and written French as a second language were scanned while watching sequences of signs in which the size of syntactic constituents was manipulated. An effect of constituent size was found in the basal ganglia, including the head of the caudate and the putamen. A smaller effect was also detected in temporal and frontal regions previously shown to be sensitive to constituent size in written language in hearing French subjects (Pallier et al., 2011) . When the deaf participants read sentences versus word lists, the same network of language areas was observed. While reading and sign language processing yielded identical effects of linguistic structure in the basal ganglia, the effect of structure was stronger in all cortical language areas for written language relative to sign language. Furthermore, cortical activity was partially modulated by age of acquisition and reading proficiency. Our results stress the important role of the basal ganglia, within the language network, in the representation of the constituent structure of language, regardless of the input modality.
Introduction
Does language processing recruit a universal set of brain mechanisms, regardless of culture and education? In the past twenty years, this important question, initially posed solely throughout linguistic and behavioral studies in the context of Chomsky's Universal Grammar hypothesis, has begun to be investigated at the brain level (Moro, 2008) . Several brain-imaging studies have homed in on a consistent network of brain regions in the superior temporal sulcus and inferior frontal gyrus, lateralized to the left hemisphere, which are systematically activated whenever subjects process sentences in their native language (Mazoyer et al., 1993; Marslen-Wilson and Tyler, 2007; Pallier et al., 2011; Friederici, 2012) . Neuroimaging studies of language comprehension suggest that essentially the same left-lateralized perisylvian network is engaged by the processing of spoken or written language (Vagharchakian et al., 2012) . Those regions respond to manipulations of syntactic complexity (Marslen-Wilson and Tyler, 2007; Pallier et al., 2011; Shetreet and Friedmann, 2014) and activate to natural but not unnatural linguistic constructions (Musso et al., 2003) . Intracranial recordings in adults indicate that their activation varies monotonically with the number of words that can be integrated in a phrase or sentence (Fedorenko et al., 2016; Nelson et al., 2017) . Remarkably, those regions are already active when 2-month-old babies listen to their native language (Dehaene--Lambertz and Spelke, 2015) , and already exhibit hemispheric asymmetries that are unique to the human species (Leroy et al., 2015) , further comforting the hypothesis that they may host a specific and universal mechanism for language acquisition.
The existence of sign languages presents a significant challenge for this hypothesis. Several researchers have presented data supporting the idea that, even though sign languages are based on an entirely distinct output modality, they are full-fledged natural languages and are governed by the same linguistic constraints as spoken languages (Klima and Bellugi, 1979; Sallandre and Cuxac, 2002; Sandler, 2003 Sandler, , 2010 Cuxac and Sallandre, 2007; Brentari, 2010; Pfau et al., 2012; B€ orstell et al., 2015) . The acquisition of sign language also follows a time course similar to that of spoken language, with deaf babies undergoing an early stage of sign overproduction and "babbling" in the first year of life (Petitto and Marentette, 1991; Cheek et al., 1998; Cormier et al., 1998; Petitto et al., 2001 Petitto et al., , 2004 . Moreover, consistent with neuroimaging studies of language comprehension, neuropsychological studies have revealed classical patterns of aphasia for sign language, due to similar brain lesions (Hickok et al., 2002; Pickell et al., 2005; Hickok and Bellugi, 2010; Rogalsky et al., 2013) . Finally, neuroimaging studies of sign language (SL), when disregarding the low-level differences due to input modalities, have also converged on a classical network of left-hemispheric regions similar to spoken language (for reviews, see Campbell et al. (2007) , Rogalsky et al. (2013) , Corina et al. (2013b) ). Nevertheless, a few studies have reported stronger responses to sign language in the right, or left, parietal regions, which have been hypothesized to reflect the spatial content of sign languages (Emmorey et al., 2002; Newman et al., 2002 Newman et al., , 2010a MacSweeney et al., 2008; Courtin et al., 2010; Newman et al., 2010b; Emmorey et al., 2013; Newman et al., 2015) .
In summary, in the present state of knowledge, it seems plausible that sign language should rely on the same brain areas as spoken language, but the data is not fully convergent. Furthermore, most neuroimaging studies of sign language have only mapped the entire language system, from lexical to morphological, syntactic, semantic and pragmatic components, by using basic contrasts such as viewing full-fledged movies of people signing versus "backward layered" movies, i.e. 3 different semitransparent ASL sentence video clips superimposed and played backwards (Newman et al., 2010a (Newman et al., , 2010b . Furthermore, the comparison of the brain areas activated by sign language and by spoken or written language has typically been performed at the group level, by comparing a group of signers with another group of non-signers (Corina et al., 2013a) . In the present work, our goals were to go beyond this state of knowledge in two distinct ways. First, our experimental design attempted to specifically isolate the cortical representation of the constituent structure of sign language. Second, we aimed to compare sign language with written language processing within the same subjects, by scanning deaf subjects who were native signers and who could also read written sentences fluently.
Supplementary video related to this article can be found at https:// doi.org/10.1016/j.neuroimage.2017.11.040.
To achieve those goals, we adapted, to sign language, a paradigm previously developed to study the constituent structure of written language (Pallier et al., 2011) , and in which the stimuli were lists of twelve words that ranged in complexity from a list of 12 unrelated words to phrases of 2 words, 3 words, 4 words, 6 words, or a full sentence of 12 words. Here, similarly, we presented deaf participants with sequences of 8 signs in which the size of syntactic constituents was systematically manipulated, from unrelated signs to phrases of 2, 4 or 8 signs. All participants were congenitally deaf adults who had acquired French Sign Language (LSF: Langue des Signes Française) as a first language and written French as a second language. With this design, our aim was to identify the brain regions involved in compositional processes in sign language comprehension (see Makuuchi et al. (2009) , Goucha and Friederici (2015) , Zaccarella et al. (2015) , or Nelson et al. (2017) for similar approaches in written sentence processing). We also included a reading condition where participants watched sequences of words that formed either fully well-formed sentences or plain lists of words that could not merge into larger constituents, thus partially replicating the Pallier et al. (2011) experiment within the same subjects. Our main experimental questions were the following: (1) are the brain responses to the constituent size manipulation similar in sign language and in reading within deaf signers? (2) how do these responses compare to the ones in the native French speakers tested in Pallier et al. (2011) ?
Materials and methods

Participants
Twenty signers of French sign language (8 men and 12 women, all right-handed) took part in the study (see Table 1 for details). All the participants had a binaural hearing loss of 75 dB or more. They were all born deaf except one, who lost hearing when she was 3 months old. All participants declared that sign language was their dominant language.
Sixteen of them had started to learn sign language before age 5 (11 of them since birth). The remaining four participants started at the age of 5.5, 6, 8 and 16 years. 19 of them had been "oralized" (that is, they learned to lip read French and articulate it) so that they had all received linguistic input early in life. Moreover, all had received an education in French, and reached various degrees of proficiency. Our initial criterion for inclusion was to be native in sign language (age of acquisition ¼ 0). However, in the course of recruiting participants we relaxed this criterion because, in France, it is very difficult to find true native signers as the education system still favors oralization.
In addition to their "age of acquisition", i.e. the age of start of exposure, we also asked the participants about the age at which they thought that they had reached proficiency in each language (sign language and French). We expected more variability in the amount of exposure to sign and written languages across participants than is typically the case when the question of age of acquisition is asked to native speakers of an oral language. Thus, our questionnaire aimed to capture this variability in the ages of reaching high proficiency, while acknowledging that this is a highly subjective judgment.
Background information on the participants is provided in Table 1 . The experiment was approved by the regional ethical committee, and all subjects gave written informed consent and received 80 euros for their participation.
Behavioral data
Three short behavioral tests were administered to assess reading ability: semantic decision, lexical decision, and detection of grammatical anomalies. For the semantic decision task, participants were presented with a printed list of forty nouns and asked to classify each of them as quickly as possible as 'artificial' or 'natural'. All words were five letters long, had a lexical frequency above 10 ppm according to Lexique3 (see http://www.lexique.org); half of them represented man-made objects (such as radio, train) and half were natural objects (such as fruits). Accuracy and time to complete the test were recorded. For the lexical decision task, forty stimuli were used. Half were French nouns with a Table 1 Participants' profiles and behavioral data. The laterality quotient was obtained from the Edinburgh questionnaire (Oldfield, 1971) with one additional question about the dominant hand when signing. The participants self-reported the ages at which they started learning sign language and French (age of start of acquisition), the ages at which they considered having mastered sign language and French (age of mastering), their fluencies in sign language and French reading, on a scale from 1 (not good at all) to 7 (very good). The last rows describe the performance on three short behavioral tests of reading ability: semantic decision, lexical decision, and detection of grammatical anomalies. A. Moreno et al. NeuroImage 167 (2018) 151-161 relatively low frequency (lower than 1 ppm) (such as tonus, fluor) and half were pseudowords (such as vorle). The stimuli were printed on a sheet and the task of the participant was to classify each stimulus as a word or a nonword. Accuracy and time to complete the full test were recorded. Finally, for the grammatical anomaly detection test, the participants were asked to read forty sentences and to indicate if they contained a grammatical mistake or not (these materials were provided courtesy of Dr. Dehaene-Lambertz). Global accuracy was measured.
Stimuli for fMRI
Sign language Signs with a low iconicity were selected, to avoid spatially organized discourse or highly iconic structures (Courtin et al., 2010) . Our goal was to create sign language sentences that were most "comparable" to French sentences, where written words entertain a fully arbitrary relationship with the corresponding meanings. Twenty-five 8-sign sentences were produced by a native signer (F. Limousin). Each sign was produced in isolation and recorded in a high-quality black-and-white video. In each sign clip, the signer started and ended with her hands on her laps. The signs were then strung together in order to create the condition c08 (full sentence). In order to ensure a smooth transition from one clip to another, the two clips were digitally overlaid during 0.75 s (see supplementary materials for examples). The resulting streams were considered as easily interpretable by native signers.
The same signs used in condition c08 were also recombined into smaller syntactic constituents comprising 4 signs. Two of these 4-sign constituents were then randomly concatenated to construct sequences of 8 signs comprising two unrelated groups of 4, corresponding to condition c04. The same signs were also recombined in order to create the stimuli for condition c02, which consisted in four unrelated groups of syntactic constituents of size 2. For condition c01, finally, single signs from the original sentences were randomly concatenated to create a list of 8 unrelated signs. The stimuli were manually verified and, if necessary, reshuffled to ensure that they did not contain, by chance, constituents of greater size than intended. For instance, in the c01 condition, two consecutive signs never formed a constituent.
In order to check the absence of any low-level difference between the conditions, we conducted a small experiment with 10 non-signers. We presented them with the 25 stimuli of type "sentence" (c08) and the 25 stimuli "list of signs" (c01) in random order and asked them to classify them as sentences versus lists. The average performance was 56% correct (95% C.I. ¼ [49.8, 62.2]). A Student t-test yielded a marginal p-value p ¼ 0.057. We thus conclude that the two classes of stimuli are not easily distinguishable by non-signers.
Following the same procedure as for c08 stimuli, several 8-sign probe sentences were recorded. These probe sentences explicitly requested the participants (in sign language) to press a button and served to ensure that they were paying attention to the stimuli.
Written French
Twenty-five 12-word sentences were first generated to create the condition c12 (full sentence). Single words from these sentences were randomly concatenated to create sequences for the c01 condition (word list). The stimuli were manually verified and, if necessary, reshuffled to ensure that two consecutive words never formed a constituent. Several probe 12-word sentences were also generated. These probe sentences explicitly requested the participants to press a button and served to ensure that they were paying attention to the stimuli.
Procedure
Before entering the scanner, the participants were familiarized with examples of both sign language and written French stimuli, from each condition and with the probe detection task. In the scanner, an anatomical image was first acquired, followed by the functional scans: 4 sessions for the sign language paradigm and 2 sessions for the written French stimuli. Instructions were displayed in sign language at the beginning of each session (not included in the scanning period).
Sign language
Each subject took 4 fMRI sessions containing 22 stimuli each (stimulus duration ¼ 12 s; interstimulus interval ¼ 8 s; see Fig. 1 ). Each session contained five stimuli belonging to each of the four experimental conditions c01, c02, c04 and c08 and two probe stimuli. The order of conditions was randomized within each session.
Written French
The 12-word sequences were presented using rapid serial visual presentation (600 ms per word) in white characters on a black background. Each subject took 2 fMRI sessions containing 27 stimuli each (stimulus duration ¼ 7.2 s; interstimulus interval ¼ 7.8 s; see Fig. 1 ). Each session contained ten stimuli belonging to each of the two experimental conditions c01 and c12 and seven probe sentences. The order of conditions was randomized. A. Moreno et al. NeuroImage 167 (2018) 151-161 Imaging and data analysis
The acquisition was performed on a 3 T S Tim Trio system equipped with a 12-channel coil. For each participant, an anatomical image was first taken, using a 3D gradient-echo sequence and voxel size of 1 Â 1 Â 1.1 mm. Then, functional scans were acquired during 4 sessions of 180 scans each for the sign language paradigm and 2 sessions of 170 scans each for the written French stimuli, using an Echo-Planar sequence sensitized to the BOLD effect (TR ¼ 2.4 s, TE ¼ 30 ms, matrix ¼ 64 Â 64; voxel size ¼ 3 Â 3x3 mm; 40 slices in ascending order).
Data processing was performed with SPM8 (Wellcome Department of Cognitive Neurology, software available at http://www.fil.ion.ucl.ac.uk/ spm/). The anatomical scan was spatially normalized to the avg152 T1-weighted brain template of the Montreal Neurological Institute using the default parameters (including nonlinear transformations and trilinear interpolation). Functional volumes were corrected for slice timing differences (first slice as reference), realigned to correct for motion correction (registered to the mean using 2nd degree B-Splines), coregistered to the anatomy (using Normalized Mutual Information), spatially normalized using the parameters obtained from the normalization of the anatomy, and smoothed with an isotropic Gaussian kernel (FWHM ¼ 5 mm).
For the sign language paradigm, experimental effects at each voxel were estimated using a multi-session design matrix modeling the 5 conditions (c01, c02, c04, c08, probes) and including the 6 movement parameters computed at the realignment stage. Each stimulus was modeled as an epoch lasting 12 s, convolved by the standard SPM hemodynamic response function. Similarly, for the written French paradigm, experimental effects at each voxel were estimated using a multisession design matrix modeling the 3 conditions (c01, c12, probes) and including the 6 movement parameters computed at the realignment stage. Each stimulus was modeled as an epoch lasting 7.2 s, convolved by the standard SPM hemodynamic response function.
Contrasts averaging the regression coefficients associated with each condition were computed and smoothed with an 8 Â 8x8 mm Gaussian kernel. These estimates of the individual effects were entered in a secondlevel one-way analysis of variance model with one regressor per experimental condition, as well as one regressor per subject.
To search for areas where activation increased with degree of structure, we used a linear contrast with coefficients normalized so that an increase of one unit from the less structured to the more structured condition would yield an effect size of 1. For written French, the contrast is simply (À1 1) applied to the coefficients for lists and sentences respectively. For sign language, there are four conditions: c01, c02, c04 and c08. A linear increase of 1 between c01 and c08, implies an increase of 1/3 for c02, and 2/3 for c04, that is, the vector of activations would be (0, 1/3, 2/3, 1), plus a constant. To find the normalizing constant α for the linear contrast (À1À1/3 1/3 1), we must solve α*(À1*0-1/3*1/ 3 þ 1/3*2/3 þ 1*1) ¼ 1. The solution is α ¼ 0.9, yielding the contrast (À0.9, À0.3 0.3 0.9).
Regions of interest (ROI) analyses were also performed on the data. The ROIs we used were the following (see also the Region of Interest analyses section, Fig. 4 , and Pallier et al. (2011) ): inferior frontal gyrus pars orbitalis (IFGorb), inferior frontal gyrus pars triangularis (IFGtri), inferior frontal gyrus pars opercularis (IFGoper), putamen, temporal pole (TP), anterior superior temporal sulcus (aSTS), posterior superior temporal sulcus (pSTS), temporo-parietal junction (TPJ). As described by Pallier et al. (2011) (supplementary material, section 4), those ROIs were defined as the intersections of spheres of 10 mm radius with the clusters identified in the data by Pallier et al. (2011) by the linear contrasts for constituent-size thresholded at voxel-based p < 0.001. The centers of the regions were defined from their results for the normal prose group for TP, aSTS and TPJ and for the Jabberwocky group for IFGorb, IFGtri, pSTS. We also added a region corresponding to the inferior frontal gyrus pars opercularis (IFGoper), which is often activated in language studies but was not found in Pallier et al. (2011) at the above thresholds. For the center of this ROI, we used the coordinates of the peak found by Goucha and Friederici (2015) (Table 3, contrast JP2-JRO2, coordinates (À51, 8,  15) ). Using a similar method as for the other ROIs, this region was defined as the intersection of a sphere of 10 mm radius with the grey matter template furnished with SPM8. For the ROIs in the right hemisphere, we used the symmetrical regions of the ROIs in the left hemisphere.
BOLD response amplitudes were computed from the SPM model, which used a standard hemodynamic response function (hrf). The parameters estimates from the hrf model for each condition and each subject were averaged across all voxels in the region of interest, and were entered in a one-way within subjects ANOVA model with the 6 conditions (c01, c02, c04, c08 for sign language and c01 and c12 for written French). A priori contrasts were computed to detect effects of the size of constituent structures (hereafter called "coherence") within each language, and the interaction between coherence and language. The significance of these contrasts (uncorrected for multiple comparisons) is displayed on the figures showing the activation patterns in the ROIs (Fig. 4 and Fig. S1 ).
Results
Whole brain analyses
We first looked at the overall networks involved in processing sign language versus written French, by contrasting the periods of stimulation with the periods of rest. The results are shown in Fig. 2A and B. Broadly similar patterns of activations were obtained for the processing of sign language and written French. In both cases, occipital regions, temporal regions around the superior temporal sulcus (STS), the inferior, middle and superior frontal gyri showed bilateral activations (see the intersection in Fig. 2C) . Still, the activations patterns were not strictly identical. Contrasting sign language to written French revealed that sign language elicited stronger activations in occipital and posterior temporal regions bilaterally (Fig. 2D) . The effect (Sign language > French) extended to the right superior temporal sulcus. Stronger activations to sign language were also observed in the fusiform gyri, with a larger effect in the right hemisphere, in the thalamus bilaterally, and in the right inferior frontal gyrus.
The opposite contrast (French > Sign language), shown on Fig. 2E , showed a bilateral pattern of activations in the inferior parietal lobules, the fusiform gyri, the cingulate gyri and the SMA (supplementary motor area), the postcentral gyri, the insulas, the inferior frontal gyri (Brodmann area 44, pars opercularis), and precentral gyri. Activations in the calcarine and in the fusiform gyrus, at the classical location of the visual word form area (VWFA), were lateralized to the left hemisphere.
Constituent-size effects
A linear contrast was used to search for regions where activation increased with the size of constituent structures (hereafter called "coherence"). At the p < 0.001 voxel-wise threshold, only the caudate nuclei showed a significant increase with coherence in sign language; patches of activations were detected at lower thresholds in the left inferior frontal and in the left middle temporal lobes (see Fig. 3 and Table 2 ). Contrasting the two extreme conditions in sign language (c08 > c01) yielded a similar outcome (Table 2) .
For written French, we compared sentences (c12) to lists of words (c01). The results are displayed on Fig. 3 and reported in Table 2 and  Table S1 . The largest clusters were detected in the left temporal, inferior and middle frontal regions, as well as in the caudate nucleus and putamen. Homologous regions of the right hemisphere, in the right middle and inferior frontal gyri and the middle temporal gyri, were activated to a smaller extent. The IFG activations encompassed the pars triangularis and pars opercularis, and extended to the middle frontal gyrus, including the precentral region.
In summary, as shown in Fig. 3 , coherence modulated activation in the basal ganglia, both in sign language and in written French. The cortical language network located in frontal and temporal areas was also sensitive to coherence, albeit in a more statistically reliable manner in written French than in sign language (see Table 3 ). Note that all of our subjects acquired sign language as a first language, but a few acquired it during childhood, a factor that was shown to affect behavioral language abilities Szterman, 2006, 2011; Lieberman et al., 2015) and brain activity (Mayberry et al., 2011) . To examine whether the weak cortical activations with sign language could be due to variability in age of acquisition, we looked at the coherence effects in subsets of subjects who acquired sign language before the age of 5 (middle panel of Fig. 3 ) or from birth (right panel). The results were virtually identical, with coherence effect in sign language mainly found in the basal ganglia, and sparse activation at p < 0.01 in temporal and inferior frontal cortices.
Region of interest analyses
To complement the whole brain analyses, and for greater statistical sensitivity, we performed focused analyses within a-priori regions of interest derived from Pallier et al. (2011) , as described in the Materials and Methods section. Activations in these regions, as a function of experimental conditions, are displayed in Fig. 4 (left hemisphere) and S1 (right hemisphere). For written French, all ROIs responded more strongly to sentences than to lists of words, replicating in deaf subjects the result previously observed in hearing subjects (Pallier et al., 2011 ). An effect of coherence was also detected in some homologous regions of the right hemisphere, namely aSTS, putamen, TP and pSTS.
The effect of coherence was also significant for sign language in all of the left-hemisphere ROIs, except IFGorb. In the right hemisphere, the effect also reached significance in the right putamen and the right TP. As A. Moreno et al. NeuroImage 167 (2018) 151-161 attested by significant language by condition interactions, the effect of coherence was significantly stronger for written French than for sign language in several of these regions, namely, the left IFGtri, aSTS and pSTS, and the right aSTS.
Correlations between individual subjects' characteristics and brain activity
The deaf population necessarily exhibits important variability in factors that could impact on language processing, including age of acquisition and reading fluency. We examined the effects of the variables presented in Table 1 on brain activity. More precisely, we searched for correlations between these variables and our two main contrasts within each modality, namely the activation to sentences relative to rest, and the effect of coherence.
In whole-brain analyses, age of acquisition of sign language correlated negatively with the linear contrast of coherence in sign language (p < 0.001 voxelwise uncorrected) in the left frontal region (middle frontal gyrus, orbital part: volume ¼ 2133 mm 3 ; peak ¼ À27, 56, À8, Z ¼ 4.08). The ROI analysis did not reveal any significant effect of age of acquisition of sign language. However, as this variable has a large cluster of participants in the 0-1 range, these results should be taken with caution. Nevertheless, activity correlated with another variable, more broadly distributed across participants, namely age of mastering sign language. On the one hand, the age of mastering sign language correlated positively with the activation for full sentences in sign language in the left temporal pole (TP) and, on the other hand, it correlated negatively with the coherence effect in sign language in pars orbitalis (see Table S2 ).
In addition to this, in whole-brain analyses, lexical decision scores yielded significant correlations with activations in the left temporal pole (volume ¼ 7857 mm 3 ; peak ¼ À54, À4, À35, Z ¼ 5.89) during reading relative to rest (at the p < 0.05 FWE corrected threshold). This result is displayed on Fig. 5 (top panel) . Unsurprisingly perhaps, the subjects with the best scores in lexical decision task, i.e. the better readers, showed the strongest activations when exposed to written stimuli. In ROI analyses (Table S2) , the main outcome was that the activation in the language network during French reading was modulated positively by the accuracy in lexical decision, probably reflecting the general understanding of the sentences by the subjects (Fig. 5, bottom) .
Discussion
In order to evaluate the universality of linguistic networks, we scanned deaf participants who acquired sign language as a first language and written French as a second language, while they processed stimuli that varied from random lists of words or signs to full-fledged sentences in both languages. The manipulation of constituent size during reading yielded the same result as Pallier et al. (2011) , i.e., robust activations all along the left superior temporal sulcus, the inferior frontal gyrus, and the left basal ganglia. In sign language, however, the manipulation of constituent size only robustly modulated the activation in the basal ganglia, while its effect was still present but with a significantly smaller amplitude in cortical language areas. The region-of-interest analyses confirmed a weaker effect of constituent size in cortical regions in sign-language processing than in reading.
Our sign-language stimuli were clearly successful in manipulating syntactic and semantic coherence, as attested by robust and essentially monotonic effects in the basal ganglia. It is therefore not entirely clear why their impact on cortical activation was so reduced. It should be remembered, however, that in order to equalize all conditions, signlanguage sentences were artificially constructed: signs were first recorded in isolation, with hands always returning to an intermediate resting position, and then they were strung together to form well-matched lists, phrases or full-length sentences. In such an artificial context, the loss of continuity, of prosodic cues, and of the facial cues which typically provide a global prosodic context for sign language (e.g. specifying whether the sentence is an affirmation or a question) could all explain the reduced amount of cortical activity. It is important to note that studies that have used a more natural contrast for sign language, such as forward versus backward-layered movies of sentences, have observed highly significant activations in cortical language areas (Newman et al., 2010a (Newman et al., , 2010b .
A study which has looked at a similar issue as the one investigated here, albeit with a different experimental paradigm, is that of Inubushi and Sakai (2013) . The authors presented deaf participants with sign language stimuli forming a dialog. The participants were asked to spot lexical, syntactic or contextual errors in sentences. The same exact sentences were reused for the different tasks and the participants were instructed at the start of each block which level they would have to A. Moreno et al. NeuroImage 167 (2018) 151-161 attend to. The baseline consisted in blocks where sentences were presented backwards and the task was to detect a stimulus repetition. The authors found that activity in frontal language areas gradually increased and expanded ventrally with higher linguistic levels. Paying attention to the word level yielded activations in the premotor cortex and the SMA, which extended to pars opercularis and triangularis when detecting syntactic errors, and then to pars orbitalis when detecting contextual anomalies. In addition, activations were detected in the STS and the basal ganglia for the sentence level and discourse level tasks but not for the word level task. One important difference to note between Inubushi and Sakai's study and the current one is that they used constant stimuli and explicitly required participants to perform tasks at different linguistic levels, while in our paradigm, the participants just watched or read sequences varying in degree of coherence. Our results point to the basal ganglia as a key region for the constituent structure of language, whose activation is identical regardless of the modality of language presentation (written or sign). The basal ganglia have been traditionally associated with motor sequence learning, notably chunk formation (Graybiel, 1995) , but also with higher levels of cognition, such as language processing (Ullman, 2001; Leh ericy et al., 2005) . For example, the putamen and caudate nuclei have been suggested to be implicated in morpho-syntactic processing by Teichmann (2005) who observed that Huntington patients with damage in the striatum were impaired in their ability to conjugate verbs using inflections (but see Longworth (2005) ). In normal subjects, increased activations in the striatum were also reported when subjects had to pay attention to syntax Fig. 4 . Amplitude of activations across conditions in the regions of interest (error bars represent ± 1 SEM): IFGorb, IFGtri, IFGoper, putamen, TP, aSTS, pSTS, TPJ. Sign language activations are in black, and activations to written French in grey. Three statistical tests are represented on the figure, assessing the effect of coherence, that is, the increase of activity between the extreme conditions (c01 to c08 in sign language; c01 and c12 in written French), and the difference between the two (interaction between coherence and modality). Significance levels: (***) p 0.001, (**) p 0.01, and (*) p 0.05. (Moro et al., 2001) or when constituent size increased (Pallier et al., 2011) .
In two studies of sign language comprehension, Newman and collaborators also found converging evidence for an implication of the basal ganglia. Newman et al. (2010a) reported increasing activation in the basal ganglia when the sentences contained signs with inflectional morphology, while Newman et al. (2010b) observed stronger activation in the basal ganglia when deaf participants had to rely on grammatical information to comprehend sentences lacking in prosodic cues. In addition, as indicated above, Inubushi and Sakai observed activations in the STS and the basal ganglia for the sentence level and discourse level tasks but not for the word level task.
More speculatively, studies of the FOXP2 gene also provide evidence linking the basal ganglia and language. Alterations of this gene have been famously associated with language deficits, although primarily at the articulatory level (see Marcus and Fisher (2003) and Vargha-Khadem et al. (2005) for reviews). Electrophysiological research in mice demonstrated that FOXP2 specifically modulates the anatomical and functional organization of cortico-striatal circuits (Enard et al., 2009; Reimers-Kipping et al., 2011; Chen et al., 2016) . Mutant mice with the human version of FOXP2 exhibited enhanced long-term synaptic plasticity and learned stimulus-response associations faster than normal mice (Schreiweis et al., 2014) . Remarkably, mice ultrasonic vocalizations were also affected (Enard et al., 2009 ). Overall, basal ganglia circuits appear to be involved, in all mammals, in the efficient learning of routinized procedures via a mechanism that identifies reproducible chunks within repeated sequences (Smith and Graybiel, 2013) , in close interaction with prefrontal cortex (Fujii and Graybiel, 2003) . In the human brain, this mechanism might have extended to the representation of the cognitively more complex tree-structures underlying sentences , thus providing a tentative explanation for why this region appears so prominently in the present work as a shared substrate for the constituent structure of written and sign languages.
Beyond the identification of regions implicated in constituent structure building, the design of our study allowed us to compare the regions involved in sign language processing versus reading. We observed that the pSTS and TPJ regions, bilaterally, responded more strongly, relative to a rest baseline, to sign language than to written French (Fig. 4 and Fig. S1 ). These regions are known to be involved in the perception of biological motion (Grossman et al., 2000) and also in language comprehension both in reading (Pallier et al., 2011) and in sign language (Newman et al., 2015) . Both factors may have contributed to their greater recruitment during sign language processing. Some researchers have proposed that there may be common processes shared by biological motion and language perception, notably the integration of information over time and space (Redcay, 2008; Bachrach et al., 2016) . If activations in the pSTS and TPJ reflect the integration of words into a larger context, the fact that these regions respond more strongly to sign language in all conditions of our study suggests that integration occurs in sign language even at the level of a single sign. This would be consistent with the fact that information in sign language is perceived in parallel compared to oral or written language, where the constituents are produced (and perceived) in a more linear (serial) way (Sallandre, 2007) . Another possibility is that the perceivers try harder to find coherence between the stimuli in a sequence of signs than in a sequence of written words.
It must be noted that the comparison between sign language processing and reading must be taken with caution. Although both languages rely on the visual modality, they differ along many dimensions. For example, sign language sentences typically exhibit a high degree of iconicity (Cuxac and Sallandre, 2007; Sallandre and Cuxac, 2002) . This issue has been investigated by Courtin et al. (2010) in hearing native signers of French Sign language. As explained in the Materials section, when creating the sign language stimuli for our experiment, we did our best to avoid highly iconic structures, but one could still argue that our sign language stimuli were more iconic than written sentences. It would be worthwhile to pursue the work of Courtin et al. by explicitly manipulating iconicity within the sign language stimuli in deaf participants.
Turning now to inter-individual differences, we observed a negative correlation between age of acquisition (mastering) of sign language and activation to coherence in sign language in pars orbitalis. This is consistent with the study of Mayberry et al. (2011) who reported a negative correlation between age of acquisition and responses to sign language in A. Moreno et al. NeuroImage 167 (2018) 151-161 anterior language regions. Thus, our results add to the evidence that frontal regions become less involved when sign language is mastered later in life, and concur with behavioral findings suggesting that acquisition of the first language must occur before the age of~18 months for full behavioral mastery Szterman, 2006, 2011; Lieberman et al., 2015) . Another observation is that reading performance, as attested by lexical decision scores, correlated with activation during sentence reading in the left temporal pole. This result can be likened to the study of Emmorey et al. (2016) who observed a positive correlation in the left anterior temporal lobe between neural activity and task accuracy in a semantic decision task (consisting in deciding if a word was a concrete concept). These authors proposed that this activation reflects the "depth of semantic processing" in deaf readers. Both their data and ours fit with the conception that the anterior temporal lobe contains amodal semantic representations and forms part of the "deep" reading route (Hodges et al., 1992; Wilson et al., 2008; Mion et al., 2010; Bouhali et al., 2014; Collins et al., 2016) .
The same correlation analysis detected two additional regions, namely the IFG pars opercularis in the frontal lobe and the supramarginal gyri in the parietal lobe (correlations were significant in both hemispheres, but were more robust on the left side). In young hearing participants, Monzalvo L opez (2011) and Monzalvo et al. (2012) reported correlations between a measure of vocabulary scores (DEN 48) and the activations to written words in pars opercularis and in the supramarginal gyrus.
It is important to underline that the lexical decision score that we used mixes vocabulary knowledge and reading abilities. It would be interesting in future studies to disentangle the effects of these variables using tests estimating vocabulary size (e.g. picture naming) and reading speed (e.g. number of words per minute).
With respect to written French, it is interesting to compare the results obtained here in deaf participants with those of hearing French participants (Pallier et al., 2011) . Note that in the present case, written French was the second language of the deaf participants, while it was the first language of the hearing participants. Nevertheless, we observed a remarkable similarity of the observed regions that were modulated by constituent size in written French. This replicability is all the more striking that differences in global reading networks were previously reported in other brain-imaging studies of deaf and hearing subjects. For example, Hirshorn et al. (2014) contrasted sentences to false font strings in three populations: hearing, oral deaf participants and deaf native signers. They found that the bilateral superior temporal cortices, including the left primary auditory cortex, showed greater recruitment for deaf individuals, signers or oral, than for hearing participants, and that the left fusiform gyrus activated more for hearing and oral deaf participants than for deaf native signers. By contrast, our study suggests that the network involved in the combinatorial process of constituent building during reading is independent of deafness. This result is remarkable inasmuch as deaf people learn to read in a much less standardized way than hearing people, due to important differences in education among the deaf. It is probably relevant that our participants, on average, judged that they were relatively good readers (see Table 1 ). A minimal level of reading fluency is probably necessary to activate the syntactic-coherence network when reading written French sentences.
In sum, two main conclusions can be drawn from the present study. First, it stresses, within the language network, the important role of the basal ganglia in the representation of the constituent structure of language, regardless of input modality. Secondly, it highlights the similarity between the reading networks in the hearing and the deaf. In accordance with previous proposals (Mazoyer et al., 1993; Musso et al., 2003; Marslen-Wilson and Tyler, 2007; Pallier et al., 2011; Friederici, 2012; Vagharchakian et al., 2012; Shetreet and Friedmann, 2014; Fedorenko et al., 2016; Nelson et al., 2017) , it confirms that the language network, comprising the left superior temporal sulcus, inferior frontal gyrus, and basal ganglia, is systematically involved in combinatorial language operations. Note that, contrary to our previous study (Pallier et al., 2011) , the present design did not attempt to disentangle effects of semantic and syntactic combinatorial processes: for practical reasons, including limits on scanning time, we could not include Jabberwocky stimuli with pseudo signs. It would nevertheless be interesting to run a new experiment with such stimuli, and see if a focus on syntactic processing would restrict the responses to a subset of cortical areas (IFG and pSTS) previously observed by Pallier et al. (2011) . It would also be interesting to run a similar study in bilingual hearing signers in order to see if the early acquisition of oral language impacts on the syntactic processing of sign language. Lastly, it would highly desirable to study the impact of the amount of education of deaf children (either bilingual sign language and oral þ written French, or "monolingual" oral þ written French) on the language comprehension network. Nevertheless, in the present state of knowledge, it appears that the absence of hearing experience does not prevent the deployment of a universal cortical and subcortical network for language processing.
