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We use molecular dynamics to characterize the exothermic chemistry of Ni/Al nanolaminates for various
temperatures, periodic lengths, and in the presence of extended defects. We show that the reaction is mass
diffusion controlled for bulk nanolaminates, with the overall reaction time scaling with the square of the mean
transport distance. The presence of voids or free surfaces not only leads to a significant decrease in reaction time
(by as much as a factor of 5), but fundamentally changes the nature of the reaction. Free surfaces and voids
running across several periods provide a mechanism for ballistic mass transport and change the scaling between
reaction time and characteristic transport distance.
DOI: 10.1103/PhysRevB.86.075470 PACS number(s): 64.70.Nd, 66.30.Pa
I. INTRODUCTION
Multilayered intermetallic reactive composites (IRCs) are
structures that can undergo an exothermic reaction under
shock or thermal initiation. They have generated significant
interest in fields as diverse as defense,1 reactive welding or
joining,2 and microscale energy sources.3 The performance of
these materials is known to depend strongly on nanostructure
and significant efforts are being devoted to engineer desired
features during processing. Examples include the controlled
deposition of nanolaminates4 or mechanical activation of
mixtures via high-energy ball milling (HEBM).5 These efforts
are, however, hindered by an incomplete understanding of
the complex mechanisms that govern the initiation and
propagation of chemical reactions in IRCs, especially the role
of nanostructure and defects.
Qualitative relationships between nanostructure and mi-
crostructure and response remains challenging due to the
complex, inter-related processes that govern the response of
this class of materials including coupled mechanical, thermal,
and chemical processes that occur within short time scales and
under extreme conditions of temperature and, often, pressure
and strain rate. Recent experimental studies using time-
resolved x-ray microdiffraction4,5 and in situ transmission
electron microscopy (TEM)6 have provided new insight into
the dynamics of phase transitions and the transient structures
observed during the reactions. In particular, these studies have
shown that for a finelymixed nanostructure, the intermetallic is
formed within 300 ns,6 with final temperatures in the range of
1700–1900 K, far above the melting point of Al. Indeed, these
studies provide evidence for transient liquid Al phase with
Ni impurities during reaction.5,6 Interestingly, experiments on
Ni/Al samples prepared by high-energy ball milling show ev-
idence for fast solid-state reactions with ignition temperatures
below that of the corresponding eutectic.7,8 Despite these ad-
vances, experimental characterization remains limited by the
extremely short time scales and small spatial scales involved.9
On the other hand, such small scales make IRCs appropriate
for directmolecular dynamics (MD) simulations that explicitly
capture the complex interplay between the various processes
such as phase transformations, mass and thermal transport,
and solid phase reactions that control the kinetics of these
reactions.10–13 These studies have correlated melting of the
various components of IRCs to their response and provided
information about the role of mechanical intermixing and
interfacial strain14 in chemistry.
In this paper we use MD simulations to characterize the
response of Ni/Al laminates to thermal insult. We consider
perfect bulk laminates, IRCs with free surfaces, and IRCs with
a cylindrical pore running normal to the laminate interfaces.
Ni/Al composites are chosen since they have been widely
studied both computationally and experimentally.15,16 We
find that in bulk laminates the reaction time scales with
the square of the transport distance, a manifestation of a
mass diffusion-controlled process. Free surfaces and pores
provide an avenue for ballistic transport and change the scaling
between reaction and transport distance. The remainder of
the paper is organized as follows: Section II describes the
model systems and simulation details while Sec. III contains
our analysis of the transport mechanisms and a description of
the reaction’s progression for the different cases. Section IV
discusses the implications of the results and future work.
Finally, Sec. V summarizes our results.
II. SIMULATION DETAILS
A. Model nanostructures
We study three distinct nanostructures with initial com-
position very close to Ni3Al: (i) bulk nanolaminates with
periods ranging from 12 to 32 nm, (ii) laminates with similar
characteristics but with a cylindrical pore normal to the Ni/Al
interface piercing through the sample, and (iii) laminated thin
slabs with two free surfaces perpendicular to the interface.
Each simulation cell contains a single Ni/Al bilayer with
periodic boundary conditions imposed in the direction normal
to interfaces (taken to be z); this setup leads to an infinite
(periodic) nanolaminate. Porous and defect-free samples are
also periodic in the directions perpendicular to the interfaces
while the samples with free surfaces have one nonperiodic
direction normal to the plane of the interfaces.
To characterize the role of crystallographic orientation on
the response of the materials we studied laminates with (001)
and (111) interfaces. The number of Al and Ni unit cells in
the directions parallel to the Ni/Al interfaces are chosen to
minimize interfacial strain. The (001) laminates are created
by combining Al simulation cells containing 20 × 20 unit
cells along [100] and [010] with Ni cells with 23 × 23 unit
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cells along [100] and [010] directions, leading to a mismatch
of 0.05% in cell lengths. The (111) laminates are created
from unit cells oriented along [112̄], [11̄0], and [111], and
to minimize cell mismatch we replicate the Ni unit cell 20
times along [112̄] and 35 times along [11̄0], while the Al
unit cell is replicated 17 and 30 times, respectively. This
leads to cell mismatch of 2.25% along [112̄] and 1.4% along
[11̄0]. The ratio between the Al and Ni unit cells along the
z direction is chosen to achieve a ratio between Ni and Al
atoms as close to 3:1 as possible and the total number of unit
cells along z is varied to achieve different laminate period
(and consequently different average transport distance during
reactions). The samples are thermalized at 300 K and 1 atm for
50 ps using isothermal-isobaric simulations (NPT ensemble)
with a Nose-Hoover thermostat and barostat with coupling
constants of 0.01 and 0.1 ps, respectively.
The porous samples and those with free surfaces are
obtained directly from the bulk ones just described. To
simulate a free surface, a large vacuum is introduced normal to
the desired surface (creating a laminate slab with two parallel
free surfaces and periodic boundary conditions in two dimen-
sions). The porous samples were generated by carving out
cylinders of diameters 4 and 4.28 nm from the (100) and (111)
orientation samples, respectively; the values were chosen to
keep the pore volume fraction equal.
B. MD simulations of thermal-induced chemistry
We use the LAMMPS package17,18 to perform all the MD
simulations and use the embedded atom potential developed
by Purja and Mishin19 to describe atomic interactions. This
potential was parametrized using the cohesive energy, lattice
parameter, and elastic constants of B2 NiAl and the formation
energies of several intermetallics of the Ni/Al system, and
has been shown to reproduce the lattice constant and elastic
constants of L12 Ni3Al as well as the melting temperatures of
the various phases.
In order to simulate the thermal initiation of the IRCs,
the thermalized samples are heated up rapidly to the desired
ignition temperature (Tini) in 20 ps, again using an NPT
simulation, and were thermalized at Tini and 1 atm for an
additional 10 ps. From this point on, the evolution of the
IRCs is followed using isobaric-isoenthalpic (NPH) ensemble;
this leads to adiabatic conditions (appropriate due to the
fast reaction time scales) with the only energy exchange
mechanism being the mechanical work due to changes in
volume. We use a coupling constant of 1.0 ps for the barostat
and a time step of 0.5 fs to integrate the equations of motion;
this is enough to conserve enthalpy to ∼6% of the change in
potential energy during reaction.
III. RESULTS
A. Time scales and exothermicity for various nanostructures
and temperatures
Figure 1 shows a typical reaction process in bulk samples.
The initial exothermic chemical reactions at the interfaces lead
to an increase in temperature as can be seen in Fig. 1(a). This
process continues [Fig. 1(b)] until the Al sections melt (this
occurs at approximately 400 ps for the conditions in Fig. 1);
Fig. 1(c) shows a snapshot during the melting. The heat of
fusion of Al leads to a temporary decrease in temperature
after which the exothermic reactions continue at a faster pace
than during the initial stage when the reactions involved two
solid phases. The increase in reaction rate is a result of the
greater diffusivity of Ni in molten Al. The reaction front also
moves into the (still) crystalline Ni region but at a slower pace
Fig. 1(d). Towards the end of the reaction (at approximately
1600 ps in Fig. 1) the remaining nickel melts and a second dip
in the temperature evolution is seen; see snapshot in Fig 1(e).
This is consistent with previous simulations.20
Figure 2 shows the time evolution of temperature in
samples with various nanostructures and (111) and (100) Ni/Al
interfaces that have reacted with an ignition temperature Tini =
1200 K. Figures 2(a) and 2(b) correspond to bulk samples of
various laminate periods, the second row [Figs. 2(c) and 2(d)]
shows results for samples with a pore, and the bottom row
shows samples with free surfaces. As expected the reaction
time increaseswith increasing period due to the larger transport
distances and decreases with increasing ignition temperature
FIG. 1. (Color online) Typical temperature vs time plot of a bulk sample with (111) interface ignited at 1100 K showing the points at which
Al and Ni melt. A period of solid state reaction (b) is followed by the melting of Al and accelerated diffusion of Ni in Al (c), (d). Finally, Ni
melts, leading to complete intermixing near the end of the reaction (e).
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FIG. 2. (Color online) Temperature vs time curves for the three nanostructures with ignition temperature of 1200 K and different periodic
lengths. A clear decrease in reaction time is observed in samples with extended, volumetric defects. Thin black lines show fitted curves.
(as will be shown below). This is consistent with experimental
studies of flame velocity in laminates that exhibit increased
reaction velocity with decreasing laminate period.21 This trend
was observed experimentally for length scales larger than a
critical value associated with interdiffusion. Our structures
contain atomically sharp interfaces and consequently the
decrease in reaction time with decreasing period is observed
down to ∼10-nm regime.
Interestingly, the reaction times of samples with free
surfaces or a void are significantly shorter than those of
bulk, defect-free materials; note the different time ranges in
the top row panels of Fig. 2 and the rest [Figs. 2(c)–2(g)].
These results clearly show that defects play a key role in
accelerating the reactions in this class of materials. The
remaining challenge is then to characterize the physical nature
and mechanisms of this effect.
We find temperature increase due to the exothermic
chemical reactions at a given ignition temperature to be
relatively independent of the laminate period. A weak increase
in exothermicity with increasing period is observed due to
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FIG. 3. (Color online) Square of the mean diffusion distance as a function of the mean reaction time for the three nanostructures and for
the (100) and (111) interface orientations.
the lower exothermicity of the atomic interfacial layer that
includes Ni/Al bonds in the unreacted state.
B. Reaction time scales and role of nanostructure
We now turn our attention to the characterization of
the physics that govern the response of the various IRCs
studied. The temperature evolution of the various systems
with time can be approximately described via an exponential
function:
T = (Tini − Tfin) ∗ e−[(t−to)/τ ] + Tfin, (1)
where Tini and Tfin are the ignition and final, asymptotic
temperatures, t0 is the induction time of the reaction, and
τ is an overall reaction time. We obtain the initial and final
temperature values directly from the MD data and adjust t0
account for the induction time and Al melting; a least squares
fit is then used to obtain τ . Thin black lines in Fig. 2 show some
of the fits.22 While a simple exponential fails to capture the
complex processes that occur during the reactions (including
melting of Al followed by faster reactions and melting of
Ni) our goal is to understand how the effective reaction times
depend on nanostructural characteristics and temperature, and
a coarse-grain representation of the reactions is sufficient.
The relationships between microstructure and reaction time
reported below are independent of the definition of the reaction
time.
As described above, the effective reaction time (τ ) is
a function of the ignition temperature and nanostructure
(laminate period and the presence of defects). To characterize
the nature of the reaction kinetics, we study how τ depends
on the effective transport distance (λ), which we take as half
the length of the bilayer. For the bulk laminates, we observe
that the reaction time τ scales with the square of the effective
transport distance as:
λ2 = D ∗ τ γ , (2)
with an exponent γ very close to 1. The squares in Fig. 3
show this correlation as a diffusion plot with λ2 as a function
of τ in a log-log scale. Fitting the MD data to Eq. (2) leads
to exponents γ between 1.03 and 1.07 for all cases except
a single one that results in 1.13. This indicates that the
reactions are controlled bymass diffusion and exhibit universal
behavior.23 While the exponents remain relatively constant
for all defect-free laminates (independent of temperature and
interface orientation) the effective diffusion constant depends
on the conditions of the simulation. For each temperature and
crystallographic orientation we extract the effective diffusion
constant by fitting the λ2 vs τ MD data to Eq. (2), while fixing
the exponent γ = 1. Figure 4 shows the effective diffusion
constant obtained fromour simulations as a function of ignition
temperature together with experimental values corresponding
to various processes related to our systems. The effective dif-
fusion coefficients extracted during exothermic reactions show
an Arrhenius behavior with the close-packed (111) interface
exhibiting slightly faster diffusivity. The observation of such
a temperature dependence is interesting since these effective
diffusion constants represent a complex process of transport
and exothermic chemistry under varying temperatures. The
values obtained are compared to experimental data of Ni
diffusion in molten Al (Ref. 26) (the dominant process in the
initial stages of the reaction) and in liquid Ni3Al (Ref. 25) for
the range of temperatures observed during the course of the
reaction (1200–2100 K). Perhaps not surprisingly the effective
diffusivity in the highly exothermic processes we simulate
is larger than the equilibrium diffusivities, but the fact that
the values have a similar order of magnitude lends additional
support to our claim that chemistry in the defect-free laminates
is governed by mass diffusion.
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Experiment: Ni in Al 
Reactive MD simulations: 
    (100) Interface 
    (111) Interface 
Experiments: 
     Ni in NiAl 
     Ni in Ni3Al 
     Ni* in Ni 
FIG. 4. (Color online) Diffusion coefficient as a function of
ignition temperature for the defect-free (111) and (100) interfaces as
well as experimental values forNi self-diffusion in liquidNi [Ref. 24],
in liquid NiAl and Ni3Al [Ref. 25], and in liquid Al [Ref. 26].
We now focus on the relationship between mean reaction
time and laminate period in samples with extended volumetric
defects. Interestingly, the presence of such defects not only
significantly decreases reaction time, as shown in Fig. 2, but
it also affects the nature of transport during the reactions.
Both free surfaces and pores increase the exponent γ from∼1
observed for the defect-free cases to values between 1.2 and
2.2. This provides direct evidence that extended, volumetric
defects provide mechanisms for ballistic mass transport that
fundamentally alter the nature of the chemical reactions and
also the role of characteristic transport size.
Another important result is that while the exponents in the
defect-free laminates are independent of temperature those in
the IRCs with extended defects increase with temperature. The
exponents for the slabs with free surfaces increase from about
1.5–1.7 at T = 1100 K to about 2.1–2.2 at T = 1400 K.
C. Nanoscale transport mechanisms
This change in reaction kinetics arises as a result of the
alternate transport paths available for the molten Al due to
the presence of the extended volumetric defects [Figs. 5(b)
and 5(c)]. In the case of the porous samples, molten Al is
ejected along the voids and reacts with the Ni atoms along the
walls of the pore (Fig. 5) long before the reaction front makes
any progress. We also observe Ni atoms from the surface of
the pores being dragged into the flow of molten Al leading
into additional intermixing of the two species. Away from
FIG. 5. (Color online) (a) Time evolution of temperature during reaction of a sample with a cylindrical hole. (b)–(f) Snapshots showing the
geometry and rapid transport of Al through the pore for the (111) interface ignited at 1100 K. (b) Perspective view through the pore. An initial
period of bulklike diffusion (c) is followed by the ballistic transport of molten Al through the pore (d), (e). A reduction in the reaction rate is
then seen following the melting of Ni (f).
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FIG. 6. (Color online) (a) Time evolution of temperature during reaction of a sample with a free surface ignited at 1200 K. (b)–(e) Snapshots
showing the progression of the reaction using the free surface (100) to its advantage. The melting of Al (b), (c) is followed by a period of rapid
reaction aided by the waves of molten Al flowing over the Ni free surface (d), (e).
the pore, the reaction exhibits bulklike character. Figures 5(d)
and 5(e) show snapshots27 of the transport of the molten Al
atoms along the pore. This is followed by diffusive intermixing
of the two species, shown in Fig. 5(f). The mean velocity of
the Al through the pore varies from approximately 30 m/s at
1100 K to up to 100 m/s at 1400 K. This rapid transport of
Al through the length of the sample increases the amount of
Ni/Al interface significantly, speeding up the intermixing and
reaction process.
In the case of the slabs, waves of molten Al atoms ride
the Ni surface, Figs. 6(b)–6(e), reacting with the Ni atoms
along the way. As the snapshots indicate, the reaction front for
the slabs is curved, with the reaction progressing much faster
along the surfaces than through the interior. These waves travel
with velocities of approximately 25 m/s at 1100 K and up to
100 m/s at 1400 K, similar to the case of porous samples. As
in the case of the pore, the fact that the Ni/Al interfacial area is
several times larger than the bulk samples allows the reaction
to proceed at a much higher rate.
IV. DISCUSSION
The MD simulations presented in this paper provide clear
evidence for the change in transport and reactionmechanism in
IRCs caused by volumetric defects that significantly affect the
reaction time scales. These simulations provide a very detailed
description of thermal andmechanical processes in this class of
materials with the interatomic potential and the lack of thermal
transport by electrons, the only fundamental approximations.
The underestimation of thermal conductivity is not a severe
limitation since even then thermal diffusivity remains orders
of magnitude higher than mass diffusivity, which governs
the exothermic chemistry, leading to small temperature
gradients.
The quantitative characterization of the relationship be-
tween transport distance and reaction time and an under-
standing of the associated physics represents a key con-
tribution towards the development of predictive models
that can describe the reaction time scales based on the
IRC’s nanostructure and microstructure. Such a knowledge
base is critical to extend the MD results—obtained for
relatively small time and length scales accessible (tens to
a hundred nanometers and nanoseconds) and consequently
the high temperatures—towards those of interest in real
applications.
Our nanostructures are highly idealized and have been
designed to uncover the physical mechanisms that govern
nanostructured IRCs; future work on nanostructures designed
to reproduce high-resolution TEM images of IRCs produced
by different methods would provide valuable information.
Interfaces between Al and Ni and free surfaces deserve
special consideration. Our initial structures exhibit atomisti-
cally sharp interfaces with interdiffusion limited to a few
atomic distances after thermalization and no passivation layer.
While high-energy ball milling produces intimate contact
between Al and Ni with no passivation, the interfaces are
likely to be more diffuse. Such interdiffusion is expected to
affect energetics and reaction time scales.21 In addition, free
surfaces exposed to ambient conditions would be passivated.
The role of interface structure and surface passivation on
the reaction mechanisms and kinetics in these materials is
critical21 and a complete molecular picture still needs to be
developed.
V. CONCLUSIONS
In summary, we studied the effect of ignition temperature,
transport distance, and geometry on the reaction kinetics
of Ni/Al IRCs via MD simulations. Our results show that
the presence of volumetric defects fundamentally changes
the nature of the transport and chemistry in these materials
leading to significantly faster chemistry. These results provide
insight and quantitative information regarding the fundamental
atomistic processes that occur during the course of the
reaction allowing the engineering ofmore effective composites
through the use of preengineered defects. We also compare
the kinetics of two different interfaces, and find that the
(111) orientation shows faster kinetics. Free-volume defects
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including pores and free surfaces provide avenues for ballistic
mass transport once the chemical reactions are initiated which
speed up the chemical reactions and make the characteristic
reaction times less sensitive to intermixing or transport length
scales.
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