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SEMIORTHOGONAL DECOMPOSITIONS OF STABLE
PAIR MODULI SPACES VIA D-CRITICAL FLIPS
YUKINOBU TODA
Abstract. We show the existence of semiorthogonal decompositions
(SOD) of Pandharipande-Thomas (PT) stable pair moduli spaces on
Calabi-Yau 3-folds with irreducible curve classes, assuming relevant mod-
uli spaces are non-singular. The above result is motivated by categorifi-
cations of wall-crossing formula of PT invariants in the derived category,
and also a d-critical analogue of Bondal-Orlov, Kawamata’s D/K equiv-
alence conjecture.
We also give SOD of stable pair moduli spaces on K3 surfaces, which
categorifies Kawai-Yoshioka’s formula proving Katz-Klemm-Vafa for-
mula for PT invariants on K3 surfaces with irreducible curve classes.
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1. Introduction
The purpose of this paper is to give applications of d-critical birational
geometry proposed in [Tod] to the study of derived categories of coherent
sheaves on moduli spaces of stable objects on Calabi-Yau (CY for short)
3-folds. The main result is that Pandharipande-Thomas (PT for short) sta-
ble pair moduli spaces [PT09] on CY 3-folds with irreducible curve classes
admit certain semiorthogonal decompositions (SOD for short), assuming
relevant moduli spaces are non-singular. Our results are motivated by cat-
egorifications of wall-crossing formula of Donaldson-Thomas invariants on
CY 3-folds [JS12, KS] in the derived category, and also a d-critical analogue
of D/K equivalence conjecture by Bondal-Orlov, Kawamata [BO, Kaw02].
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1.1. SOD of stable pair moduli spaces. Let X be a smooth projective
CY 3-fold over C. By definition, a stable pair on X consists of data [PT09]
(F, s), s : OX → F(1.1)
where F is a pure one dimensional coherent sheaf on X and s is surjective
in dimension one. For β ∈ H2(X,Z) and n ∈ Z, we denote by
Pn(X,β)(1.2)
the moduli space of stable pairs (1.1) such that [F ] = β and χ(F ) = n, where
[F ] is the homology class of the fundamental one cycle of F . The moduli
space (1.2) is a projective scheme with a symmetric perfect obstruction
theory. The integration of its zero dimensional virtual class defines the PT
invariant
Pn,β :=
∫
[Pn(X,β)]vir
1 ∈ Z.
The study of PT invariants is one of the central topics in curve counting
theories on CY 3-folds (see [PT14]).
Suppose that n ≥ 0 and β is an irreducible curve class, i.e. β is not
written as β1 + β2 for effective curve classes βi. Then we have the following
diagram
Pn(X,β)
π+ &&▼
▼▼
▼▼
▼▼
▼▼
▼
P−n(X,β)
π−xx♣♣
♣♣
♣♣
♣♣
♣♣
♣
Un(X,β).
(1.3)
Here Un(X,β) is the moduli space of one dimensional Gieseker stable sheaves
F on X with [F ] = β and χ(F ) = n. The maps π± are defined by
π+(F, s) := F, π−(F ′, s′) := Ext2X(F ′,OX).
For a variety Y , we denote by Db(Y ) the bounded derived category of co-
herent sheaves on Y . The following is the main result in this paper:
Theorem 1.1. (Theorem 5.6) Suppose that Un(X,β) is non-singular. Then
P±n(X,β) are also non-singular, and we have the following:
(i) The Fourier-Mukai functor
ΦP : D
b(P−n(X,β))→ Db(Pn(X,β))
with kernel the structure sheaf of the fiber product of (1.3) is fully-faithful.
(ii) There is a π+-ample line bundle OP (1) on Pn(X,β) such that if n ≥ 1,
the functor
ΥiP : D
b(Un(X,β))→ Db(Pn(X,β))
defined by Lπ+
∗
(−)⊗OP (i) is fully-faithful.
(iii) We have the SOD
Db(Pn(X,β)) = 〈ImΥ−n+1P , . . . , ImΥ0P , ImΦP 〉.(1.4)
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The result of Theorem 1.1 will be also applied to some non-compact CY
3-folds. We apply Theorem 1.1 in the case of
X = TotS(KS), H
i(OS) = 0, i = 1, 2
where S is a smooth projective surface. The assumption of Theorem 1.1 is
satisfied when −KS · β > 0, and we obtain the SOD of derived categories
of relative Hilbert schemes of points on the universal curve over a complete
linear system on S (see Corollary 5.9).
We also apply Theorem 1.1 in the case of
X = TotC(L1 ⊕ L2), Li ∈ Pic(C), L1 ⊗ L2 ∼= ωC
where C is a smooth projective curve. For a generic choice of Li, the diagram
(1.3) is a classical diagram of symmetric products of C and their Abel-Jacobi
maps. Then Theorem 1.1 implies the SOD of derived categories of coherent
sheaves on symmetric products of C (see Corollary 5.11):
Db(C [n+g−1]) = 〈
n︷ ︸︸ ︷
Db(JC), . . . ,D
b(JC),D
b(C [−n+g−1])〉.
Here n ∈ Z≥0, C [k] is the k-th symmetric product of C, g is the genus
of C and JC is the Jacobian of C. The above SOD seems to give a new
result on the properties of symmetric products of curves and the associated
Abel-Jacobi maps.
1.2. Motivations behind Theorem 1.1. We have two motivations be-
hind the result of Theorem 1.1. The first one is to give a categorification of
the following formula (see [PT10, Tod12a])
Pn,β − P−n,β = (−1)n−1nNn,β.(1.5)
Here Nn,β ∈ Z is the integration of the virtual class on Un(X,β). The
identity (1.5) is the key ingredient to show the rationality of the generating
series of PT invariants
Pβ(X) =
∑
n∈Z
Pn,βq
n
when β is irreducible (see [PT10]). As observed in [Tod12a], the diagram
(1.3) is a wall-crossing diagram in Db(X), and (1.5) is the associated wall-
crossing formula. Under the assumption of Theorem 5.6, the invariants in
(1.5) are given by
P±n,β = (−1)n+d−1e(P±n(X,β)), Nn,β = (−1)de(Un(X,β))
where d is the dimension of Un(X,β). Therefore the SOD in (1.4) categori-
fies the formula (1.5), as it recovers the formula (1.5) by taking the Euler
characteristics of the Hochschild homologies of both sides of (1.4).
The second motivation is to give an evidence of a d-critical analogue of
Bondal-Orlov, Kawamata’s D/K equivalence conjecture [BO, Kaw02]. The
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original D/K equivalence conjecture asserts that for a flip of smooth varieties
Y + 99K Y − there exists a fully-faithful functor
Db(Y −) →֒ Db(Y +).
On the other hand, the diagram (1.3) is an example of a d-critical flip
introduced in [Tod]. Therefore Theorem 1.1 (i) gives an evidence of a d-
critical analogue of D/K equivalence conjecture. We will come back to this
point of view in Subsection 1.4.
1.3. Categorification of Kawai-Yoshioka formula. We will apply the
arguments of Theorem 1.1 to show the existence of SOD on relative Hilbert
schemes of points associated with linear systems on K3 surfaces. Let S be
a smooth projective K3 surface such that Pic(S) is generated by OS(H) for
an ample divisor H with H2 = 2g − 2. Let
π : C → |H| = Pg(1.6)
be the universal curve. Below we fix n ≥ 0, and define
C[n+g−1] → Pg(1.7)
to be the π-relative Hilbert scheme of (n+ g− 1)-points. The moduli space
(1.7) is known to be isomorphic to the moduli space of PT stable pairs
Pn(S, [H]) on S.
For each k ≥ 0, let Uk be the moduli space of H-Gieseker stable sheaves
E on S such that
v(E) = (k,H, k + n) ∈ H2∗(S,Z)
where v(−) is the Mukai vector. The moduli space Uk is an irreducible
holomoprhic symplectic manifold. Let N ≥ 0 be defined to be the largest
k ≥ 0 such that Uk 6= ∅. In this situation, we have the following:
Theorem 1.2. (Corollary 6.2) We have the following SOD:
Db(C[n+g−1]) = 〈A0,A1, . . . ,AN 〉
where each Ak has SOD
Ak = 〈A(1)k ,A(2)k , . . . ,A(n+2k)k 〉
such that each A(i)k is equivalent to Db(Uk).
The result of Theorem 1.2 is proved by using the zigzag diagram
C[n+g−1] = P0
%%▲
▲▲
▲▲
▲▲
▲▲
▲▲
P1
~~⑦⑦
⑦⑦
⑦⑦
⑦⑦
  ❅
❅❅
❅❅
❅❅
❅
· · ·
~~⑦⑦
⑦⑦
⑦⑦
⑦⑦
  ❆
❆❆
❆❆
❆❆
❆❆
PN+1 = ∅
zztt
tt
tt
tt
tt
U0 U1 UN
constructed by Kawai-Yoshioka [KY00]. We show that each step of the above
diagram is described in terms of d-critical simple flip, by investigating wall-
crossing diagrams on a CY 3-fold X = S × C for an elliptic curve C. Then
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Theorem 1.2 is proved applying the argument of Theorem 1.1 to each step
of the diagram.
The SOD in Theorem 1.2 is interpreted as a categorification of Kawai-
Yoshioka’s formula [KY00] for PT invariants on K3 surfaces with irreducible
curve classes, defined by Pn,g := (−1)n−1e(C[n+g−1]). Indeed the following
formula is proved in [KY00]
e(C[n+g−1]) =
N∑
k=0
(n + 2k)e(Uk).(1.8)
The SOD in Theorem 1.2 recovers the formula (1.8) by taking the Euler
characteristics of Hochschild homologies of both sides of (1.2). In [KY00],
the formula (1.8) led to the Katz-Klemm-Vafa (KKV) formula for PT in-
variants with irreducible curve classes (see Remark 6.3).
1.4. D-critical analogue of D/K equivalence conjecture. Here we ex-
plain the notion of d-critical flips for Joyce’s d-critical loci [Joy15], and an
analogue of D/K equivalence conjecture mentioned earlier. By definition, a
d-critical locus consists of data
(M,s), s ∈ Γ(M,S0M )
where M is a C-scheme or an analytic space and S0M is a certain sheaf of
C-vector spaces on M . The section s is called a d-critical structure of M .
Roughly speaking if M admits a d-critical structure s, this means that M
is locally written as a critical locus of some function on a smooth space,
and the section s remembers how M is locally written as a critical locus.
If M is a truncation of a derived scheme with a (−1)-shifted symplectic
structure [PTVV13], then it has a canonical d-critical structure [BBBBJ15].
Let (M±, s±) be two d-critical loci and consider a diagram of morphisms
of schemes or analytic spaces
M+
!!❉
❉❉
❉❉
❉❉
❉ M
−
}}③③
③③
③③
③③
U.
(1.9)
The above diagram is called a d-critical flip if it satisfies the following: for
any p ∈ U , there is a commutative diagram
Y +
  ❇
❇❇
❇❇
❇❇
❇
w+

φ
// Y −
~~⑤⑤
⑤⑤
⑤⑤
⑤⑤
w−

Z
w

C
(1.10)
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where φ : Y + 99K Y − is a flip of smooth varieties (or complex manifolds),
such that locally near p ∈ U there exist isomorphisms ofM± and {dw± = 0}
as d-critical loci (see [Tod14b, Definition 3.7] for details). A d-critical flip is
called simple if φ : Y + 99K Y − is a simple toric flip [Rei92].
We expect that an analogue of the D/K equivalence conjecture may hold
for d-critical loci. Namely for a d-critical locus (M,s) 1 there may exist a
certain triangulated category D(M,s) such that, if the diagram (1.9) is a
d-critical flip, we have a fully faithful functor
D(M−, s−) →֒ D(M+, s+).(1.11)
The category D(M−, s−) may be constructed as a gluing of Z/2Z-periodic
triangulated categories of matrix factorizations defined locally on each d-
critical chart, though its construction seems to be a hard problem at this
moment (see [Joy, (J)], [Toe14, Section 6.1]).
For a flip Y + 99K Y − in the diagram (1.10), suppose that the D/K equiv-
alence conjecture holds, i.e. we have a fully-faithful functor
Db(Y −) →֒ Db(Y +).
Then it induces the fully-faithful functor (see Theorem 2.1)
D(Y −, w−) →֒ D(Y +, w+)(1.12)
where D(Y ±, w±) are the derived factorization categories associated with
pairs (Y ±, w±). If the desired categories D(M±, s±) are gluing ofD(Y ±, w±)
defined locally on U , then we may try to globalize the functor (1.12) to give a
fully-faithful functor (1.11). If this is possible, they the numerical realization
of semiorthogonal complement of the embedding (1.11) may recover wall-
crossing formula of DT invariants [JS12, KS] 2.
For a d-critical flip (1.9), suppose that M± are smooth, so in particular
s± = 0. In this case, we can use usual derived categories of coherent sheaves
to ask an analogue of the above question. Namely for a d-critical flip (1.9)
with M± smooth, we can ask whether we have a a fully faithful functor
Db(M−) →֒ Db(M+).
The results of Theorem 1.1, Theorem 1.2 are proved by establishing such a
result in the case of d-critical simple flips (see Theorem 4.5).
1.5. Relations to other works. There exist some recent works studying
wall-crossing behavior of derived categories of moduli spaces of stable objects
on algebraic surfaces. In [Bal17], Ballard showed the existence of SOD
under wall-crossing of Gieseker moduli spaces of stable sheaves on rational
surfaces. Also Halpern-Leistner [HL] announces that, under wall-crossing
of Bridgeland moduli spaces of stable objects on K3 surfaces, their derived
1Probably we need to assume that (M, s) is induced by a (−1)-shifted symplectic de-
rived scheme, equipped with some additional data (orientation data, or something more).
2See [Efi17] for the relation of cyclic homologies of the categories of matrix factorizations
with hypercohomologies of perverse sheaves of vanishing cycles.
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categories are equivalent. The results in this paper are regarded as CY 3-fold
version of these works. One of the crucial differences is that, although the
moduli spaces considered in [Bal17, HL] are birational under wall-crossing,
the moduli spaces in this paper are not necessary birational under wall-
crossing. For example the moduli spaces P±n(X,β) in the diagram (1.3)
have different dimensions if n > 0. Instead the fact that they are birational
in d-critical birational geometry plays an important role for the existence of
SOD in Theorem 1.1, Theorem 1.2.
1.6. Outline of the paper. The outline of this paper is as follows. In
Section 2, we review basics on derived factorization categories which we
will use in later sections. In Section 3, we show the existence of SOD of
gauged LG models on simple flips over a complete local base, and describe
the relevant kernel objects. In Section 4, we globalize the result in Section 3
and show the SOD for formal d-critical simple flips. In Section 5, we use the
result in Section 4 to show Theorem 1.1. In Section 6, we prove Theorem 1.2.
1.7. Acknowledgements. The author is grateful to Yuki Hirano, Daniel
Halpern-Leistner and Dominic Joyce for valuable discussions. The author is
supported by World Premier International Research Center Initiative (WPI
initiative), MEXT, Japan, and Grant-in Aid for Scientific Research grant
(No. 26287002) from MEXT, Japan.
1.8. Notation and Convention. In this paper, all the varieties and schemes
are defined over C. For C-schemes U , S, T and a morphism f : S → T , we
set
SU := S × U, fU := f × idU : SU → TU .
For a variety Y , we denote by Db(Y ) the bounded derived category of co-
herent sheaves on Y . For smooth varieties Y1, Y2 with projective morphisms
Yi → T , and an object P ∈ Db(Y1 × Y2) supported on Y1 ×T Y2, we denote
by ΦP the Fourier-Mukai functor
ΦP(−) := Rp2∗(p∗1(−)
L⊗ P) : Db(Y1)→ Db(Y2).
Here pi : Y1 × Y2 → Yi are the projections. The object P is called a kernel
of the functor ΦP .
Recall that a semiorthogonal decomposition of a triangulated category
D is a collection C1, . . . , Cn of full triangulated subcategories such that
Hom(Ci, Cj) = 0 for all i > j and the smallest triangulated subcategory
of D containing C1, . . . , Cn coincides with D. In this case, we write D =
〈C1, . . . , Cn〉. If each Ci is equivalent to Db(Mi) for a variety Mi, we also
write D = 〈Db(M1), . . . ,Db(Mn)〉 for simplicity.
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2. Review of derived factorization categories
In this section, we recall the notion of gauged Landau-Ginzburg (LG)
models, and the associated derived factorization categories introduced by
Positselski. For details, we refer to the articles [EP15, EP15] for basics on
these notions.
2.1. Definitions of derived factorization categories. Let us consider
data (called gauged LG model)
(Y,G, χ,w)(2.1)
where Y is a C-scheme, G is a reductive algebraic group which acts on Y ,
χ : G → C∗ is a character and w ∈ Γ(OY ) satisfies g∗w = χ(g)w for any
g ∈ G. Given data as above, the derived factorization category
DG(Y, χ,w)(2.2)
is defined as a triangulated category, whose objects consist of factorizations
of w, i.e. sequences of G-equivariant morphisms of G-equivariant coherent
sheaves F0, F1 on Y
F0 α→ F1 β→ F0(χ)(2.3)
satisfying the following:
α ◦ β = ·w, β ◦ α = ·w.
The category (2.2) is defined to be the localization of the homotopy category
of the factorizations (2.3) by its subcategory of acyclic factorizations. When
Y is an affine scheme and G = {1}, then the category (2.2) is equivalent to
the triangulated category of matrix factorizations of w (see [Orl09]). In the
case of G = C∗ and χ = id, we simply write
DC∗(Y,w) := DC∗(Y, χ = id, w).
For a character χ : G→ C∗, let χ˜ be defined by
χ˜ : G× C∗ → C∗, (g, t) 7→ χ(g)t.
We have the functor
Ξ: DbG(Y )→ DG×C∗(Y, χ˜, w = 0)(2.4)
where C∗ acts on Y trivially, sending (F•, d) ∈ DbG(Y ) to(⊕
i∈Z
F2i(−iχ˜)
)
d→
(⊕
i∈Z
F2i+1(−iχ˜)
)
d→
(⊕
i∈Z
F2i(−iχ˜)
)
(χ˜).
When G = {1}, the functor (2.4) gives the equivalence (see [Isi13, Shi12,
Hir17b])
Ξ: Db(Y )
∼→ DC∗(Y, 0).(2.5)
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2.2. Derived functors between derived factorization categories. Let
(Y,G, χ,w) be a gauged LG model (2.1), and W be another variety with a
G-action. For a G-equivariant projective morphism f : W → Y , we have
another gauged LG model
(W,G,χ, f∗w).
Similarly to the usual derived functors between derived categories, if Y is
smooth we have derived functors
Rf∗ : DG(W,χ, f∗w)→ DG(Y, χ,w),
Lf∗ : DG(Y, χ,w)→ DG(W,χ, f∗w).
Also for another object P ∈ DG(Y, χ,w′), we have the derived tensor product
L⊗ P : DG(Y, χ,w)→ DG(Y, χ,w + w′).
Below we omit the subscripts R, L when the relevant functors are exact
functors of coherent sheaves, e.g. write Lf∗ as f∗ when f is flat.
Let Y1, Y2 be regular C-schemes with G-actions. Let T be a C-scheme
with a G-action and consider G-equivariant projective morphisms Yi → T .
Let us take w ∈ Γ(OT ) and a character χ : G→ C∗ satisfying g∗w = χ(g)w
for any g ∈ G. We consider the commutative diagram
Y1
  ❇
❇❇
❇❇
❇❇
❇
w1

Y2
~~⑤⑤
⑤⑤
⑤⑤
⑤⑤
w2

T
w

A1
Let pi : Y1 × Y2 → Yi be the projection, and G acts on Y1 × Y2 diagonally.
For any object
P ∈ DG(Y1 × Y2, χ,−p∗1w1 + p∗2w2)
we have the Fourier-Mukai type functor
ΨP := Rp2∗(p∗1(−)
L⊗ P) : DG(Y1, χ, w1)→ DG(Y2, χ, w2).
Let i : Y1 ×T Y2 →֒ Y1 × Y2 be the closed embedding. We have the following
diagram
DbG(Y1 ×T Y2)
forgG

Ξ // DG×C∗(Y1 ×T Y2, χ˜, 0)
forgG

forgC
∗
// DG(Y1 ×T Y2, χ, 0)
i∗

Db(Y1 ×T Y2) Ξ // DC∗(Y1 ×T Y2, 0) DG(Y1 × Y2, χ,−p∗1w1 + p∗2w2).
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Here Ξ is given in (2.4) and forgG, forgC
∗
are forgetting the G-action, C∗-
action respectively. For P ∈ Db(Y1 ×T Y2) and Ξ(P) ∈ DC∗(Y1 ×T Y2, 0),
the following diagram commutes:
Db(Y1)
Ξ
∼ //
ΦP

DC∗(Y1, 0)
ΨΞ(P)

Db(Y2)
Ξ
∼ // DC∗(Y2, 0).
(2.6)
Moreover we have the following:
Theorem 2.1. ([BP10, Hir17b]) For Q ∈ DbG(Y1 ×T Y2), suppose that the
functor
Φforg
G(Q) : Db(Y1)→ Db(Y2)
is fully-faithful (resp. equivalence). Then for the object
Q˜ := i∗ ◦ forgC∗ ◦ Ξ(Q) ∈ DG(Y1 × Y2, χ,−p∗1w1 + p∗2w2)
the functor
ΨQ˜ : DG(Y1, χ, w1)→ DG(Y2, χ, w2)
is fully-faithful (resp. equivalence).
2.3. Kno¨rrer periodicity. Let E → Y be an algebraic vector bundle on a
regular C-scheme Y , and s : Y → E be a regular section of it, i.e. its zero
locus
Z := (s = 0) ⊂ Y
has codimension equals to the rank of E . The section s naturally defines the
morphism
Qs : E∨ → A1
by sending (y, v) for y ∈ Y and v ∈ E|∨y to 〈s(y), v〉. We have the following
diagram
E|∨Z 
 i //
p

E∨ Qs //

A1
Z 

// Y.
Note that Qs = 0 on i(E|∨Z) ⊂ E∨. Let C∗ acts on Z trivially, and on E∨
with weight one on the fibers of the projection E∨ → Y . The following is
the version of Kno¨rrer periodicity used in this paper:
Theorem 2.2. ([Isi13, Shi12, Hir17a]) The functor
i∗ ◦ p∗ : DC∗(Z, 0) → DC∗(E∨, Qs)
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is an equivalence of triangulated categories. By composing it with the equiv-
alence (2.5), we obtain the equivalence
i∗ ◦ p∗ ◦ Ξ: Db(Z) ∼→ DC∗(E∨, Qs).
3. SOD via simple flips
Let Û be the formal completion of an affine space at the origin. In this
section, we show that for a simple d-critical flip
M̂+ → Û ← M̂−
for smooth schemes M̂± satisfying some conditions, we have the SOD
Db(M̂+) = 〈
n︷ ︸︸ ︷
Db(Û), . . . ,Db(Û),Db(M̂−)〉.(3.1)
The result is proved by combining derived factorization analogue of Bondal-
Orlov’s SOD associated with simple flips [BO] (see Theorem 3.3) with the
Kno¨rrer periodicity of derived factorization categories (see Theorem 2.2).
The main ingredient in this section is to show that the kernel object of the
fully-faithful functor Db(M̂−) →֒ Db(M̂+) is given by the structure sheaf of
the fiber product M̂+ ×
Û
M̂−. This explicit description of the kernel will
be important in the next section to globalize the result in this section.
3.1. Simple toric flips. Let V +, V − be C-vector spaces with dimensions
a, b respectively. We assume that a ≥ b, and set
n := a− b ≥ 0.
Let C∗ acts on V +, V − by weight 1, −1 respectively. We fix bases of V ±
and denote the coordinates of V +, V − by
~x = (x1, . . . , xa), ~y = (y1, . . . , yb)
respectively. Let V ±∗ := V ± \ {0}, and define Y +, Y − and Z to be
Y + :=
[(
(V +∗)× V −) /C∗] = TotP(V +)(OP(V +)(−1)⊗ V −)(3.2)
Y − :=
[(
V + × (V −∗)) /C∗] = TotP(V −)(OP(V −)(−1)⊗ V +)
Z := (V + × V −)/C∗ = SpecC[xiyj : 1 ≤ i ≤ a, 1 ≤ j ≤ b].
We have the toric flip diagram, called simple flip (see [Rei])
Y +
φ
//
f+ !!❈
❈❈
❈❈
❈❈
❈ Y
−
f−}}④④
④④
④④
④④
Z.
We also have the projections and closed embeddings
pr± : Y ± → P(V ±), i± : P(V ±) →֒ Y ±(3.3)
where i± are the zero sections of pr±.
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By setting W := Y + ×Z Y −, we have the following diagram
W
p+
}}④④
④④
④④
④④ p−
!!❈
❈❈
❈❈
❈❈
❈
Y + Y −
(3.4)
where p± are the projections. Note that p± are the blow-ups of Y ± at the
smooth loci i±(P(V ±)). The fiber product W is also described as
W = TotP(V +)×P(V −)(OP(V +)×P(V −)(−1,−1))
=
[(
(V +∗)× (V −∗)× C) /(C∗)2] .(3.5)
Here (s1, s2) ∈ (C∗)2 acts on V + × V − × C by
(s1, s2) · (~x, ~y, t) = (s1~x, s−12 ~y, s−11 s2t).
Under the description of W in (3.5), the projections p± : W → Y ± are
induced by maps
V + × V − × C→ V + × V −, (C∗)2 → C∗
defined by
p+ : (~x, ~y, t) 7→ (~x, t~y), (s1, s2) 7→ s1,
p− : (~x, ~y, t) 7→ (t~x, ~y), (s1, s2) 7→ s2
respectively. Let s ∈ C∗ acts on Y +, Y −, W by
s · (~x, ~y) = (~x, s~y), s · (~x, ~y) = (s~x, ~y), s · (~x, ~y, t) = (~x, ~y, st)(3.6)
respectively. Then the diagram (3.4) is equivariant with respect to the above
C∗-actions.
3.2. Critical loci. Let Û be a smooth C-scheme of dimension g, given by
Û := SpecC[[u1, . . . , ug]].
Let us take an element w ∈ Γ(OZ
Û
) written as
w =
a∑
i=1
b∑
j=1
xiyjwij(~u)(3.7)
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for some wij(~u) ∈ Γ(OÛ ). We consider the following commutative diagram
WÛ
p+
Û
~~⑥⑥
⑥⑥
⑥⑥
⑥⑥ p
−
Û
  ❆
❆❆
❆❆
❆❆
❆
Y +
Û
f+
Û   
❆❆
❆❆
❆❆
❆❆
w+
$$
φ
Û // Y −
Û
f−
Û~~⑥
⑥⑥
⑥⑥
⑥⑥
⑥
w−
zz
Z
Û
w

A1
(3.8)
Then the composition
w˜ := p+∗
Û
w+ = p−∗
Û
w− : W
Û
→ A1
is written as
w˜ = t
∑
i,j
xiyjwij(~u)(3.9)
in the description of W by (3.5). We define M̂± to be
M̂± := {dw± = 0} ⊂ Y ±
Û
.
Lemma 3.1. Suppose that M̂± are smooth and irreducible of dimension
dim M̂+ = n+ g − 1, dim M̂− = −n+ g − 1(3.10)
respectively. Then M̂± are contained in the images of i±
Û
: P(V ±)Û →֒ Y ±Û ,
where i± are given in (3.3). Moreover we have
M̂+ =
{
(~x, ~u) ∈ P(V +)Û :
a∑
i=1
xiwij(~u) = 0 for all 1 ≤ j ≤ b
}
,(3.11)
M̂− =
(~y, ~u) ∈ P(V −)Û :
b∑
j=1
yjwij(~u) = 0 for all 1 ≤ i ≤ a
 .
Proof. Let N+ be the scheme defined by the RHS of (3.11). Note that we
obviously have the closed embedding
N+ →֒ M̂+, (~x, ~u) 7→ (~x, ~y = 0, ~u).(3.12)
Since N+ is defined by b-equations on the smooth scheme P(V +)Û of di-
mension a+ g − 1, we have
dimN+ ≥ a+ g − 1− b = n+ g − 1.
Therefore the assumption on M̂+ implies that the embedding (3.12) is an
isomorphism. The claim for M̂− is similarly proved. 
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Remark 3.2. The assumption of Lemma 3.1 is satisfied if g = ab and
wij(~u) = uij where {uij}1≤i≤a,1≤j≤b is a coordinate system of Û . If the
assumption of Lemma 3.1 is satisfied, then the projections M̂± → Û are
well-presented families of projective spaces defined in [Kem73, Section 3].
Under the assumption of Lemma 3.1, we have f±
Û
(M̂±) ⊂ {0}×Û . There-
fore π± := (f±
Û
)|
M̂±
induces the diagram
M̂+
π+
!!❇
❇❇
❇❇
❇❇
❇❇
M̂−
π−
}}⑤⑤
⑤⑤
⑤⑤
⑤⑤
⑤
Û .
(3.13)
Moreover for each c ∈ Z, we have the line bundles
O
M̂±
(c) := OP(V ±)
Û
(c)|
M̂±
∈ Pic(M̂±).
3.3. SOD of derived factorization categories under simple flips. Let
us consider the diagram (3.8). Since w+, w− and w˜ are of weight one with
respect to the C∗-actions (3.6), we have the associated derived factorization
categories
DC∗(Y
+
Û
, w+), DC∗(Y
−
Û
, w−), DC∗(WÛ , w˜)
respectively. Since the diagram (3.4) is C∗-equivariant, we have the functors
Lp−∗
Û
: DC∗(Y
−
Û
, w−)→ DC∗(WÛ , w˜),
Rp+
Û∗ : DC∗(WÛ , w˜)→ DC∗(Y
+
Û
, w+).
By composing them, we obtain the functor
ΨY := Rp
+
Û∗ ◦ Lp
−∗
Û
: DC∗(Y
−
Û
, w−)→ DC∗(Y +
Û
, w+).(3.14)
Let
g : P(V +)
Û
→ Û , i+
Û
: P(V +)
Û
→֒ Y +
Û
be the projection, the inclusion into the zero section (3.3) respectively. We
also have the functor
ΥY := i
+
Û∗ ◦ Lg
∗ : DC∗(Û , 0)→ DC∗(Y +
Û
, w+).(3.15)
Here C∗ acts on Û , P(V +)
Û
trivially. The following result should be well-
known, but we include a proof here as we cannot find a reference.
Theorem 3.3. (i) The functor ΨY in (3.14) is fully-faithful.
(ii) If n ≥ 1, the functor ΥY in (3.15) is fully-faithful.
(iii) By setting ΥiY := ⊗OY +
Û
(i) ◦ΥY , we have the SOD
DC∗(Y
+
Û
, w+) = 〈ImΥ−nY , . . . , ImΥ−1Y , ImΨY 〉.
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Proof. (i) The functor ΨY is written as Ψ
O˜W in the notation of Theorem 2.1.
On the other hand, the functor
ΦOW : Db(Y −
Û
)→ Db(Y +
Û
)(3.16)
is fully-faithful by [BO]. Therefore (i) follows from Theorem 2.1. The proof
of (ii) is similar.
We prove (iii). Let us recall that we have a similar SOD using win-
dows [HL15, BFK]. Let Tj = C
∗ for j = 1, 2 acts on V +×V −× Û by weight
(1,−1, 0) for j = 1, and (1, 0, 0) for j = 2. Then the open immersions
η± : Y ±
Û
→֒ [(V + × V −)
Û
/T1](3.17)
areC∗-equivariant, where the C∗-action on the LHS is given by (3.6) and that
on the RHS is given by the above T2-action. Let O•(i) be the T1-equivariant
line bundle on SpecC, given by a one dimensional T1-representation with
weight i. We denote by O(V +×V −)
Û
(i) the pull-back of O•(i) under the
structure morphism
(V + × V −)Û → SpecC.
Let χ : T1×T2 → C∗ be the second projection, and take w ∈ Γ(O(V +×V −)
Û
)
as in (3.7). For a subset I ⊂ R, the window subcategory
WI ⊂ DT1×T2((V + × V −)Û , χ, w)(3.18)
is defined to be the thick triangulated subcategory generated by the factor-
izations (2.3) where F0, F1 are of the form
Fj =
⊕
−i∈I∩Z
O(V +×V −)
Û
(i)⊕li,j , j = 0, 1, li,j ∈ Z≥0
as T1-equivariant sheaves. Here we regard (T1 × T2)-equivariant sheaves
Fj as T1-equivariant sheaves by the inclusion T1 →֒ T1 × T2, t1 7→ (t1, 1).
By [BFK, Theorem 3.5.2], there exists a fully-faithful functor
Ψ′Y : DC∗(Y
−
Û
, w−)→ DC∗(Y +
Û
, w+)
which fits into the following commutative diagram
W(−b,0]
η−∗
∼ //

DC∗(Y
−
Û
, w−)
Ψ′Y

W(−b,a−b]
η+∗
∼ // DC∗(Y +
Û
, w+).
(3.19)
Here the horizontal arrows are equivalences of triangulated categories, de-
fined by pull-backs via open immersions (3.17) restricted to WI , and the
left vertical arrow is a natural inclusion. Moreover by loc. cit. , we have the
SOD
DC∗(Y
+
Û
, w+) = 〈ImΥ−nY , . . . , ImΥ−1Y , ImΨ′Y 〉.
16 YUKINOBU TODA
It is enough to show that ImΨY = ImΨ
′
Y . Note that we have
η−∗(O(V +×V −)
Û
(i)) = OY −
Û
(−i), η+∗(O(V +×V −)
Û
(i)) = OY +
Û
(i).
By the diagram (3.19), it follows that ImΨ′Y is generated by factorizations
(2.3) such that F0, F1 are of the form
Fj =
⊕
0≤i≤b−1
OY +
Û
(−i)⊕li,j , j = 0, 1, li,j ∈ Z≥0.
On the other hand, an easy calculation shows that
ΦOW (OY −
Û
(i)) = OY +
Û
(−i), 0 ≤ i ≤ b− 1(3.20)
where ΦOW is the functor (3.16). Together with the equivalence of the top
horizontal arrow of (3.19), it follows that ImΨY is also generated by the
objects of the form (3.20). Therefore ImΨY = ImΨ
′
Y holds.

3.4. SOD in the complete local setting. We return to the situation in
Subsection 3.2. Under the assumption of Lemma 3.1, we have the following
diagram
A±
q±

  j
±
//

Y ±
Û
w± //
pr±
Û

A1
M̂±   // P(V ±)Û
Here A± are defined by the above Cartesian square. By Theorem 2.2, the
above diagram induces the equivalence
j±∗ ◦ q±∗ : DC∗(M̂±, 0) ∼→ DC∗(Y ±Û , w
±).(3.21)
Here C∗ acts on M± trivially, and on Y ±
Û
with weight one on fibers of pr±
Û
.
Let B ⊂ (P(V +)× P(V −))
Û
be defined by
B :=
(~x, ~y, ~u) ∈ (P(V +)× P(V −))Û :∑
i,j
xiyjwij(~u) = 0
 .
Similarly, we have the following diagram
E
q˜

  j˜ //

WÛ
w˜ //
pr
Û

A1
B 

// (P(V +)× P(V −))
Û
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where the right vertical arrow is the projection and E is defined by the above
Cartesian square. Again by Theorem 2.2 and the description of w˜ in (3.9),
the above diagram induces the equivalence
j˜∗ ◦ q˜∗ : DC∗(B, 0) ∼→ DC∗(WÛ , w˜).(3.22)
Here C∗ acts on B trivially, and on WÛ with weight one on fibers of prÛ .
Let F± ⊂ (P(V +)× P(V −))Û be defined by
F+ :=
{
(~x, ~y, ~u) ∈ (P(V +)× P(V −))
Û
:
a∑
i=1
xiwij(~u) = 0 for all 1 ≤ j ≤ b
}
,
F− :=
(~x, ~y, ~u) ∈ (P(V +)× P(V −))Û :
b∑
j=1
yjwij(~u) = 0 for all 1 ≤ i ≤ a
 .
Note that we have F± ⊂ B. Also the projections (P(V +) × P(V −))
Û
→
P(V ±)
Û
restricted to F± give morphisms F± → M̂±, which are trivial
P(V∓)-bundles. So we have the diagram
F±   k
±
//
r±

B
M̂±.
Let Θ± be the functor defined by
Θ± := k±∗ ◦ r±∗ : DC∗(M̂±, 0)→ DC∗(B, 0).
Lemma 3.4. The following diagram is commutative:
DC∗(M̂
±, 0) Θ
±
//
j±∗ ◦q±∗

DC∗(B, 0)
j˜∗◦q˜∗

DC∗(Y
±
Û
, w±)
Lp±∗
Û
// DC∗(WÛ , w˜).
(3.23)
Here the vertical arrows are equivalences (3.21), (3.22).
Proof. Let F˜± ⊂WÛ be defined by the Cartesian square
F˜±   i˜
±
//


WÛ
pr
Û

F±   // (P(V +)× P(V −))
Û
.
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Here the right vertical arrow is the projection. We have two diagrams
F˜±   i˜
±
//


q˜±

WÛ
p±
Û

A±   j
±
//
q±


Y ±
Û
pr±
Û

M̂±   // P(V ±)Û ,
F˜±
q˜±

i˜±
))
  //


E 
 j˜
//
q˜


WÛ
pr
Û

F±   k
±
//
r±


B 

// (P(V +)× P(V −)
Û

M̂±   // P(V ±)Û .
Since every Cartesians in the above diagrams are derived Cartesians, the
base change shows that
Lp±∗
Û
◦ j±∗ ◦ q±∗ ∼= i˜±∗ ◦ q˜±∗ ∼= j˜∗ ◦ q˜∗ ◦Θ±.
Therefore the lemma holds. 
Lemma 3.5. The following diagram is commutative
DC∗(M̂
±, 0)
j±∗ ◦q±∗

DC∗(B, 0)
Θ±
Roo
j˜∗◦q˜∗

DC∗(Y
±
Û
, w±) DC∗(WÛ , w˜).
Rp±
Û∗
oo
(3.24)
Here Θ±R are the right adjoint functors of Θ, i.e.
Θ±R := Rr
±
∗ ◦ (k±)!,
where (k±)! are the right adjoint functors of k±∗ . They are written as
(k+)! = ⊗OF+(b− 1,−1) ◦ Lk+∗[1− b],(3.25)
(k−)! = ⊗OF−(−1, a− 1) ◦ Lk−∗[1− a].
Here OF±(c, d) := O(P(V +)×P(V −))
Û
(c, d)|F± .
Proof. The commutativity of (3.24) follows from that of (3.23) together with
the fact that Rp±
Û∗, Θ
±
R are the right adjoint functors of Lp
±∗
Û
, Θ± respec-
tively. As for the formula for (k±)!, note that we have
(k±)!(−) = ⊗ detNF±/B ◦ Lk±∗(−) ◦ [dimF± − dimB].
By the exact sequences
0→ NF±/B → NF±/(P(V +)×P(V −))
Û
→ NB/(P(V +)×P(V −))
Û
→ 0
we have
detNF+/B = OF+(b− 1,−1), detNF−/B = OF−(a− 1,−1).
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Together with the dimension computations
dimF+ = g + a− 2, dimF− = g + b− 2, dimB = g + a+ b− 3(3.26)
we obtain (3.25). 
Proposition 3.6. Suppose that the following condition holds:
dim(M̂+ ×Û M̂−) ≤ g − 1.(3.27)
Then the following diagram is commutative:
DC∗(M̂
−, 0)
Θ
M̂ //
j−∗ ◦q−∗

DC∗(M̂
+, 0)
j+∗ ◦q+∗

DC∗(Y
−
Û
, w±)
ΨY
// DC∗(Y
+
Û
, w˜).
Here the vertical arrows are equivalences (3.21), ΨY is given by (3.14) and
Θ
M̂
is defined by
Θ
M̂
:= ⊗O
M̂+
(b− 1) ◦ΨΞ(OM̂+×Û M̂− ) ◦ ⊗O
M̂−
(−1)[1 − b]
where Ξ is the equivalence in (2.5):
Ξ: Db(M̂+ ×Û M̂−)
∼→ DC∗(M̂+ ×Û M̂−, 0).
Proof. By Lemma 3.4 and Lemma 3.5, it is enough to check that Θ+R ◦ Θ−
is isomorphic to Θ
M̂
. By setting OB(c, d) := O(P(V +)×P(V −))
Û
(c, d)|B , and
using the formula (3.25), we have
Θ+R ◦Θ−(−) = Rr+∗
(
Lk+∗k−∗ r
−∗(−)⊗OF+(b− 1,−1)
)
[1− b]
= Rr+∗ Lk
+∗ (k−∗ r−∗(−)⊗OB(0,−1)) ⊗OM̂+(b− 1)[1 − b]
= Rr+∗ Lk
+∗k−∗ r
−∗ (−⊗O
M̂−
(−1))⊗O
M̂+
(b− 1)[1 − b].
Let us consider the composition Lk+∗ ◦ k−∗ in the above formula. We have
the following Cartesian diagram
F+ ∩ F−   θ+ // _
θ−


F+ _
k+

F−   k
−
// B.
(3.28)
By the definition of F±, we have
F+ ∩ F− = M̂+ ×
Û
M̂−.(3.29)
Since F+ ⊂ B is of codimension b− 1 and F− ⊂ B is of codimension a− 1,
we have
dim(F+ ∩ F−) ≥ dimB − (b− 1)− (a− 1) = g − 1.
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Then the assumption of the dimension of the fiber product (3.27) implies
that dim(F+ ∩ F−) = g − 1 and the diagram (3.28) is a derived Cartesian.
Therefore by the base change, we have
Lk+∗ ◦ k−∗ ∼= θ+∗ ◦ Lθ−∗.
By substituting into the above formula for Θ+R ◦Θ−, and again noting (3.29),
we have
Θ+R ◦Θ−(−) = Rr+∗ θ+∗ Lθ−∗r−∗
(−⊗O
M̂−
(−1))⊗O
M̂+
(b− 1)[1 − b]
= Ψ
Ξ(O
M̂+×
Û
M̂−
) (−⊗O
M̂−
(−1))⊗O
M̂+
(b− 1)[1 − b]
= Θ
M̂
(−).
Therefore the proposition holds. 
Lemma 3.7. The following diagram is commutative
DC∗(Û , 0)
Υ
i+b
M̂
[−b]
// DC∗(M̂
+, 0)
j+∗ ◦q+∗

DC∗(Û , 0)
Υi
Y
// DC∗(Y
+
Û
, w+).
(3.30)
Here ΥiY is defined in Theorem 3.3 (iii), and Υ
i
M̂ is defined by
Υ
i
M̂ := ⊗OM̂+(i) ◦ Lπ+∗ : DC∗(Û , 0)→ DC∗(M̂+, 0).(3.31)
Proof. An inverse of the equivalence of the right vertical arrow in (3.30) is
given by Rq+∗ ◦ j+!. Therefore it is enough to check that
Rq+∗ ◦ j+! ◦ ⊗OY +
Û
(i) ◦ i+
Û∗ ◦ g
∗ ∼= Υi+bM̂ [−b].(3.32)
We use the following commutative diagram
M̂+
π+
||②②
②②
②②
②②
②②
②
 _
j˜+

  i˜+ //

id
))
A+ _
j+

q+
//

M̂+ _
j˜+

Û P(V +)
Ûg
oo  
i+
Û
// Y +
Û pr+
Û
// P(V +)
Û
.
Since the left Cartesian in the above diagram is a derived Cartesian, by
base change we have Lj+∗ ◦ i+
Û∗
∼= i˜+∗ ◦ Lj˜+∗. Together with OY +
Û
(1)|A+ =
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q+∗O
M̂+
(1), we have
Rq+∗ ◦ j+! ◦ ⊗OY +
Û
(i) ◦ i+
Û∗ ◦ g
∗
∼= Rq+∗ ◦ ⊗OY +
Û
(b)|A+ ◦ Lj+∗ ◦ ⊗OY +
Û
(i) ◦ i+
Û∗ ◦ g
∗[−b]
∼= ⊗OM̂+(b+ i) ◦Rq+∗ ◦ Lj+∗ ◦ i+Û∗ ◦ g
∗[−b]
∼= ⊗OM̂+(b+ i) ◦Rq+∗ ◦ i˜+∗ ◦ Lj˜+∗ ◦ g∗[−b]
∼= ⊗OM̂+(b+ i) ◦ Lπ+∗[−b]
as expected. 
By putting all the arguments in this subsection together, we have the
following:
Proposition 3.8. In the setting of Subsection 3.2, suppose that the assump-
tions of Lemma 3.1 and the dimension condition (3.27) hold. Then we have
the following:
(i) The functor
Φ
M̂
:= Φ
O
M̂−×
Û
M̂+ : Db(M̂−)→ Db(M̂+)
is fully-faithful.
(ii) If n ≥ 1, the functor
Υi
M̂
:= ⊗O
M̂+
(i) ◦ Lπ+∗ : Db(Û)→ Db(M̂+)
is fully-faithful.
(iii) We have the SOD
Db(M̂+) = 〈ImΥ−n+1
M̂
, . . . , ImΥ0
M̂
, ImΦ
M̂
〉.
Proof. By Theorem 3.3 (i) and Proposition 3.6, the functor
Ψ
Ξ(O
M̂−×
Û
M̂+
)
: DC∗(M̂
−, 0)→ DC∗(M̂+, 0)
is fully-faithful. Therefore (i) follows by the commutative diagram (2.6).
Similarly, (ii) follows from Theorem 3.3 (ii), Lemma 3.7 and the commuta-
tive diagram (2.6). As for (iii), by Theorem 3.3 (iii), Proposition 3.6 and
Lemma 3.7 we have the SOD
Db(M̂+) = 〈ImΥb−n
M̂
, . . . , ImΥb−1
M̂
,⊗O
M̂+
(b− 1) ◦ ImΦ
M̂
〉.
By tensoring O
M̂+
(1− b), we obtain the desired SOD. 
4. SOD via d-critical simple flips
In this section, we show that for a d-critical simple flip
M+ → U ←M−
satisfying some conditions, we have an associated SOD of Db(M+). The
SOD in this section is obtained by globalizing the SOD in Proposition 3.8.
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4.1. D-critical simple flips. Let U be a smooth variety with g := dimU .
Let (M±, s±) be two d-critical loci, and suppose that we have projective
morphisms
M+
π+ !!❉
❉❉
❉❉
❉❉
❉ M
−
π−}}③③
③③
③③
③③
U.
(4.1)
For each p ∈ U , we set
Ûp := Spec ÔU,p, M̂±p :=M± ×U Ûp.(4.2)
Definition 4.1. A diagram (4.1) is called a formal d-critical simple flip if
for any p ∈ U , there exist finite dimensional vector spaces V ± with dimV + ≥
dimV − such that, by setting Y ±, Z as in (3.2), and
ẐU := Spec ÔZU ,(0,p), Ŷ ±U := Y ±U ×ZU ẐU(4.3)
there exist ŵ ∈ O
ẐU
and a commutative diagram
M̂±p
π±

  ι± // Ŷ ±U
f̂±
U

ŵ±

❄❄
❄❄
❄❄
❄❄
Ûp 

j
// ẐU
ŵ
// A1
(4.4)
where horizontal arrows are closed immersions, ŵ± are defined by the above
commutative diagram, j sends p to (0, p) and ι± induce the isomorphisms
of d-critical loci
ι± : M̂±p
∼=→ {dŵ± = 0} ⊂ Ŷ ±U .(4.5)
For a formal d-critical simple flip (4.1) and p ∈ U , let V ± be vector
spaces as in Definition 4.1. Below we use the notation in Subsection 3.1,
e.g. a = dimV +, b = dimV −, n := a − b ≥ 0, the coordinates ~x, ~y of V +,
V −, etc. Note that (a, b) may depend on a choice of p ∈ U . We assume the
following on the diagram (4.1):
Assumption 4.2. (i) The diagram (4.1) is a formal d-critical simple flip.
(ii) For any p ∈ U , the formal function ŵ in (4.4) is of the form
ŵ =
∑
i,j
xiyjw
(1)
ij (~u) +
∑
i,i′,j,j′
xixi′yjyj′w
(2)
ii′jj′(~u) + · · ·(4.6)
for some w
(k)
∗ (~u) ∈ ÔU,p, and w(1)ij (~u) is written as
w
(1)
ij (~u) =
g∑
k=1
aijkuk + (higher order terms in ~u)(4.7)
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for some aijk ∈ C. Moreover the bilinear map
ψ : Ca ⊗ Cb → Cg, ψ(~α, ~β) =
∑
i,j
aijkαiβj

1≤k≤g
(4.8)
is injective on each factor, i.e for any non-zero ~α ∈ Ca and ~β ∈ Cb, the
maps ψ(~α,−), ψ(−, ~β) are injective maps Cb → Cg, Ca → Cg.
(iii) There exists a π+-ample line bundle OM+(1) on M+ such that under
the isomorphism (4.5), we have an isomorphism of line bundles
(ι+)∗OŶ +
U
(1) ∼= OM+(1)|M̂+p .(4.9)
Lemma 4.3. Suppose that a diagram (4.1) satisfies Assumption 4.2 (i),
(ii). Then for any p ∈ U , the critical loci {dŵ± = 0} ⊂ Ŷ ±U in the diagram
(4.4) are written as
{dŵ+ = 0} =
{
(~x, ~u) ∈ P(V +)
Ûp
:
a∑
i=1
xiw
(1)
ij (~u) = 0 for all 1 ≤ j ≤ b
}
,
(4.10)
{dŵ− = 0} =
(~y, ~u) ∈ P(V −)Ûp :
b∑
j=1
yjw
(1)
ij (~u) = 0 for all 1 ≤ i ≤ a
 .
Moreover n = a−b ≥ 0 is independent of p ∈ U , M± are smooth and satisfy
dimM± = ±n+ g − 1.
Proof. For p ∈ U , let us consider the diagram (4.4). The subscheme {dŵ+ =
0} ⊂ Ŷ +U is contained in the closed subscheme of Ŷ +U defined by the equations
∂ŵ+(~u)
∂uk
=
∑
i,j
xiyj
∂w
(1)
ij (~u)
∂uk
+
∑
i,i′,j,j′
xixi′yjyj′
∂w
(2)
ii′jj′(~u)
∂uk
+ · · · = 0(4.11)
for all 1 ≤ k ≤ g. Note that we have
∂w
(1)
ij (~u)
∂uk
= aijk +O(~u).
Then by the assumption on the map (4.8), the subscheme∑
i,j
xiyj
∂w
(1)
ij (~u)
∂uk
= 0 : 1 ≤ k ≤ g
 ⊂ (V +∗ × V −)Ûp
coincides with V +∗ × {0} × Ûp. Since the higher order terms in (4.11) have
degrees bigger than or equal to two in ~y, by Nakayama lemma we see that
the zero locus defined by the equations (4.11) equals to ~y = 0 on Ŷ +U , i.e.
the zero section P(V +)Ûp ⊂ Ŷ
+
U . Therefore {dŵ+ = 0} ⊂ Ŷ +U is described
as (4.10).
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Let gj for 1 ≤ j ≤ b be the defining equations in the RHS of (4.10). Again
the property on the map (4.8) implies that the Jacobian matrix(
∂gj
∂xi
,
∂gj
∂uk
)
1≤i≤a,1≤j≤b,1≤k≤g
is of maximal rank b at any point in the RHS of (4.10). Therefore {dŵ+ = 0}
is smooth of dimension a− 1+ g− b = n+ g− 1. By the isomorphism (4.5),
M̂+p is smooth of dimension of n+ g− 1 for any p ∈ U , hence M+ is smooth
of dimension n+ g − 1. The claim for M− is similarly proved. 
Lemma 4.4. Under the situation of Lemma 4.4, we have
dim(M− ×U M+) ≤ g − 1.(4.12)
Proof. Let us take p ∈ U , and vector spaces V ± as in Definition 4.1 with
a = dimV +, b = dimV − as before. For each k ≥ 0, let U (k) ⊂ U be the
locally closed subset defined by
U (k) := {x ∈ U : dim(π−)−1(x) = k − 1}.
Then p ∈ U (b) as (π−)−1(p) = P(V −), and the descriptions of {dŵ± = 0} in
(4.10) and the isomorphisms (4.5) show that
U (b) ∩ Ûp = Spec
(
ÔU,p/(w(1)ij (~u) : 1 ≤ i ≤ a, 1 ≤ j ≤ b)
)
.
It follows that, by the description of w
(1)
ij (~u) in (4.7), the tangent space of
U (b) at p is
TU (b)|p =
{
(u1, . . . , ug) ∈ Cg :
g∑
k=1
aijkuk = 0 : 1 ≤ i ≤ a, 1 ≤ j ≤ b
}
.
Therefore the dimension of TU (b)|p is given by the dimension of the cokernel
of ψ in (4.8). By the assumption on the map (4.8), the Hopf lemma (see [Gin,
Lemma 2]) implies that dimCok(ψ) ≤ g − a− b+ 1. Therefore we have
dimU (b) ≤ g − a− b+ 1.
It follows that
dim
(
(π+)−1(U (b))×U (b) (π−)−1(U (b))
)
≤ (a− 1) + (b− 1) + (g − a− b+ 1)
= g − 1.
Therefore the condition (4.12) holds. 
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4.2. SOD under d-critical simple flips. The following is the main result
in this section.
Theorem 4.5. Suppose that the diagram (4.1) satisfies Assumption 4.2,
so that M± are smooth of dimension ±n + g − 1 for some n ∈ Z≥0 by
Lemma 4.3. We have the following:
(i) The functor
ΦM := Φ
O
M−×UM
+ : Db(M−)→ Db(M+)
is fully-faithful.
(ii) If n ≥ 1, the functor
ΥiM := ⊗OM+(i) ◦ Lπ+∗ : Db(U)→ Db(M+)
is fully-faithful.
(iii) We have the SOD
Db(M+) = 〈ImΥ−n+1M , . . . , ImΥ0M , ImΦM〉.(4.13)
We prove Theorem 4.5 by dividing the proof into three steps.
Step 1. For each p ∈ U , we may assume that the formal function (4.6)
satisfies w
(k)
∗ (~u) = 0 for k ≥ 2.
Proof. In the notation of Assumption 4.2 (ii), let w ∈ OZ ⊗ ÔU,p be defined
by
w =
∑
i,j
xiyjw
(1)
ij (~u).
We set w± : Y ±
Ûp
→ A1 as in the diagram (3.8) for Û = Ûp. Then the
argument of Lemma 4.3 shows that {dw± = 0} ⊂ Y ±
Ûp
are described as in
the RHS of (4.10) and the isomorphisms (4.5) give
ι± : M̂p
∼=→ {dw± = 0} ⊂ Y ±
Ûp
.
Therefore we may replace ŵ with w and assume that w
(k)
∗ (~u) = 0 for k ≥
2. 
Step 2. Theorem 4.5 (i), (ii) hold.
Proof. Let ΦM,R be the right adjoint functor of ΦM , and let P ∈ Db(M− ×
M−) be the kernel object for the composition functor
ΦM,R ◦ ΦM : Db(M−)→ Db(M+)→ Db(M−).
Then there is a canonical morphism
O∆
M−
→ P(4.14)
corresponding to the adjunction idM− → ΦM,R ◦ ΦM . Let Q be the cone
of the morphism (4.14). In order to show that ΦM is fully-faithful, it is
enough to show that Q = 0. Indeed if this is the case, then the adjunction
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idM− → ΦM,R ◦ΦM is an isomorphism hence ΦM is fully-faithful. Note that
Q is supported on the fiber product M−×U M− by the construction. Since
Ûp → U is faithfully-flat, the vanishing Q = 0 is equivalent to
Q⊗O
M−×M−
O
M̂−p ×M̂−p = 0(4.15)
for all p ∈ U .
Now by Step 1, Lemma 4.3 and Lemma 4.4, the diagram
M̂+p → Ûp ← M̂−p
satisfies the assumptions in Proposition 3.8. Then the result of Proposi-
tion 3.8 (i) shows that the morphism (4.14) is an isomorphism after pulling
it back by M̂−p ×M̂−p →M−×M−. Therefore the vanishing (4.15) holds for
any p ∈ U , and Theorem 4.5 (i) is proved. The proof of (ii) is similar. 
Step 3. Theorem 4.5 (iii) holds.
Proof. We first show the semiorthogonality of the RHS of (4.13), i.e. van-
ishings
Hom(ImΦM , ImΥ
i
M) = 0, Hom(ImΥ
i
M , ImΥ
j
M) = 0,
for i < j. It is enough to check that
ΦM,R ◦ΥiM = 0, ΥiM,R ◦ΥjM = 0
where ΦM,R, Υ
i
M,R are the right adjoint functors of ΦM , Υ
i
M respectively.
Again it is enough to check these vanishings formally locally at every p ∈ U ,
and Proposition 3.8 (iii) implies that these vanishings hold.
Let E ∈ Db(M+) be an object in the right orthogonal complement of the
RHS of (4.13). Then Proposition 3.8 (iii) implies that E = 0 on M̂+p for any
p ∈ U . Therefore E = 0 holds, and the RHS of (4.13) generates the LHS.

5. SOD for stable pair moduli spaces
In this section, we apply Theorem 4.5 to prove Theorem 1.1, i.e. the
existence of certain SOD on moduli spaces of Pandharipande-Thomas stable
pairs on CY 3-folds.
5.1. Stable pairs and stable sheaves. LetX be a smooth quasi-projective
variety. By definition, a stable pair by Pandharipande-Thomas [PT09] con-
sists of data
(F, s), s : OX → F
where F is a pure one dimensional coherent sheaf on X with compact sup-
port, and s is surjective in dimension one. For β ∈ H2(X,Z) and n ∈ Z, the
moduli space of stable pairs (F, s) satisfying the condition
[F ] = β, χ(F ) = n(5.1)
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is denoted by Pn(X,β). Here [F ] is the homology class of the fundamental
one cycle associated with F . The moduli space Pn(X,β) is a quasi-projective
scheme (see [PT09]). We define the open subscheme
P ◦n(X,β) ⊂ Pn(X,β)
to be consisting of stable pairs (F, s) such that the fundamental one cycle
associated with F is irreducible.
We denote by Un(X,β) the moduli space of compactly supported one
dimensional Gieseker stable sheaves F on X with respect to a fixed po-
larization, satisfying the condition (5.1). The moduli space Un(X,β) is a
quasi-projective scheme (see [HL12]). We define the open subscheme
U◦n(X,β) ⊂ Un(X,β)
consisting of one dimensional stable sheaves whose fundamental one cycles
are irreducible. Note that U◦n(X,β) is the moduli space of pure one dimen-
sional sheaves F with irreducible fundamental one cycles satisfying (5.1). In
particular, U◦n(X,β) is independent of a choice of a polarization.
Remark 5.1. Alternatively, U◦n(X,β) parametrizes pairs (C,F ) where C ⊂
X is an irreducible projective curve with [F ] = β, and F ∈ Coh(C) is a rank
one torsion free sheaf satisfying χ(F ) = n.
5.2. Wall-crossing diagram of stable pair moduli spaces. Suppose
that X is a smooth projective CY 3-fold, i.e.
dimX = 3, KX = 0.
Let us take β ∈ H2(X,Z) and n ∈ Z≥0. Then as in [PT10], we have the
diagram
P ◦n(X,β)
π+ &&▼
▼▼
▼▼
▼▼
▼▼
▼▼
P ◦−n(X,β)
π−xx♣♣
♣♣
♣♣
♣♣
♣♣
U◦n(X,β).
(5.2)
Here π± are defined by
π+(F, s) = F, π−(F ′, s′) = Ext2X(F ′,OX).
If furthermore H1(OX) = 0, then the diagram (5.2) gives an example of
an analytic (in particular formal) d-critical simple flip (see [Tod, Theo-
rem 6.18]). Here we recall some more details.
Let us take a point p ∈ U◦n(X,β) corresponding to a pure one dimensional
sheaf F on X. We write
Ûn(X,β)p := Spec ÔUn(X,β),p,
P̂n(X,β)p := P
◦
n(X,β) ×U◦n(X,β) Ûn(X,β)p.
We take a collection of objects in Db(X)
E• = (E1, E2), E1 = OX , E2 = F [−1].(5.3)
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We set vector spaces V +, V − and U as follows:
V + := Ext1X(E1, E2) = H
0(F ),(5.4)
V − := Ext1X(E2, E1) = H
1(F )∨,
U := Ext1X(E2, E2) = Ext
1
X(F,F ).
Below we use the notation and convention in Subsection 3.1 and Subsec-
tion 3.2, e.g. C∗-actions on V ±, the GIT quotients Y ±, Z, coordinates ~x,
~y, ~u on V ±, U , a = dimV +, b = dimV −, g = dimU , etc. We also take the
formal completion ẐU of ZU at (0, 0), and set f̂
±
U : Ŷ
±
U → ẐU as in (4.3).
The following result is obtained in [Tod]:
Theorem 5.2. ([Tod, Theorem 6.18]) In the above situation, there exist an
element ŵ ∈ ÔZU ,(0,0) and the commutative diagram
P̂n(X,β)p
∼=
ι±
//
π+

{dŵ± = 0}   //

Ŷ ±U
f̂±
U

ŵ±
  ❅
❅❅
❅❅
❅❅
❅
Ûn(X,β)p
∼= // {dw(0) = 0}  
j
// ẐU
ŵ
// A1.
(5.5)
Here ŵ± are defined by the above commutative diagram, the bottom left arrow
sends p to (0, 0), the map j is the composition of the inclusion {dw(0) = 0} ⊂
Û with the inclusion Û →֒ ẐU given by u 7→ (0, u).
Remark 5.3. In [Tod14b, Theorem 6.18], it is stated that we can take ŵ
as an analytic function on an analytic open neighborhood of 0 ∈ ZU , and
the diagram (5.5) can be extended to analytic neighborhoods of 0 ∈ ZU and
p ∈ U◦n(X,β). The formal version in Theorem 5.2 is weaker than the analytic
version in [Tod14b, Theorem 6.18], but enough for the purpose of this paper.
Let us write the formal function ŵ in Theorem 5.2 as
ŵ = w(0)(~u) +
∑
i,j
xiyjw
(1)
ij (~u) +
∑
i,i′,j,j′
xixi′yjyj′w
(2)
ii′jj′(~u) + · · ·(5.6)
for w
(k)
∗ (~u) ∈ ÔU,0. The formal function (5.6) is constructed using the
minimal cyclic A∞-structure on the subcategory of Db(X) generated by E1
and E2 (see [Tod, Subsection 5.1]). In particular, the linear term of w
(1)
ij (~u)
is give as follows. Let us consider the triple product
Ext1X(E2, E2)⊗ Ext1X(E1, E2)⊗Ext1X(E2, E1)
→ Ext3X(E2, E2) ∼= C(5.7)
given by the composition, where the last isomorphism is given by the Serre
duality. For 1 ≤ i ≤ a, 1 ≤ j ≤ b and 1 ≤ k ≤ g, let
x∨i ∈ Ext1X(E1, E2), y∨j ∈ Ext1X(E2, E1), u∨k ∈ Ext1X(E2, E2)
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be the dual basis of xi, yj, uk respectively. Then using the triple product
(5.7), we have
w
(1)
ij (~u) =
1
2
g∑
k=1
(x∨i · y∨j · u∨k )uk + (higher order terms in ~u).(5.8)
We show that w
(1)
ij (~u) satisfies the condition in Assumption 4.2 (ii):
Lemma 5.4. The map
Ext1X(E1, E2)⊗ Ext1X(E2, E1)→ Ext2X(E2, E2)(5.9)
given by the composition is injective on each factors.
Proof. Recall that E1, E2 are taken as in (5.3), i.e. E1 = OX and E2 =
F [−1] for a pure one dimensional sheaf F onX with irreducible fundamental
one cycle. So F is written as j∗E where j : C →֒ X is an irreducible Cohen-
Macaulay curve and E is a rank one torsion free sheaf on C. Therefore the
map (5.9) is
H0(C,E) ⊗ Ext2X(j∗E,OX)→ Ext2X(j∗E, j∗E).(5.10)
Note that
Ext2X(j∗E,OX ) = Ext2C(E, j!OX) = Hom(E,ωC)
where ωC is the dualizing sheaf on C. Also we have H
1(C, End(E)) ⊂
Ext1X(j∗E, j∗E), and the Serre duality gives the surjection
Ext2X(j∗E, j∗E)։ Hom(End(E), ωC).
By composing it with (5.10) we obtain the map
H0(C,E) ⊗Hom(E,ωC)→ Hom(End(E), ωC).(5.11)
The above bilinear map is given by the natural composition map. Since E,
End(E) are torsion free on C, and ωC is also torsion free on C as C is Cohen-
Macaulay, the bilinear map (5.11) is injective on each factors. Therefore the
lemma holds. 
We also have the following lemma:
Lemma 5.5. There is a π+-ample line bundle OP (1) on P ◦n(X,β) such that
for any p ∈ U◦n(X,β), the isomorphisms ι+ in the diagram (5.2) satisfies
(ι+)∗(O
Ŷ +
U
(1)|{dŵ+=0}) ∼= OP (1)|P̂n(X,β)p .
Proof. Let H be a sufficiently ample divisor on X such that for any [F ] ∈
U◦n(X,β), the sheaf F (H) := F ⊗ OX(H) satisfies H1(X,F (H)) = 0 and
the natural map F → F (H) is injective. Such an ample divisor H exists as
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U◦n(X,β) is of finite type. By setting d = H · β, we have the commutative
diagram
P ◦n(X,β) 

//
π+

P ◦n+d(X,β)
π+

U◦n(X,β)
∼= // U◦n+d(X,β).
(5.12)
Here the top arrow is given by
(OX → F ) 7→ (OX → F →֒ F (H))
and the bottom arrow sends a stable sheaf F to F (H). By the condi-
tion H1(X,F (H)) = 0, the right arrow is a projective bundle with fiber
P(H0(X,F (H))). By restricting the tautological line bundle on P ◦n+d(X,β)
to P ◦n(X,β) by the top arrow of (5.12), we obtain the desired OP (1). 
5.3. SOD for stable pair moduli spaces. We keep the situation in the
previous subsections. For the diagram (5.2), let W◦ be the fiber product
W◦ := P ◦n(X,β) ×U◦n(X,β) P ◦−n(X,β).
The following is the main result in this section:
Theorem 5.6. For n ≥ 0 and β ∈ H2(X,Z), suppose that U◦n(X,β) is
non-singular of dimension g. Then P ◦±n(X,β) are also non-singular with
dimension ±n+ g − 1, and we have the following:
(i) The functor
ΦP := Φ
OW◦ : Db(P ◦−n(X,β))→ Db(P ◦n(X,β))
is fully-faithful.
(ii) There is a π+-ample line bundle OP (1) on P ◦n(X,β) such that if n ≥ 1,
the functor
ΥiP : D
b(U◦n(X,β)) → Db(P ◦n(X,β))
defined by Lπ+
∗
(−)⊗OP (i) is fully-faithful.
(iii) We have the semiorthogonal decomposition
Db(P ◦n(X,β)) = 〈ImΥ−n+1P , . . . , ImΥ0P , ImΦP 〉.
Proof. We show that the diagram (5.2) satisfies Assumption 4.2. Let us
take p ∈ U◦n(X,β) corresponding to a pure one dimensional sheaf F . The
assumption that U◦n(X,β) is smooth and the bottom left isomorphism in
the diagram (5.5) indicate that, for the formal function ŵ written as (5.6),
we may assume that w(0)(~u) = 0. Then Assumption 4.2 (i) follows from
Theorem 5.2, (ii) follows from Lemma 5.4 and (iii) follows from Lemma 5.5.
Therefore theorem follows from Theorem 4.5. 
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Remark 5.7. When X is a non-compact CY 3-fold, suppose that X has a
smooth compactification X ⊂ X such that H i(OX) = 0 for i = 1, 2. Then
the result of Theorem 5.6 also holds in this case without any modification,
by replacing X with X. This is because for E1 = OX and E2 = F [−1] where
the support of F is contained in X, we have the perfect pairing
Ext1X(Ei, Ej)⊗ Ext2X(Ej , Ei)→ C
by the CY3 condition of X and the vanishing H i(OX) = 0 for i = 1, 2.
5.4. Stable pairs on local surfaces. We apply Theorem 5.6 to some local
surfaces. Let S be a smooth projective surface satisfying H i(OS) = 0 for
i = 1, 2. We consider the non-compact CY 3-fold
X = TotS(KS).
We will apply Theorem 5.6 to show the existence of SOD of relative Hilbert
schemes of points on the universal curve over a complete linear system.
Let us take β ∈ H2(S,Z) = H2(S,Z) such that −KS · β > 0. By the
assumption H i(OS) = 0 for i = 1, 2, there is unique L ∈ Pic(S) such that
c1(L) = β. Let |L|◦ ⊂ |L| be the open subset consisting of irreducible curves
and
π : C → |L|◦
the universal curve. Note that any member C ∈ |L|◦ has the following
arithmetic genus
g = 1 +
1
2
(β2 +KS · β).
We have the following diagram
C[n]
π[n] ""❉
❉❉
❉❉
❉❉
❉❉
Jn
πJ
}}④④
④④
④④
④④
|L|◦.
Here π[n] is the π-relative Hilbert scheme of n-points, and πJ is the π-relative
rank one torsion free sheaves on the fibers of π with Euler characteristic n.
Let i : S →֒ X be the zero section. We have the following lemma:
Lemma 5.8. (i) We have isomorphisms
C[n+g−1] ∼=→ P ◦n(S, β)
∼=→ P ◦n(X, i∗β)
and they are non-singular.
(ii) We have isomorphisms
Jn
∼=→ U◦n(S, β)
∼=→ U◦n(X, i∗β)
and they are non-singular.
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Proof. As for (i), the isomorphism C[n+g−1] ∼=→ P ◦n(S, β) and the smoothness
of P ◦n(S, β) follow from the argument of [PT10, Proposition B.8, Proposi-
tion C.2]. The assumption−KS ·β > 0 implies that any compactly supported
irreducible curve on X with homology class i∗β must lie on the zero section
S ⊂ X. Therefore we have the set theoretic bijection P ◦n(S, β)→ P ◦n(X, i∗β),
and they have the same scheme structures by [KT14, Proposition 3.4].
As for (ii), the smoothness of U◦n(S, β) follows from
Ext2S(F,F ) = Hom(F,F ⊗OS(KS))∨ = 0
for a sheaf F corresponding to a point in Un(X,β), by the Serre duality and
the assumption −KS · β > 0. The isomorphism Jn
∼=→ U◦n(S, β) follows from
the argument in [MT, Subsection 5.3], and the isomorphism U◦n(S, β)
∼=→
U◦n(X, i∗β) follows similarly to (i). 
By Lemma 5.8, the diagram (5.2) in this case is
C[n+g−1]
π+ $$■
■■
■■
■■
■■
■ C[−n+g−1]
π−
zztt
tt
tt
tt
tt
Jn.
(5.13)
Applying Theorem 5.6 to X = TotS(KS) and noting Remark 5.7, we have
the following:
Corollary 5.9. For each n ≥ 0, we have the SOD
Db(C[n+g−1]) = 〈
n︷ ︸︸ ︷
Db(Jn), . . . ,D
b(Jn),D
b(C[−n+g−1])〉.
5.5. SOD of symmetric product of curves. Let C be a smooth projec-
tive curve over C of genus g. Its k-fold symmetric product C [k] is defined
by
C [k] :=
k︷ ︸︸ ︷
(C × · · · × C) /Sk
where the action of the symmetric group Sk is given by the permutation.
The variety C [k] is a smooth projective variety of dimension k, and identified
with the Hilbert scheme of k-points on C.
Let Pick(C) be the moduli space of degree k line bundles on C, which
is a g-dimensional complex torus. Once we fix a point c ∈ C, we have the
isomorphism
Pick(C) ∼=→ JC := Pic0(C)(5.14)
which sends [L] ∈ Pick(C) to [L(−kc)] ∈ JC . Below we fix the above
isomorphisms for each k ∈ Z. We also have the Abel-Jacobi map
AJ: C [k] → Pick(C)(5.15)
which sends a length k subscheme Z ⊂ C to the line bundle OC(Z).
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Remark 5.10. For k > 2g − 2, the map (5.15) is a projective bundle. In
general, the map (5.15) is a stratified projective bundle, where stratas on
Pick(C) are given by Brill-Noether loci. The geometry of Brill-Noether loci
is complicated and depends on the complex structure of C, whose study is
a classical subject on the study of symmetric products of curves (see [Fla,
Section 5], [Kas13, Example 1.0.7-1.0.10]).
For n ≥ 0, we consider the following diagram
C [n+g−1]
AJ
''❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖ C
[−n+g−1]
AJ∨ww♥♥
♥♥
♥♥
♥♥
♥♥
♥♥
Picn+g−1(C).
(5.16)
Here AJ∨ sends Z ⊂ C to ωC(−Z). Applying Theorem 5.6 and using the
isomorphism (5.14), we obtain the following corollary:
Corollary 5.11. For each n ≥ 0, we have the SOD
Db(C [n+g−1]) = 〈
n︷ ︸︸ ︷
Db(JC), . . . ,D
b(JC),D
b(C [−n+g−1])〉.
Proof. Let X be the non-compact CY 3-fold
X = TotC(L1 ⊕ L2)
where L1, L2 are general line bundles of degree g−1 satisfying L1⊗L2 ∼= ωC .
Then the diagram (5.2) in this case coincides with the diagram (5.16). As
mentioned in [Tod, Example 9.22, Remark 9.23], the result of Theorem 5.2
applies to the non-compact CY 3-fold X. Therefore the result follows by
the argument of Theorem 5.6 and isomorphisms (5.14). 
For n = 0, the images of AJ and AJ∨ coincide with the theta divisor
Θ := {[L] ∈ Picg−1(C) : h0(L) 6= 0} ⊂ Picg−1(C)
which is singular in general, but has only rational singularities [Kem73]. So
we have the diagram
C [g−1]
AJ
""❋
❋❋
❋❋
❋❋
❋❋
// C [g−1]
AJ∨
||①①
①①
①①
①①
①
Θ
which gives a (possibly non-isomorphic) resolutions of Θ. Let W be the
fiber product of the above diagram. Applying Theorem 5.6 as in the proof
of Corollary 5.11 for n = 0, we have the following:
Corollary 5.12. We have the autequivalence
ΦOW : Db(C [g−1]) ∼→ Db(C [g−1]).(5.17)
Below we give some examples on Corollary 5.11 and Corollary 5.12.
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Example 5.13. Suppose that n > g − 1. Then C [−n+g−1] = ∅ and
AJ: C [n+g−1] → Picn+g−1(C)
is a projective bundle whose fibers are Pn−1. Then the SOD in Theorem 5.11
is
Db(C [n+g−1]) = 〈
n︷ ︸︸ ︷
Db(JC), . . . ,D
b(JC)〉
which is nothing but Orlov’s SOD for projective bundles [Orl92].
Example 5.14. Suppose that n = g − 1. Then C [−n+g−1] = SpecC and
AJ: C [2g−2] → Pic2g−2(C)
is a projective bundle outside the point [ωC ] ∈ Pic2g−2(C). For the fiber
F = AJ−1([ωC ]), its structure sheaf OF is exceptional, and the SOD in
Theorem 5.11 is
Db(C [2g−2]) = 〈
g−1︷ ︸︸ ︷
Db(JC), . . . ,D
b(JC),OF 〉.
Example 5.15. Suppose that n = g − 2. Then C [−n+g−1] = C and
AJ: C [2g−3] → Pic2g−3(C)
is a projective bundle outside AJ∨(C) ⊂ Pic2g−3(C). In this case, the SOD
in Theorem 5.11 is
Db(C [2g−3]) = 〈
g−2︷ ︸︸ ︷
Db(JC), . . . ,D
b(JC),D
b(C)〉.
Example 5.16. Suppose that g = 3 and n = 0. Then the birational map
AJ: C [2] → Θ
is not an isomorphism if and only if C is a hyper-elliptic curve (see [Kas13,
Example 1.0.9]). In this case, the above map contracts a (−2)-curve on C [2]
to a rational double point in Θ. The equivalence (5.17) is the spherical twist
along with the (−2)-curve.
Example 5.17. Suppose that g = 4 and n = 1. Then the birational map
AJ: C [4] → Pic4(C)
contracts a divisor E ⊂ C [4] to the surface AJ∨(C [2]) ⊂ Pic4(C) (see [Kas13,
Example 1.0.10]). If C is not hyperelliptic, then E is a P1-bundle over
AJ∨(C [2]) ∼= C [2]. The SOD in Theorem 5.11 becomes
Db(C [4]) = 〈Db(JC),Db(C [2])〉.
If C is not hyperelliptic, the above SOD seems to be the blow-up formula of
derived categories obtained in [Orl92].
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Example 5.18. Suppose that g = 4 and n = 0. Then the birational map
AJ: C [3] → Θ
is a crepant resolution of Θ which is a divisorial contraction if C is hyperel-
liptic, small resolution which contracts one or two smooth rational curves if
C is not hyperelliptic (see [Kas13, Example 1.0.10]). In the latter case, the
equivalence (5.17) seems to be the derived equivalence under flops [BO01,
Bri02].
6. Categorification of Kawai-Yoshioka formula
In this section, we prove Theorem 1.2 as another application of Theo-
rem 4.5. We use Kawai-Yoshioka’s diagram [KY00] relating moduli spaces
of stable pairs on K3 surfaces with moduli spaces of stable sheaves on them.
The key ingredient, which was essentially observed in [Tod12b], is to inter-
pret Kawai-Yoshioka’s diagram in terms of wall-crossing diagram in a CY
3-fold defined by the product of the K3 surface and an elliptic curve.
6.1. SOD of relative Hilbert schemes of points. Let S be a smooth
projective K3 surface such that
Pic(S) = Z[OS(H)]
for an ample divisor H on S. Let g ∈ Z be defined by H2 = 2g − 2. We
have the complete linear system |H| and the universal curve
π : C → |H| = Pg.
In what follows, we fix n ≥ 0. Let
C[n+g−1] → Pg(6.1)
be the π-relative Hilbert scheme of (n+g−1)-points on C. As in Lemma 5.8,
the π-relative Hilbert scheme (6.1) is isomorphic to the the moduli space of
Pandharipande-Thomas stable pair moduli space Pn(S, [H]) on S.
Let ΓS be the Mukai lattice of S
ΓS := H
0(S,Z)⊕ Z[H]⊕H4(S,Z).
For E ∈ Db(S) its Mukai vector is defined by
v(E) := ch(E) ·
√
tdS ∈ ΓS.
For elements (ri, βi,mi) ∈ ΓS with i = 1, 2, the Mukai pairing is defined by
((r1, β1,m1), (r2, β2,m2)) := β1β2 − r2m1 − r1m2.
For each k ∈ Z≥0, we define Uk to be the moduli space of H-Gieseker stable
sheaves E on S satisfying
v(E) = vk := (k, [H], k + n).
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Here we refer to [HL12] for basics on moduli spaces of stable sheaves and
their properties. The moduli space Uk is known to be a projective irreducible
holomorphic symplectic manifold of dimension given by
dimUk = 2 + (vk,vk)
= 2(g − k2 − kn).(6.2)
Let Pk be the moduli space of pairs
(E, s), s : OS → E
where [E] ∈ Uk and s is a non-zero morphism. By [KY00, Lemma 5.117],
the moduli space Pk is a smooth projective variety whose dimension is
dimPk = 1 + 〈vk−1,vk〉
= 2(g − k2 − kn) + 2k + n− 1.(6.3)
We have the following diagram (see [KY00, Lemma 5.113])
Pk
π+
k !!
❇❇
❇❇
❇❇
❇❇
Pk+1
π−
k||②
②②
②②
②②
②
Uk.
(6.4)
Here π±k are defined by
π+k (E, s) := E, π
−
k (E
′, s′) := Cok(s′).
As an application of Theorem 4.5, we have the following result whose proof
will be given in Subsection 6.5:
Theorem 6.1. For k ≥ 0, we have the following SOD
Db(Pk) = 〈
n+2k︷ ︸︸ ︷
Db(Uk), . . . ,D
b(Uk),D
b(Pk+1)〉.
Let N ≥ 0 be defined by
N := max{k ≥ 0 : g − k2 − kn ≥ 0}.
Applying the above theorem from k = 0 to k = N , and noting that
P0 = Pn(S, [H]) ∼= C[n+g−1], PN+1 = ∅
where the latter is due to (6.2), we have the following result:
Corollary 6.2. For n ≥ 0, we have the SOD
Db(C[n+g−1]) = 〈A0,A1, . . . ,AN 〉(6.5)
where each Ak has the SOD
Ak = 〈
n+2k︷ ︸︸ ︷
Db(Uk),D
b(Uk), . . . ,D
b(Uk)〉.
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Remark 6.3. As we mentioned in in Subsection 1.3, the SOD (6.5) recovers
Kawai-Yoshioka’s formula (1.8)
Pn,g = (−1)n−1
N∑
k=0
(n+ 2k)e(Uk).
In [KY00], the formula (1.8) is the key ingredient to prove Katz-Klemm-Vafa
(KKV) formula for PT invariants with irreducible curve classes. Together
with the identities
e(Uk) = e(Hilb
g−k(k+n)(S)),∑
k≥0
e(Hilbk(S)) =
∏
k≥1
(1− qk)−24
the formula (1.8) is shown to imply the following in [KY00]∑
g≥0
∑
n∈Z
Pn,gz
nqg−1 =
(√
z − 1√
z
)−2 1
∆(z, q)
.(6.6)
Here ∆(z, q) is defined by
∆(z, q) := q
∏
n≥1
(1− qn)20(1− zqn)2(1− z−1qn)2.
The formula (6.6) is the KKV formula mentioned above.
6.2. Tilting on S×C. Let S be a K3 surface as in the previous subsection.
We fix a smooth elliptic curve C and consider a compact CY 3-fold X :=
S × C with projections pS , pC
X = S × C
pS

pC // C
S.
In what follows, we will interpret the diagram (6.4) in terms of wall-crossing
diagrams in Db(X).
We define the triangulated subcategory
D0 ⊂ Db(X)
consisting of objects whose cohomologies are supported on fibers of pC . The
triangulated category D0 is the derived category of the abelian subcategory
Coh0(X) ⊂ Coh(X)
consisting of sheaves supported on fibers of pC . For c ∈ C, let ic be the
inclusion
ic : S × {c} →֒ S × C = X.(6.7)
The category Coh0(X) is the extension closure of objects of the form ic∗F
for some c ∈ C and F ∈ Coh(S).
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For F ∈ D0, we set v(F ) ∈ ΓS to be
v(F ) := v(pS∗F ) = (v0(F ), v1(F ), v2(F ))
for vi(F ) ∈ H2i(S,Z). We define the following slope function on Coh0(X)
µ(F ) :=
v1(F ) ·H
v0(F )
∈ Q ∪ {∞}.
Here F ∈ Coh0(X) and we set µ(F ) = ∞ if v0(F ) = 0. The above slope
function on Coh0(X) defines the µ-stability on it in the usual way: an object
E ∈ Coh0(X) is defined to be µ-(semi)stable if for any non-zero subsheaf
F ′ ( F , we have
µ(F ′) < (≤)µ(F/F ′).
Let T ,F be the subcategories of Coh0(X) defined by
T := 〈F ∈ Coh0(X) : F is µ-semistable with µ(F ) > 0〉ex,
F := 〈F ∈ Coh0(X) : F is µ-semistable with µ(F ) ≤ 0〉ex.
Here 〈−〉ex means the extension closure. The pair of subcategories (T ,F) is
a torsion pair on Coh0(X). We have the associated tilting
B := 〈F ,T [−1]〉ex ⊂ D0.
For t ∈ R>0, let
Zt : K(D0)→ C(6.8)
be the group homomorphism defined by
Zt(F ) :=
∫
S
e−tH
√−1v(F )
= v2(F ) + (1− g)t2v0(F )− (tH · v1(F ))
√−1.
Then the pair
(Zt,B), t ∈ R>0
is a Bridgeland stability condition on D0 (see [Tod12b, Lemma 3.3]). In par-
ticular it defines Zt-(semi)stable objects: an object E ∈ B is Zt-(semi)stable
if for any non-zero subobject 0 6= E′ ( E in B, we have the inequality in
(0, π]:
argZt(E
′) < (≤) argZt(E).
We have the following lemma:
Lemma 6.4. An object E ∈ B with v1(E) = −[H], v0(E) ≤ 0 is Zt-stable
if and only if E ∼= ic∗F [−1] for some c ∈ C and H-Gieseker stable sheaf
F ∈ Coh(S).
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Proof. The lemma is well-known (for example see the argument of [Bay,
Lemma 6.1]). Let C ⊂ B be the subcategory defined by
C := {F ∈ B : ImZt(F ) = 0}
= 〈U,Ox[−1] : U ∈ Coh0(X) is µ-stable with µ(U) = 0, x ∈ X〉ex.
Suppose that E ∈ B satisfies v1(E) = −[H] and v0(E) ≤ 0. Since −v1(−)·H
is non-negative on B, and −v1(E) ·H = H2 is the smallest positive value of
−v1(−) ·H on B, the object E is Zt-stable if and only if Hom(C, E) = 0.
First suppose that E is Zt-stable, so we have Hom(C, E) = 0. Then we
have H0(E) = 0, and H1(E) is either a µ-stable two dimensional sheaf or
a one dimensional H-Gieseker stable sheaf. It follows that E ∼= ic∗F [−1]
for some c ∈ C, where F is a µ-stable sheaf on S or a H-Gieseker stable
one dimensional sheaf on S. In the former case, since the Mukai vector of
F is primitive, the µ-stability of it is equivalent to its H-Gieseker stability.
Conversely if E ∼= ic∗F [−1] as in the statement, then it is obvious that
Hom(C, E) = 0. Therefore the lemma is proved. 
We define the following subcategory of Db(X):
A := 〈p∗C Pic(C),B〉ex.(6.9)
The category A is the heart of a bounded t-structure on the triangulated sub-
category of Db(X) generated by p∗C Pic(C) and objects in D0 (see [Tod12b,
Proposition 2.9]). In particular, A is an abelian category. Note that E ∈ A
satisfies rank(E) = 0 if and only if E ∈ B. We will use the following property
on the abelian category A:
Lemma 6.5. For any object E ∈ A, there is an exact sequence in A
0→ E′ → E → E′′ → 0(6.10)
such that E′ ∈ B and E′′ ∈ 〈p∗C Pic(C)〉ex.
Proof. The lemma is proved in [Tod12b, Lemma 7.5] in the case of S × P1,
and the same argument proves the lemma. For simplicity, we prove the
lemma when E fits into a non-split extension in A
0→ p∗CL → E → ic∗F [−1]→ 0(6.11)
for L ∈ Pic(C), [F ] ∈ Uk, and c ∈ C. The full details are left to [Tod12b,
Lemma 7.5].
Let ξ be the extension class of (6.11). Then since i!cp
∗
CL = OS [−1], we
have
ξ ∈ Ext2X(ic∗F, p∗CL) = Ext1S(F,OS).
Therefore ξ gives rise to the non-trivial extension of sheaves on S
0→ OS → F ′ → F → 0.
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It is easy to see that F ′ is H-Gieseker stable so [F ′] ∈ Uk+1. We have the
following commutative diagram
E

p∗CL(c)

ic∗F ′[−1] // ic∗F [−1] //
ξ

ic∗OS

p∗CL[1] id // p∗CL[1].
Here horizontal and vertical sequences are distinguished triangles. By the
above diagram, we obtain the exact sequence in A
0→ ic∗F ′[−1]→ E → p∗CL(c)→ 0.
The above exact sequence is a desired sequence (6.10). 
6.3. Weak stability conditions on A. Let A be the abelian category
given in (6.9). For t ∈ R>0 and E ∈ A, we define
µ⋆t (E) ∈ R ∪ {∞}
by the following:
µ⋆t (E) :=
{
0, rank(E) 6= 0,
−ℜZt(E)ℑZt(E) , rank(E) = 0.
Here if rank(E) = 0, then E ∈ B and Zt(E) ∈ C is given in (6.8). The
following stability condition on A appeared in [Tod12b] in the framework of
weak stability conditions:
Definition 6.6. An object E ∈ A is µ⋆t -(semi)stable if for any exact se-
quence 0→ E′ → E → E′′ → 0 in A, we have
µ⋆t (E
′) < (≤)µ⋆t (E′′).
Below we fix n ∈ Z and characterize µ⋆t -semistable objects E ∈ A satis-
fying the condition
ch(E) = (1, 0,−ic∗[H],−n)(6.12)
∈ H0(X) ⊕H2(X)⊕H4(X)⊕H6(X).
Proposition 6.7. For k ∈ Z>0, suppose that t ∈ R>0 satisfies
tk < t < tk−1, tk :=
√
n+ k
(g − 1)k , t0 :=∞.(6.13)
Then an object E ∈ A satisfying (6.12) is µ⋆t -semistable if and only if E is
isomorphic to a two term complex
E ∼= (p∗CL s→ ic∗F )(6.14)
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for some c ∈ C, [F ] ∈ Uk, L ∈ Pick(C) and s is a non-zero morphism. Here
Pick(C) ⊂ Pic(C) is the subset of degree k line bundles, and p∗CL is located
in degree zero. Moreover in this case, E is µ⋆t -stable.
Proof.
Step 1. The ‘only if ’ direction.
Let us take t ∈ (tk, tk−1) and a µ⋆t -semistable object E ∈ A satisfying
(6.12). By [Tod12b, Lemma 7.5], there is an exact sequence in A
0→ A→ E → p∗CL → 0(6.15)
for some A ∈ B, L ∈ Picr(C) for some r ∈ Z. The condition (6.12) implies
that v(A) = −vr. The above exact sequence and the µ⋆t -semistability of E
implies that
ℜZt(A) = −r − n+ r(g − 1)t2 ≥ 0.
As t < tk−1, the above inequality implies that r ≥ k > 0.
The µ⋆t -stability of E implies that Hom(C, E) = 0, where C ⊂ B is de-
fined in the proof of Lemma 6.4. By the exact sequence (6.15) we have
Hom(C, A) = 0, and Lemma 6.4 shows that A ∼= ic∗F [−1] for some c ∈ C
and [F ] ∈ Ur. Therefore E is isomorphic to a two term complex
E = (p∗L s′→ ic∗F )
where s′ must be non-zero due to the µ⋆t -semistability of E. Let us show
that r = k. By taking the cohomologies of E, we obtain the exact sequence
in A
0→ p∗CL(−c)→ E → G[−1]→ 0(6.16)
where G is the cokernel of s′. Since v(G) = vr−1, the µ⋆t -semistability of E
implies that
ℜZt(G[−1]) = −r + 1− n+ (r − 1)(g − 1)t2 ≤ 0.(6.17)
As t > tk, the above inequality implies that k ≥ r. As we already proved
r ≥ k, it follows that r = k. Therefore we have proved the only if direction
of the proposition.
Step 2. The ‘if ’ direction.
Conversely, let us take an object E ∈ A of the form (6.14). We show that
E is µ⋆t -stable if t ∈ (tk, tk−1). Let us take an exact sequence in A
0→ A→ E → B → 0(6.18)
such that A, B are non-zero. We will show the inequality
µ⋆t (A) < µ
⋆
t (B).(6.19)
Since rank(E) = 1, we have either (rank(A), rank(B)) = (0, 1) or (1, 0). We
will show (6.19) in each cases.
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First suppose that rank(A) = 0, i.e. A ∈ B. By the exact sequence in A
0→ ic∗F [−1]→ E → p∗CL → 0(6.20)
we have Hom(Coh0(X), E) = 0. Therefore we have H0(A) = 0 and A ∈
T [−1] holds. Then A is given as an iterative extensions of objects of the
form ic∗T [−1] for some c ∈ C, where T ∈ Coh(S) is either torsion or µ-stable
with µ(T ) > 0. By the Serre duality and the µ-stability of T , we have
Hom(ic∗T [−1], p∗CL) = Hom(T,OS)
= 0.
Therefore we have Hom(A, p∗CL) = 0. By the exact sequences (6.18) and
(6.20), we have the injection A →֒ ic∗F [−1] in B. By Lemma 6.4, the object
ic∗F [−1] is Zt-stable in B. Therefore we have
µ⋆t (A) ≤ µ⋆t (ic∗F [−1]) = µ⋆t (−vk) < 0 = µ⋆t (B)
where µ⋆t (−vk) < 0 is due to tk < t. Therefore (6.19) holds.
Next suppose that rank(A) = 1, i.e. B ∈ B. Let T ⊂ H0(B) be the HN
factor of H0(B) in µ-stability such that µ(−) is the maximal. Note that
µ(T ) ≤ 0 by the definition of B. If µ(T ) = 0, then µ⋆t (T ) =∞ and we have
µ⋆t (B) ≥ µ⋆t (B/T ).
Therefore by replacing B by B/T , we may assume that µ(T ) < 0. This
implies the vanishing
Hom(p∗C Pic(C), B) = 0.(6.21)
Similarly to (6.16), we have the exact sequence in A
0→ p∗CL(−c)→ E → G[−1]→ 0(6.22)
where G is the cokernel of s in (6.14). By the exact sequences (6.18), (6.22),
and the vanishing (6.21), we see that there is a surjection G[−1]։ B in B.
By Lemma 6.4, the object G[−1] ∈ B is Zt-stable. Therefore we have
µ⋆t (B) ≥ µ⋆t (G[−1]) = µ⋆t (−vk−1) > 0 = µ⋆t (A)
where µ⋆t (−vk−1) > 0 is due to t < tk−1. Therefore (6.19) holds. 
When t lies on a wall, the µ⋆t -semistable objects are characterized by the
following lemma.
Lemma 6.8. An object E ∈ A satisfying (6.12) is µ⋆tk-semistable if and
only if E is S-equivalent to a µ⋆tk -polystable object of the form
E1 ⊕ E2, E1 = p∗CL, E2 = ic∗F [−1](6.23)
for some c ∈ C, [F ] ∈ Uk and L ∈ Pick(C).
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Proof. The ‘if’ direction is obvious as both of E1, E2 are µ
⋆
tk
-semistable with
µ⋆tk(E1) = µ
⋆
tk
(E2) = 0. The ‘only if’ direction is proved similarly to Step 1
in the proof of Proposition 6.7. If we apply the proof above for t = tk,
the only point to notice is that, just after the equation (6.17) we only have
k ≥ r − 1 as we take t = tk. Therefore we have either r = k or r = k + 1.
In the latter case, the exact sequence (6.16) shows that E is S-equivalent to
the object of the form (6.23). 
6.4. Moduli stacks of semistable objects. Let M be the 2-functor
M : Sch/C→ Groupoid
sending a C-scheme S to the groupoid of relatively perfect objects E ∈
Db(X × S) such that for each point s ∈ S, the object Es := Li∗sE for the
inclusion is : X × {s} →֒ X × S satisfies Ext<0(Es, Es) = 0. The stack M is
known to be an Artin stack locally of finite type [Lie06]. For a fixed n ∈ Z≥0
and t ∈ R>0, we consider the substack
M⋆t ⊂M(6.24)
to be the stack whose S-valued points consist of E ∈ M(S) such that for
each s ∈ S, the object Es is a µ⋆t -semistable object in A satisfying (6.12).
Using Proposition 6.7 and Lemma 6.8, we show the following:
Proposition 6.9. The stack M⋆t is an Artin stack of finite type such that
(6.24) is an open immersion. Moreover if t ∈ (tk, tk−1), the stack M⋆t is
smooth.
Proof. By [Tod12b, Lemma 4.13] (ii), the substackM⋆t ⊂M is constructible.
Therefore for the first statement, it is enough to show thatM⋆t ⊂M is open
in analytic topology.
By Lemma 6.8, for t = tk an object corresponding to a C-valued point of
M⋆t is a small deformation of an object of the form (6.23). Let us set V +,
V − and U by
V + = Ext1X(E1, E2), V
− = Ext1X(E2, E1),
U = Ext1X(E1, E1)⊕ Ext1X(E2, E2).
Then the analytic local deformation space of E1⊕E2 is given by the critical
locus of some analytic function w defined in an analytic neighborhood of 0 ∈
V +×V −×U . Similarly to the case of stable pairs in (5.6), the function w is
invariant under the conjugate Aut(E1⊕E2) = (C∗)2-action on V +×V −×U ,
so it is of the form
w = w(0)(~u) +
∑
i,j
xiyjw
(1)
ij (~u) +
∑
i,i′,j,j′
xixi′yjyj′w
(2)
ii′jj′(~u) + · · ·
where ~x, ~y and ~u are coordinates of V +, V − and U respectively. As
in [Tod, Subsection 5.1], the function w is constructed using the minimal
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A∞-structure on Db(X). By the construction in loc. cit. , the function
w(0)(~u) is written as
w(0)(~u) = w
(0)
1 (~u1) + w
(0)
2 (~u2), ~u = (~u1, ~u2), ~ui ∈ Ext1X(Ei, Ei)
such that the critical locus of w
(0)
i (~ui) in Ext
1
X(Ei, Ei) gives the local defor-
mation space of Ei. Since the deformation space of Ei is smooth, we may
assume that w(0)(~u) = 0.
Similarly to Subsection 5.2, the function w
(1)
ij (~u) is written as (4.7) such
that the coefficients of the linear term aijk is determined by the triple prod-
uct
V + × V − × U → C
given by the composition and the Serre duality. Then by Lemma 6.10 below,
the coefficients aijk satisfy the condition in Assumption 4.2 (ii). Therefore
the argument of Lemma 4.3 shows that
(dw = 0) ∩ (V +∗ × V − × U) ⊂ (V +∗ × {0} × U),(6.25)
(dw = 0) ∩ (V + × V −∗ × U) ⊂ ({0} × V −∗ × U).
This implies that any small deformation E′ of E1 ⊕ E2 fits into one of the
following exact sequences in A
0→ ic′∗F ′[−1]→ E′ → p∗CL′ → 0,(6.26)
0→ p∗CL′ → E′ → ic∗F ′[−1]→ 0
where (F ′,L′, c′) is a small deformation of (F,L, c), so that [F ′] ∈ Uk and
L′ ∈ Pick(C). Therefore E′ is µ⋆tk -semistable, and M⋆tk ⊂M is open
Suppose that t ∈ (tk, tk−1), and take an object E as in (6.14) which
corresponds to a C-valued point of M⋆t . Then E is isomorphic to a small
deformation of the object E1⊕E2 as above, which lies in the LHS of (6.25).
Then any small deformation E′ of E fits into a non-split sequence (6.26).
Therefore E′ is again µ⋆t -semistable by Proposition 6.7, and M⋆t ⊂ M is
open. Moreover the argument of Lemma 4.3 implies that the LHS of (6.25)
is smooth, hence M⋆t is smooth. 
We have used the following lemma, which is an analogy of Lemma 5.4.
Lemma 6.10. For the objects E1, E2 in (6.23), the composition map
Ext1X(E1, E2)⊗ Ext1X(E2, E1)→ Ext2X(E2, E2)(6.27)
is injective.
Proof. Note that we have
Ext1X(E1, E2) = H
0(S,F ), Ext1X(E2, E1) = Ext
1
S(F,OS).
We also have the surjection
Ext2X(E2, E2) = Ext
2
X(ic∗F, ic∗F )։ Ext
1
S(F,F )
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which is Serre dual to the natural map Ext1S(F,F )→ Ext1X(ic∗F, ic∗F ). By
composing it with (6.10), we obtain the composition map
H0(S,F )⊗ Ext1S(F,OS)→ Ext1S(F,F ).(6.28)
It is enough to show that the map (6.28) is injective. Let us take the
universal extension in Coh(S)
0→ Ext1S(F,OS)∨ ⊗OS → U → F → 0.(6.29)
Then it is well-known that U is a µ-stable sheaf (see [Yos99, Tod14a]). Ap-
plying Hom(−, F ) to the above exact sequence, we obtain the exact sequence
0→ C→ Hom(U , F )→ H0(S,F )⊗ Ext1S(F,OS)→ Ext1S(F,F ).(6.30)
Since (6.29) is the universal extension, applying Hom(−,OS) to (6.29) we
obtain Ext1S(U ,OS) = 0. Then applying Hom(U ,−) to (6.29) and using the
stability of U , we obtain
Hom(U , F ) = Hom(U ,U) = C.
Therefore by the exact sequence (6.30), we see that (6.28) is injective. 
For t ∈ R>0, let
M⋆t →M⋆t(6.31)
be the good moduli space for the stack M⋆t , which exists by [AHLH].
The good moduli space M⋆t is an algebraic space of finite type, which
parametrizes µ⋆t -polystable objects in A satisfying (6.12), i.e. direct sums
of µ⋆t -stable objects with µ
⋆
t (−) = 0. By Proposition 6.7, the moduli space
M⋆t is constant if t ∈ (tk, tk−1) for some k. So we can write
M⋆k :=M
⋆
t , t ∈ (tk, tk−1).
By Proposition 6.7, M⋆k consists of µ
⋆
t -stable objects for t ∈ (tk, tk−1) and
also smooth by Proposition 6.9.
Recall that JC := Pic0(C) is defined to be the moduli space of degree
zero line bundles on C, which is isomorphic to C itself as C is an elliptic
curve. In the k = 1 case, we can describe M⋆1 by the stable pair moduli
space:
Lemma 6.11. For β = ic∗[H], we have the isomorphism
P−n(X,β) × JC
∼=→M⋆1(6.32)
given by
((OX → ic∗F ′), L) 7→ p∗CL⊗ D(OX → ic∗F ′).(6.33)
Here D := RHom(−,OX) is the derived dual.
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Proof. First we need to show that the map (6.33) is well-defined, i.e. the
object
p∗CL⊗D(OX → ic∗F ′) ∈ A(6.34)
in the RHS of (6.33) corresponds to a point in M⋆1 . By [Tod, Remark 9.8],
an object in E ∈ A is of the form (6.34) if and only if E fits into an exact
sequence in A
0→ p∗CL→ E → ic∗F ′′[−1]→ 0(6.35)
where F ′′ is a pure one dimensional sheaf on S such that Hom(T [−1], E) = 0
for any one dimensional sheaf T on X. Moreover in this case, we have
ic∗F ′′ = Ext2X(ic∗F ′,OX ). The proof of Lemma 6.5 shows that E fits into
an exact sequence
0→ ic∗F ′′′[−1]→ E → p∗CL(c)→ 0(6.36)
for [F ′′′] ∈ U1. Therefore E is isomorphic to (p∗CL(c) s→ ic∗F ′′′) for a non-
zero s, hence gives a point in M⋆1 by Proposition 6.7.
Conversely by Proposition 6.7, any object [E] ∈ M⋆1 fits into an exact
sequence of the form (6.36). By taking the cohomologies of E, it also fits
into a non-split exact sequence of the form (6.35). On the other hand,
by the exact sequence (6.36) we see that Hom(T [−1], E) = 0 for any one
dimensional sheaf T on X. Therefore E is of the form (6.34), and the map
(6.33) is bijective on closed points. Since both sides of (6.32) are smooth, it
is an isomorphism. 
In general for k > 0, we can describe M⋆k in terms of pair moduli spaces
Pk on S:
Lemma 6.12. For k > 0, we have an isomorphism
Pk × (C × JC)
∼=→M⋆k(6.37)
given by
((OS → F ), c, L) 7→ (p∗C(OC(k[c]) ⊗ L)→ ic∗F ) .(6.38)
Proof. The map (6.38) is a morphism of smooth algebraic spaces which is
bijective on closed points by Proposition 6.7. Hence (6.38) is an isomor-
phism. 
We also set
U⋆k := (M
⋆
tk
)red, k ∈ Z>0.
By the open immersions
M⋆tk+ε ⊂M⋆tk ⊃M⋆tk−ε
SEMIORTHOGONAL DECOMPOSITION 47
for 0 < ε ≪ 1, and noting that M⋆k is smooth, we have the induced mor-
phisms
M⋆k
π⋆+
k !!
❇❇
❇❇
❇❇
❇❇
M⋆k+1
π⋆−
k||②
②②
②②
②②
②
U⋆k .
(6.39)
Lemma 6.13. (i) We have an isomorphism
Uk × (C × JC)
∼=→ U⋆k .(6.40)
(ii) Under the isomorphisms (6.37), (6.40), the diagram (6.39) is identi-
fied with the diagram (6.4)× idC×JC .
Proof. (i) By Lemma 6.8, a point in M⋆tk corresponds to a µ
⋆
tk
-polystable
object of the form (6.23). Therefore we have the morphism
Uk × (C × JC)→M⋆tk
defined by
(F, c, L) 7→ p∗C(OC(k[c]) ⊗ L)⊕ ic∗F [−1].(6.41)
The morphism (6.41) a bijection on closed points. Moreover the argument
of [Tod, Lemma 9.21] shows that (6.41) is a closed immersion. Therefore we
have the isomorphism (6.40) by taking the reduced parts of (6.41).
(ii) The statement π⋆+k = πk × (idC×JC ) is obvious from the descriptions
of the maps (6.38), (6.41). As for π⋆−k , let us take a point
((OS s
′→ F ′), c, L′) ∈ Pk+1 × (C × JC).
Under the map (6.37), it corresponds to a point in M⋆k+1 of the form
E′ = (p∗CL′ → ic∗F ′) ∈ A, L′ = OC((k + 1)[c]) ⊗ L′ ∈ Pick+1(C).
By taking the cohomologies of E′, we have an exact sequence in A
0→ p∗CL′(−c)→ E′ → G[−1]→ 0
where G is the cokernel of s′. Then the map π⋆−k is given by
π⋆−k (E
′) = p∗CL′(−c)⊕G[−1].
As L′(−c) = OC(k[c]) ⊗ L′, it comes from (G, c, L′) ∈ Uk × (C × JC) under
the map (6.41). Therefore the identity π⋆−k = π
−
k × idC×JC also holds. 
Proposition 6.14. The diagram (6.39) satisfies Assumption 4.2 by setting
M+ =M⋆k , M
− =M⋆k+1, U = U
⋆
k , π
± = π⋆±k .
Proof. Note that the diagram (6.39) is a wall-crossing diagram in the CY
3-fold X. Together with the fact that a point in U⋆k corresponds to a µ
⋆
t -
polystable object (6.23), it is a d-critical simple flip by [Tod, Example 6.3]
(also see the argument of [Tod, Theorem 9.22]). Therefore Assumption 4.2
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(i) holds. By Lemma 6.10 the Assumption 4.2 (ii) holds, and Assumption 4.2
(iii) holds by the same argument of Lemma 5.5. 
6.5. Proof of Theorem 6.1.
Proof. We first prove Theorem 6.1 for k > 0. Let Wk be the fiber prod-
uct of the diagram (6.39), and OM⋆
k
(1) be a π⋆+k -ample line bundle on M
⋆
k
satisfying Assumption 4.2 (iii) for the diagram (6.39). By Theorem 4.5 and
Proposition 6.14, we have the fully-faithful functors
ΦOWk : Db(M⋆k+1) →֒ Db(M⋆k ),(6.42)
Υik : D
b(U⋆k ) →֒ Db(M⋆k ).
Here Υik is given by L(π
⋆+
k )
∗(−)⊗OM⋆
k
(i). Moreover we have the SOD
Db(M⋆k ) = 〈ImΥ−2k−n+1k , . . . , ImΥ0k, ImΦOWk 〉.(6.43)
Then by Lemma 6.13 (ii), the functors (6.42) are linear over C × JC under
the isomorphisms (6.37), (6.40), so Theorem 6.1 for k > 0 follows by re-
stricting the SOD (6.43) to Uk×{(0, 0)} ⊂ U⋆k (see [Kuz11, Proposition 5.1,
Theorem 6.4]).
Finally we prove Theorem 6.1 for k = 0. By setting β = ic∗[H] we define
M⋆0 := Pn(X,β) × JC , U⋆0 := Un(X,β) × JC .
Then we have the diagram
M⋆0
π⋆+0 !!
❇❇
❇❇
❇❇
❇❇
M⋆1
π⋆−0}}⑤
⑤⑤
⑤⑤
⑤⑤
⑤
U⋆0
(6.44)
by taking the product of the diagram (5.2) with JC via the isomorphism
(6.32). The diagram (6.44) satisfies Assumption 4.2 as in the proof of The-
orem 5.6. On the other hand, similarly to Lemma 6.12 and Lemma 6.13, we
have isomorphisms
P0 × (C × JC)
∼=→M⋆0 , ((OS s→ F ), c, L)→ ((OX s→ ic∗F ), L),
U0 × (C × JC)
∼=→ U⋆0 , (F, c, L) 7→ (ic∗F,L).
Under the above isomorphisms, the diagram (6.44) is identified with the
diagram (6.4) × idC×JC for k = 0. Therefore the argument for k > 0 also
implies Theorem 6.1 for k = 0. 
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