ABSTRACT The correspondence problem is conventionally performed at the pairwise level, i.e., finding the correspondence model, e.g., affine transformation between two input images. While, this paper tackles the scenario when more than two images, e.g., a sequence of images are considered either for model learning or inference. Our proposed approach is based on the recent work on convolutional neural network for geometric matching model. Specifically, we extend this baseline by introducing sequential cycle consistency check that can involve multiple images. The learning is performed in a supervised setting provided with ground truth parametric transformation information, while it meanwhile leverages the consistency information as a regularizer during learning. Extensive experiments are performed on the public benchmark dataset, whereby qualitative and quantitative results are both presented. Our method improves the two-image geometric matching network learning baseline by fusing more than two images' information during learning, while it can still be applied for two-image matching for testing.
I. INTRODUCTION
Many computer vision tasks such as image manipulation [1] , stereo vision [2] , localization and mapping [3] are built on the fundamental capability of estimating the correspondence or transformation between two or multiple images. The correspondence problem is often formulated by finding a parametric transformation model e.g. affine or similarity transformation. Traditionally the transformation is computed by solving an optimization problem regarding with matching a set of feature points such as scale invariant feature transformation (SIFT) [4] , histogram of gradients (HOG) [5] in the image. Classic estimators include random sample consensus (RANSAC) [6] and Hough transform [7] , with some ad-hoc pruning techniques e.g. [6] . These approaches often work well in many vision problems. In fact they involve explicit step by step mathematical modeling or man-made feature engineering.
On the other hand, deep learning and especially deep neural networks [8] have become dominant technology in recent years. Since its breakthrough for ImageNet classification [9] , there are recent advances in terms of new network structures, e.g. [10] , [11] . Also, deep neural networks have been further applied in other areas including object detection, image segmentation and depth estimation etc. However, little prior work on deep learning is done for geometric image matching until a very recent work [12] . In this work, a neural network involves CNN layers, correlation layers, and regression layers are adopted to mimic the feature extraction, feature matching and parameter estimation procedures used in traditional matching pipelines.
In this paper, we seek a neural network based, specifically, convolutional neural network (CNN) [13] based approach for the problem of affine estimation between two images. In particular, our models is mainly designed for the case of instance level affine transform estimation which is a common need for many real-world applications e.g. calibration, 3-D reconstruction etc. Note that it is not the first time that a CNN model is applied for geometric matching [12] , while the key idea of the paper is introducing the matching consistency, as an additional loss for network learning, in addition with the transformation discrepancy loss (more details about these concepts can be found later in the paper). In fact, consistency has been proven a useful measurement in non-deep learning based matching methods e.g. in graph matching [14] - [17] while its adoption in network based models is rare.
In a nutshell, the main highlights of the paper are
• We extend the baseline matching net in [12] by modeling the joint matching consistency. A specific net and loss function are devised with a gradually regularized learning procedure inspired by the multiple graph matching technique in [14] and [17] .
• Our new model improves the baseline matching net by a notable margin for geometric (affine) transformation. Extensive ablation tests and comparison with the stateof-the-art [12] is performed to show the promising performance of our model.
• To our best knowledge, this is one of the initiative efforts that the consistency is used for geometric matching networks. The remainder of the paper is organized as follows. Related work is discussed in Section II. In Section III, we present the proposed network pipeline and the associated loss function which involves both discrepancy and consistency loss. In Section IV, we provide the empirical study and show qualitative and quantitative results of our method and its baseline. In particular, different ablation study is performed. Section V concludes this paper and future work is discussed in Section VI.
II. RELATED WORK
In this section, we review the literature related to our problem, techniques, as well as ideas, including i) Network for Transformation Estimation, ii) Optical Flow and Semantic Matching, iii) Point Registration and Graph Matching. As an exhaustive study is impossible due to space limitation, we mention several representative and most relevant works.
A. NETWORK FOR TRANSFORMATION ESTIMATION
Traditional line of research for estimating the transformation involves detecting keypoints such as SIFT [4] , HOG [5] as well as extracting local feature descriptors around the points. Recently, deep convolutional network based feature detectors are also emerging [18] - [21] , which show better robustness compared with the traditional non-deep learning based descriptors. More recently the seminal work [12] for the first time, presents a CNN based architecture for endto-end feature point extraction and parametric image matching. In their holistic method, there is no need for explicitly dividing image into local patches for feature extraction, nor the need for computing the distance among the patch level descriptors, which has become an area with intensive prior arts [18] - [20] , [22] . Moreover, the network in [12] is designated for coping with category level matching, which is previously mainly addressed by learning-free optimization based models [23] , [24] .
Seeing the advantage of an end-to-end learning paradigm [12] , in this paper we follow the network based learning paradigm for image correspondence matching by parametric transformation. The extension and improvement lie in a joint alignment model that incorporate more than two images for matching at once. In this sense, our work is also related to a vast line of research in joint image alignment [25] - [27] as well as multiple graph matching [14] - [17] . However, none of the above methods adopts a network based approach for the joint matching problem.
B. OPTICAL FLOW AND SEMANTIC MATCHING
Our method is also related to the abundant literature in optical flow estimation, where these approaches aim to find (sub-)pixel level correspondence or dense motion from two or multiple images. In fact, the optical flow models do not explicitly assume a parametric transformation model over the images. On the contrary, they directly estimate the pixel level flow vector in the 2-D image plane, resulting in dense flow estimations. In most works [28] , two fundamental constraints are imposed for this highly ill-posed problem: the brightness/color consistency over the two images for their corresponding pixels, and the local smoothness for the flow fields. These two assumptions work well on slow and small motion but may fail in the case of large displacement especially when there are occlusions. More recent methods further turn to supervised (e.g. FlowNet [29] and its 2.0 version [30] ) or unsupervised (e.g. [31] ) deep network for flow estimation. Based on the above discussion, one can see that our problem is different from the flow estimation setting and the existing flow estimation methods cannot be reused for the transformation estimation problem at hand.
C. POINT REGISTRATION AND GRAPH MATCHING
There are also extensive literature in point set registration whereby a parametric models is often assumed for point set transformation. From an initial solution, the iterative closest point (ICP) methods [32] , [33] alternate between finding the point correspondence and seeking the new transformation. Recent methods include the Robust Point Matching (RPM) [34] and the Coherent Point Drift (CPD) method [35] . There are also more recent approach for multi-view point registration via a parametric model [36] . However, all these methods work with the point set rather than images, making the problem formulation and setting inherently different from ours.
Graph matching [37] is a widely used technique for matching the correspondence feature points in images, based on which, a parametric transformation model can be readily estimated. However the graph matching process itself does not involve any parametric transformation model and it focuses on utilizing the second-order [38] or even higher-order information for matching [39] , [40] . More recently, matching cycle consistency has been used for joint matching of multiple graphs [14] - [17] . However, there are two main differences: i) no neural network nor learning is devised for matching; ii) these methods absorb graph as inputs rather than raw images; iii) they are non-parametric model while we directly output the parametric transformations. Overview of the baseline network structure used in this paper which is from [12] . Two images are fed into two CNN layers (for detailed structure of the CNN layers, see the VGG-16 net in [10] ) for extracting their feature maps, which are further fed into a correlation layer with size. Then the output undergoes a regression layer consisting of multiple convolutional layers, batch normalization layers and Relu layers to regress the final transformation parameters. The loss function is based on a discrepancy measurement between the warped point grids by the estimated transformation and ground truth transformation respectively. The loss is agnostic to the specific transformation model.
III. NETWORK AND LEARNING ALGORITHM
In this section, we will disclose the main technical part of our proposed approach, which involves a consistency regularized network for end-to-end learning. The network can be directly used for affine transformation (and potentially other forms of transformation) estimation. In the following, we will describe the main method accordingly.
A. NETWORK ARCHITECTURE
We first describe the basic network as the unit component used in our new network. This basic structure is from the work [12] whereby two images are fed into the net and directly the transformation is regressed as the output. We extend this structure by repeating the basic component and augmenting into a larger one where consistency can be modeled with the specifically designated loss function.
1) UNIT COMPONENT
The unit network structure is reused from the recent work [12] . Specifically, a siamese architecture comprised of multiple convolutional layers is used to transform a pair of input images e.g. I a and I b into feature maps, which are then fed into a correlation layer to generate new feature maps f a ∈ R h×w×d and f b ∈ R h×w×d (assume the images are in the same size). These feature maps are finally fed into a regression network for estimating the transformation parameters . The overview of this baseline network is shown in Figure 1 .
2) EXTENDED NETWORK
In this paper, we devise an extended and new network pipeline for consistency regularized network based transformation estimation. The overview of this baseline network is shown in Figure 2 . Specifically, three images are fed into the network and the CNN layers, correlation layers and regression layers all share the same parameter (freezing the network). The loss function (as will be detailed later in the paper) consists of two main components, one is the discrepancy loss as used in Figure 1 in addition with a consistency loss to measure the correctness by cycling consistency in terms of the pairwise transformations.
B. LOSS FUNCTION
We first introduce the baseline loss function originated from [12] . Then we show our extension by first augmenting the round-way consistency check for each image pair in each learning iteration. Then we further show a triple consistency check loss based on the baseline loss.
1) BASELINE LOSS
The baseline loss function involves the geometric model agnostic form as proposed in [12] which can handle different parametric transformation forms such as homography, thin-plate spline beyond the affine model. Specifically, an imaginary grid of points are designed to measure the deformation caused by the transformation. Such a grid imaginary undergos the estimated transformation model and compare the resulting discrepancy against the deformation caused by the ground truth transform gt . The discrepancy is measured by the transformed grids in terms of adding up the squared distances between the corresponding points on the grid:
More specifically, we follow the setting used in [12] , for points' coordinate falling within (equally spaced by an interval 0. Overview of the augmented network structure originated from [12] . We augment the learning sample from one pair of images into three pairs of images by adding a third image for learning. The three CNN layers in the yellow dotted bounding box, as well as the three correlation-regression layer channels are shared regarding with parameters. The loss function involves two parts: the baseline loss between two images: i) I a vs. I b , I a vs. I c and I b vs. I c ; ii) the consistency regularized term as defined in Eq. 3. Note is intentionally omitted for brevity.
When the transformation is a parametric and differentiable form, such a loss can be easily computed and backpropogated to update the parameters of different layers.
2) CONSISTENCY-REGULARIZED LOSS FUNCTION
The proposed loss function extends the basic loss for measuring the discrepancy between the grid points warped by the estimated transformation from the input images. More specifically, here we consider the setting when three images are involved for matching: I a , I b , I c . The discrepancy loss can be written by the adding up of the three pairwise matchings:
Then we consider adding the matching cycle consistency in the following way:
where λ is the weighting parameter of the consistency loss.
As a result, we reach the new loss function by adding up the above two equations:
consistency loss (4) In a nutshell, our new loss not only considers the direct pairwise alignment discrepancy, but also measures the cycling consistency by transformation transduction. Note that we do not directly compute the error between the parameter θ ac and the multiplication θ ab and θ bc , the reason is that the loss in the parameter space cannot be directly used for appearance discrepancy computing. The model is trained by backpropagation.
C. PARAMETRIC TRANSFORMATIONS
In our study, we mainly test the affine transformation and its special case i.e. similarity transformation. Specifically, for a point x ∈ R 2 in the 2-D image, the similarity transformation is computed by sRx + t, where s is its scaling factor, while R, t refers to the rotation matrix and translation vector, respectively. In fact, since the rotation R is in the 2-D plane, it only involves one parameter γ for the degree of rotation.
The more generalized form, i.e. affine transformation, is calculated by Vx + t where V ∈ R 2×2 refers to the affine matrix and t for translation, respectively. Moreover, for the similarity transformation, if the scalar factor equals one, then it refers to a so-called rigid transformation. In our tests, we will focus on these two most popular transformations as described above.
In summary, there are 6 and 4 parameters for the affine transformation and similarity transformation, respectively.
IV. EXPERIMENTS AND DISCUSSION
In this section, we will describe the dataset used for model training and evaluation. Implementation details and protocol settings will be presented. We compare our model with the baseline approach, as well as different hyper-parameter choices. Further discussion in terms of the experimental results are given in the end.
A. PROTOCOL AND DATASET 1) IMPLEMENTATION DETAILS
Our source code is implemented by the open source framework TensorFlow [41] . The testing platform comprises of CPU Intel i7 7700k, GPU with Nvidia GeForce GTX 1070, and 16G Memory.
We employ stochastic gradient descent for training the network with learning rate 0.001, momentum 0.9 without weight decay. The batch size is set to 16 and the image is resized into 227 × 227 before input to the network.
2) EVALUATION METRICS
There are two main metrics used to quantitatively measure the performance of our approach, especially in comparison with the baseline model [12] . The first is the discrepancy between the two transformed grids as defined in Eq. 2. The other is the widely used one for measuring the portion of feature points correctly matched between two images i.e. the average probability of correct keypoint (PCK) [42] . Specifically, feature points are regarded correctly matched if they lie within αmax(h, w) pixels close to each other for α ∈ [0, 1] and h, w are the height and width of the image respectively. We set α = 0.1 throughout the paper in line with [12] if not otherwise explicitly specified.
One shall note that our model learning is directly optimized by the grid discrepancy loss, while no explicit learning is performed for the PCK metric. In this sense, the regularization infused in our approach may be better reflected by PCK as it is agnostic during model learning.
3) TRAINING AND TESTING SET
The training and testing datasets are from the publicly released benchmark Pascal-synth-aff from [12] . Specifically, the pairs of images are collected from the training set of Pascal VOC 2011 [43] . We also follow [12] that divide the images into for 19, 624 training and 4, 976 for testing respectively. Note that the original dataset contain (19, 624 + 4, 976) pairs of images, while for the training set we further randomly generate a third one that forms 19, 624 triples of images. These image triples enables our consistency-regularized learning procedure. For testing, we keep the same 4, 976 image pairs as the testing setting only requires two image for matching. Figure 3 shows some example images from the training dataset used in our experiments. It covers different objects with reasonable affine deformations. Note the third row is added by our random affine transformation.
One important technique for training data generation is the step for randomly creating a third image for the input of our network (see Figure 2 ). We apply affine or similarity transformation to the raw images and generate the transformed ones associated with ground truth transformation parameters relative to the raw image.
B. ABLATION TEST
In this subsection, we quantitatively examine the effect of different settings used in our experiments. In particular, we are interested in studying the difference between: i) using the vanilla affine transformation for generating the training data, and the spatial transformer network (STN) [44] based affine transformation results; ii) adopting the VGG net module [10] against the GoogleNet inception module [11] . The goal is to verify our consistency regularized learning methodology is agnostic to specific choice of network structures.
1) ABLATION TEST FOR VGG VS. INCEPTION V2 MODULE
In fact, the CNN layer in Figure 2 can be embodied by different network structures. Here we choose two popular structures for comparison, the first is the VGG net module [10] and the other is the inception V2 from GoogleNet [11] .
We plot the visual comparison in Figure 4 . from which one can see using VGG can produce more aligned keypoints (cross and circle are more closer in column 4 than Keypoints that are in the same color are the ground truth corresponding points between two images. To measure the discrepancy before and after transformation, the corresponding keypoints from image A are overlayed on raw B (column 2) and the transformed B respectively (column 3 and 4). It can be seen that the alignment by using VGG as CNN layers outperforms the model using inception V2 module. in column 3). We also show the quantitative results in Table 1 where the VGG module outperforms the inception module significantly. In our analysis, it may be due to the more intensive layers used in VGG.
C. SENSITIVITY TEST AND COMPARISON WITH STATE-OF-THE-ART
It is important to evaluate the sensitivity of our learning approach against the hyperparmeters. In particular, the key predefined hyperparameter in our model is the regualrization rate which can be dynamically adjusted over iterations. The underlying rationale is that in the beginning the model shall focus more on learning the appearance warping effect, then when the model has higher transformation estimation capability then the consistency can be more emphasized. Hence we test different hyperparameter settings.
As can be seen from Table 2 , our approach can admit a reasonable range of the weighting parameter λ where the discrepancy loss (see Eq.2) stays around 1.3 and the PCK stays around 49%. In comparison with the baseline model [12] , our method outperforms in terms of both discrepancy loss and PCK. Figure 5 shows more illustrative examples.
D. RESULTS ON SIMILARITY TRANSFORMATION
Finally we test our model on the similarity transformation with the dataset for model training and testing. The corresponding quantitative results are shown in Table 3 and Table 4 VOLUME 6, 2018 FIGURE 5. Comparison of matching results by the baseline model [12] and by our method infusing consistency for affine transformation. Annotated keypoints, only used for transformation performance evaluation, are shown as crosses (for image A) and circles (for image B). Keypoints that are in the same color are the ground truth corresponding points between two images. To measure the discrepancy before and after transformation, the corresponding keypoints from image A are overlayed on raw B (column 2) and the transformed B respectively (column 3 and 4). It can be seen that the alignment by our method outperforms the baseline model [12] . respectively. From the results, one can observe our method outperforms the baseline [12] and Figure 6 shows more visual examples.
Specifically, we make several observations. First, compared with affine transformation, our method only slightly outperforms the method [12] when similarity transformation is used. In our analysis, this is because similarity transformation is much less flexible than affine transformation, which can result in more severe alignment error for real-world images as tested in our case. As a result, the consistency term becomes less reliable and its effect can be largely reduced; Second, the loss and PCK by similarity transformation model is much worse than using an affine transformation model, which shows the importance of choosing an appropriate model for real-world images.
E. RESULTS ON IDENTICAL OBJECT MATCHING
Note in the above experiments, all results are obtained by matching semantically similar objects across images. Finally we further perform matching of same object across different views, as this is very common in real-world applications. To verify this case, we use the above dataset by generating warped images based on the raw image using affine transformation randomly, to create a new dataset whereby there are pairs of images for matching containing the same object.
Similarly, we compare the key network component VGG module and the inception module in Table 5 . Moreover, sensitivity test is also performed in comparison with the baseline approach [12] . The results are shown in Table 6 . More visual illustrations are plot in Figure 7 . [12] and by our method infusing consistency for similarity transformation. Annotated keypoints, only used for transformation performance evaluation, are shown as crosses (for image A) and circles (for image B). Keypoints that are in the same color are the ground truth corresponding points between two images. To measure the discrepancy before and after transformation, the corresponding keypoints from image A are overlayed on raw B (column 2) and the transformed B respectively (column 3 and 4). It can be seen that the alignment by using similarly transformation is much worse than using affine transformation. And our method and the baseline model [12] perform close to each other. This is in contrast to the case when affine transformation is applied and our method can perform better.
FIGURE 7.
Comparison of matching results by the baseline model [12] and by our method infusing consistency for matching identical objects using affine transformation. Annotated keypoints, only used for transformation performance evaluation, are shown as crosses (for image A) and circles (for image B). Keypoints that are in the same color are the ground truth corresponding points between two images. To measure the discrepancy before and after transformation, the corresponding keypoints from image A are overlayed on raw B (column 2) and the transformed B respectively (column 3 and 4). It can be seen that the alignment by our method outperforms the baseline model [12] for matching identical objects under affine transformation.
From the results, one can observe that matching identical objects can be more easier (lower loss and higher PCK) than matching semantically similar objects. Moreover, our approach also outperforms against the baseline, showing the practical potential of our method for many crossview same image matching tasks e.g. image stitching, 3-D reconstruction whereby establishing the correspondence is vital.
We also plot the visual comparison of our method with the baseline [12] on the identical object matching test. Figure 7 shows some examples where our method outperforms.
V. CONCLUSION
In this paper, we have presented a consistency regularized regression loss, based on which a convolutional neural network is learned to directly estimate the affine transformation of an image. The learning procedure as well as the inference are transformation model agnostic thus can be potentially used for other forms of transformation. Experimental results on real-world images show the promising performance of our approach for both matching semantically similar and identical objects.
VI. FUTURE WORK
The future work will be devoted to other forms of transformation including homography, thin-plate spline or any other geometric transformation. Another improvement will be due to the capability to handle cross-instance and even crosscategory matchings, where the robust modeling of consistency can be a key challenge for improving the current model. Moreover, we will consider using visual saliency model [45] , [46] in our network.
