The division tracking dye, carboxyfluorescin diacetate succinimidyl ester (CFSE) is currently the most informative labeling technique for characterizing the division history of cells in the immune system. Gett and Hodgkin (Nat. Immunol. 1 (2000) 239-244) have proposed to normalize CFSE data by the 2-fold expansion that is associated with each division, and have argued that the mean of the normalized data increases linearly with time, t, with a slope reflecting the division rate p. We develop a number of mathematical models for the clonal expansion of quiescent cells after stimulation and show, within the context of these models, under which conditions this approach is valid. We compare three means of the distribution of cells over the CFSE profile at time t: the mean, (t), the mean of the normalized distribution, 2 (t), and the mean of the normalized distribution excluding nondivided cells, 2 (t).
Introduction
Carboxyfluorescin diacetate succinimidyl ester (CFSE) is an intracellular fluorescent dye that dilutes 2-fold when a cell divides [7] . The labeling of cells with CFSE is done in vitro, and labeled cells can be followed thereafter both in vitro and in vivo. Harvesting the cells and sorting them by the CFSE intensity generates profiles with maximally 7 or 8 peaks, each reflecting the number of divisions the cells have undergone. The limit of 7 or 8 divisions is caused by the dilution of the dye: after 8 divisions the CFSE intensity is 2 8 fold lower than the original intensity. CFSE labeling is currently the most informative technique for characterizing the kinetics of cell types in the immune system. Gett and Hodgkin [5] proposed a very elegant and intuitive approach to analyzing CFSE data. First, they integrate the CFSE intensity under each peak to measure the number of cells that have divided a given number of times. They then normalize this data by the 2-fold expansion that is associated with each division. This has the immediate advantage of allowing one to see the distribution of the cells from the original starting population in the various division numbers not confounded by their clonal expansion. CFSE data have frequently been misinterpreted by arguing that the large number of cells in the highest division number means that most cells have proceeded through this many divisions over the time of the experiment [1, 6, 11] . Because each division involves a 2-fold expansion one expects more cells for the higher division numbers. Normalization reveals that the cells in the highest division number typically represents a tiny fraction of the starting population. Gett and Hodgkin [5] analyzed the normalized frequency distributions by fitting a normal distribution to the data, excluding the data points corresponding to the division number zero, since some cells in this class may never divide. Using the mean of the fitted normal distribution, GH , they showed that this mean increased linearly in time, and argued that the slope represented the division rate. This seems a powerful notion, because intuitively one indeed expects the increase of the mean division number to reflect the division rate, whatever the precise mechanism by which cells divide. Because the fitted normal distribution in the Gett and Hodgkin [5] method includes cells in division number zero, the method implicitly estimates the number of cells in division number zero that will ultimately divide. Thus, their mean division number, GH , is not the same as the mean division number estimated from all the data.
The Gett and Hodgkin [5] method is elegant and simple, and it would be very important if the rate of increase of the mean division number could indeed be used to estimate the cell cycle time. However, a recent paper developing a mathematical model for analyzing CFSE data demonstrates that the Gett and Hodgkin [5] method is not always valid [8] . These authors consider the "homogeneous" case where the division and death rates are independent of the division number, and confirm that the mean division number, , increases linearly in time (after a short initial transient). Their important result is that the rate at which the mean increases also depends on the distribution of death rates among the phases of the cell cycle. For instance, cell death could occur mainly in the S, G2 and M phase of the cell cycle because of the various check points during these phases, and death could be rare during the quiescent G1 (or G0) phase. If this is the case, and if the period to complete the S, G2 and M phases of the cell cycle is a small fraction of the total time between divisions, the slope of the linear increase of the mean division number is a composite of the cell cycle time and the death rate of the cells [8] . If the cell cycle time were estimated from this slope, it would maximally be overestimated 2-fold when the population is at steady state, less than 2-fold when it expands, and more than 2-fold if it contracts [8] . Because this casts serious doubts on the validity of the Gett and Hodgkin [5] approach, the authors propose an elegant novel scaling technique that generically allows one to estimate (a) the average cycle time of the cells successfully completing division, and (b) the fraction of cells surviving the cell cycle [8] . However, most biologists seek estimates for the average cell cycle time and the average cell death rate, where the average is taken over all cells.
In this paper, we address another problem associated with estimating cell division times from CFSE data. Even under the circumstances where the rate of linear increase of the mean division number should approximately reflect the cell cycle time, one needs to consider the initial transient before the increase has become linear. In experiments where quiescent cells are activated to proliferate one expects the first division to take longer than the later divisions [5] . Additionally, quiescent nondivided cells are expected to have a longer life-span than activated cells. This makes the problem nonhomogeneous because the nondivided cells have different death and division rates than the cells having completed at least one division. Additionally, strong activation of quiescent cells typically triggers a rapid cascade of divisions resulting in growth of the population. Under such circumstances, i.e., rapid population growth with a short G1 phase for all divisions but the first, the rate of increase of the mean division number tends to reflect the cell cycle time in the homogeneous model [4, 8] .
Gett and Hodgkin [5] have circumvented most of these problems by arguing that the first division involves a stochastic recruitment into a proliferative state and that subsequent divisions are deterministic. Their main argument was that the standard deviation of the division number distribution hardly increases over time, and thus seemed due to the variability in the time at which cells are recruited into the first division. Further, they developed a computer-based analysis tool for fitting CFSE data based on these assumption [2] . Our analysis will cast doubt on the assumption that after the first division the subsequent divisions are deterministic.
A standard mathematical model for analyzing the kinetics of the cell cycle is the Smith-Martin [10] model, which allows for two phases of the cell cycle. Cells in the "A" state are approximately in the G1 (or G0) phase of the cell cycle, and are recruited stochastically to divide, i.e., to enter the so-called "B" phase. The B-phase approximately corresponds to the S, G2, and M phases of the cell cycle and has a fixed total duration . After completing the "deterministic" B-phase, a cell delivers two daughter cells in the "stochastic" A-state in which the cells may be recruited for another round of division [10] . Importantly, cells differing in the length of the cell cycle typically differ in the length of the A state. Once triggered to divide, cells typically proceed through the deterministic B phase at approximately the same speed [10] . Because cells cannot divide arbitrarily fast due to the finite length of the B phase, the Smith and Martin [10] model does a better job at describing the dynamics of subpopulations of cells that have divided a given number of times than systems of ordinary differential equations (ODEs). In ODE models the probability of cell division per unit time is effectively distributed exponentially, which implies that cells are likely to divide immediately after their previous division. Without a minimum division time cell populations proceed too rapidly through a cascade of divisions. Thus, while the mean behavior of a population of cells can be modeled well by ODEs, modeling the number of divisions a cell subpopulation has gone through may not be accurately represented. ODEs have been used before to analyse CFSE data [9, 12] and we will show that under some circumstances their use is appropriate, while under other conditions they may give rise to misleading conclusions. Moreover, one should bear in mind that the simple ODE models that we develop here, and that were used before [9, 12] to analyse CFSE data, do not distinguish between the A and B phase of the Smith-Martin model. This is important because Pilyugin et al. [8] and Ganusov et al. [4] have shown that if the death rates during the two phases are not equal, this will influence the increase of the mean division number, and one will have to estimate two death rates from the data. Nevertheless, we will employ the simplicity of the ODE models to illustrate a number of basic points, including the Gett and Hodgkin [5] method.
Homogeneous case
Revy et al. [9] proposed the following simple system of ODEs to analyse their CFSE data:
where N i be the number of cells that have completed i divisions, and p and d are the cell proliferation and death rates, respectively. The division number or division index is i. The solution of this system, with the initial condition
The total number of cells,
, increases exponentially with the net growth rate of the population p − d.
The frequency distribution of cells over the division numbers,
Because this distribution only depends on the proliferation rate, p, it was used to estimate p from CFSE data collected at various times after cells were placed in culture [9] . One can easily extend this model by incorporating a time delay to allow for the extra time nondivided cells may require to complete the first division. Defining the extra time required for the first division as , one can define N 0 ( ) = N( ) = P (0)e −d as the number of (undivided) cells that have survived the time period before proliferation starts, where P (0) is the original number of precursor cells. Substituting this into the model one obtains N 0 (t) = P (0)e −dt , N i (t) = 0 and (t) = 0 when 0 t and
for i = 1, . . . , ∞ and where t ≡ t − . For t > it makes no qualitative difference to allow for the extra time to first division since the only difference between Eq. (2) and Eq. (4) is a time shift, , and the 
a The intersect time is the time at which the asymptote of the mean division index equals one.
initial condition in the solution of the undivided cells, i.e., N 0 ( ) versus N 0 (0). Note that solving (t) = 2 from Eq. (4) yields the time to complete the first division, i.e., + p −1 , and that solving (t) = 1 yields t = + [2p] −1 (see Table 1 ). The Gett and Hodgkin [5] method can be illustrated with this model by normalizing the number of cells in each division class i by the corresponding degree of clonal expansion 2 i . This normalization is extremely useful and gives the distribution of cells from the starting population P (0) over the various division classes. This is what Gett and Hodgkin [5] call the precursor cohort distribution. When n i (t) ≡ N i (t)/2 i we obtain n 0 (t) = N 0 (t) = P (0)e −dt and n i (t) = 0 when 0 t and
for i = 1, . . . , ∞ and where t ≡ t − . Thus, the total normalized cell number
declines constantly with the death rate d. For t > , the frequency distribution is
i.e., Poisson with mean and variance
For 0 t , f 0 = 1, f i = 0 for i = 1, . . . , ∞, and 2 (t) = 2 (t) = 0. These results allow one to estimate three parameters from normalized CFSE profiles (see Table 1 ). First, the death rate d can be estimated from the slope e −dt by which the total normalized cell number decreases. Second, the division rate is given by the slope of the linear increase of 2 (t) when t . Third, the time at which 2 (t) = 1 gives the time to first division + p −1 . Although we have not ignored the nondivided cells, and we have computed the mean directly from the Poisson distribution, rather than from a fitted normal distribution, the latter two conclusions seem to confirm the estimation procedure proposed by Gett and Hodgkin [5] . We have added the estimation of the death rate to the procedure.
Gett and Hodgkin [5] , however, did not compute the arithmetic mean of the normalized distribution, 2 (t), but rather the conditional mean, i.e., 2 
, in which only cells that have divided at least once were considered. For the homogeneous normalized model of Eq. (7) this conditional mean is 2 (t) = 0 when 0 t < and
which jumps between 2 (t) = 0 for 0 t < to 2 ( ) = 1, i.e., the limit for t → 0 of pt /(1 − e −pt ) is one, and then continues increasing for t > . This jump itself is not important but the behavior after the jump seems to contradict the two Gett and Hodgkin [5] interpretations because (1) 2 (t) is not increasing linearly in time with slope p (see Fig. 2 ), and (2) estimating the time to first division by solving 2 (t) = 1 gives t = , which is not equal to the time required to complete the first division ( + p −1 ). However, after an initial transient exceeding plus several cell cycle times, the term [1 − e −pt ] → 1, and 2 (t) will approach 2 (t). For instance, the slope
approaches 0.5p when t → , equals 0.66p at t = + p −1 , and is 0.79p at t = + 2/p. Because the initial slope of 2 (t) is only 50% of the true division rate, and because this slope approaches the division rate p only after several more cell cycles, one tends to underestimate the division rate whenever most data points fall within this initial transient. Surprisingly, because Gett and Hodgkin [5] estimated the mean division number from a normal distribution that was fitted to the data, rather than estimating the mean 2 (t) from the data, their mean division number tends to be lower than 2 (t) at early time points, and approach 2 (t) at late time points. The reason for this is that the fitted normal distribution was not truncated, and thus allowed for an estimated contribution of nondivided cells, and possibly even of cells with a negative division number. Their method is interesting because it decreases the negative impact that the transient of 2 (t) has in estimating the division rate. Because the data analyzed by Gett and Hodgkin [5] adhered very well to a normal distribution, the method was build upon the notion that normalized precursor cohort profiles at different time points are Gaussians that just shift with time. Basically, we have generalized the model to systems where the distribution need not be Gaussian, at the expense of having to correct for a transient.
The normalized number of dividing cells is only defined for times exceeding and is given by d n/dt = −d n + pn 0 , where n 0 (t) = N 0 ( )e −(p+d)t . For t > 0 this has the solution
which approaches an exponential with slope −d after the same initial transient. Thus, to reliably estimate cell cycle times from CFSE data one should convince oneself (1) that 2 (t) has approached its linear regime, and (2) that 2 (t)?1 for most of the time. For this simple homogeneous model one would be tempted to conclude that it is better to study the arithmetic mean, 2 (t), of the data because it lacks the initial nonlinear transient. However, the next extension of the model will show that this is only true for this simple homogeneous model, in more complicated situations 2 (t) is more likely to reflect the cell cycle time. Gett and Hodgkin [5] observed that the frequency distribution of the normalized cell numbers over the division classes has a Gaussian shape. They then interpreted this as evidence for a Gaussian distribution of the times at which precursor cells are recruited into their first division. The Poisson distribution of Eq. (7) demonstrates that Gaussian shaped frequency distributions are also expected in this simple ODE model where recruitment times are distributed exponentially because the Poisson distribution approaches the Gaussian distribution for large values of pt. Thus, without further tests like the one performed by Deenick et al. [2] , one cannot conclude that the observed Gaussian frequency distribution implies a Gaussian distribution of recruitment times. Basically, by the central limit theorem, most models with a chain of cell divisions would deliver gamma distributions that also look Gaussian. Unfortunately, this casts doubt on the most essential assumption of the Gett and Hodgkin [5] model, i.e., that the variance of the normalized frequency distribution is mostly due to a distribution of recruitment times into the first division.
Cells that never divide
One important factor is still missing from the model: a fraction of precursors cells may fail to divide. Assuming that all cells have the same death rate, d, an experiment starting with P (0) precursor cells at time zero would have N 0 ( ) = P (0)e −d cells ready to divide, and a total cell number N( ) = P (0)e −d when proliferation starts, where is the fraction of precursor cells that will divide. For this new definition of N 0 ( ), the solution of this extended model remains to be given by Eq. (5). For t > , the total normalized cell number
with mean
For 0 < t , f 0 (t) = 1 and 2 (t) = 0. Thus, for t > , the mean division number increases linearly in time but with slope p, which would argue that one cannot simply estimate the division time from the slope. This also means that the time at which 2 (t) = 1 fails to provide the time to complete the first division (see Table 1 ).
Importantly, the original Gett and Hodgkin [5] concept of the mean division number of cells that have divided, 2 (t), behaves quite differently. Because cancels from Eq. (13) when one computes (14) and Table 1 ). An example, where half of the cells fails to divide is depicted in Fig. 2b . To estimate the time to first division, one could employ linear regression to estimate the asymptote 2∞ , i.e., y = pt , which is expected to cross y = 1 at t = + p −1 (see Fig. 2b ). Thus, for data sets where an unknown fraction, , of the cells fails to divide, it seems better to use 2 (t) to estimate the cell cycle time, after one has convinced oneself that 2 (t) has approached its linear regime. Finally, from the difference between 2 (t) and 2 (t) one should be able estimate the fraction,, of precursor cells that never divide. Summarizing, to properly analyze CFSE data one should depict both normalized means to estimate , and estimate the cell cycle time from the Gett and Hodgkin [5] mean 2 (t) if the slopes 2 and 2 are different.
Data
The data from Gett and Hodgkin [5] suggests that the various mean division numbers, (t), 2 (t), and 2 (t), approach the regime where they increase linearly with time (see Fig. 1 ). CSFE data were taken from cells 60 to 96 h after they were triggered to divide by polyclonal stimulation. Fitting the three means by linear regression gives the lines y = 0.095t − 4.24, y = 0.053t − 2.45, and y = 0.053t − 1.71, for (t), 2 (t), and 2 (t), respectively. All three slopes suggest a division rate of p 0.05 h −1 (i.e., a cell cycle time of 20 h). From the observation that the slopes, 2 and 2 , are similar one would conclude that almost all cells divide, i.e., that 1. From the regression lines one would estimate that (t) = 2 at t = 66 h, 2 (t) = 1 at t = 65 h, and that 2 (t) = 1 at t = 51 h. The first two suggest that + p −1 65, which with the estimate p −1 20 h suggests that 45 h. Because the asymptote of the latter, i.e., 2∞ (t), also equals one at t = + p −1 (see Table 1 ), and the regression line equals one at time t = 51 h, one would have to conclude that 2 (t) is still in its initial transient, and has not yet approached the asymptote 2∞ . This is in reasonable agreement with the latter, which suggests that 51 h. The exact behavior of the three means is plotted for these parameter values in Fig. 2a .
The slopes of the three lines in Fig. 1d representing N(t), n(t), and N 0 (t), can also be used for parameter estimation. Fitting the natural log of the data by linear regression yields the slopes 0.026, −0.027, and −0.05, and for N(t), n(t), and N 0 (t) curves, respectively. Since n(t), by Eq. (6), decays exponentially at rate d, this procedure suggests a death rate of d = 0.027 h −1 . By Eq. (2) for N(t), the net growth rate of the population is approximately r = p − d = 0.026 h −1 . After the initial transient due to the slow first division, the growth rate is expected to approach the difference between the division and the death rates, i.e., dN/dt = rN = (p − d)N. From the slope based estimates of d and r one would predict that p =r +d =0.053 h −1 , which is in good agreement with the division rate estimated from the increase of the mean division number. However, the fact that dN 0 /dt = −(p + d)N 0 −0.05N 0 , cannot be reconciled with these estimates, since p + d 0.072 h −1 . Rather this suggests that the nondivided cells have a slower division rate (see below). Summarizing, it seems that one can obtain rough estimates of several parameters of the model by examining the rates at which the total number of cells, the total number of normalized cells, and the total number of nondivided cells change with time. Below we show that this procedure is unreliable because the net growth rate r depends strongly on the underlying mechanism of cell division. Moreover, Ganusov et al. [4] , Pilyugin et al. [8] have shown that this procedure will give misleading results when the death rates in the G0 or G1 phase of the cell cycle differs from that in the other phases.
Heterogeneous case
Instead of assuming that a fraction of the precursor cells will never divide, one could also argue that the first division may just take very long. The loss of the nondivided cells in Fig. 1c already suggests this because they are declining somewhat faster than the other cells at an estimated rate of 0.05 h −1 . If the average time to first division is indeed about 65 h, one would expect a loss rate, p + d, of 1/65 + 0.027 = 0.042 h −1 , which is not far from the observed loss rate of 0.05 h −1 . Moreover, the experimental observation of Gett and Hodgkin [5] that the standard deviation of the division index was not increasing with time was taken as evidence to suggest that the time to complete the first division was not only slow but also more variable than that of subsequent divisions [5] . Using this as motivation, we therefore also analyse a "heterogeneous" model where the rate of the first division is slower than that of later divisions. Because this new model has two division rates (or probabilities) it is not expected to yield the same linear increase of the mean division index with time that we found when the underlying distribution was Poisson, Eq. (7).
Consider the model analysed above, but with division rate p 0 and death rate d 0 for the nondivided cells, i.e.,
This has solutions
where
Summing the differential equations, Eq. (15), one finds that the total cell number obeys dN/dt
where 
The mean, (t) ≡ ∞ i=0 iF i , of this frequency distribution is
where the double sum can be rewritten as
Because 2p − a = c > 0 one obtains for the mean
Substituting d 0 = d and p 0 = p (i.e., a = b = 0 and c = 2p) gives (t) = 2pt, as obtained above with the homogeneous model. For times much larger than 1/c, the mean Eq. (22) will approach the asymptote
which increases with the expected slope Fig. 2c , and for d 0 >d in Fig. 2d . Although the parameters in Fig. 2c are identical to those estimated in Fig. 1 , the fit of (t) in Fig. 2c is very poor compared to that of the homogeneous (t) in Fig. 2a . The slope of (t) rapidly approaches the expected value of 2p, see the asymptote of Eq. (23) that runs parallel to the data, but the mean breaches (t) = 1 far too early. In retrospect this makes sense because in the ODE model cells proceed too fast through the division cascade. Indeed, from the observation that c −1 55 h, with the earlier estimate that p = 0.05 h −1 and assuming that d 0 = d, one obtains from the equation defining c a negative value for p 0 (i.e., p 0 −0.03). Similarly, for d 0 < d, i.e., Fig. 2d , one obtains p 0 −0.00487 − d 0 . Thus, although the increase in the mean division number can be described by this ODE model, it fails to correctly capture the time to first division. Rather the time to (t) = 1 is an indication of the length of the initial transient: observe that the slope of the solid line approaches that of the asymptote beyond the large grey circles in Fig. 2a and d . The grey circles in Fig. 2a and d also showthat the length of the initial transient increases somewhat when d 0 < d. Thus, the longer the nondivided cells live, the longer they influence the increase of (t). We have computed expressions for the variance, but because of space limitations we proceed by studying the behavior of 2 (t) and 2 (t) in these ODE models.
Normalization
To compute the frequency distribution after the normalization by 2 i , we remove the factors two from Eqs. 
where ≡ p 0 +d 0 −d =p −a. In the homogeneous case, d =d 0 , =p =p 0 , and hence n(t)=N 0 (0)e −dt . When d = d 0 , one can only estimate the death rate, d, from the slope of ln n versus t for t?1/ , so that e − t → 0.
Using the solutions from Eq. (15), the normalized frequency distribution, f i (t) = n i (t)/n(t), for the heterogeneous case becomes
The mean 2 (t) ≡ ∞ i=0 if i of the normalized frequency distribution is
which after rewriting the double sum becomes
e., setting = p) gives the 2 (t) = pt obtained above with the homogeneous model. To study the increase in the mean division number in the full model we let t?1/ in Eq. (27) and obtain that
which increases in time with slope p. This asymptotic regime is approached at times greater than 1/ . Noting that = p − a, one sees from Eq. (28) that the time at which 2∞ (t) = 1 is again 1/ . Since 2 (t) was fitted to the regression line y = 0.053t − 2.45, the estimate for 1/ = 65 h. For d 0 = d (i.e., for 1/ = 1/(p 0 + d 0 − d) = 1/p 0 ) this indeed delivers the estimated time to complete the first division (see Table 1 ). For d 0 < d this is no longer the case and −1 only provides an estimate for the length of the initial transient.
The behavior of 2 is depicted as the dashed line in Fig. 2c and d . When the nondivided cells have the same death rate as the other cells (i.e., for d 0 = d in panel c), the data (depicted by the black squares) are much better described by the asymptote 2∞ (t) (see Eq. (28)) than by 2 itself. The slope 2 (t) only begins to approach the slope 2∞ (t) = p of the asymptote at times larger than −1 (as indicated by the large grey square). For the quite reasonable parameter choice d 0 >d, i.e., d 0 = 0.01 h −1 , this is no longer true since −1 −619 h. The slope 2 (t) in the data fails to approach that of the asymptote 2∞ (t) over the entire range of the observations (see Fig. 2d ). Thus, if cells were to obey this ODE model, and have unequal death rates, one would not be able to estimate division rates from the increase in the mean of the normalized distribution.
Mean division number of dividing cells: 2 (t)
In this heterogeneous model with different proliferation and death rates the growth of the total number of normalized divided cell numbers is defined as d n/dt = p 0 n 0 − d n, with initial condition n = 0, and where n 0 (t) = N 0 (0)e −(p 0 +d 0 )t . The solution is
Thus, again, only after a transient, so that e − t → 0, will the slope of a plot of the log of the normalized cell numbers versus time reflect the death rate.
Using the solution from Eq. (15), the normalized frequency distribution, f i (t) = n i (t)/ n(t), becomes
Thus, for t?1/ the mean of the divided cells approaches
which is identical to the asymptotic behavior of 2 (see Eq. (28)). The same conclusions therefore apply: wherever d 0 = d the slope of 2 is similar to the that of the asymptote (Eq. (32)), and the time to first division can be estimated by solving 2∞ (t) = 1 from Eq. (28). However, whenever d 0 >d the model's mean 2 fails to approach the mean 2 of the data (see Fig. 2d ).
Fitting the distributions
Instead of estimating the cell cycle time from the increase in the mean division number, one could fit the full solution of Eq. (16) to the actual cell numbers observed per division number depicted in Fig. 1a . Since this is using much more information, one could expect a much better fit. Doing so, we obtain the fit depicted in Fig. 3a Table 2. cells, i.e., cell cycle times of 45 and 40 h, for the first and the later divisions, respectively. The best fit to the data is very poor because the distributions predicted by the model are much broader than those in the data (see Fig. 3 ). The fitting procedure therefore moves the distributions at the early time points to the right, and those of the late time points to the left. By estimating a slow proliferation rate the fitting procedure reduces the tail at the right with cells having undergone many divisions. This poor fit suggests that the exponential distribution of cell cycle times implicit in the ODE model is incorrect, and leads to overestimates of the cell cycle time in order to slow down the too rapid successive proliferation events in the ODE model. The exponential distribution allows too many cells to be recruited too early into the first division, and these cells then proceed too fast through the subsequent divisions. This also explains why adding a time delay before the first division (i.e., Eq. (7)) provides a better fit of the mean division number than the ODE model (compare Fig. 2a with c) , and casts doubt on earlier work estimating cell cycle times by fitting ODE models to CFSE data [9, 12] . Proper fitting CFSE data therefore requires models with an explicit time delay corresponding to the minimal length of the cell cycle.
Smith-Martin model
The Smith-Martin model [10] prevents too rapid progression through the cell cycle by introducing the equivalent of a time delay, i.e., a fixed length for the S, G2 and M phases of the cell cycle. The Smith-Martin model allows for two phases of the cell cycle: cells in the "A" state are randomly activated to divide, and dividing cells in the "B" phase remain in this phase for a fixed time , after which they yield two daughter cells in the A phase. Cells in the A and B phase have death rates d A and d B , respectively. Cells in the A phase are activated at a rate . For experiments where quiescent cells are activated to proliferate in a programmed cascade, we use different, i.e., slower, parameters for the nondivided cells. Call them 0 and 0 , respectively. One expects 0 < and 0 > . Because the Smith-Martin model distinguishes the two phases of the cell cycle we will be able to accommodate the findings of Pilyugin et al. [8] and Ganusov et al. [4] showing that the results obtained above with the much simpler ODE models may only be relevant when the death rates during these two phases are sufficiently similar. The ranges are 95% confidence limits as estimated by bootstrapping with 500 simulations [3] . Because we know little about the death rates during the A and B phases of the cell cycle, we have fitted the data for d A = 0 (left columns), d A = d B (middle columns), and d B = 0 (right columns). The quality of these three fits is very similar, as measured by the MNSQ, or by visual inspection, but decreases slightly going from left to right in the table. We have fixed = 1 because allowing < 1 failed to improve the quality of the fit (not shown). The latter confirms the observation that almost all cells ultimately divide. Fitting under the constraint that = 0 decreased the quality of the fit (partial F-test: F [1, 27] = 46.6, p < 10 −5 ).
The dynamics of cells moving through successive divisions where the Smith-Martin model is used to describe the cell cycle, can be formulated as a set of delay differential equations for the cells in the A phase of the various division indexes. The model is
Since the total number of cells per division number is measured, the data are fitted to
, where the number of cells in the B-phase of each division class are
The solution of this model is given in the Appendix, and the best fit of this solution, with d 0 = d A , to the data is depicted in Fig. 3b . The fit of the Smith-Martin model to the Gett and Hodgkin data is much better than that of the ODE model (see Fig. 3 and Table 2 ). However, as explained in the Section 1, the main problem with fitting with the Smith-Martin model is that additional parameters are introduced. For example, little is known about the relative rates of death in the two phases of the cell cycle. Different assumptions about whether death occurs in the A state, the B phase or both can make a big difference in the parameter estimates obtained, and CFSE profiles by themselves contain too little information to estimate these parameters [8] . We therefore fit the data for three different assumptions about the death rates (see Table 2 ): Fig. 3b is slightly better than the other two, but basically the quality of the fit that is obtained under these three assumptions is very similar (not shown). Fortunately, the parameter estimates remain similar for the three different assumptions about the death rates (see Table 2 ). The time to complete the first division varies between 60 and 80 h, and involves a time delay of approximately 40 h, both are reasonably similar to the parameters estimated by the simple time delay model of Eq. (7) (see Table 1 ). The cell cycle time of the subsequent divisions is now estimated to be 13-14 h, which is faster than the 20 h cell cycle time estimated from the increase in the mean division number. In retrospect this is understandable because we now know that the increase in the mean division number is not expected to have approached the asymptotic regime, and we have seen that during the transient the estimated slope could easily be 66% of the true division rate. Approximately one third, i.e., 5 h of the 13-14 h cell cycle time, is estimated to be deterministic. The death rate is slower than that estimated from the loss of the normalized cell number. If we estimate an average death rate by forcing
we obtain a death rate of 0.012 h −1 , which is less than half of the death rate estimated above. This is at least partially due to the fact that we have fitted the Smith-Martin model to the data at 60,72, and 84 h, and have obtained the death rate from the data points at 60, 72, 84, and 96 h. In Fig. 1c the loss rate of total normalized cell number seems to increase between 84 and 96 h. Setting d A = 0 or d B = 0 increases the estimates of the death rates, but these estimates only pertain to part of the cell cycle. Because the total number of cells in each division number depends on the initial cell number, we also estimated A 0 (0). However, Gett and Hodgkin [5] did not measure this quantity and thus we do not include our estimates in the Table 2 because we have no data to compare them with.
Virtual data sets
Because the previous sections cast serious doubts on using ODE models to describe CFSE data we finish by showing that what we have learned about the increase in the means , 2 and 2 of ODE models remains valid under more realistic dynamical regimes, like the Smith-Martin model, or a model where cell cycle times are drawn from Gaussian distributions [2] . To this end we have developed a simple stochastic simulator in which individual cells undergo the discrete events "death" and "division" with the appropriate probabilities, and stay in the B-phases for the appropriate length of time. With this computer simulation model we either study the Smith-Martin cell cycle model having an exponential and a fixed deterministic phase, or a model where we draw the length of each cell cycle from a normal distribution. The latter model is constructed from the Smith-Martin model by setting the length of the A-phase to zero, and drawing the parameter from a Gaussian distribution. The cell cycle times in the two simulation models are taken from the first column in Table 2 . The death rate is chosen to be uniform throughout the cell cycle, and is set to d = d A = d B = 0.02 h −1 . If these death rates were unequal, the slope of versus t is no longer expected to reflect the cell cycle time [8] . In the "Gaussian" model the standard deviation of the cell cycle time of the first division is set to 25% (i.e., 15 h), and that of later divisions to 10% (i.e., 1.3 h), because Gett and Hodgkin [5] suggested that most of the variance is due to the first division. With an average cell cycle time of 13 h the expected slope of the normalized mean is 2 ∞ = 0.077 h −1 in both models.
In Fig. 4 we study three parameter regimes: (1) all cells ultimately divide ( = 1) and equal death rates , and the dash-dotted line 2 (t). The light solid lines are the regression lines fitted through the last 20 h, and the symbols denote the time at which the regression line has a y-value of one (which is an estimate for the time to complete the first division, see Table 3 ).
The regression lines depicted in Fig. 4 are taken from the data over the last 20 h, and their slopes are given in Table 3 . In all cases these regression lines provide a reasonable description of the asymptotic behavior of the model. Generally the results confirm our findings with the ODE models: if half of the cells fails to divide ( = 0.5) the slope of 2 is half of the slope of 2 (see Table 3 ), and when nondivided Slopes of cell numbers 
it takes longer to approach the asymptotic behavior. However, these transients are much shorter than those in the ODE model: the corresponding value of = 1/60 + 0.001 − 0.02 < 0 would predict a very long transient (see Fig. 2c and d) . Instead, in the Smith-Martin model and in the Gaussian model, the normalized mean breaches 2 = 1 after 67-70 h, and shortly afterwards the asymptotic regime is approached. Thus, the long transients present in the ODE models are not confirmed by these more realistic models. However, it remains true that the time to breach 2 = 1 fails to accurately estimate the time to complete the first division.
Interestingly, we find a large difference in the slope of , and not in that of 2 , between the Gaussian and the Smith-Martin model. This would argue that the slope of 2 is more invariant to the underlying cell cycle model, and would hence provide a more reliable estimate of the cell cycle time than the slope does. Ganusov et al. [4] and Pilyugin et al. [8] have shown for a homogeneous Smith-Martin model (in which 0 = and 0 = ) that the rate of increase in the mean division number approaches
where r is the net rate of increase of the total cell number. This is in good agreement with our simulation results. First, for the simulations depicted in Fig. 4a where d A = d B , a rate of increase of r = 0.04 h −1 is approached (see Fig. 5a and Table 3 ). This means that = 1/(0.188 −1 + 5.2) = 0.095 h −1 , which is indeed found in Table 3 . Thus, unlike in the ODE models, ∞ fails to reflect the cell cycle time (whereas 2 ∞ does because d A = d B , cf. Pilyugin et al. [8] ). Moreover, in the Gaussian model where the average cell cycle time is (and → ∞) one obtains = 1/13 = 0.077 h −1 , which is indeed found in the 3, and which is similar to the slope of 2 . Apparently, the normalization by 2 i is an appropriate scaling [8] for this model where d A = d B , and where the population is expanding. As a consequence one obtains the expected slope for the normalized mean division number whatever the underlying model. This strongly argues in favor of using the normalized mean for estimating the cell cycle time. Above we argued for the ODE model that the nonnormalized was more reliable because it has the shortest transient. We now see that these transients are less of an issue in cell cycle models with delays.
Above we have shown that one can use the growth rate of the total population, the death rate of the normalized total, and the rate of loss of the nondivided cells to estimate various parameters. Unfortunately, the growth rate depends strongly on the underlying model (see Table 3 and Fig. 5 ). Due to the exponential distribution of the triggering events in the A-phase of the Smith-Martin model, the growth rate in the Smith-Martin model is faster than that in the Gaussian model. Indeed, most cells in the Smith-Martin model have cell cycle times faster than 1/ + h. Because the growth rate depends so strongly on the underlying model, it is an unreliable parameter to employ for estimating other parameters. The average death rate d = d A = d B is in all cases estimated reliably by the slope of the normalized cell numbers (see Fig. 5 ). The loss of the nondivided cells is more variable because it depends on the difference in the death rates, and on the fraction of cells that never divide (see Fig. 5 ). Interestingly the loss of the nondivided cells approaches an exponential in the Smith-Martin model, whereas in the Gaussian model undivided cells are lost much more rapidly. This could possibly be used to discrimate between the two models.
Discussion
We have addressed the issue of estimating proliferation and death rates from CSFE data using a variety of models. For ODE models we found that examining the rate of increase of the mean division number could be informative, but depending on details of the model, there could be transients that make interpretation difficult. For our most realistic models in which the time to complete the first division is longer than for subsequent divisions, the typical length of the initial transient is identical (or similar) to the time to complete the first division. This is a natural result because the transient is due to the fact that the first division takes longer than later divisions. The smaller the difference between the times to complete the first and the later divisions, the shorter the transient. Similarly, the fact that the transient takes longer, and that it takes longer to breach the mean division number one, when nondivided cells live longer than cells that have divided is natural. The longer the nondivided cells live, the longer they slow down the increase of the mean division number. Finally, the fact the transient is the shortest for (t) is natural because ∞ (t) is less dominated by the nondivided cells. When we compute the means 2 and 2 , due to the normalization by 2 i , all division numbers are weighed equally and the nondivided cells have a strong influence on the mean division number.
Proper interpretation of CFSE data remains a hard problem. ODE models are commonly used to describe population kinetics of cells [9, 12] . However, fitting the ODE models we developed here to CFSE data gave rather poor fits (Fig. 3a) , with distributions of cells over the division numbers broader than in the data. For example, at early times the best-fit distribution places more cells in the higher division numbers than the data exhibit. This appears to be caused by a lack of a lower bound in the cell cycle time, because when the Smith-Martin model is used, much more realistic fitting profiles are obtained. Said another way, in ODE models cells that have completed cell division have the same probability of dividing again as all other cells. This leads, in the model, to cells entering division more rapidly than observed, which is amplified by our assumption of exponential growth. The net effect is that the ODE models give rise to rapid division cascades, which in obtaining the best fit to the data are slowed down by overestimating the cell cycle time.
The elegantly simple model proposed by Gett and Hodgkin [5] was developed on the assumption that recruitment into the first division is stochastic and that the later divisions are deterministic. However, we have shown that the Gaussian shape of the normalized frequency distribution, that was used by Gett and Hodgkin [5] to support this assumption, is also expected to arise in ODE models when the later divisions are not deterministic but in essence occur with an exponential probability distribution. This does not prove that their assumption was wrong, but does invalidate the evidence underlying their model. Also since CFSE data can be fit with the Smith-Martin model that has a stochastic A phase, suggests that the later divisions may not be completely deterministic. Independent of whether the first division is stochastic and later divisions deterministic, we have shown that the slope of the asymptote of the mean division number obtained from the best fit of the data of the Smith-Martin model remains to reflect the division rate, as suggested by Gett and Hodgkin [5] . Therefore, it seems that the major caveat in interpreting the slope of this asymptote remains the distribution of death over the two phases of the cell cycle [8] .
The Gett and Hodgkin [5] normalization method remains very important for interpreting the distribution of cells over the various division numbers, since it reveals the average number of divisions the initial cells have completed. This prevents earlier overestimates of the number of divisions cells typically have completed over the course of the experiment based on the behavior of cells that have divided a maximal number of times [1, 6, 11] . Plotting the normalized means 2 and 2 is also important because one has to check whether 2 > 1 for most of the time, whether they approach and maintain a linear increase, and whether they have different slopes. The asymptotic slope of 2 gives at best an indication of the cell cycle time. This depends on the length of the transient, and on the distribution of death over the A and B phases [8] . One could use this slope as an initial guess for fitting the full Smith-Martin model to the data. The asymptotic slope of depends strongly on the underlying model, and is an unreliable estimator of the cell cycle time. The same is true of the growth rate of the total population. Similarly, the loss rate of the normalized population may provide an initial guess for an "average death" rate over the two phases of the cell cycle, once the normalized cell number declines linearly on a logarithmic scale. The loss of the nondivided cells may give an indication about the distribution of recruitment times into the first division. In the Smith-Martin model the number of undivided cells approaches an exponential. This is not so if recruitment into division has a Gaussian distribution (see Fig. 5 ).
A recipe for interpretating CFSE data would therefore be to plot the various means, , 2 and 2 , and the three population sizes, N, n, and N 0 , and estimate their asymptotes by linear regression, as we do in Figs. 4 and 5. The slopes of these regression lines can be used as an initial guess for fitting the Smith-Martin model to the data. Moreover, a difference between the slopes of 2 and 2 would suggest that a fraction of the precursor cells fails to divide. Because little is known about the distribution of death between the A and B phase of the cell cycle, and because when in the cell cycle cells die can make a big difference in proliferation rate estimates [8] , the Smith-Martin model should be fitted to the three possibilities studied in Table 2 . Alternatively, or additionally, one can use the rescaling method devised by Pilyugin et al. [8] once the system has approached its asymptotic regime, i.e., after 2 > 1 and the increase in 2 (t) with time is linear, to estimate the invariant "mean generation time of surviving cells" and the "fraction of cells that die in one generation". These invariant parameters remain valid even when the cells are not obeying the Smith-Martin model.
Fitting the data generated by the Gaussian model of Fig. 4d with the Smith-Martin model gives a reasonable fit with estimated cell cycle times of 67 (63-71 h) and 15 h (14.3-15.9 h), respectively (not shown). This is somewhat slower than the true average cell cycle time to compensate for the fact that most cells complete the cell cycle faster than average in the Smith-Martin model.Although the virtual cells have no A phase and only a deterministic B phase, fitting with the Smith-Martin model yielded estimates of 0 =43 h (40-45 h) and =6 h (5.2-6.5 h). Because a short A phase makes the data more deterministic, the Smith-Martin model fits lengths of the A and B phases that correspond best with the variance in the data. This means that an excellent fit of the Smith-Martin model to CFSE data, i.e., one with tight confidence limits on the parameters fails to provide good evidence for the lengths of the B phases. Rather the tight confidence limits could be due to the fact that there is no variance on in the Smith-Martin model. Thus, the estimated lengths of the B phases are unreliable. The Smith-Martin model, however, does a reasonable job at estimating the total length of the cell cycle, and the average death rate. 
where H (t) is the unit step function.
Since convolution of functions in the time domain is equivalent to multiplication of their Laplace transforms, the next step is to compute the convolution of e −( +d A )t (t −˜ ) i−1 H (t −˜ ) and e −( 0 +d 0 )t . Thus, we compute the integral
