Abstract. We establish non-perturbative Anderson localization for a wide class of 1D quasiperiodic operators with unbounded monotone potentials, extending the classical results on Maryland model, and perturbative results for analytic potentials by Béllissard, Lima, and Scoppola.
Introduction and main results
In this paper, we will consider the following class of quasiperiodic operators in ℓ 2 (Z) (1.1) (H(x)ψ)(n) = ψ(n + 1) + ψ(n − 1) + f (x + nα)ψ(x), x ∈ R \ (Z + αZ).
We will assume that f ∈ F (γ, η), which, by definition, will mean (F 1 ) f is defined on R \ Z, is 1-periodic, continuous on (0, 1), and f (0+) = −∞, f (1−) = +∞. (F 2 ) is Lipschitz monotone. That is, there exists γ > 0 such that f (y) − f (x) γ(y − x) for all 0 < x < y < 1. (F 3 ) log |f (x)| = O(|x| −η ), x → 0.
The study of this class of functions is motivated by the Maryland model, which is a special case f (x) = λ tan(πx). Classical results [3, 7, 17, 22] show that Maryland model has Anderson localization for Diophantine frequencies α and all coupling constants λ = 0. Recently, a complete spectral description of this model was obtained in [12] . While the existing techniques for Maryland model give extremely sharp results, they are based either on the analysis of a certain explicit cohomological equation, or (see [14] ) on fine structure of trigonometric polynomials in the spirit of [10] , in both cases relying on the specific form of f .
Thus, a natural question arises: is there a proof of localization that only uses qualitative properties of f , such as monotonicity, and does not refer to the specific trigonometric structure? A partial answer to this question was given in [1] . Using a KAM-type procedure, the authors obtained Anderson localization for a class of meromorphic functions f whose restrictions onto R are also 1-periodic and Lipschitz monotone. Their argument (as well as the classical Maryland model) extends to the potentials on Z d . However, due to the nature of the KAM technique, the result is perturbative. That is, once f is fixed, one can only obtain localization for the potential λf with λ λ 0 (α), where λ 0 depends on the Diophantine constant of α and does not have a uniform lower bound on a full measure set of frequencies. One should also mention [5] , where the authors obtain a localization result in a different context (on a half-line, with randomized boundary condition at the origin), and results on singular continuous spectrum [9, 15] .
On the other hand, Maryland model is known, in case of Diophantine frequencies, to demonstrate non-perturbative localization for all λ = 0. Thus, a natural question would be whether or not general monotone f demonstrate localization at small coupling. For the case of bounded Lipschitz monotone f , small coupling localization was obtained in [11] . It is natural to expect that it should be easier for unbounded potentials to generate pure point spectrum. However, the argument of [11] significantly relies on boundedness of f .
As usual, we call an irrational number α Diophantine (denoted α ∈ DC(c, τ ) for some c, τ > 0) if
We also use the notation DC = ∪ c>0,τ 1 DC(c, τ ).
Then, for a. e. x, the spectrum of the operator (1.1) is purely point, and the eigenfunctions decay exponentially. In addition, if γ > 2e, then the statement holds for every x / ∈ Z + αZ.
Remark 1.2. Theorem 1.1 is non-perturbative, as the addition of coupling constant only affects the constant γ in the monotonicity property. Compared to the perturbative results [1] , our argument is more "soft" and does not rely on any higher derivatives of f , besides monotonicity. Moreover, our Property (3) allows for stronger singularities; all previously known results have log |f (x)| = O(| log |x||), in which case our method implies localization for all α ∈ DC.
Structure of the paper. Section 2 contains main definitions from spectral theory of ergodic operators. In section 3, we discuss a version Furman's theorem [6] for unbounded cocycles. While it cannot be generalized directly to the unbounded case for obvious reasons, one can isolate the unbounded part into a scalar cocycle, and then observe that the scalar cocycle has uniformly bounded average if we remove the largest factor (assuming that the scale is close to a suitable denominator of α). Section 4 contains a new technique of obtaining bounds on the IDS for monotone potentials; one can observe that the graphs of box eigenvalues can be grouped in a way that Lipschitz bound on the counting function follows from local monotonicity of the diagonal of the matrix. In section 5, we establish more delicate claims about box eigenvalue counting function which is an ingredient for the large deviation theorem. It shows that the eigenvalue counting functions can only change by an absolute constant as one changes the phase. This implies the "global" part of the large deviation theorem, which is discussed in Section 6. Essentially, this means that, for every x and E, one can remove finitely many terms from log | det(H q (x)−E)| so that the remaining part is L(E)+o (1) . Hence, the large deviation set is completely controlled by the "local" part, which consists of finitely many Lipschitz curves and possibly one very large eigenvalue. The main result of that section is Corollary 6.4. Once large deviation bounds are obtained, the proof of localization does not change significantly from [11] or even from [10] . Corollary 6.4 implies that, once we express Green's function as a ratio of two determinants, the "unbounded" part in each determinant cancels out, and the rest is well controlled. Since the function f in the operator (1.1) is quite arbitrary, there is no coupling constant in the operator. However, the parameter γ plays a similar role. It is interesting to compare the regimes of small coupling with [11] . In both cases, we have a simple lower bound on the Lyapunov exponent for γ > 2e, and there is an implicit argument that guarantees that L(E) > 0 for Lebesgue almost every energy. In [11] , the reason is that discontinuous f lead to non-deterministic potentials [4] , and in the present paper we rely on a spectral result [23] compared with Kotani theory. It is not clear whether [4] can be extended to the unbounded case, or if there is an independent proof of uniform positivity of L(E). In both cases, small coupling still demonstrates localization for almost every x, due to absolute continuity of the IDS.
Preliminaries from spectral theory
In this section, we formulate some basic results from spectral theory and dynamics, and establish immediate consequences for the model (1.1). Let
be the (n × n)-block of H(x), or equivalently the Dirichlet restriction of the operator
Denote by N n (x, E) the counting function of the eigenvalues of H n (x) (defined for x ∈ [0, 1) except for finitely many points):
The integrated density of states of the operator family H(x) is defined as
Note that one can use any boundary conditions in the definition of N n (x) (for example, replace the Dirichlet restriction H n (x) by periodic restriction), as they differ by a finite rank perturbation. The function N(·) is monotone and continuous, and its derivative defines a probability measure on dN(E) on R, which is called the density of states measure. The topological support of dN is equal to the spectrum of H(x). Note that σ(H(x)) does not depend on x as a set, see [3, Chapters 9, 10] . It is also well known that dN is the average of spectral measures of H(x):
Denote by M n (x, E) the n-step transfer matrix, (2.3)
where
is well-defined, finite, and satisfies Thouless formula
The property log(1 + |f |) ∈ L 1 (0, 1) also implies that the function log(1 + |E − E ′ |) is integrable with respect to dN(E). It will later be shown (Theorem 4.1) that dN has bounded density, and hence the expression (2.5) is well defined. Proposition 2.1. For every x, σ ac (H(x)) = ∅. As a consequence, L(E) > 0 for Lebesgue a. e. E ∈ R.
Proof. The first claim is established in [23] for all Schrödinger operators with unbounded potentials by a deterministic argument. The second claim is a consequence of Kotani theory; the standard references for the bounded case are [3, 18, 21] , and the extension to the unbounded case is described in [16, Appendix II] . See also the remark in the end of [23, Section 1].
The following simple lemma immediately follows from [11, Lemma 5.4] . The notation γ −1 is chosen to match the actual property that will be obtained for H(x) in Theorem 4.1.
Lemma 2.2. Suppose f ∈ F (γ, η), and assume that N(·) is Lipschitz continuous:
Proof. Continuity of L(E) follows from the convergence of the integral (2.5). The lower bound follows from the computation in [11, Lemma 5.4] , which is essentially an observation that the worst possible case is dN(E) = γ
A generalized eigenfunction is a formal solution of the equation H(x)ψ = Eψ, satisfying a polynomial bound ψ(n) C(1 + |n|) C . It is well known that the set of generalized eigenvalues (that is, values of E for which non-trivial generalized eigenfunctions exist) of a self-adjoint Schrödinger operator has full spectral measure (see, for example, [2, 8, 20, 24] ). The following proposition establishes sufficient conditions to obtain purely point spectrum for an operator family with almost everywhere positive Lyapunov exponent, see also [11, Section 8] .
Proposition 2.3. Suppose that the operator family H(x) satisfies the following:
(1) The density of states measure dN is absolutely continuous with respect to Lebesgue measure.
Proof. Since dN is absolutely continuous, the set of energies for which L(E) = 0 has density of states measure zero. Hence, due to (2.2), it has spectral measure zero for a. e. x. Property 3 implies that, for the remaining full measure set of values of x, generalized eigenfunctions of H(x) form a basis in ℓ 2 (Z).
Preliminaries from dynamics: uniform upper bounds
We will also require several facts from dynamics. Let (X, µ, T ) be a uniquely ergodic dynamical system (for the purposes of this paper, one can assume X = T 1 , T x = x+α, µ is the Haar measure). A sub-additive cocycle on (X, T, µ) is a family of functions
In this case, one can define the Lyapunov exponent
which exists due to Kingman's subadditive ergodic theorem. An example of a subadditive cocycle on T 1 is log M n (x, E) for fixed E, and the definition of Λ agrees with (2.4). The following uniform upper bound [6, Theorem 1] result will be important (see also [13] for a parametric version and some generalizations).
Proposition 3.1. Let {h n } be be a sub-additive cocycle on a uniquely ergodic system (X, T, µ). Assume, in addition, that h n : X → R are continuous and uniformly bounded in L 1 (X, µ). Then, for every ε > 0, there exists N(ε) such that
If h and Λ(h) continuously depend on a real parameter on compact interval, then N(ε) can be chosen uniformly in that parameter.
One cannot apply Theorem 3.1 directly to the transfer matrices (2.3). However, one can consider the factorization
and F n (x) is a scalar function
As long as log |f | ∈ L 1 (0, 1), the Lyapunov exponents of logarithms of all three cocycles are bounded, and, by the additive ergodic theorem
On any finite energy interval, the cocycle log G satisfies the assumptions of Proposition 3.1. Hence, while the statement of Proposition 3.1 obviously fails for M, the only way for this to happen is through F being very large.
Suppose that pn qn is the sequence of the partial quotients of the continued fraction approximation of α. It is well known that, for any two consecutive denominators q k , q k+1 , at least one of them (denoted by q) satisfies the following property: the points {α}, {2α}, . . . , {(q − 1)α} split the interval (0, 1) into q line segments whose lengths are between 1 2q and 3 2q
. We will call these values of q good denominators of α.
Lemma 3.2. Fix 0 < δ < 1, γ > 0, α ∈ DC(c, τ ), and f ∈ F (γ, η) with τ η < 1. Fix 0 < ε < 1 − η. For any good denominator q and δq n q, we have
Proof. By assumption on q, all points {x + kα} are at least 1/2q-separated. Hence, after removing the point closest to 0 (whose contribution is the last term in the left hand side of (3.2)), one can assume that no point comes closer than 1/4q to 0. Let
Clearly,f has bounded variation,
The discrepancy of the sequence {x}, {x+α} . . . {x+(n−1)α} is bounded by Cn (y) dy Cn
which completes the proof, as, due to (3.3), the left hand side differs from the left hand side of (3.2) by O(q η−1 ), n = O(q), and τ 1. Theorem 3.4. Fix α ∈ DC(c, τ ), 0 < δ < 1, γ > 0, and f ∈ F (γ, η) with τ η < 1.
For every ε > 0 there exists N(ε) such that, for any good denominator q > N(ε) and δq n q, we have
The parameter N(ε) can be chosen uniformly in E on any compact interval.
Proof. Follows from (3.1), Proposition 3.1 applied to log G n (x, E) , and Lemma 3.2 applied to F n (x).
Box eigenvalues and estimates of the IDS
The goal of this section is to study the dependence of the eigenvalues of H n (x) as functions of x. The following is one of the main results of this section.
Theorem 4.1. Suppose f satisfies Properties (F 1 ) and (F 2 ) for some γ > 0. For every α ∈ R \ Q, the integrated density of states of the operator family H(x) is Lipschitz continuous:
A similar statement is known for a bounded monotone potential, see [11, Theorem 3.1] . The argument in [11] relies on upper and lower bounds on f , and cannot be extended directly to the unbounded case. The proof of Theorem 4.1 will rely on a different argument and will require several preliminaries. Unlike other results in this paper, it does not rely on Diophantine properties of α or on the strength of the singularity of f .
be a continuous self-adjoint matrix-valued function. Suppose f : (x 0 , x 0 + ε) → R is continuous, and f (x 0 + 0) = ±∞. Let P be a rank one orthogonal projection. Then
where the convergence is understood in the sense of sets with multiplicities.
Proof. The ±∞ part follows from elementary rank one perturbation theory. There is exactly one eigenvalue escaping to ±∞, and the other ones remain bounded. Let P = ·, e e. One can rewrite
This implies that dist(µ, σ(A(x) + f (x)P )) = o(1), and hence µ is a limit point of σ(A(x) + f (x)P ). Without loss of generality, one can assume that the eigenvalues of B(x 0 ) are distinct, which completes the proof (alternatively, one can rewrite the argument using spectral projections).
Fix some n ∈ N, and denote by E j (x), 0 j n − 1, the j-th eigenvalue of H n (x) in the increasing order. Let us denote the discontinuity points of the diagonal entries of H n (x) by (4.2) {β 0 , . . . , β n−1 } = {{−jα}, 0 j n − 1}, 0 = β 0 < β 1 . . . < β n−1 < β n = 1.
One can identify β 0 with β n , as all functions are 1-periodic; however, the notation (4.2) will still be convenient. Lemma 4.3. The functions E j (x) are continuous and Lipschitz monotone on the intervals (β l , β l+1 ), 0 l n − 1. Moreover,
Proof. All claims follow from Lemma 4.2. At each point of discontinuity, there is a matrix element f (x − β l ) that approaches ±∞, and the other matrix elements remain continuous and bounded. The re-numbering in (4.4) is caused by one eigenvalue changing from very large negative to very large positive.
As a consequence, all discontinuities in E j (x) are either caused by an eigenvalue diverging to infinity, or can be fixed by suitable re-numbering. We can define continuous eigenvalue curves by
Corollary 4.4.
(1) The functions Λ j can be extended into R \ {Z + β n−j } by continuity and 1-periodicity. (2) Λ j are Lipschitz monotone on (β n−j , β n−j + 1), and Λ j (· − β n−j ) ∈ F (γ, η). (3) Λ j (x − β n−j ) = f (x)(1 + o(1)) uniformly in n, assuming that β n−j is the closest point to x among {β 0 , . . . , β n }.
Proof. Part (1) follows from (4.4). Part (2) follows from elementary perturbation theory. Part (3) can be obtained by estimating the largest eigenvalue of H n (x) from above and from below. In fact, we have an even sharper bound:
under the same assumptions on dist(x, β n−j ).
Proof of Theorem 4.1. Recall the definition (2.1). Let
where the inequality follows from Lipschitz monotonicity property of Λ j (·).
Remark 4.5. In the setting of [11] (i. e. when f is bounded), one cannot, in general, choose continuous eigenvalue curves, as the jumps at finite energies will affect all eigenvalues. However, we will always have an inequality E j (β l − 0) E j+1 (β l + 0) under the same assumptions as (4.4), and the Λ j defined by (4.5) will have only positive jump discontinuities, except at β n−j . Hence, the method from this section is also applicable there, and actually gives stronger result.
Box eigenvalue distribution modulo finite rank
In this section, we establish some more delicate properties of the eigenvalue distribution of H q (x), where q is a good denominator. Suppose, we are only interested in the eigenvalue counting function N q (x, E) modulo some absolute constant, as q → ∞; or, equivalently, all finite rank perturbations, as long as the total perturbation rank is bounded. The main conclusion of this section is that, modulo those assumptions, the separation properties of the eigenvalues E j (x), 0 j q − 1, are at least as good as those of the sequence {Λ 0 (x), Λ 0 (x + α), . . . , Λ 0 (x + (q − 1)α)}.
We will always denote Λ(x) = Λ 0 (x) (however, it will be clear later that one can use any Λ j for that purpose); the dimension will be clear from the context. Whenever we write H q (x), we assume that q is a good denominator of α. Let us remind the reader that it means that the points {jα, 1 j q − 1}, split (0, 1) into q intervals of lengths between . WLOG, we can also assume that qα
, and that each interval (j/q, (j + 1)/q) contains exactly one point of the form {α}, {2α} . . . , {qα}.
It will be convenient to use the following notation: for two (n × n)-matrices A, B, we say A ≈ B if A is unitarily equivalent to B modulo a finite rank perturbation; here, "finite" means "bounded by an absolute constant". Similarly, we will use the notation A B and A B.
Lemma 5.1. Suppose 1 n q, 0 y 2/q. Then
Proof. On the interval [x, x + y], all diagonal entries of H n (·) increase monotonically, except for at most three jump points. Each jump generates at most rank one perturbation.
Lemma 5.2. For 0 m q − 1, we have
Proof. Note that {qα} is either very close (closer than 1/ √ 5q) to 0, or to 1. In the first case, we have
In the first equality we applied cyclic permutation of basis vectors, then a finite rank perturbation to transform the off-diagonal part into the usual Laplacian, and then removed two off-diagonal entries so that the operator de-couples; the total is a rank 4 perturbation after unitary equivalence. The inequality follows from Lemma 5.1. Now, we can apply (5.1) again, replacing x by x + mα and m by q − m, and obtain
The case {qα} > 1/2 is similar, if one reverses the inequalities. One can check that in both cases, each inequality is at most rank 6.
where C is an absolute constant.
Proof. The claim immediately follows from Lemma 5.2. The case m < 0 can be obtained replacing x by x − mα. One can check that C = 30 is sufficient.
Corollary 5.4. There exists an absolute constant C such that
Proof. Due to monotonicity of Λ j , as x runs over [0, 1), the counting function N q (x, E) changes its values 2q times. That is, the value is decreased by 1 whenever Λ j (x) = E, and increased by 1 at the points β l . Due to Corollary 5.3, it would be sufficient to show that N(·, E) cannot decrease more than by C 1 on any interval (β l , β l+1 ). Suppose that it does. Then there exists an interval of size . For sufficiently large C 1 , this contradicts the fact that the total increment on any subset of [0, 1) is at most q.
Lemma 5.5. Let N q (x, E) be the eigenvalue counting function of H q (x), and N Λ q (x, E) be the counting function of the set
, where C is an absolute constant.
Proof. Since q is a good denominator, the values of N Λ q (x, E) do not change more than by a constant (in fact, more than by 1) as x runs over [0, 1). Moreover, the definition of Λ implies that {Λ(x + jα), 0 j q − 1} = {E 0 (x 0 ), E 1 (x 1 ), . . . , E q−1 (x q−1 )} for some collection of points x 0 , . . . , x q−1 . Since the counting function of the eigenvalues does not depend on x modulo constant, the choice of different arguments x j for different eigenvalues will not change the counting function more than by a constant.
Theorem 5.6. The eigenvalues of H q (x) can be parametrized by
where |δ j (x)| C/q. Moreover, the largest and smallest eigenvalues satisfy
Proof. Follows from the previous lemmas and perturbation theory for the largest and smallest eigenvalues (as only one eigenvalue may escape to infinity, see also (4.6)).
Remark 5.7. Since we essentially ignore perturbations of the order O(1/q), we could have replaced jα by j/q. However, the expression (5.4) has the advantage that it has the same singularities at the same locations as the actual eigenvalues.
A large deviation theorem
Let P n (x, E) = det(H n (x) − E). In this section, we will show that
as q → ∞, except for an exponentially small set of values of x, and will describe explicitly that "large deviation" set. In this section, the symbol C will denote some absolute constant, which can be different from sentence to sentence.
The following lemma is elementary and was also used in [11] . |f (x + kα)|,
Proof. By definition,
Proposition 5.4 implies that on any interval (β l , β l+1 ), there are at most C values of k with E k (x) = E with x from that interval. Hence, there are at most C values of k with |E k (x) − E| 1/q. Moreover,
The total contribution of those C + 1 "singular" eigenvalues is contained in second and third term of (6.1). For the remaining "regular" eigenvalues, the statement of Theorem 5.6 holds, with Λ replaced by a truncated functioñ
Hence, we obtain
The first equality is true since, by mean value theorem, one can displace each eigenvalue E j (x) within the range allowed by Theorem 5.6, and make the sum in the left hand side exactly equal to the integral ofλ; the total error, due to Lemma 6.1 and the definition of λ, will be bounded by q η . The second equality also follows from the definition ofλ.
Lemma 6.3. In the notation of the previous theorem,
Proof. Integrating the inequality from Theorem 3.4 and using (2.3), we can see that
assuming |n − q| C for some good denominator q. On the other hand, Lemma 6.1 implies that, under the same assumption,
(we apply Lemma 6.1 to regular eigenvalues, and note that a finite rank perturbation would create finitely many singular eigenvalues, whose contribution will be o(1)).
Corollary 6.4. In the notation of Theorem 6.2, for every ε > 0 there is N(ε) such that, if q > N(ε) is a good denominator, we have the following two-sided bound on any compact energy interval:
In particular, the set
in contained in a union of q intervals of size e −Cεq .
Proof. Since log |f (x + k 1 α) − E| − log(1 + |f (x + k 1 α)|) = o(1), both upper and lower bounds follow straight from Theorem 6.2 and Lemma 3.4. The claim about the set (6.2) follows from the first inequality. Note that log |f (x + k 1 α)| → ∞ (in fact, uniformly in x), and hence the lower bound can be violated only if E k 2 (x) (or, equivalently, Λ k 2 (x)) is exponentially close to E; and (6.2) follows from the fact that all eigenvalue curves are Lipschitz monotone and there are q of them.
Proof of localization
Suppose that ψ : Z → C is a non-trivial solution of
Recall that ψ is called a generalized eigenfunction of H(x), and E is called a generalized eigenvalue of H(x). In this section, we will prove the following theorem, which implies the main result (see Proposition 2.3 and Theorem 1.1).
Theorem 7.1. Suppose α ∈ DC(c, τ ), f ∈ F (γ, η) with γ > 0 and τ η < 1. Suppose that x / ∈ Z + αZ, and E is a generalized eigenvalue of H(x) with L(E) > 0. Then the corresponding generalized eigenfunction ψ belongs to ℓ 2 (Z).
The method of proof is close to [10] and [11] . In fact, the line of the argument is very close to [11] with some modifications in applying large deviations. We will need some preliminaries.
, and
The Poisson formula
implies that any point m with ψ(m) = 0 is (µ, q)-singular for sufficiently large q.
Lemma 7.2. Under the assumptions of Theorem 7.1, fix 0 < δ < L(E). There exists q 0 (f, α, δ) such that, for any good denominator q > q 0 , any two (L(E) − δ, q)-singular points m, n with |m − n| > q+1 2
, satisfy |m − n| > e C(α,f )q .
Proof. The proof follows exactly the scheme from [11] which, in turn, is partially based on [10] . We have the following expressions for Green's function matrix elements if b = a + q − 1, a l b. . Note that, due to Theorem 6.2, the lower bound for P q (x+aα) will always contain the factor log |f (x+k 1 α)−E|, which will cancel each of the similar factors in the enumerators (because the k 1 in the denominator will always be chosen to deliver the largest possible value, and the choice is made from the set containing both k 0 and k ′ 0 ). Hence, that factor in the enumerator cannot cause (7.3) by itself, and hence, the only way to cause large Green's function element is for the phase x to be in the large deviation set (6. , then all these points are distinct and belong to the large deviation set (6.2) for a suitably chosen ε. As a consequence, two of them must be exponentially close to each other, which is only possible, due to the Diophantine condition, if m 1 is exponentially separated from m 2 . Theorem 7.1 now follows in the same way as in [11] , as all intervals of the form [q, e Cq ) become q-regular for all sufficiently large good denominators q, the intervals [q, e Cq ) cover Z + except for finitely many points, and similar arguments can be applied on Z − . Remark 7.3. Similarly to [11] (and with the same proof), the operator family H(x) has uniform Lyapunov localization. That is, on any compact energy interval and for any δ > 0, there exists C(δ) such that for any eigenfunction ψ satisfying Hψ = Eψ, ψ l ∞ = 1, there exists n 0 (ψ) so that we have |ψ(n)| C(δ)e −(L(E)−δ)|n−n 0 | .
In particular, we have uniform localization on any compact interval of uniform positivity of L(E).
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