This article studies an implementation methodology for partial and disjunctive stable models where partiality and disjunctions are unfolded from a logic program so that an implementation of stable models for normal (disjunction-free) programs can be used as the core inference engine. The unfolding is done in two separate steps. First, it is shown that partial stable models can be captured by total stable models using a simple linear and modular program transformation. Hence, reasoning tasks concerning partial stable models can be solved using an implementation of total stable models. Disjunctive partial stable models have been lacking implementations which now become available as the translation handles also the disjunctive case. Second, it is shown how total stable models of disjunctive programs can be determined by computing stable models for normal programs. Thus an implementation of stable models of normal programs can be used as a core engine for implementing disjunctive programs. The feasibility of the approach is demonstrated by constructing a system for computing stable models of disjunctive programs using the SMODELS system as the core engine. The performance of the resulting system is compared to that of DLV, which is a state-of-the-art system for disjunctive programs.
INTRODUCTION
Implementation techniques for declarative semantics of logic programs have advanced considerably during the last years. For example, the XSB system [Sagonas et al. 1996 ] is a WAM-based full logic programming system supporting the well-founded semantics. In addition to this kind of a skeptical approach that is based on query evaluation, a credulous approach focusing on computing models of logic programs is also gaining popularity. This work has been centered around the stable model semantics Lifschitz 1988, 1991] . There are reasonably efficient implementations available for computing stable models for disjunctive and normal (disjunction-free) programs, for example, DLV ], SMODELS [Simons and Syrjänen 2003; Simons et al. 2002] , CMODELS [Babovich 2003 ], and ASSAT [Lin and Zhao 2002] . The implementations have provided a basis for a new paradigm for logic programming called answer set programming (a term coined by Vladimir Lifschitz) . The basic idea is that a problem is solved by devising a logic program such that the stable models of the program provide the answers to the problem, that is, solving the problem is reduced to a stable model computation task [Lifschitz 1999; Marek and Truszczyński 1999; Niemelä 1999; Eiter et al. 1997a; Buccafurri et al. 1997 ]. This approach has led to interesting applications in areas such as planning [Dimopoulos et al. 1997; Eiter et al. 2000; Balduccini et al. 2001 ], model checking [Liu et al. 1998; Heljanko 1999; Heljanko and Niemelä 2003] , and software configuration [Syrjänen 2000 ].
This article addresses two issues in the stable model semantics: partiality and disjunctions. The idea is to develop methodology such that efficient procedures for computing (total) stable models that are emerging can be exploited when dealing with partial stable models and disjunctive programs. Sometimes it is natural to use partial stable models to represent a domain. Even when working with total stable models, partial stable models could be useful, for example, for debugging purposes to show what is wrong in a program without any total stable models. However, little has been done on implementing the computation of partial stable models and most of the work has focused on query evaluation with respect to the well-founded semantics. In this article, we show that total stable models can capture partial stable models using a simple linear program transformation. This transformation works also in the disjunctive case showing that implementations of total stable models, such as DLV, can be used for computing partial stable models. Using a suitable transformation of queries, a mechanism for query answering can be realized as well.
Our translation is interesting in many respects. First, it should be noted that the translation does not follow directly from the complexity results already available. It has been shown, for example, that the problem of deciding whether a query is contained in some model (possibility inference) is p 2 -complete for both partial and total stable models [Eiter and Gottlob 1995; Eiter et al. 1998 ]. This implies that there is a polynomial time reduction from possibility inference with respect to partial models to possibility inference with respect to total models. However, this kind of a translation is guaranteed to preserve only the yes/no answer to the possibility inference problem. Second, not all translations are satisfactory from a computational point of view. In practice, when a program is compiled into another form to be executed, certain computational properties of the translation play an important role: -efficiency of the compilation (in which order of polynomial?); -modularity (are independent, separate compilations of parts of a program possible?); and -structural preservation (are the composition and intuition of the original program preserved so that debugging and understanding of runtime behavior are made possible?).
All this points to the importance of finding good translation methods to enable the use of an existing inference engine to solve other interesting problems. The efficiency of procedures for computing stable models of normal programs has increased substantially in recent years. An interesting possibility to exploit the computational power of such a procedure is to use it as a core engine for implementing other reasoning systems. In this article, we follow this approach and develop a method for reducing stable model computation of disjunctive programs to the problem of determining stable models for normal programs. This is nontrivial as deciding whether a disjunctive program has a stable model is p 2 -complete [Eiter and Gottlob 1995] whereas the problem is NP-complete in the nondisjunctive case [Marek and Truszczyński 1991] . The method has been implemented using the SMODELS system [Simons and Syrjänen 2003; Simons et al. 2002] as the core engine. The performance of the implementation is compared to that of DLV, which is a state-of-the-art system for computing stable models for disjunctive programs.
There are a number of novelties in the work. Maximal partial stable models for normal programs are known as regular models, M-stable models, and preferred extensions [Dung 1995; Saccà and Zaniolo 1990; You and Yuan 1994] . Although this semantics has a sound and complete top-down query answering procedure [Dung 1995; Eshghi and Kowalski 1989; Lin and You 2001] , so far very little effort has been given to a serious implementation. For disjunctive programs, to our knowledge, no implementation has ever been attempted. As a result, we obtain (perhaps) the first scalable implementation of the regular model/preferred extension semantics, and the first implementation ever for partial stable model semantics for disjunctive programs. Our technical work on the relationship between stable and partial stable models via a translational approach provides a compelling argument for the naturalness of partial stable models: stable models and partial stable models share the same notion of unfoundedness, carefully studied earlier in Eiter et al. [1997b] and Leone et al. ACM Transactions on Computational Logic, Vol. 7, No. 1, January 2006. • T. Janhunen et al. [1997] . In this article, we demonstrate how key tasks in computing disjunctive stable models can be reduced to stable model computation for normal programs by suitable program transformations. In particular, we develop techniques for mapping a disjunctive program into a normal one such that the set of stable models of the normal program covers the set of stable models of the disjunctive one and in many case even coincides with it. Moreover, we devise a method where the stability of a model candidate for a disjunctive program can be determined by transforming the disjunctive program together with the model into a normal program and checking the existence of a stable model for it. Finally, in the experimental part of this article, we present a new way of encoding quantified Boolean formulas as disjunctive logic programs. In many interesting cases, this transformation is more economical in the number of propositional atoms and disjunctive rules than earlier transformations presented in Eiter and Gottlob [1995] and Leone et al. [2006] .
The rest of the article is structured as follows. We first review the basic definitions and concepts in Section 2. It is then shown in Section 3 that partial stable models can be captured with total stable models using a simple program transformation. In Section 4, we describe the method for computing disjunctive stable models using an implementation of nondisjunctive programs as a core engine. After this, we present some experimental results in Section 5 and finish with concluding remarks in Section 6.
As a comment on the historical development of the translation given in Section 3, the characterization of partial stable models as stable models of the transformed program was first sketched for normal programs in a proof by Schlipf [1995] , Theorem 3.2. For disjunctive programs, it was discovered and proven in Seipel et al. [1997] , and independently in Janhunen et al. [2000] . In the current article, we present a proof based on unfounded sets, which was given by Janhunen et al. [2000] , as this proof reveals some of the properties of unfounded sets which are of interest in their own right. Yet another approach to computing the partial stable models of a disjunctive program based on a program transformation has been developed by Ruiz and Minker [1995] : a disjunctive program P is translated into a positive disjunctive program P 3S with constraints, the 3S-transformation of P , such that the total minimal models of P 3S that additionally fulfill the constraints coincide with the partial stable models of P .
DEFINITIONS AND NOTATIONS
A disjunctive logic program P (or just disjunctive program P ) is a set of rules of the form
where k ≥ 1, m, n ≥ 0, and a i 's, b i 's, and c i 's are atoms from the Herbrand base Hb(P ) 1 of P . Let us also distinguish subclasses of disjunctive programs.
If k = 1 for each rule of P , then P is a disjunction-free or normal program. If n = 0 for each rule of P , then P is called positive. Literals are either atoms from Hb(P ) or expressions of the form ∼a where a ∈ Hb(P ). For a set of atoms A ⊆ Hb(P ), we define ∼A as {∼a | a ∈ A}. Let us introduce a shorthand A ← B, ∼C for rules where A = ∅, B, and C are subsets of Hb(P ). In harmony with (1), the set of atoms A in the head of the rule is interpreted disjunctively while the set of literals B ∪ ∼C in the body of the rule is interpreted conjunctively. We wish to further simplify the notation A ← B, ∼C in some particular cases. When A, B, or C is a singleton {a}, we write a instead of {a}. If B = ∅ or C = ∅, we omit B and ∼C (respectively) as well as the separating comma in the body of the rule.
Partial and Total Models
We review the basic model-theoretic concepts by following the presentation in Eiter et al. [1998] . Let P be any disjunctive program. A partial interpretation I for P is a pair T, F of subsets of Hb(P ) such that T ∩ F = ∅. The atoms in the sets I t = T , I f = F , and I u = Hb(P ) − (T ∪ F ) are considered to be true, false, and undefined, respectively. We introduce constants t, f, and u, to denote the respective three truth values. A partial interpretation I for P is a total interpretation for P whenever I u = ∅, that is, if every atom of Hb(P ) is either true or false. When no confusion arises, we use I t alone to specify a total interpretation I for P (then I f = Hb(P ) − I t and I u = ∅ hold).
Given a partial interpretation for P , the truth values of atoms are determined by I t , I f , and I u , as explained above, while t, f, and u have their fixed truth values. For more complex logical expressions E, we use I (E) to denote the truth value of E in I . The value I (∼a) is defined to be t, f, or u whenever I (a) is f, t, or u, respectively. To handle conjunctions and disjunctions, we introduce an ordering on the three truth values by setting f < u < t. By default, a set of literals L = {l 1 , . . . , l n } denotes the conjunction l 1 ∧ · · · ∧ l n while L denotes the corresponding disjunction l 1 ∨ · · · ∨ l n . The truth values I (L) and I ( L) are defined as the respective minimum and maximum among the truth values I (l 1 ), . . . , I (l n ). A rule A ← B, ∼C is satisfied in I if and only if I ( A) ≥ I (B ∪ ∼C). A partial interpretation M for P is a partial model of P if all rules of P are satisfied in M , and for a total model, also M u = ∅ holds. Let us then introduce an ordering among partial models of a disjunctive program:
Moreover, a total model N of P is considered to be a minimal one if there is no total model N of P such that N ⊂ N .
Stable Models
Given a partial interpretation I for a disjunctive program P , we define a reduction of P as follows: Janhunen et al. Note that this transformation coincides with the Gelfond-Lifschitz reduction of P (the GL-reduction of P ) when I is a total interpretation. Definition 2.1 (Total Stable Model). A total interpretation N for a disjunctive program P is a stable model if and only if N is a minimal total model of P N .
The original definition of partial stable models [Przymusinski 1990a [Przymusinski , 1990b ] is based on a weaker reduction. Given a disjunctive program P and an interpretation I , the reduction P I is the set of rules obtained from P by replacing any ∼c in the body of a rule by I (∼c). As noted in Przymusinski [1990a] , the only practical difference between P I and P I is that P I has rules that correspond to rules of A ← B, ∼C ∈ P satisfying I (∼C) = u. Note that if I (∼C) = t, then A ← B ∈ P I , and if I (∼C) = f, then the partial models of P I are not constrained by the rule included in P I .
Definition 2.2 (Partial Stable Model). A partial interpretation M for a disjunctive program P is a partial stable model of P if and only if M is a minimal partial model of P M .
In the above definition, the relation between M and P M is similar to the one for the total stable model, both for the purpose of preserving the stability condition. While maximizing falsity and minimizing true atoms, a partial stable model does not insist that every atom must be either true or false. (Partial) stable models are intimately related to unfounded sets [Eiter et al. 1997b; Leone et al. 1997 ].
Definition 2.3 (Unfounded Sets). Let I be a partial interpretation for a disjunctive program P . A set U ⊆ Hb(P ) of ground atoms is an unfounded set for P with respect to I if at least one of the following conditions holds for each rule A ← B, ∼C ∈ P such that A ∩ U = ∅:
An unfounded set U for P with respect to I is I -consistent if and only if U ∩ I t = ∅.
The conditions UF1 and UF3 above coincide with the conditions
respectively. The intuition is that the atoms of an unfounded set U can be assumed to be false without violating the satisfiability of any rule A ← B, ∼C of the program whose head contains some atoms of U . For any such rule, either the rule body is false in I (UF1), or the rule body can be falsified by falsifying the atoms in U (UF2), or the head of the rule is not false in I (UF3). In particular, unfounded sets with respect to partial/total models can be used for constructing smaller partial/total models (recall the definition of minimal partial and total models) in a way that is made precise by what follows. LEMMA 2.4. Let M = T, F be a partial model of a positive disjunctive program P and U an unfounded set for P with respect to M . Then, if M is total or U is M -consistent, M = T − U , F ∪ U is a partial model of P .
PROOF. Let M , P , U and M be defined as above. Additionally, we assume that (a) M is total, or (b) U is M -consistent. Let us then assume that some rule
Our proof splits in two separate threads. and an interpretation I = ∅, {a} . The only rule in P has its body undefined in I ; hence UF1 is not applicable. The set {a} is unfounded with respect to I since b is undefined in I and not in the set; hence UF3 is applicable. On the other hand, the set {b} is not unfounded with respect to I whereas {c} is unfounded with respect to I . Once c belongs to an unfounded set, the atoms a and b can • T. Janhunen et al. both get in due to UF2. Hence, we have U = {a, b, c} as an unfounded set with respect to I .
Assume that
Comparing U with I f , we find that I f does not maximize the atoms that should be false. This program P has exactly one stable model (which is also a partial stable model) in which all three atoms are false.
Unlike the case for normal programs, the union of unfounded sets may not be an unfounded set.
Example 2.6. Consider a program P containing only one rule a ∨ b ← and an interpretation I = {a, b}, ∅ . The program has two nonempty unfounded sets with respect to I , {a} and {b}. Either a or b depends on the other one not in the set for UF3 to be applicable. However, UF3 becomes not applicable when both a and b are in; thus the union {a, b} is not an unfounded set.
An interpretation I for P becomes particularly interesting when the union of all unfounded sets U for P with respect to I is also an unfounded set for P with respect to I . In this case, the program P possesses the greatest unfounded set U for P with respect to I . Definition 2.7. A total interpretation I is said to be unfounded free for a program P if and only if there is no unfounded set U for P with respect to I such that U ∩ I t = ∅.
The notion of unfounded freeness captures the stable model beautifully. On the other hand, Eiter et al. [1997b] showed that partial stable models can be defined essentially without reference to three-valued logic. The first condition in the theorem is called foundedness in [Eiter et al. 1997b ]. The differences between these two theorems are quite subtle. The strictness of stable models enforces a simpler relationship between stable models and unfounded sets. Therefore, neither maximality nor consistency nor foundedness need be explicitly stated. The characterization of partial stable models in Theorem 2.9 accounts for a more flexible situation: since M may not be a total model, maximality should extend the set of false atoms as much as possible without causing inconsistency. However, maximality and consistency are still not strong enough.
Example 2.10. Consider a disjunctive program
and an interpretation I = {a}, {b} which is total so that the definition of unfoundedness makes no difference in valuation under I . Since the body of the rule is false in I , U 1 = {a}, U 2 = {b}, and U 3 = {a, b} are all nonempty unfounded sets in this case. It follows immediately by Theorem 2.9 that I is not a stable model. Although U 2 is maximally I -consistent, the interpretation I is not a partial stable model because I t is not a minimal model of P I .
Note that P has a unique (partial) stable model, which is {b}, {a} .
The characterizations for partial and total stable models in terms of unfounded sets provide a powerful tool for establishing relationships between stable models and partial stable models.
UNFOLDING PARTIALITY
In this section, we first show a translation for a disjunctive program into another disjunctive program. We then prove that the translation preserves the semantics of partial stable models. This result allows us to compute the partial stable models of a program by computing the stable models of the translated program. Finally we address the problem of query answering under the translation.
Translation
Let P be a disjunctive program. In the following, we describe a translation of P into another disjunctive program Tr(P ) such that the stable models of Tr(P ) correspond to the partial stable models of P .
Let us introduce a new atom a • for each a ∈ Hb(P ). An atom a • is said to be marked, and an ordinary atom a is then said to be unmarked. The intuitive reading of a • is that a is potentially true. For a set of literals L ⊆ Hb(P ) ∪ ∼Hb(P ), we define L • = {a • | a ∈ L} ∪ {∼a • | ∼a ∈ L}. The translation Tr(P ) of a disjunctive program P is as follows:
where semicolons are used to separate program rules. Note that the Herbrand base of Hb(Tr(P )) is Hb(P ) ∪ Hb(P ) • . The rules a • ← a introduced for each a ∈ Hb(P ) enforce consistency in the sense that if a is true, then a must also be potentially true.
Remark 3.1. Although for presentational purposes the translation is defined for ground programs, exactly the same translation applies to nonground programs as well: for each predicate p we introduce a new predicate p • ; hence for a (ground or nonground) atom φ = p(t 1 , . . . , t n ), the new atom is
. . , t n ) (cf. Example 3.5). Since our proofs do not depend on the assumption that a given program is finite, the conclusions reached cover also any nonground program with function symbols whose semantics is determined by treating the program as a shorthand for its (possibly infinite) Herbrand instantiation.
A partial stable model of a given program will be interpreted by a corresponding stable model of the transformed program. The extra symbol a • for each atom a provides an opportunity to represent undefined (in three-valued logic) in terms of truth values of a • and a in two-valued logic. For each pair a and a • , either of which can be true or false, there are four possibilities: when a • and a are in agreement, that is when they are both true or both false, the truth value of a is their commonly agreed truth value; the combination where a is false and a • is true then represents that a is undefined; and the fourth possibility where a is true and a • is false is ruled out by any models due to the consistency rules. This intended representation of a partial stable model is given by the following equations.
Definition 3.2. Let M be a partial interpretation of a program P and N a total interpretation of Tr(P ). The interpretations M and N are said to satisfy the correspondence equations if and only if the following equations hold:
Note that total interpretations that are models of Tr(P ) satisfy CE4 immediately, since the set of rules {a • ← a | a ∈ Hb(P )} is included in Tr(P ). Consequently, the "fourth truth value" is ruled out. The following example demonstrates how the representation given in Definition 3.2 allows us to capture the partial stable models of a disjunctive program P with the total stable models of Tr(P ).
Example 3.3. Consider a disjunctive program
Now a becomes false by the minimization of partial models, since the falsity of a does not affect the satisfiability of any rule. Thus the unique partial stable model
Then consider the translation
The unique stable model of Tr(P ) is N = {b • , c • }, which represents (by CE2 and CE3) the setting that b and c are undefined and a is false in M .
It is well known that a disjunctive program P may not have any partial stable models. In such cases, the translation Tr(P ) should not have stable models either, if the translation Tr(P ) is to be faithful.
Example 3.4. Consider a disjunctive program
and its translation
On the other hand, the reduct
is not a stable model of Tr(P ). The reader may analyze the other candidates in a similar fashion. It turns out that P does not have partial stable models. Nor does Tr(P ) have stable models.
Partial stable models can be viewed as a logic programming account of the solution of semantic paradoxes due to Kripke [1975] . In this account, undefined means unknown for some individuals, which will not lose semantic interpretations for other individuals.
Example 3.5. Consider the following program with variables:
This program intuitively says that Bob shaves those who do not shave themselves; if x shaves y then y pays x by cash or by credit; either way is accepted. The predicate accepted is used here to demonstrate disjunctive reasoning. Assume there is another person, called Greg. Then clearly, we should conclude that Bob shaves Greg, Greg pays Bob by cash or by credit, and either way is accepted. However, the program has no stable models in this case due to the paradox whether Bob shaves himself or not. But it has four partial stable models, in all of which shave(greg, greg) is false and shave(bob, bob) is undefined (unknown). By translating the first two rules of P we obtain
The full translation Tr(P ) yields a Herbrand instantiation over the Herbrand universe {bob, greg}, which has four total stable models. One of them is 
Correctness of the Translation
The goal of this section is to establish a one-to-one correspondence between the partial stable models of a disjunctive program P and the (total) stable models of the translation Tr(P ). It is first shown that the correspondence equations CE1-CE4 given in Definition 3.2 provide a syntactic way to transform a partial stable model M of P into a total stable model N of Tr(P ) and back. More formally, we have the following theorem in mind.
THEOREM 3.6. Let M be a partial interpretation of a disjunctive program P and N a total interpretation of the translation Tr(P ) such that CE1-CE4 are satisfied. Then M is a partial stable model of P if and only if N is a (total) stable model of Tr(P ).
Our strategy to prove Theorem 3.6 is as follows: first, in two separate lemmas, we show the correspondence, in each direction, between unfounded sets for P and Tr(P ) with respect to M and N , respectively. These two lemmas are interesting in their own right as they show very tight conditions under which the two previously studied notions of unfoundedness [Eiter et al. 1997b; Leone et al. 1997 ] are related. These results will then be used in the proof of the theorem. We first state two relatively simple facts. The first says that that the GL-transform has no effect on unfoundedness, and the second states that the translation preserves models via CE1-CE4 in Definition 3.2. PROPOSITION 3.7. Let P be a disjunctive program and N a total interpretation for P . Then, X ⊆ Hb(P ) is an unfounded set for P with respect to N if and only if X is an unfounded set for P N with respect to N .
Then it holds for any X ⊆ Hb(P ) that X is not an unfounded set for P with respect to
X is not an unfounded set for P N with respect to N . 
which is equivalent to stating that N is not a total model of Tr(P ), since the consistency rules in Tr(P ) are automatically satisfied by CE4.
Still assuming the setting determined by CEs, the following lemma gives a condition under which the unfounded sets with respect to N for Tr(P ) can be converted into unfounded sets with respect to M for P . LEMMA 3.9. Let P be a program, M a partial interpretation of P , and N a total interpretation of the program Tr(P ) such that CE1-CE4 are satisfied. Then, for any unfounded set X for Tr(P ) with respect to N , the set of atoms Y = {a ∈ Hb(P ) | a • ∈ X } is an unfounded set for P with respect to M . In addition, if X is N -consistent, then Y is M -consistent.
PROOF. Consider any rule
It is proven in the sequel that one of the unfoundedness conditions UF1-UF3 applies to A ← B, ∼C. Two cases arise depending on the value of M (B ∪ ∼C).
(
The proof of the consistency claim follows. To establish the contrapositive of the claim, suppose that Y is not M -consistent. Then Y ∩ M t = ∅, that is, there exists an atom a ∈ Hb(P ) such that a ∈ Y and a ∈ M t . The former implies a • ∈ X by the definition of Y while the latter gives us a • ∈ N t by the CEs. Thus X ∩ N t = ∅ and X is not N -consistent.
The next lemma shows that, under the specified conditions, an unfounded set for a given disjunctive program P corresponds to a collection of unfounded sets for the translation Tr(P ).
LEMMA 3.10. Let M be a partial model of a disjunctive program P and N a total interpretation of Tr(P ) satisfying the CEs. If X is an M -consistent unfounded set for P with respect to M , then
PROOF. Let X be an M -consistent unfounded set for P with respect to M and let Y = F ∪ U satisfy the requirements above. Since any atom in Y is either marked or unmarked, two cases arise.
(1) Suppose that a • ∈ Y , which implies by the definition of Y that a ∈ Y . Then it is clear that that UF2 applies to the consistency rule a • ← a ∈ Tr(P ). Let us then prove that one of the unfoundedness conditions applies to any rule
Since a ∈ X and a ∈ A, and UF1 does not apply to A ← B, ∼C, we only need to consider UF2 and UF3. If UF2 applies to
In the latter case, we know that ∃b ∈ A such that N (b) = t, since N is a model of Tr(P ) by Proposition 3.8 (recall that M is a partial model of P ). Then suppose that
We note that the M -consistency of X is also a necessary condition for the correspondence to hold.
Example 3.11. Consider a disjunctive program P = {a ∨ b ←; a ← ∼a} and a partial model M = {b}, ∅ of P . It can be checked easily that X = {b} is an unfounded set for P with respect to M : UF3 applies to the only rule in which b appears in the head. But X is not M -consistent. Now consider
The total interpretation corresponding to M above is
is not unfounded for Tr(P ) with respect to N , since for b ∈ Y and the first rule in Tr(P ), none of the unfoundedness conditions applies.
For now, we concentrate on proving the correspondence of partial/total stable models stated in Theorem 3.6, which is split in the two separate theorems that follow.
THEOREM 3.12. Let P be a disjunctive program. If N is a stable model of the translation Tr(P ), then the partial interpretation M of P satisfying the correspondence equations CE1-CE4 is a partial stable model of P .
PROOF. Let N be a stable model of Tr(P ). Then it follows by the presence of consistency rules {a • ← a | a ∈ Hb(P )} in Tr(P ) that there is no a ∈ Hb(P ) such that a ∈ N and a • ∈ N , since N is a total model of Tr(P ). Thus it makes sense to define M as the partial interpretation satisfying CE1-CE4. We prove that M t is a minimal total model of P M , and M f is a maximal M -consistent unfounded set for P with respect to M .
(1) Let us first establish that for any rule (3) Since N is a total stable model of Tr(P ), it holds by Theorem 2.8 that N f is the greatest unfounded set for Tr(P ) with respect to N . Moreover,
It follows by Lemma 3.9 that M f is an M -consistent unfounded set for P with respect to M . Then assume that M f is not maximal, that is, there is an M -consistent unfounded set X for P with respect to M such that X ⊃ M f . So there is an atom a ∈ X such that a ∈ M f . Then a ∈ M f implies a ∈ M t or a ∈ M u . In both cases, by the CEs, a • ∈ N t , that is, a • ∈ N f . Then construct Y = {a, a • | a ∈ X }. According to Lemma 3.10, that X is an M -consistent unfounded set for P with respect to M implies that Y is an unfounded set for Tr(P ) with respect to N . However, a ∈ X implies a • ∈ Y but a • ∈ N f . Thus a • ∈ N t indicating that N is not unfounded free for Tr(P ). Consequently, N is not a stable model of Tr(P ) by the characterization of stable models in Theorem 2.8, a contradiction.
THEOREM 3.13. Let P be a disjunctive program. If M is a partial stable model of P , then the total interpretation N satisfying the correspondence equations CE1-CE4 is a stable model of the translation Tr(P ).
PROOF. Suppose that M is a partial stable model of P . Then we know by Theorem 2.9 that (i) M t is a minimal total model of P M and (ii) M f is a maximal M -consistent unfounded set for P with respect to M . Then define N as the total interpretation of Tr(P ) satisfying the CEs. It follows by Lemma 3.10 that
Let us then assume that N is not a stable model of Tr(P ). Equivalently, it holds by Theorem 2.8 that N f is not the greatest unfounded set for Tr(P ) with respect to N . So there is an unfounded set X for Tr(P ) with respect to N such that N f ⊂ X and N t ∩ X = ∅ hold. It follows by Proposition 3.7 that X is also an unfounded set for Tr(P ) N with respect to N .
Then consider any A ← B ∈ P M for which there is a rule A ← B, ∼C ∈ P such that C ⊆ M f . It follows by the CEs that C • ⊆ N f . Since A ← B, ∼C • ∈ Tr(P ), it follows that A ← B ∈ Tr(P ) N . Thus P M ⊂ Tr(P ) N holds, as Tr(P ) N contains among others the consistency rules {a • ← a | a ∈ Hb(P )}.
Recall that M t = N t ∩ Hb(P ) is a minimal total model of P M . We also distinguish a set of atoms X = X ∩ Hb(P ). Let us then establish that X is an unfounded set for P M with respect to M t in the two-valued sense.
(1) If X is not such a set, it follows by Definition 2.3 that there is
Since A and B are subsets of Hb(P ), M t = N t ∩ Hb(P ), and X = X ∩ Hb(P ), we obtain A ∩ X = ∅, B ⊆ N t , B ∩ X = ∅, and (A − X ) ∩ N t = ∅. Then X is not an unfounded set for Tr(P ) N with respect to N , a contradiction.
It follows by Lemma 2.4 that M t − X is a total model of P M . It follows by the minimality of M t that M t ∩ X = ∅ and M t ∩ X = ∅. Moreover, it follows by Lemma 3.9 that Y = {a ∈ Hb(P ) | a • ∈ X } is an unfounded set for P with respect to M . It remains to establish that Y is M -consistent and M f ⊂ Y .
(2) Suppose that Y is not M -consistent, that is, it holds for some a ∈ Hb(P ) that a ∈ Y and a ∈ M t . Now the latter implies that a ∈ N t and a • ∈ N t by the CEs. On the other hand, it follows by the former and the definition of Y that a • ∈ X . Thus one of the unfoundedness conditions applies to the rule a • ← a ∈ Tr(P ), as X is an unfounded set for Tr(P ) with respect to N . Now UF1 is not applicable, as a ∈ N f , and UF3 is not applicable, as a • ∈ X . Thus UF2 must be applicable to a • ← a. It follows that a ∈ X , too. Then there is a ∈ Hb(P ) such that a ∈ M t and a ∈ X , a contradiction with M t ∩ X = ∅ established above. Thus M f is not a maximal M -consistent unfounded set for P with respect to M , a contradiction. Hence N must be a stable model of Tr(P ).
It is worthwhile at this point to briefly comment on the proof of Theorem 3.6 as given in Seipel et al. [1997] , which proceeds in several steps. Given two partial interpretations M and M of a disjunctive program P , let N and N , respectively, be the corresponding total interpretations of Tr(P ) such that CE1-CE4 are satisfied. First, it can be shown that M is a partial model of P M if and only if N is a total model of Tr(P ) N . Second, since the truth-ordering for partial interpretations corresponds to the subset ordering for total interpretations, it can be shown that the minimal partial models of P M correspond to the minimal total models of Tr(P ) N . Third, based on a characterization of partial models in general [Seipel et al. 1997 ], we conclude that M is a partial stable model of P if and only if N is a total stable model of Tr(P ).
Looking back to results established so far, we know by Theorem 3.13 that any partial stable model M of P can be mapped to a total stable model
of Tr(P ). Similarly, any stable model N of Tr(P ) can be projected to a partial stable model
of P by Theorem 3.12. These equations and the corresponding theorems indicate that f and g are functions between the set of partial stable models of P and the set of stable models of Tr(P ). In the sequel, it is established that these functions are bijections, which means that our translation technique does not yield spurious models for programs although new atoms are used. This is highly desirable from the knowledge representation perspective.
THEOREM 3.14. The partial stable models of a disjunctive program P and the total stable models of the translation Tr(P ) are in a one-to-one correspondence. PROOF. Let f and g be defined by Equations (3) and (4), respectively. It is straightforward to see that f is injective, that is, f (M 1 ) = f (M 2 ) implies M 1 = M 2 . Then assume that g (N 1 ) = g (N 2 ) holds for some stable models N 1 and N 2 of Tr(P ). It follows by the definition of g for any a ∈ Hb(P ) that (i) a ∈ N 1 ⇐⇒ a ∈ N 2 , and (ii) a ∈ N 1 and a • ∈ N 1 ⇐⇒ a ∈ N 2 and a • ∈ N 2 . Then consider any a ∈ Hb(P ) such that a • ∈ N 1 . Two cases arise. If a ∈ N 1 , it follows by (i) that a ∈ N 2 . Since N 2 satisfies the rule a • ← a ∈ Tr(P ) N 2 , we obtain a • ∈ N 2 . On the other hand, if a ∈ N 1 it follows by (i) that a ∈ N 2 . Assuming that a • ∈ N 2 implies by (ii) that a • ∈ N 1 , this is a contradiction. Hence a • ∈ N 2 also in this case. By symmetry, a • ∈ N 2 implies a • ∈ N 1 .
Thus it holds for any a ∈ Hb(P ) that (iii) a • ∈ N 1 ⇐⇒ a • ∈ N 2 . It follows by (i) and (iii) that N 1 = N 2 so that g is injective, too. Thus f and g are bijections and inverses of each other, as g ( f (M )) = M and f ( g (N )) = N hold for any (partial) stable models M and N . Hence the claim.
None of the preceding proofs relies on the assumption that the given program is finite. Therefore, all of these results presented in this section apply in the nonground case as well.
Query Answering
Let us yet address the possibility of using an inference engine for computing total stable models to answer queries concerning partial stable models. This is highly interesting, because there are already systems available for computing total stable models [Babovich 2003; Lin and Zhao 2002; Leone et al. 2003; Simons et al. 2002] while partial stable models lack implementations. Here we must remind the reader that partial stable models can be used in different ways in order to evaluate queries. Typically two modes of reasoning are used: certainty inference and possibility inference. In the former approach, a query Q should be true in all (intended) models of P while Q should be true in some (intended) model of P in the latter approach. Moreover, maximal partial stable models (under set inclusion) are sometimes distinguished; this is how regular models and preferred extensions are obtained for normal programs [Dung 1995; Saccà and Zaniolo 1990; You and Yuan 1994] . We are particularly interested in possibility inference where the maximality condition makes no difference (see Eiter et al. [1998] and Saccà [1997] for certainty inference): M (Q) = t for some partial stable model M of P if and only if M (Q) = t for some maximal partial stable model M of P .
We consider queries Q that are sets of literals over Hb(P ) and queries are translated in harmony with the CEs: Tr(Q) = Q ∪ Q • . As a direct consequence of Theorem 3.13 and CE1, we obtain the following. What about using a query answering procedure for partial stable models to answer queries concerning stable models? A slight extension of the translation Tr(P ) is needed for this purpose: let Tr 2 (P ) be Tr(P ) augmented with a set of rules { f ← a • , ∼a | a ∈ Hb(P )}, where f ∈ Hb(P ) is a new atom. The purpose of these additional rules is to detect partial stable models with remaining undefined atoms. A query Q is translated into Tr 2 (Q) = Q ∪ {∼ f }. This result allows query answering for stable models to be conducted by a procedure for partial stable models, for example, by the abductive procedure of Eshghi and Kowalski [1989] .
UNFOLDING DISJUNCTIONS
In this section we develop a method for reducing the task of computing a (total) stable model of a disjunctive program to computing stable models for normal (disjunction-free) programs. This objective demands that we unfold 2 disjunctions from programs in one way or another. Since the problem of deciding whether a disjunctive program has a stable model is p 2 -complete [Eiter and Gottlob 1995] whereas the problem is NP-complete in the nondisjunctive case [Marek and Truszczyński 1991] , the reduction cannot be computable in polynomial time unless the polynomial hierarchy collapses. This is why our reduction is based on a generate and test approach.
The basic idea is that given a disjunctive program P we compute its stable models in two phases: (i) we generate model candidates and (ii) test candidates for stability until we find a suitable model. For generating model candidates we construct a normal program Gen(P ) such that the stable models of Gen(P ) give the candidate models. For testing a candidate model M we build another normal program Test(P, M ) such that Test(P, M ) has no stable models if and only if M is a stable model of the original disjunctive program P . Hence, given a procedure for computing stable models for normal programs all stable models of a disjunctive program P can be generated as follows: for each stable model M of Gen(P ), decide whether Test(P, M ) has a stable model and if this is not the case, output M as a stable model of P . This kind of a generate and test approach is used also in DLV ] which is a state-of-the-art system for disjunctive programs. The difference is that we reduce the test and generate subtasks directly to problems of computing stable models of normal programs whereas in DLV special techniques for the two subtasks have been developed based on the notion of unfounded sets for disjunctive programs.
It is easy to construct a normal program for generating candidate models for a disjunctive program P . Consider, for example, a program G0(P ) which contains, for each atom a ∈ Hb(P ), two rules a ← ∼â;â ← ∼a whereâ is a new atom denoting the complement of the atom a, that is, a is in a stable model exactly whenâ is not. These rules generate stable models corresponding to every subset of Hb(P ). In order to prune this set of models to those with all • T. Janhunen et al. rules in P satisfied, it is sufficient to include a rule f ← ∼ f , ∼a 1 , . . . , ∼a k , b 1 , . . . , b m , ∼c 1 , . . . , ∼c n (5)
for each rule of the form of Equation (1) in P where f is a new atom. As f cannot be in any stable model, the rule functions as an integrity constraint, eliminating the models where each b i is included, every c j is excluded, but no a l is included. In order to guarantee completeness, it is sufficient that for each stable model M of P there is a corresponding model candidate which agrees with M with respect to Hb(P ). It is clear that G0(P ) satisfies this condition. However, for efficiency it is important to devise a generating program that has as few as possible (candidate) stable models provided that completeness is not lost. An obvious shortcoming of G0(P ) is that it generates many candidates even if the program P is disjunction-free. In order to solve this problem, we construct for given a disjunctive program P a generating program G1(P ) as follows:
where P N is the set of the normal rules in P and P D consists of the other (proper disjunctive) rules in P , that is, P = P N ∪ P D , and Heads(P D ) is the set of atoms appearing in the heads of the rules in P D . The program G1(P ) has typically far fewer stable models than G0(P ) and the number of "extra" candidate models which do not match stable models of P is related to the number of disjunctions in P . For example, if P is disjunctionfree, then the generating program G1(P ) equals to P . However, for a disjunctive program P , G1(P ) can easily have "extra" stable models. Consider, for example,
for which G1(P ) = {a ← ∼â;â ← ∼a; b ← ∼b;b ← ∼b; f ← ∼ f , ∼a, ∼b} has a stable model, {a, b}, not corresponding to a stable model of P . In fact, G1(P ) only requires for each proper disjunctive rule in P that some nonempty subset of the head atoms of the rule is included in the model candidate when the body of the rule holds. Hence, for such a rule with d disjuncts in the head there are 2 d − 1 possible subsets and in the worst case 2 d − 2 of these could lead to "extra" model candidates. This means that in the worst case G1(P ) can have an exponential number of "extra" model candidates with respect to the number of disjunctions in P .
In order to decrease the number of "extra" models, we introduce a technique exploiting a key property of supported models [Brass and Dix 1997] : each atom a true in a model M of P must have a rule supporting it, that is, there is a rule A ← B, ∼C ∈ P such that a ∈ A, M (B ∪ ∼C) = t, and M ( (A − {a})) = f. Since every stable model of P is also a supported model of P , it makes perfect sense to require supportedness from the candidate stable models. For this, we introduce a new atom a s , which denotes the fact that atom a has a supporting rule, for each atom a appearing in the head of a disjunctive rule. The intuition behind the set of rules Supp(P ) below is that a rule can support exactly one of its head atoms and we may exclude every model that has an atom without a supporting rule: (7) where Heads(P D ) is the set of atoms appearing in the heads of the proper disjunctive rules in P . For example, for P in (6), A (total) model candidate M ⊆ Hb(P ) is a stable model of a program P if it is a minimal model of the GL-transform P M of the program. This test can be reduced to an unsatisfiability problem in propositional logic using techniques presented in Niemelä [1996] : M is a minimal model of P M if and only if
is unsatisfiable where M = {b 1 , . . . , b m } and the rules in P M are seen as clauses. This can be determined by testing the nonexistence of stable models for a normal program Test(P, M ) which is constructed for a disjunctive program P and a total interpretation M ⊆ Hb(P ) as follows:
where P N and P D are the sets of normal and proper disjunctive rules in P and Heads(P D ) gives the head atoms in P D . The idea is that stable models of Test(P, M ) capture models of the reduct P M that are properly included in M . ( ⇐= ) Assume that M is not a minimal model of P M . As M is a model of
It is easy to check that (i) N is a model of Test(P, M ) N . Assume there is a model N of Test(P, M ) N such that N ⊆ N holds. We show that then (ii) N ⊆ N holds as follows. We notice that, for all a ∈ Hb(P ), a ∈ N implies a ∈ M . 
Test(P, M 1 ) has no stable models and, hence, M 1 is a stable model of P .
The simple generate and test paradigm can be optimized by building model candidates gradually. This means that we start from the empty partial interpretation and extend the interpretation step by step. An interesting observation is that the technique for testing minimality can be used to rule out a partial model candidate of Gen(P ) at any stage of the search and not just when a total model of the program P has been found. This can be done by treating a partial interpretation M as a total interpretation where undefined atoms are taken to be false and using the Test(P, M ) program. Notice that for a total interpretation M , Proposition 4.4 can only be used for eliminating stable models of P extending M . For guaranteeing the existence of a stable model of P , a total model of P needs to be found making Proposition 4.2 applicable.
Our approach to testing minimality of model candidates differs from that used in DLV [Koch et al. 2003 ]. We check minimality by directly searching for models of the reduct strictly contained in the candidate model. In DLV a dual approach is used based on the notion of unfounded sets for disjunctive programs ] and minimality testing is done using a SAT solver. Our approach could be implemented straightforwardly using a SAT solver, too, but we have chosen to use the same logic program core engine for generating and testing subtasks in order to keep the implementation as simple as possible. A basic difference is that in our approach the set of clauses (9) used for minimality testing follow the structure of the original program whereas in the DLV approach dual clauses (with each literal complemented) are employed. Moreover, DLV employs a couple of optimizations which have not been exploited in our approach. First, DLV adopts specialized algorithms for some syntactically recognizable classes of rules like head cycle free programs. Second, DLV employs modular evaluation techniques for minimality testing where the program is divided into components based on its dependency graph and the minimality of a candidate model is tested for each component separately by exploiting specialized algorithms for components with corresponding restricted form whenever possible. For a more detailed comparison, see Koch et al. [2003] .
EXPERIMENTS
In this section, we compare DLV ], a state-of-the-art implementation of the stable model semantics for disjunctive logic programs, with an implementation of the generate and test approach of the previous section which we call GNT. In Section 5.1 we briefly explain implementation techniques employed in GNT and explain the setup for the experiments. For comparisons we use three families of test problems related to reasoning about minimal models [Eiter and Gottlob 1995] , evaluating quantified Boolean formulas [Stockmeyer 1977] , and planning [Niemelä 1999 ], for which encodings of the problem instances as logic programs and test results are presented in Sections 5.2-5.4, respectively. All benchmarks used in the experiments are available online at http://www.tcs.hut.fi/Software/gnt/benchmarks/ jnssy-tests-2003.tgz.
Implementation
The implementation of GNT [Simons and Janhunen 2003 ] is based on SMOD-ELS [Simons and Syrjänen 2003; Simons et al. 2002] , a program that computes stable models of normal logic programs. The basic idea behind GNT is to use two instances of the SMODELS engine, one that generates the model candidates and one that checks if they are minimal. To implement the idea it is enough to extend the SMODELS engine only slightly. Figure 1 shows the pseudocode for GNT modified from the original smodels function presented in Simons et al. [2002] . The function gnt(G, P, A) takes as input a normal (generator) program G, a disjunctive program P , and a partial model A represented as a set of literals; and performs a backtracking search for stable models of G. It solves a stable model search problem, that is, returns a stable model M of G which agrees with A and for which minimal(P, M ) returns "true" if such a stable model exists and otherwise it returns "false," denoting the fact that no such model exists. It uses functions expand (G, A), extend(G, A), conflict(G, A), heuristic(G, A) , and (P, A) . The first four are as in the original smodels procedure:
expand(G, A) returns a partial model which expands the given partial model A by literals satisfied by all (total) stable models of G agreeing with A (obtained using a generalized well-founded computation); -extend(G, A) returns a partial model extending the partial model A by literals obtained by expand enhanced with lookahead techniques; -conflict(G, A) checks whether there is an immediate conflict, that is, if the partial model A contains a complementary pair of literals; and -heuristic(G, A) returns an atom undefined in A to be used as the next choice point in the backtracking search for stable models.
For further details on these functions see Simons et al. [2002] . The function minimal(P, A) performs the minimality test for a disjunctive program P and a partial model A given in Proposition 4.4 using a call to SMODELS, that is, it views A as a total model A where all atoms undefined in A are taken to be false, builds the program Test(P, A ), calls SMODELS, and returns "false" if Test(P, A ) has a stable model and otherwise returns "true". To compute a stable model for a disjunctive program P , the procedure gnt(Gen(P ), P, ∅) is called. First gnt extends the given partial model and checks for conflicts. If all atoms are covered by the extended partial model, then a (total) model candidate has been found and it is checked for minimality. Otherwise, the heuristic function selects a new undefined atom x and gnt searches recursively first for models where x is false. If no such model is found, the partial model is expanded by making x true. If there is a conflict or the expanded model does not pass an "early" minimality test, the procedure backtracks; otherwise it continues the search recursively using the expanded model. As the "early" minimality tests are computationally quite expensive, some optimization has been employed. First, the partial model A ∪ {x} is expanded to detect conflicts in order to avoid making an early minimality test. Notice that we employ here the function expand to extend the model instead of the function extend used in the beginning of function gnt. This is a further optimization based on the following considerations. The function extend is computationally more expensive than expand, that is, it involves a number of calls to expand which is at most linear in the number of undefined atoms in A [Simons et al. 2002] . The idea here is to try to detect immediate conflicts using a computationally less expensive procedure (expand) first and use the more expensive procedure (extend) only after backtracking caused by failing early minimality tests has been completed. Second, early minimality tests are performed only when backtracking from a model candidate. For this there is a global variable WasCovered which is initially set to "false" and which is set to "true" when a model candidate is found. However, it should be noticed that when backtracking from a model candidate, the test can be repeated at each backtracking level until it succeeds.
The implementation of the gnt procedure shown in Figure 1 consists of a few hundred lines of code [Simons and Janhunen 2003 ] on top of the SMODELS system. This enables us to take advantage of its code, data structures, and language extensions. For instance, we are able to encode G1(P ) very compactly by utilizing choice rules [Simons et al. 2002] implemented in the SMODELS system. For each disjunctive rule, only one choice rule and one constraint is needed and the introduction of new atomsâ is avoided altogether.
In the sequel, we report several experiments which we carried out in order to compare DLV (version 2003-05-16) with GNT, which is based on SMODELS (version 2.27) and which uses LPARSE (version 1.0.13) as an instantiator. We considered two versions of our approach, GNT1 and GNT2 (version 2.1), which are similar except that in GNT1 generating program G1(P ) is used and in GNT2, Gen(P ) = G1(P ) ∪ Supp(P ). All of our tests were run on the Linux 2.4.20 operating system on a 1.7-GHz AMD Athlon XP 2000+ computer with 1 GB of memory. Execution times were measured using the customary Unix /usr/bin/time command.
Minimal Models
Our first test problem was the p 2 -complete problem of deciding the existence of a minimal model of a set of clauses in which some specified atoms are true [Eiter and Gottlob 1995] . This problem is mapped to a stable model computation problem as follows. For a problem instance consisting of a set of clauses and some specified atoms, a program P is constructed where each clause a 1 ∨ · · · ∨ a n ∨ ¬b 1 ∨ · · · ∨ ¬b m is translated into a rule a 1 ∨ · · · ∨ a n ← b 1 , . . . , b m and for each specified atom c i , a rule
is included. Now P has a stable model if and only if there is a minimal model of the clauses containing all specified atoms c i . The test cases (random disjunctive 3-SAT programs) were based on random 3-SAT problems having a fixed clauses/atoms ratio c and they were constructed as follows. Given a number of atoms n, a random 3-SAT problem was generated, that is, c × n clauses were generated each by picking randomly three distinct atoms from the n available and selecting their polarity uniformly. This was done using a program MAKEWFF developed by Bart Selman. Then the clauses were translated into rules as described above, and, for i = 1, . . . , 2n/100 and, for random atoms c i , the extra rules (10) were added. The problem size was controlled by the number of atoms n, which was increased by increments of 10.
For each n, we tested 100 random 3-SAT programs and measured the maximum, average, and minimum time it took to decide whether a stable model existed.
In the first set of tests we studied the effect of different generating programs on the performance of our approach, that is, we compared GNT1 and GNT2, which are similar except that in the GNT1 generating program G1(P ) is used and in GNT2, Gen(P ) = G1(P )∪Supp(P ). We tested at two clauses/atoms ratios. The first test was at 4.258, which is in the phase transition region [Crawford and Auton 1996] , where roughly 50% of the generated 3-SAT clause sets are satisfiable. The second test was at clauses/atoms ratio 3.750, where practically all generated 3-SAT clause sets are satisfiable.
The test results are shown in Figure 2 . In the first test set, the key problem seemed to be finding at least one model candidate. The simpler generator (GNT1) appeared to perform relatively well except for a few outliers, that is, instances with significantly higher running time than the average. The outliers occurred when the generator program G1(P ) allowed a high number of candidate models. At clauses/atoms ratio 3.750 the frequency of outliers for GNT1 increased and they occurred already in smaller problem sizes. The more involved generating program Gen(P ) behaved in a much more robust way and the average running time of GNT2 was significantly lower than that of GNT1. Next we used the same two test sets for comparing GNT2 and DLV. The results are shown in Figure 3 . The systems scaled very similarly in both test sets but DLV seemed to be roughly a constant factor faster than GNT2. This was probably due to the overhead caused by the more complicated generating program in GNT2 and by the twolevel architecture of GNT2 where two instances of SMODELS are cooperating.
Quantified Boolean Formulas
We continued the comparison of GNT2 and DLV using instances of quantified Boolean formulas (QBFs) and developed a new way to encode such formulas as disjunctive logic programs. In our experiments, we considered a specific subclass of QBFs, namely 2, ∃-QBFs. Such formulas are of the form ∃X ∀Y φ where • T. Janhunen et al. X and Y are sets of existentially and universally quantified propositional variables, respectively, and φ is a Boolean formula based on X ∪ Y . Deciding the validity of such a formula forms a p 2 -complete decision problem [Stockmeyer 1977 ] even if φ is assumed to be a Boolean formula in 3DNF [Stockmeyer and Meyer 1973] . Recall that checking the existence of a stable model for a disjunctive logic program is of equal computational complexity [Eiter and Gottlob 1995] , which implies the existence of polynomial time transformations between the decision problems mentioned above. In fact, Eiter and Gottlob [1995] showed how a QBF of the form ∃X ∀Y φ with φ in 3DNF can be translated into a disjunctive logic program P such that ∃X ∀Y φ is valid if and only if P has a stable model. This translation was used by Leone et al. [2006] to compare DLV and GNT2.
However, we present an alternative transformation in order to obtain a better performance for the two systems under comparison. Our transformation is based on the following ideas. The first observation is that we can rewrite ∃X ∀Y φ with φ in DNF as ∃X ¬∃Y ¬φ where ¬φ can be understood as a Boolean formula in CNF or as a set of clauses S so that each clause c ∈ S can represented as a disjunction of the form
where X 1 and ¬X 2 are the sets of positive and negative literals, respectively, which appear in c and involve variables from X while Y 1 and ¬Y 2 are similarly related to Y . It follows that ∃X ∀Y φ is valid if and only if we can find an interpretation 3 I: X ∪ Y → {t, f} such that ¬φ I (X ) is unsatisfiable where ¬φ I (X ) denotes the set of clauses Y 1 ∨¬Y 2 for which (11) belongs to S and I |= X 1 ∨¬X 2 . The second idea behind our transformation is to choose the truth value of the • T. Janhunen et al.
condition X 1 ∨ ¬X 2 for each clause (11) in S rather than the truth values of the variables in X ∪ Y . This line of thinking leads to the following translation of S.
Definition 5.1. A clause c of the form (11) where X 1 , X 2 ⊆ X and Y 1 , Y 2 ⊆ Y is translated into following sets of rules:
where c andĉ are new atoms associated with the clause c, and f and u are new atoms. A set of clauses S is translated into
We use Boolean variables from X ∪ Y as propositional atoms in the translation. Intuitively, the rules of Tr V (c) choose whether a clause c is active, that is, X 1 ∨ ¬X 2 evaluates to false so that the satisfaction of the clause c depends on the values assigned to Y 1 ∪ Y 2 . The rules in Tr E (c) try to explain the preceding choice by checking that the values of the variables in X can be assigned accordingly. Finally, the rules in Tr U (c) implement the test for unsatisfiability together with the rule u ← ∼u. Basically, the same unsatisfiability check is used in the translation proposed by Eiter and Gottlob [1995] . However, the transformation given in Definition 5.1 is more economical as it uses far fewer new atoms and disjunctive rules. In particular, note that variables from X ∪ Y not appearing in the clauses do not contribute any rules to the translation.
Next we address the correctness of our transformation and consider a 2, ∃-QBF ∃X ∀Y φ where φ is in DNF and the disjunctive logic program P obtained by translating ¬φ (a set of clauses S) according to Definition 5.1.
LEMMA 5.2. Let M ⊆ Hb(P ) be a total propositional interpretation for the translation P such that, for every clause c ∈ S of the form (11), (i) c ∈ M ⇐⇒ĉ ∈ M and (ii) c ∈ M ⇐⇒ X 1 ∩ M = ∅ and X 2 ⊆ M .
Then the programs Tr V (c), Tr E (c), and Tr U (c) associated with a clause c ∈ S of the form (11) satisfy the following: PROOF. We may safely assume that all variables in X ∪ Y actually appear in φ, since redundant variables can be dropped without affecting the validity of the formula nor the structure of its translation.
(=⇒) Suppose that ∃X ∀Y φ is valid. Then there is an interpretation I : X ∪ Y → {t, f} such that I |= ∀Y φ. Then define X I = {x ∈ X | I (x) = t}. Without loss of generality we may assume that X I is minimal, that is, there is no interpretation J such that J |= ∀Y φ and X J ⊂ X I . Then define a total propositional interpretation indicating that M is not stable, a contradiction. Thus ¬φ I (x) is unsatisfiable, which implies I |= ∀Y φ and the validity of ∃X ∀Y φ.
Using an implementation of the translation given in Definition 5.1, we are able to transform 2, ∃-QBFs into disjunctive programs. The remaining question is how to generate 2, ∃-QBF instances. We used two different schemes based on random instances [Cadoli et al. 1998; Gent and Walsh 1999] . In the first scheme, the sets of variables X and Y satisfy |X | = |Y |. Each random instance is based on v = |X | + |Y | variables and a Boolean formula φ which is a disjunction of d = 2 × v conjunctions of five random literals out of which at least two literals involve a variable from Y , as suggested by Gent and Walsh [1999] . This scheme is slightly different from 2QBF GW in Leone et al. [2006] based on three literal conjunctions just to obtain a more challenging benchmark. The constant factor 2 in the equation relating d and v was first determined as a phase transition point for the DLV system by keeping v = 50 fixed and varying the number of disjunctions in φ. In the actual experiment, the number of v variables was varied from 5 to 50 by increments of 5. We generated 100 instances of 2, ∃-QBFs for each value of v and translated them into corresponding disjunctive logic programs. The running times for DLV and GNT2 are depicted in the upper graph of Figure 4 . The systems scaled very similarly, but DLV was on the average from one to two decades faster than GNT2.
In the second experiment with 2, ∃-QBFs, we used a different scheme for the number of disjunctions d = v/2 as well as the number of literals, which was three in each conjunction. The resulting instances were much easier to solve, because d remained relatively low (e.g., d = 41 for v = 3500) and many variables did not appear in φ at all. We let v vary from 50 to 3550 by increments of 50 and generated 100 instances of 2, ∃-QBFs for each value of v. The resulting running times are shown in the lower graph of Figure 4 . The shapes of the curves are basically the same, but the performance of GNT2 degrades faster than that of DLV. However, the benefits of the translation given in Definition 5.1 are clear, as GNT2 was able to solve much larger instances than reported in Leone et al. [2006] , where 40 variables turned out to be too much for GNT2. As far as we understand, this was due to the sizes of search spaces associated with the translated instances of 2, ∃-QBFs. For the translation given in Definition 5.1, the size of the search space examined by GNT2 is of order 2 d whereas it is of order 2 v if the translation proposed by Eiter and Gottlob [1995] is used.
Planning
In order to get an idea of the overhead of GNT2 when compared to SMODELS, we studied three blocks world planning problems encoded as normal programs [Niemelä 1999 ]: -large.c is a 15-blocks problem requiring an eight-step plan using the encoding given in Niemelä [1999] allowing parallel execution of operators; -large.d is a 17-blocks problem with a nine-step plan; and -large.e is a 19-blocks problem with a 10-step plan. Table I contains two lines for each problem: one for results on finding a valid plan with the "optimal" number of steps given as input, and the other for results on showing optimality, that is, that no plan (no stable model) exists when the number of steps is decreased by one. The times reported for each test case were the execution times of SMODELS and GNT2 given a ground normal program (generated by LPARSE) as input. Each test involved 100 runs on a fixedinput program which was shuffled randomly for each run. The shuffling was done to reduce the influence of the search heuristics on the running times in order to get more accurate results on the overhead. The two systems employ slightly different search heuristics and sometimes different heuristic choices can lead to significant differences in the size of the search tree and, hence, in running times. The results show that there was some overhead in the current implementation of GNT2 even for normal programs and GNT2 handled these examples slightly more slowly than SMODELS on the average. However, due to different search heuristics, GNT2 was sometimes faster than SMODELS.
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CONCLUSIONS
This article presents an approach to implementing partial and disjunctive stable models using an implementation of stable models for disjunction-free programs as the core inference engine. The approach is based on unfolding partiality and disjunctions from a logic program in two separate steps. In the first step, partial stable models of disjunctive programs are captured by total stable models using a linear-time program transformation. Thus, reasoning tasks concerning partial models can be solved using an implementation of total models such as the DLV system. This also sheds new light on the relationship between partial and total stable models by establishing a close correspondence. In the second step, a generate and test approach is developed for computing total stable models of disjunctive programs using a core engine capable of computing stable models of normal programs. We have developed an implementation of the approach using SMODELS as the core engine. The extension is fairly simple consisting of a few hundred lines of code. The approach turns out to be competitive even against a state-of-the-art system for disjunctive programs. The efficiency of the approach comes partly from the fact that normal programs can capture essential properties of disjunctive stable models that help with decreasing the computational complexity of the generate and test phases in the approach. However, a major part of the success can be accounted for by the efficiency of the core engine. This suggests that more efforts should be invested in developing efficient core engines.
