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a b s t r a c t
Spearman’s rank-correlation coefficient (also called Spearman’s rho) represents one of the
best-known measures to quantify the degree of dependence between two random vari-
ables. As a copula-based dependence measure, it is invariant with respect to the distribu-
tion’s univariate marginal distribution functions. In this paper, we consider statistical tests
for the hypothesis that all pairwise Spearman’s rank correlation coefficients in a multivari-
ate random vector are equal. The tests are nonparametric and their asymptotic distribu-
tions are derived based on the asymptotic behavior of the empirical copula process. Only
weak assumptions on the distribution function, such as continuity of the marginal distri-
butions and continuous partial differentiability of the copula, are required for obtaining the
results. A nonparametric bootstrapmethod is suggested for either estimating unknown pa-
rameters of the test statistics or for determining the associated critical values. We present
a simulation study in order to investigate the power of the proposed tests. The results are
compared to a classical parametric test for equal pairwise Pearson’s correlation coefficients
in a multivariate random vector. The general setting also allows the derivation of a test for
stochastic independence based on Spearman’s rho.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
An assumption in many financial and statistical models is that pairwise correlations between the underlying random
variables are equal. For example, the Basel II framework [6] makes use of a one-factor portfolio model to determine the
minimum capital requirements for credit risk, where the asset returns between any two obligors have the same correlation.
Engle and Kelly [13] consider equal pairwise correlations in the context of dynamic conditional correlation modeling. They
describe further applications in collateralized debt obligation (CDO) pricing, derivative trading, and portfolio choice. Another
field of research where the assumption of equal pairwise correlations plays a central role is the interclass correlation
modeling, which is frequently applied within the analysis of familial data. The latter investigates the degree of resemblance
between family members and is subject to increasing research activity, see e.g. [21,36,26,43] and references therein.
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The assumption of equal pairwise correlations can be verified utilizing adequate statistical tests. Various tests for the
null hypothesis of equal linear Pearson’s correlation coefficients (or equi-linear correlation) in a multivariate normally dis-
tributed random vector have been investigated e.g. by Bartlett [4,5], Anderson [2], Lawley [23] and Aitkin et al. [1]. Pear-
son’s correlation coefficient however may often be an inappropriate dependence measure; related pitfalls are discussed
in e.g. [11]. In particular, it cannot be represented via the copula of the random vector, which allows for a comprehensive
modeling of the dependence structure (see e.g. [22,27] for a detailed overview of copulas and Embrechts et al. [10] regarding
their application in risk management). It is therefore natural to study alternative dependence measures such as Spearman’s
rank-correlation coefficient (also called Spearman’s rho) or Kendall’s tau. This paper focuses on Spearman’s rho as the most
common rank-based dependencemeasure in economic and social sciences. The nonparametric asymptotic theory for Spear-
man’s rho based on the empirical copula, as is applied in the present paper, has been well established, see e.g. [33–35,28].
We develop several (asymptotic) tests for the null hypothesis of equi-Spearman’s rank correlation, i.e. that all pairwise
Spearman’s rho coefficients in amultivariate random vector are equal. As a direct functional of the copula, Spearman’s rho is
invariant with respect to the marginal distributions of the random variables. Its estimation is based on the empirical copula.
The proposed tests for equi-rank correlation are thus nonparametric and can be applied without further assumptions on
the marginal distributions except their continuity. A nonparametric bootstrap method is used to estimate either unknown
parameters of the test statistics or their associated critical values. Tests for equi-rank correlation also play a role for the
choice of an appropriate copula in multivariate distribution modeling, the latter being the central theme of many works see
e.g. [14,9,31,19]. Since the bivariate Spearman’s rho coefficients of popular copulas such as the multivariate Archimedean
copulas are equal, tests for equi-rank correlation can be used to verify this copula assumption. Note that similar (asymptotic)
statistical tests based on Kendall’s tau can be derived once the asymptotic behavior of Kendall’s tau using the empirical
copula process has been established. This is the focus of a current work.
The paper is organized as follows. Section 2 provides relevant definitions and preliminary results on Spearman’s rho.
In Section 3, we derive four (asymptotic) nonparametric hypothesis tests for equi-rank correlation and establish their
asymptotic distribution based on empirical process theory. We show that a nonparametric bootstrap method to determine
unknown parameters or critical values works. Further, a brief overview of the existing literature on tests for equi-linear
correlation is given. A simulation study to investigate the power of the tests is carried out in Section 4. They are compared
to the classical test for equal linear Pearson’s correlation coefficients developed by Lawley [23]. Finally, Section 5 briefly
discusses the derivation of a test for stochastic independence based on Spearman’s rho.
2. Preliminaries
Let X = (X1, . . . , Xd) denote a d-dimensional random vector (d ≥ 2) with distribution function F(x) = P(X1 ≤
x1, . . . , Xd ≤ xd) for x = (x1, . . . , xd) ∈ Rd andmarginal distribution functions Fi(x) = P(Xi ≤ x) for x ∈ R and i = 1, . . . , d.
Throughout this paper we assume that the Fi are continuous functions. There exists a unique copula C : [0, 1]d → [0, 1]
(cf. [38]) such that
F(x) = C(F1(x1), . . . , Fd(xd)) for all x ∈ Rd. (1)
Note that C represents the joint distribution function of the randomvariablesU?i = Fi(Xi), i = 1, . . . , d, i.e., C(u1, . . . , ud) =
P(U?1 ≤ u1, . . . ,U?d ≤ ud) for all u ∈ [0, 1]d. An important copula is the independence copula Π(u) = u1 · . . . · ud which
describes the dependence structure of stochastically independent random variables X1, . . . , Xd. For a detailed treatment of
copulas, we refer to [22,27].
Bivariate Spearman’s rho of the components Xk and Xl of X is defined by
ρkl = Cov{Fk(Xk), Fl(Xl)}√
Var{Fk(Xk)}√Var{Fl(Xl)}
= 12
∫ 1
0
∫ 1
0
Ckl(uk, ul)dukdul − 3, k, l ∈ {1, . . . , d}, (2)
see e.g. [27]. The copula Ckl denotes the bivariate copula which corresponds to the kth and lth margin of C , that is,
Ckl(uk, ul) = C(u(k,l)). In general, the vector uA = (uA1, . . . , uAd)′ denotes the vector where uAj = uj if j ∈ A and uAj = 1
otherwise for all index sets A ⊂ {1, . . . , d}. In particular, −1 ≤ ρkl ≤ 1 and ρkl = 0 if Xk and Xl are stochastically
independent, i.e. Ckl(uk, ul) = Π(u(k,l)).
Assume that neither F or C nor the marginal distribution functions Fi, i = 1, . . . , d, of the random vector X are known
and let X1, . . . ,Xn be a random sample from X. According to Schmid and Schmidt [34], a nonparametric estimator for ρkl is
given by
ρ̂kl,n = 12
∫ 1
0
∫ 1
0
Ĉkl,n(uk, ul)dukdul − 3 = 12n
n∑
j=1
(1− Ûkj,n)(1− Ûlj,n)− 3, (3)
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where the copula Ckl in Eq. (2) is estimated by the empirical copula Ĉkl,n = Ĉn(u(k,l)) (cf. [30,8]) with
Ĉn(u) = 1n
n∑
j=1
d∏
i=1
1{Ûij,n≤ui}, for u ∈ [0, 1]d .
Here, Ûij,n = F̂i,n(Xij) for i = 1, . . . , d, j = 1, . . . , n, and F̂i,n(x) = 1n
∑n
j=1 1{Xij≤x} for x ∈ R. Note that the statistical inference
of Spearman’s rho is based on the ranks of the observations as Ûij,n = 1n (rank of Xij in Xi1, . . . , Xin).
We are interested in testing the hypothesis that X is equi-rank correlated, i.e. that the pairwise Spearman’s rho
coefficientsρkl, k 6= l, ofX are equal. In termsof the rank correlationmatrix P = (ρkl)1≤k,l≤d ofX, this hypothesis is equivalent
to the assertion that P = ρ1d1′d + (1 − ρ)Id with an unknown rank-correlation coefficient ρ where−1/(d − 1) < ρ < 1
(see Appendix A and [11] for further discussions regarding the range of ρ). Note that for general k ∈ N, Ik denotes the
k-dimensional identity matrix and 1k and 0k correspond to the k-dimensional vectors which solely consist of ones or zeroes,
respectively. Due to the symmetry of Spearman’s rho (i.e. ρkl = ρlk for all k, l ∈ {1, . . . , d}) it is sufficient to concentrate on
testing the equality of all m =
(
d
2
)
bivariate Spearman’s rho coefficients ρkl with k < l and k, l ∈ {1, . . . , d}. That is, the
null hypothesis of the tests for equi-rank correlation is given by
H0 : ρ12 = ρ13 = · · · = ρd−1,d, (4)
against the alternative that at least two of the ρkl in (4) differ. By defining them-dimensional vector ρ = (ρ12, ρ13, . . . , ρ1d,
ρ23, . . . , ρd−1,d)′, the hypothesis in (4) can alternatively be expressed as
H0 : ρ = ρ1m versus H1 : ρ 6= ρ1m (5)
with unspecified parameter ρ satisfying−1/(d− 1) < ρ < 1.
An estimator of ρ for the random sample X1, . . . ,Xn from X is given by the random vector
ρ̂n = (̂ρ12,n, ρ̂13,n, . . . , ρ̂d−1,d,n)′, (6)
with ρ̂kl,n, k < l, as defined in Eq. (3). For clarity reasons, we will refer to the ith element, i = 1, . . . ,m, of the vectors ρ and
ρ̂n, respectively, as ρi and ρ̂i,n in the following. The next theorem establishes asymptotic normality of the random vector
ρ̂n and forms the basis for the forthcoming results on the tests of equi-rank correlation. The proof is based on the weak
convergence properties of the empirical copula process (cf. Appendix B).
Theorem 1. Consider the random sample (Xj)j=1,...,n from the d-dimensional random vector Xwith joint distribution function F ,
continuous marginal distribution functions F1, . . . , Fd, and copula C. Under the assumption that the ith partial derivatives DiC(u)
exist and are continuous for i = 1, . . . , d, we have
√
n(̂ρn − ρ) d→ Z ∼ N(0m,Σasym) as n→∞.
The elementsΣasym(k,l)(s,t) of Σ
asym are given by
Σ
asym
(k,l)(s,t) = 144
∫
[0,1]d
∫
[0,1]d
E{GC (u(k,l))GC (v(s,t))}dudv (7)
where k < l and s < t. Here,
GC (u) = BC (u)−
d∑
i=1
DiC(u)BC (u(i))
and the process BC is a tight, centered Gaussian process on [0, 1]d with covariance function
E{BC (u)BC (v)} = C(u ∧ v)− C(u)C(v).
The proof is outlined in Appendix B. Observe that the process GC (u(k,l)) in Eq. (7) has the form
GC (u(k,l)) = BC (u(k,l))− DkC(u(k,l))BC (u(k))− DlC(u(k,l))BC (u(l)).
Although Theorem 1 yields a closed-form expression for the covariance matrixΣasym of the limiting random vector Z, it
usually cannot be calculated explicitly—except for some special copulas C (cf. [34]). For example, if C is the independence
copula, i.e. C(u) = ∏di=1 ui, it can be shown thatΣasym(k,l)(k,l) = 1 andΣasym(k,l)(s,t) = 0 for all (k, l) 6= (s, t). In Section 3 we make
use of a nonparametric bootstrap method to estimate the asymptotic covariance matrix Σasym; this method has also been
utilized by Schmid and Schmidt [33] in order to estimate the variance of a multivariate version of Spearman’s rho.
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3. Statistical tests for equi-rank correlation
We introduce four nonparametric hypothesis tests for equi-rank correlation of a d-dimensional random vector X with
joint distribution function F and copula C . An overview of the existing literature on parametric tests for equi-linear
correlation completes the section.
3.1. Test statistics Tn,1 and Tn,2
Using the same notation as in the previous section, the random vectorX is equi-rank correlated if and only if the pairwise
differences between ρi and ρi+1, i = 1, . . . ,m − 1, are zero. Thus, a first test statistic for equi-rank correlation takes the
form
Tn,1 = nm− 1
m−1∑
i=1
(̂ρi,n − ρ̂i+1,n)2. (8)
Note that Tn,1 is not invariant in the sense that a permutation of the univariate margins of X may lead to a different test
statistic. Instead, it relies on the order of the Spearman’s rho coefficients as they are mapped to the vector ρ. This property
is less desirable as it may affect the power of the test (see also discussions in Section 4.2). The following test statistics are
therefore invariant with respect to such permutations. The second test statistic for equi-rank correlation is defined by
Tn,2 = nm
m∑
i=1
(̂ρi,n − ρ̂n)2, (9)
with ρ̂n = 1/m
∑m
i=1 ρ̂i,n. It is based on another sufficient and necessary condition for equi-rank correlation, namely that
the variance of all coefficients ρi, i = 1, . . . ,m, is zero. For both test statistics, we reject H0 in formula (5) for large values
of Tn,i, i = 1, 2, that is, Tn,i > ci with ci being an appropriate critical value. The next theorem establishes their asymptotic
null distribution.
Theorem 2. Let (Xj)j=1,...,n denote a random sample from the d-dimensional random vector X with joint distribution function
F , continuous marginal distribution functions F1, . . . , Fd, and copula C. Under the null hypothesis (5) and under the prerequisites
of Theorem 1 with the related notation, the test statistics Tn,i, i = 1, 2 possess limiting distributions, that is,
Tn,i
d→ Wi, for n→∞,
with non-degenerated random variables Wi, i = 1, 2. In particular, the Wi are in distribution equivalent to a linear combination
of independent χ2-distributed random variables:
W1 =
r∑
k=1
λkχ
2
νk
,
where the weights λk are the r distinct, non-zero eigenvalues of the matrix 1m−1A
′AΣasym with algebraic multiplicity νk. The
(m− 1)×mmatrix A is defined as
A =

1 −1 0 0 · · · 0
0 1 −1 0 · · · 0
...
...
0 · · · 0 1 −1 0
0 · · · 0 0 1 −1
 , (10)
andΣasym denotes the asymptotic covariance matrix of
√
n(̂ρn − ρ), cf. Theorem 1. Further,
W2 =
r∑
k=1
δkχ
2
µk
,
where the weights δk are the r distinct, non-zero eigenvalues of the matrix BΣasym with algebraic multiplicity µk and matrix
B = 1m
(
Im − 1m1m1′m
)
.
Proof. Observe first that both test statistics Tn,i, i = 1, 2 allow for a quadratic form representation under H0. Namely, with
matrix A as defined in formula (10),
Tn,1 = nm− 1
m−1∑
i=1
(̂ρi,n − ρ̂i+1,n)2 = 1m− 1 {
√
n(Âρn − Aρ)}′{
√
n(Âρn − Aρ)}
= √n(̂ρn − ρ)′
1
m− 1A
′A
√
n(̂ρn − ρ),
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since Aρ = 0m−1 under H0, and
Tn,2 = nm
m∑
i=1
(̂ρi,n − ¯̂ρn)2 = n̂ρ′n
1
m
(
Im − 1m1m1
′
m
)
ρ̂n
= n̂ρ′n
1
m
(
Im − 1m1m1
′
m
)
ρ̂n − 2n̂ρ′n
1
m
(
Im − 1m1m1
′
m
)
ρ + nρ′ 1
m
(
Im − 1m1m1
′
m
)
ρ (11)
= √n(̂ρn − ρ)′
1
m
(
Im − 1m1m1
′
m
)√
n(̂ρn − ρ) (12)
as the last two terms in formula (11) vanish under H0. An application of the continuous mapping theorem in connection
with Theorem 1 yields
Tn,1
d→ Z′ 1
m− 1A
′AZ = W1 and Tn,2 d→ Z′ 1m
(
Im − 1m1m1
′
m
)
Z = W2
for n → ∞ and Z ∼ N(0m,Σasym). The fact that the Wi, i = 1, 2 can be expressed as weighted sums of independent
χ2-distributed random variables is a direct consequence of their representation as quadratic forms of normally distributed
random vectors, see e.g. [32, p. 418]. 
The explicit form of the limiting distribution can only be determined for some special copulas. For example if C = Π ,
the weights λk and δk are the eigenvalues of the matrices A′A and B, respectively, since Σasym = Im. In particular, matrix
B possesses the eigenvalues 1m with algebraic multiplicity m − 1 and 0 with algebraic multiplicity 1. Hence in the case
of stochastic independence, Tn,2 has asymptotically the same distribution as the random variable 1mY where Y follows a
χ2-distribution withm− 1 degrees of freedom (cf. Section 5). Instead of a direct estimation of the quantiles/critical values
of the limiting distributions of Tn,1 and Tn,2, we make use of a bootstrap technique described in [7].
We denote byFd the set of all d-dimensional distribution functions. Bywriting the vector ρ of them bivariate Spearman’s
rho coefficients as a function ρ(F) of F ∈ Fd (see proof of Theorem 3 for a description of ρ(F)), consider the functionals
T1 : Fd → Rm−1 and T2 : Fd → Rm defined by
T1(F) = Aρ(F) and T2(F) = ρ(F)− 1
′
mρ(F)
m
1m,
with matrix A given in formula (10). The null hypothesis of equi-rank correlation in (5) can then equivalently be written as
H0,i : F ∈ F0,i = {G ∈ Fd : Ti(G) = 0} for i ∈ {1, 2}. (13)
We reject H0,i whenever the values of the test statistics Tn,i, i = 1, 2, exceed a certain critical value. Let F̂n be the empirical
distribution function of the random sample (Xj)j=1,...,n of the random vector X. Observe that
Tn,1 = τ1{
√
nT1(̂Fn)} and Tn,2 = τ2{
√
nT2(̂Fn)}
with continuous functions τ1 : Rm−1 → R+ and τ2 : Rm → R+ defined by
τ1(t1, . . . , tm−1) = 1m− 1
m−1∑
i=1
t2i and τ2(t1, . . . , tm) =
1
m
m∑
i=1
t2i .
Let F̂ Bn denote the empirical distribution function of the bootstrap sample (X
B
j )j=1,...,n obtained by sampling from (Xj)j=1,...,n
with replacement. We then use the quantiles of the bootstrap distribution of
τi[
√
n{Ti(̂F Bn )− Ti(̂Fn)}]
as critical values for the test statistics Tn,i, i = 1, 2. The next theorem shows that this approach yields the asymptotically
correct critical values (cf. Theorem 2.1 in connection with Corollary 2.1 in [7]).
Theorem 3. Consider the random sample (Xj)j=1,...,n from the d-dimensional random vector X with distribution function F ,
continuous marginal distribution functions F1, . . . , Fd, and copula C. Let further (XBj )j=1,...,n be the bootstrap sample which is
obtained by sampling from (Xj)j=1,...,n with replacement and suppose that cB,ni,α is the (1 − α)-quantile of the distribution of
τi[√n{Ti(̂F Bn ) − Ti(̂Fn)}], i = 1, 2. Under the assumption that the kth partial derivatives DkC(u) exist and are continuous for
k = 1, . . . , d, we have that
(i) the test procedure based on Tn,i and critical value cB,ni,α is asymptotically of size α, i.e.
P(Tn,i > cB,ni,α )→ α, n→∞,
if F ∈ F0,i, i = 1, 2, as defined in formula (13), and
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(ii) the test procedure based on Tn,i and critical value cB,ni,α is consistent, i.e.
P(Tn,i ≤ cB,ni,α )→ 0, n→∞,
if F 6∈ F0,i, i = 1, 2.
Proof. For the proof of assertions (i) and (ii), we begin by showing that
√
n{Ti(̂F Bn )− Ti(̂Fn)} (14)
converges weakly to the same limit as
√
n{Ti(̂Fn)− Ti(F)} (15)
in probability, i = 1, 2. To do so, we utilize the functional delta method (Theorem 3.9.4 in [41, p. 374]) that requires
Hadamard differentiability of the map Ti. The definition of Hadamard-differentiable functions is given e.g. in [41, p. 372].
Let `∞([0, 1]d) be the space of all uniformly bounded real-valued functions defined on [0, 1]d, equipped with the uniform
metricm(f1, f2) = supt∈[0,1]d |f1(t)− f2(t)|. Observe that Ti, i = 1, 2, can be represented as composition of three maps:
Ti(F) = hi ◦ g ◦ φ(F).
The map φ : D(Rd) → `∞([0, 1]d) transforms the d-dimensional distribution function F into its copula function C and is
defined by
C(u) = φ(F)(u) = F(F−11 (u1), . . . , F−1d (ud)), u ∈ [0, 1]d.
The vector ρ of bivariate Spearman’s rho coefficients can be represented as a map g : `∞([0, 1]d) → Rm of the copula C
according to representation (2), i.e.
g(C) = ρ = ρ(C).
Finally,
h1(ρ) = Aρ and h2(ρ) = ρ − 1
′
mρ
m
1m.
The functions g and hi, i = 1, 2, are continuous and linear and, hence, Hadamard differentiable. Hadamard differentiability
of φ as amap into `∞([a, b]d)with 0 < a < b < 1 is studied by van der Vaart andWellner [41] (Lemma 3.9.28 in connection
with Lemma 3.9.23) under certain assumptions on the joint and marginal distribution functions of X. As shown next, it is
possible to transform the sequences in Eqs. (14) and (15) adequately such that Hadamard differentiability of φ as a map into
`∞([0, 1]d) is obtained given the imposed conditions on the copula (cf. [15]). Therefore, some more notation is needed.
Consider the random vector U? = (U?1 , . . . ,U?d ) of the random variables U?k = Fk(Xk), k = 1, . . . , d, with distribution
function F ? and marginal distribution functions F ?k . Note that F
?(u) = C(u) for all u ∈ [0, 1]d according to the discussions
in Section 2. Let F̂ ?n be the empirical distribution function of the random sample U
?
1, . . . ,U
?
n of U
?, and F̂ ?,Bn the empirical
distribution function of the bootstrap sample U?,B1 , . . . ,U
?,B
n with U
?,B
j = (F1(XB1j), . . . , Fd(XBdj)), j = 1, . . . , n.
Since φ(F)(u) = φ(F ?)(u) for all u ∈ [0, 1]d, we obtain that
Ti(F) = hi[g{φ(F)}] = hi[g{φ(F ?)}] = Ti(F ?).
Analogously, it follows that Ti(̂Fn) = Ti(̂F ?n ) and Ti(̂F Bn ) = Ti(̂F ?,Bn ) as φ(̂Fn)(u) = φ(̂F ?n )(u) and φ(̂F Bn )(u) = φ(̂F ?,Bn )(u) for all
u ∈ [0, 1]d (the latter can be proven along the same lines as in the proof of Lemma 1 in [15]).
Hence, weak convergence of
√
n{Ti(̂F Bn ) − Ti(̂Fn)} and
√
n{Ti(̂Fn) − Ti(F)} in Eqs. (14) and (15) is equivalent to weak
convergence of
√
n{Ti(̂F ?,Bn )− Ti(̂F ?n )} and
√
n{Ti(̂F ?n )− Ti(F ?)},
where F ? has compact support [0, 1]d. Standard results on empirical process theory imply that the empirical process√n(̂F ?n−
F ?) converges weakly in `∞([0, 1]d) to a d-dimensional Brownian bridge BF? with covariance function E{BF?(u)BF?(v)} =
F ?(u∧v)−F ?(u)F ?(v). Note that BF? = BC . This yields that√n(̂F ?,Bn − F̂ ?n ) converges weakly to the same limit in probability
due to Theorem 3.6.1 in [41, p. 347]. According to our discussions above and under the assumption of the theorem, the map
φ is Hadamard differentiable at C = F ? as a map from D([0, 1]d) (tangentially to C([0, 1]d), cf. Lemma 2 in [15]). Here,
the space C([0, 1]d) comprises all continuous real-valued functions and the space D([0, 1]d) all real-valued cadlag functions
defined on [0, 1]d, both equippedwith the uniformmetric. As a consequence of the chain rule (Lemma 3.9.27 in [41, p. 388]),
Ti is Hadamard differentiable with derivative T˙C,i, i = 1, 2. An application of the functional delta method together with
Theorem 3.9.11 in [41] finally yields that, in probability,
√
n{Ti(̂F ?,Bn )− Ti(̂F ?n )} converges weakly to the same limit T˙C,i(BC )
as
√
n{Ti(̂F ?n )− Ti(F ?)}, i = 1, 2.
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Let GBi,n be the distribution function of τi[
√
n{Ti(̂F Bn ) − Ti(̂Fn)}] and denote by Gi the distribution function of the limit
τi{T˙C,i(BC )}with corresponding (1− α)-quantile ci,α, i = 1, 2. Since BC is a tight Gaussian process and T˙C,i is a continuous
linear map (as composition of continuous linear maps), the random vector T˙C,i(BC ) is normally distributed according to
Lemma 3.9.8 in [41]. This implies that τi{T˙C,i(BC )} is equivalent in distribution to a finite, weighted sum of independent
χ2-distributed random variables (cf. proof of Theorem 2). Hence, Gi is a continuous and strictly increasing distribution
function on R+, i = 1, 2. According to the above weak convergence results and Polyá’s Theorem (see e.g. Theorem 11.2.9
in [24, p. 429]), we then have that
sup
x∈R+
|GBi,n(x)− Gi(x)| → 0 n→∞,
as τi is a continuous function. This finally yields that c
B,n
i,α converges to ci,α in probability (Lemma 11.2.1 in [24]). Hence, if
F ∈ F0,i, i = 1, 2,
P(Tn,i > cB,ni,α ) = P(τi[
√
n{Ti(̂Fn)− Ti(F)}] > cB,ni,α )
= P(τi[
√
n{Ti(̂Fn)− Ti(F)}] > ci,α)+ o(1)
→ 1− Gi(ci,α) = α, n→∞,
and assertion (i) follows.
For the proof of assertion (ii), let ‖ · ‖ denote the Euclidean norm in Rm or Rm−1, respectively. Since√n{Ti(̂Fn) − Ti(F)}
converges weakly in Rm or Rm−1, respectively,
√
n{Ti(̂Fn) − Ti(F)} =: Yn is uniformly tight (Theorem 2.4 in [40]), i.e. for
every ε > 0, there exists a constantM > 0 such that
sup
n
P(‖Yn‖ > M) < ε.
For K > 0, we thus have
P(‖√nTi(̂Fn)‖ > K) = P(‖Yn +
√
nTi(F)‖ > K)
= P(‖Yn +
√
nTi(F)‖ > K | ‖Yn‖ > M)P(‖Yn‖ > M)
+ P(‖Yn +
√
nTi(F)‖ > K | ‖Yn‖ ≤ M)P(‖Yn‖ ≤ M)
≥ P(‖√nTi(F)‖ −M > K)(1− ε).
Since Ti(F) 6= 0 if F 6∈ F0,i, i = 1, 2, the last expression converges to 1 − ε for n → ∞. Hence, ‖√nTi(̂Fn)‖ converges
in probability to infinity as ε can be chosen arbitrarily small. Due to the continuity of τi and the fact that τi(t) → ∞ as
‖t‖ → ∞, assertion (ii) follows from cB,ni,α P→ ci,α and an application of the continuous mapping theorem. 
3.2. Test statistics Tn,3 and Tn,4
While in the previous section we made use of the nonparametric bootstrap to estimate the critical values of the test
statistics, both tests for equi-rank correlation discussed next involve the estimation of the asymptotic covariance Σasym of
the random vector
√
n(̂ρn − ρ) (cf. Theorem 1) by means of the bootstrap. As above, let (XBj )j=1,...,n be the bootstrap sample
which is obtained by sampling from (Xj)j=1,...,nwith replacement and denote by ρ̂Bn the corresponding estimator of the vector
of pairwise Spearman’s rho coefficients calculated according to (6). The bootstrap estimator for the asymptotic covariance
matrixΣasym is then given by
Σ̂Bn = n Cov(̂ρBn | X1, . . . ,Xn). (16)
Based on this estimator, the third test statistic Tn,3 for equi-rank correlation is similarly constructed as the test statistic Tn,1
by using the fact that, under H0, Aρ = 0m−1 with matrix A as defined in formula (10). It takes the form
Tn,3 = n(Âρn)′(AΣ̂BnA′)−1(Âρn). (17)
A further test statistic is given by
Tn,4 =
√
n
{
max
1≤j≤m
ρ̂j,n − min
1≤j≤m ρ̂j,n
}
, (18)
which is based on the fact that, in the case of equi-rank correlation, the values of themaximumand theminimumSpearman’s
rho coefficients coincide.
Both test statistics posses a non-degenerated limiting distribution under the null hypothesis as shown next.
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Theorem 4. Consider the random sample (Xj)j=1,...,n from the d-dimensional random vector X with distribution function F ,
continuous marginal distribution functions F1, . . . , Fd, and copula C. Let further (XBj )j=1,...,n be the bootstrap sample which is
obtained by sampling from (Xj)j=1,...,n with replacement and denote by Σ̂Bn the bootstrap estimator for the asymptotic covariance
matrix Σasym of
√
n(̂ρn − ρ) (cf. Theorem 1), as given in Eq. (16). Under the assumption of Theorem 1 and under the null
hypothesis (5), we have that
Tn,i
d→ Wi, for n→∞,
with non-degenerated random variables Wi, i = 3, 4. In particular, W3 is distributed according to a χ2-distribution with m− 1
degrees of freedom and W4 = max1≤j≤m Zj −min1≤j≤m Zj with Z ∼ N(0m,Σasym).
Proof. As a by-product of the proof of Theorem 3, it follows that, under the theorem’s prerequisites, the sequence
√
n(̂ρBn−
ρ̂n) converges weakly to the same Gaussian limit as
√
n(̂ρn − ρ) in probability. Since in addition the sequences {n(̂ρBk,n −
ρ̂k,n)(̂ρ
B
l,n − ρ̂l,n)} for 1 ≤ k, l ≤ m are asymptotically uniformly integrable, consistency of Σ̂Bn is obtained (cf. [37, p. 79]).
Regarding the limiting behavior of Tn,3 under the null hypothesis, we then have that
Tn,3 = n(Âρn)′(AΣ̂BnA′)−1(Âρn) d→ W3 ∼ χ2m−1,
due to Theorem 1 in connection with Slutsky’s theorem. In order to establish the asymptotic distribution of Tn,4 under H0,
observe that
Tn,4 =
√
n
{
max
1≤i≤m
ρ̂i,n − min
1≤i≤m ρ̂i,n
}
= max
1≤i≤m
{√n(̂ρi,n − ρ)} − min
1≤i≤m{
√
n(̂ρi,n − ρ)},
since ρ = ρ1m. Under H0, the test statistic Tn,4 can thus be represented as a continuous map of the process√n(̂ρn− ρ) and
an application of the continuous mapping theorem together with Theorem 1 yields the convergence in distribution of Tn,4
toW4 as stated in the theorem. 
We thus reject the null hypothesis at level α whenever Tn,3 > χ2α,m−1, the (1 − α)-quantile of the χ2-distribution with
m − 1 degrees of freedom, or the value of Tn,4 exceeds the (1 − α)-quantile of the distribution of W4, respectively. Since
the bootstrap covariance estimator Σ̂Bn for Σ
asym does not depend on ρ, the respective quantiles/critical values of Tn,4 can
directly be determined by Monte Carlo simulation. Note that the bootstrap technique by Bickel and Ren [7], which we used
in Section 3.1 to determine the critical values of the test statistics Tn,1 and Tn,2, cannot be applied here since the function
h4(ρ) = max1≤j≤m ρj −min1≤j≤m ρj fails to be (Hadamard) differentiable (cf. proof of Theorem 3).
Corollary 5. The test procedures based on Tn,3 and Tn,4 are asymptotically of size α and consistent as n→∞.
Note that consistency is obtained since Tn,i →∞ in probability if ρ 6= ρ1m, i = 3, 4. For completeness we briefly mention
another straightforward test statistic for equi-rank correlation, which is equivalent to Tn,4 and defined as
Tn,5 =
√
nmax
i<j
|̂ρi,n − ρ̂j,n|.
Its asymptotic distribution can be derived similarly to Tn,4; however, it is computationally more complex as it involves the
comparison of all distinct pairs of Spearman’s rho coefficients.
In practice, we approximate Σ̂Bn by the sample covariance matrix of K independent bootstrap samples from (Xj)j=1,...,n,
i.e. (cf. [12])
nΣ̂ (̂ρBn) =
1
K − 1
K∑
b=1
{√n̂ρBn,(b) −
√
n̂ρBn,(b)}{
√
n̂ρBn,(b) −
√
n̂ρBn,(b)}′ (19)
where ρ̂Bn,(b) denotes the bootstrap replication of ρ̂n, which corresponds to the bth bootstrap sample, b = 1, . . . , K . The
sum in formula (19) is applied element-wise. Tables 1 and 2 in Appendix C display the results of a simulation study which
investigates the finite-sample performance of the bootstrap procedure. Specifically we consider the d-dimensional equi-
correlated Gaussian copula, given by
CG(u1, . . . , ud; K(κ)) =
∫ Φ−1(u1)
−∞
. . .
∫ Φ−1(ud)
−∞
(2pi)−
d
2 det{K(κ)}− 12 exp
(
−1
2
x′K(κ)−1x
)
dx1 · · · dxd, (20)
where K(κ) = κ1d1′d + (1− κ)Id with− 1d−1 < κ < 1, and the d-dimensional Clayton copula, defined by
CC (u1, . . . , ud; θ) =
(
d∑
i=1
u−θi − d+ 1
)− 1
θ
(21)
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with parameter θ > 0. For dimensions d = 3, 5, and 10, different parameter choices and sample sizes n (see the first and
third column of Tables 1 and 2), we provide the empirical mean (denoted bym(·)), the sample covariance matrix (denoted
by Σ̂(·)), and the standard deviation (denoted by σ̂ (·)) of the respective estimates. The estimation is based on 300 Monte
Carlo simulations of sample size n and 300 bootstrap samples respectively, which have been drawn with replacement from
each original sample. We display the minimal and the maximal element of the respective estimated vectors (columns 5
and 6). Regarding the estimated matrices (columns 7–12), we show the minimum and the maximum of all diagonal and
off-diagonal elements separately (where the respective columns are headed by ‘diag’ and ‘odiag’). The second column of
Tables 1 and 2 shows the true value of bivariate Spearman’s rho which is constant for all bivariate margins. For the Gaussian
copula this value is determined using the following relationship between the parameters κij of the Gaussian copula and the
bivariate Spearman’s rho coefficients ρij (cf. [25, Theorem 5.36, p. 215]):
κij = 2 sin
(piρij
6
)
. (22)
For the Clayton copula, ρij is calculated numerically. Compared tom(̂ρn) (column 5) andm(̂ρ
B
n) (column 6), there is a finite-
sample bias observable which considerably decreases with increasing sample size. The covariance estimates nΣ̂ (̂ρn) and
the empirical means of the bootstrap covariance estimates m(nΣ̂ (̂ρBn)) for Σ
asym are given in columns 7–10. Their values
are close to each other which shows that the bootstrap procedure performs well for the considered copulas. Further, the
standard error of the bootstrap covariance estimations (columns 11 and 12) decreases fast with increasing sample size.
Note that the test setting described in Section 2 can be generalized: instead of testing the null hypothesis H0 : ρ1 =
ρ2 = · · · = ρm, only a subset of pairwise Spearman’s rho coefficients {ρi, i ∈ I} with index set I ⊂ {1, . . . ,m} of
the random vector X could be tested for equality. The related test statistics are analogously derived and their asymptotic
distributions are established using the techniques discussed previously. For example, this generalization may be of interest
in the context of interclass correlationmodels for familial data asmentioned in the introduction.Within themodel of parent-
sibling correlation (see [21]), one central assumption is that the pairwise correlations of measurements between one parent
and the children are equal. Those correlation coefficients form a subset of the vector of pairwise correlations between all
family members. The assumption of their equality can be tested (without further assumptions on themarginal distributions
than continuity) using the above tests for equal pairwise Spearman’s rho coefficients.
3.3. Classical tests for equi-linear correlation under the assumption of multivariate normality
Statistical tests for equi-linear correlation have been derived by several authors under the assumption of multivariate
normality. For the time being, let X therefore be normally distributed with mean vector µ, covariance matrix S = (sij), and
linear correlation matrix R = (rij).
A likelihood ratio test for the null hypothesis of equi-linear correlation and equal variances
H0 : S = s2{(1− r)Id + r1d1′d}
with unspecified variance s2 and linear correlation r is discussed in [42]. Based on a random sample (Xj)j=1,...,n from X, he
proposes the following test statistic
Sn,1 = −n ln
[
|̂Sn|
(̂s2n)d(1− r̂n)d−1{1+ (d− 1)̂rn}
]
(23)
with sample covariance matrix Ŝn = (̂sij,n). Estimates of s2 and r are
ŝ2n =
1
d
d∑
i=1
ŝii,n and r̂n = 1d(d− 1)
∑
i6=j
ŝij,n/ ŝ2n.
Under H0, Sn,1 is asymptotically χ2-distributed with d(d + 1)/2 − 2 degrees of freedom and we reject H0 if Sn,1 >
χ2α,d(d+1)/2−2, the latter being the corresponding (1 − α)-quantile. Regarding further tests for certain structures of the
covariance matrix, we refer to [42,3,29].
A likelihood ratio test for the less restrictive hypothesis of equal linear-correlation coefficients (regardless of the value of
the variances), i.e. rij = r (i 6= j)with unspecified r satisfying−1/(d− 1) < r < 1, is difficult to derive and no closed form
solution is available, see [23]. Approximate likelihood ratio tests for equal linear-correlation coefficients of a multivariate
normal distribution have been developed by several authors; we mention Bartlett [4,5], Anderson [2], and Aitkin et al. [1].
Based on the sample correlation matrix R̂ = (̂rij), Lawley [23] considered the statistic
Sn,2 = n
λ̂2n
{∑
i<j
(̂rij,n − r̂n)2 − µ̂n
∑
k
(̂rk,n − r̂n)2
}
, (24)
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Fig. 1. The set of alternative hypothesis. Bivariate Spearman’s rho coefficients ρi(k), k = 1, . . . , kmax, i = 1, . . . ,m, according to formula (25) for
d = 5, ρ = 0.2,∆ = 0.2, and j = 1 (left panel) and j = 3 (right panel).
where r is estimated by
r̂n = 2
∑
j<k
r̂jk,n/{d(d− 1)},
and
λ̂n = 1− r̂n, µ̂n = (d− 1)2(1− λ̂2n)/{d− (d− 2)̂λ2n}, r̂k,n =
∑
i6=k
r̂ik,n/(d− 1).
According to the last-mentioned author, the test statistic Sn,2 is—under H0—asymptotically χ2-distributed with (d−2)(d+
1)/2 degrees of freedom. Thus, we reject the null hypothesis whenever the value of Sn,2 exceeds the (1−α)-quantile of the
χ2-distribution with (d − 2)(d + 1)/2 degrees of freedom. Gleser [20] shows that the asymptotic null distribution of the
above test statistic does not depend on the unknown parameter r . The next section presents a simulation study where the
latter test is taken as the benchmark for the four proposed tests on equi-rank correlation in Sections 3.1 and 3.2.
4. Simulation study
The following simulation study investigates and compares the power of the four proposed tests Tn,i, i = 1, . . . , 4, of equi-
rank correlation.We start with describing the set of considered alternative hypothesis; thereafter, the simulation results are
given in Section 4.2.
4.1. Modeling the set of alternative hypothesis
Consider the m bivariate Spearman’s rho coefficients ρi, i = 1, . . . ,m of a d-dimensional random vector as defined in
Section 2. The alternative to equi-rank correlation is that at least two of them bivariate Spearman’s rho coefficients ρi differ.
Given the fact that there are infinitely many sets of alternative hypothesis, we proceed as follows.
Three different types of common dependence structures are investigated within the simulation study. First, the d-
dimensional Gaussian copula is considered as defined in formula (20) though with the general correlation matrix K = (κij).
For this copula, the set of alternative hypothesis is defined by the following formula: for fixed j ∈ N and fixed∆ ∈ R,
ρi(k) = ρ
{
1+ k∆
(
i− 1
m
)j}
, i = 1, . . . ,m, (25)
where ρ ∈ [−1, 1] and k = 0, 1, 2, . . . , kmax with kmax = max{s ∈ N | |ρm(s)| ≤ 1}. The case k = 0 corresponds to
the null hypothesis of equi-rank correlation, i.e. all coefficients ρi(k) equal the parameter ρ. The difference between the
bivariate Spearman’s rho coefficients gets more pronounced the larger the parameter k is. In the simulation study, each
value of k corresponds to a point of the power curve. The corresponding parameters of the Gaussian copula are determined
using formula (22). For every k, it is verified beforehand whether K is a valid correlation matrix.
The difference between Spearman’s rho coefficients is determined by the fixed parameter ∆ and the factor
( i−1
m
)j
. In
particular, the difference increases with increasing indices i and j. Note that kmax depends on the dimension d and, thus,
on the total number of pairwise Spearman’s rho coefficients. The set of alternative hypothesis defined by formula (25) is
illustrated in Fig. 1 for two different choices of j.
The second copula is the t-copulawith ν degrees of freedom and correlation matrix K , defined by
C t(u1, . . . , ud; K , ν) = tν,K {t−1ν (u1), . . . , t−1ν (ud)},
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Fig. 2. Gaussian copula. Upper panel: simulated power curves of Tn,1 (dotted-dashed), Tn,2 (long-dashed), Tn,3 (solid), and Tn,4 (dashed). Lower panel:
simulated power curves ofSn,2 for standard normal (solid), exponential (dashed), and Cauchy (dotted-dashed)marginal distributions. The power curves are
provided for dimension d = 3, 5, 10 and plotted as a function of the average Spearman’s rho coefficients ρ¯; calculations are based on 10,000 independent
Monte Carlo samples of size n = 500 of a Gaussian copula with parameters according to formula (25). The significance level α is set to 0.1.
where tν,K denotes the multivariate t-distribution with ν degrees of freedom, location vector zero and correlation matrix K ,
and corresponding univariate marginal distribution function tν (ν > 2). Here, the set of alternative hypothesis is modeled
as for the Gaussian copula according to formula (25): since no analytical formula similar to (22) exists, the relationship
between the parameters of the t-copula and Spearman’s rho is determined numerically.
The third considered copula is amixture of a Gaussian and a Clayton copula. It is defined by the convex combination
C(u1, . . . , ud; K , λ, θ) = λCG(u1, . . . , ud; K)+ (1− λ)CC (u1, . . . , ud; θ), (26)
with 0 ≤ λ ≤ 1, CG a Gaussian copula with correlation matrix K , and CC a Clayton copula with parameter θ as defined in
formula (21). Here, the set of alternative hypothesis is modeled by stepwise increasing the parameter λ. The case λ = 0
corresponds to the null hypothesis of equi-rank correlation and each value of λ represents a point on the simulated power
curve. The parameters of the Gaussian copula are chosen such that its associated bivariate Spearman’s rho coefficients ρi
are all equal to ρi(kmax) as implied by formula (25), i = 1, . . . ,m; the parameter of the Clayton copula is determined such
that all associated bivariate Spearman’s rho coefficients ρi are equal to ρ (cf. formula (25)).
4.2. Simulation results
Lawley’s test on equi-linear correlation, based on the test statistic given by formula (24), serves as a benchmark for the
four tests on equi-rank correlation introduced in Sections 3.1 and 3.2. Figs. 2–4 show the power curves of those tests together
with the benchmark test for the three dependence structures and the alternative hypothesis described in Section 4.1. We
illustrate the power of the tests for the three dimensions d = 3, 5, and 10, and the following three different types of
marginal distributions: the standard normal, exponential, and Cauchy distribution, which are light, semi-heavy, and heavy-
tailed, respectively. Note that equal Pearson’s correlation coefficients generally do not imply equal pairwise Spearman’s
rho coefficients, and vice versa. We obtain equality of all Pearson’s correlation coefficients for the considered dependence
structures under the null hypothesis of equi-rank correlation since all marginal distributions are of the same type.
Calculations are based on 10,000 Monte Carlo simulations of sample size n = 500. The number of bootstrap replications
is either 3000 for determining the critical values for the tests based on Tn,1 and Tn,2 or 300 for estimating the (asymptotic)
covariance matrix Σasym regarding the test statistics Tn,3 and Tn,4. The determination of the critical value of the test based
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on Tn,4 is further based on 3000 Monte Carlo samples. The significance level α is set to 0.1. For modeling the alternative
hypothesis as described by formula (25), ρ is set to 0.2 and j = 1 in all simulations. The parameter ∆ is either 0.05 or 0.1,
depending on the location on the curve. For clarity reasons, kmax is chosen such that kmax = max{s ∈ N | |ρm(s)| ≤ 0.6}.
The power curve for themixture of a Gaussian and a Clayton copula, as defined in formula (26), is determined for each value
of λ = j/10, j = 0, . . . , 10. In order to allow for comparisons, all power curves are further plotted as a function of the
average ρ¯ of all pairwise Spearman’s rho coefficients under the respective hypothesis.
The following observations can be made: irrespective of the copula, the test based on Tn,3 maintains its significance level
only in dimension d = 3; the discrepancy gets more pronounced with increasing dimension. Here, the approximation of
the exact distribution by the χ2-distribution might be affected by the large number of parameters to be estimated in the
test statistic. For example, if the sample size is set to n = 5000 (and all other quantities are left unchanged), the simulated
size for Tn,3 reduces to 0.34 for dimension d = 10 in the case of a Gaussian copula. Likewise, the performance of the test can
be improved by increasing the number of bootstrap replications for estimating the asymptotic covariance matrixΣasym: if,
for example, the number of bootstrap replications is 3000, the simulated size is 0.30 for the Gaussian copula in dimension
d = 10 and for sample size n = 500 (with all other quantities being equal). By contrast, the tests based on Tn,1, Tn,2, and
Tn,4 maintain their significance level for every dimension. However, in terms of its power, Tn,1 performs poorly in higher
dimensions and is even outperformed by the other three tests for dimension d = 3. This behavior in high dimensions
can partly be put down to the specific choice of the set of alternative hypothesis (as described in Section 4.1). Since this
test statistic takes into account the order of the Spearman’s rho coefficients (cf. discussions in Section 3.2), the pairwise
differences between ρi and ρi+1 and, thus, the value of the test statistic decrease with increasing dimension under a given
alternative. The power of Tn,2, Tn,3, and Tn,4 is similar for dimension d = 3. For dimension d = 5, the power curves of the
tests based on Tn,2 and Tn,4 are quite close to each otherwhile, for dimension d = 10, the test based on Tn,2 exhibits a slightly
better power than Tn,4. In the case of a Gaussian copula with standard normal margins, the former is even superior to the
classical test based on Sn,2 for dimension d = 10. Since the derivation of the asymptotic distribution of Sn,2 is based on the
assumption of multivariate normality, the corresponding test performs well in this case. Otherwise, we often observe a bias
in its significance level, especially for dimension d = 10.
In order to investigate the behavior of Tn,1 under other alternative hypothesis, Fig. 5 displays the simulated power curves
of the tests based on the test statistics Tn,i, i = 1, . . . , 4 for the Gaussian copula and the alternative that only one Spearman’s
rho coefficient changes. In particular, Spearman’s rho coefficients are modeled according to
ρm(k) = ρ(1+ k∆) and ρi(k) = ρ i = 1, . . . ,m− 1, k = 1, . . . , kmax, (27)
with all other quantities as described above. For the considered copula model, it turns out that—although the test based on
Tn,1 is still outperformed by the other tests—the difference in power between the tests has decreased, even in dimension
d = 10.
5. A test for stochastic independence
A simple test for stochastic independence of all components of amultivariate random vector can directly be derived from
the asymptotic behavior of ρ̂n established in Theorem 1. Although it is not the main focus of the present paper, we briefly
outline this approach.
Consider a d-dimensional random vector X with joint distribution function F and copula C and let (Xj)j=1,...,n denote a
randomsample fromX. According to Theorem1,wehave under the hypothesis of stochastic independence (i.e.C(u) = Π(u)
for all u ∈ [0, 1]d)
√
n̂ρn
d→ Z ∼ N(0m, Im)
for n→∞. It follows that
n
m∑
i=1
ρ̂2i,n
d→ W
whereW has a χ2-distribution withm degrees of freedom. A test for independence is thus performed by rejecting the null
hypothesis of independence if n
∑m
i=1 ρ̂
2
i,n > χ
2
α,m, the corresponding (1−α)-quantile of theχ2-distributionwithm degrees
of freedom. This test is statistically tractable since no further unknownparameters have to be estimated. It also complements
the set of tests for stochastic independence based on Spearman’s rho considered by Quessy [28] who studied asymptotic
local efficiency. Regarding further rank tests for multivariate independence, we refer to [18,17] and references therein.
6. Conclusion
Four nonparametric tests for testing the hypothesis of equal Spearman’s rho coefficients in a multivariate random vector
have been proposed. The asymptotic distribution of the tests has been derived by means of the asymptotic behavior of
the empirical copula process. A nonparametric bootstrap method has been established for either estimating the unknown
parameters of the test statistics or determining the associated critical values. The asymptotic distribution of all tests is a
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Fig. 3. t-copula. Upper panel: simulated power curves of Tn,1 (dotted-dashed), Tn,2 (long-dashed), Tn,3 (solid), and Tn,4 (dashed). Lower panel: simulated
power curves of Sn,2 for standard normal (solid), exponential (dashed), and Cauchy (dotted-dashed)marginal distributions. The power curves are provided
for dimension d = 3, 5, 10 and plotted as a function of the average Spearman’s rho coefficients ρ¯; calculations are based on 10,000 independent Monte
Carlo samples of size n = 500 of a t-copula with parameters according to formula (25) and ν = 3. The significance level α is set to 0.1.
function of the copula only and is invariant with respect to the marginal distributions. In particular, no specific assumptions
have been made on the marginal distributions except their continuity. The comparative simulation study implies that test
statistic Tn,2 and Tn,4 should be favored in terms of statistical power over all other considered tests. In addition, the latter is of
lower computational complexity. As a by-product, we derive a simple test for stochastic independence based onmultivariate
Spearman’s rho.
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Appendix A. Rank-correlation coefficient ρ
Embrechts et al. [11] discuss sufficient and necessary conditions on ρ such that the matrix B = ρ1d1′d + (1 − ρ)Id is a
rank correlation matrix. Those conditions are restated in the following proposition along with a shorter proof.
Proposition 6. Let X = (X1, . . . , Xd) be a d-dimensional random vector with d ≥ 3.
1. If the random vector X is equi-rank correlated with a rank-correlation coefficient ρ , then− 1d−1 < ρ < 1.
2. If 6
pi
arcsin
(
− 1d−1
2
)
< ρ < 1, then there exists a random vector X which is equi-rank correlated with a rank-correlation
coefficient ρ .
Proof. 1. If the vector X is equi-rank correlated with rank correlation matrix P = ρ1d1′d+ (1−ρ)Id, then P is automatically
a linear correlation matrix since bivariate Spearman’s rho is defined as the linear correlation coefficient of the random
variables Fi(Xi), i = 1, . . . , d (cf. formula (2)); hence− 1d−1 < ρ < 1.
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Fig. 4. Mixture of Gaussian and Clayton copula. Upper panel: simulated power curves of Tn,1 (dotted-dashed), Tn,2 (long-dashed), Tn,3 (solid), and
Tn,4 (dashed). Lower panel: simulated power curves of Sn,2 for standard normal (solid), exponential (dashed), and Cauchy (dotted-dashed) marginal
distributions. The power curves are provided for dimension d = 3, 5, 10 and plotted as a function of the average Spearman’s rho coefficients ρ¯; calculations
are based on 10,000 independent Monte Carlo samples of size n = 500 of the mixture copula described in Section 4.1. The significance level α is set to 0.1.
Fig. 5. Gaussian copula. Simulated power curves of Tn,1 (dotted-dashed), Tn,2 (long-dashed), Tn,3 (solid), and Tn,4 (dashed) for dimension d = 3, 5, 10
and plotted as a function of the Spearman’s rho coefficient ρm . Calculations are based on 10,000 independent Monte Carlo samples of size n = 500 of a
Gaussian copula with parameters according to formula (27). The significance level α is set to 0.1.
2. Let 6
pi
arcsin
(
− 1d−1
2
)
< ρ < 1 and define r = 2 sin ( ρpi6 ). Then, there exists a random vector X which is multivariate
normally distributed with linear correlation matrix R = r1d1′d + (1− r)Id. Since, in this case, the relationship (22) holds, X
is equi-rank correlated with rank-correlation coefficient ρ. 
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Table 1
Gaussian copula. Simulation results related to the estimation of the asymptotic covariance matrix of the vector of bivariate Spearman’s rho coefficients
ρ̂n (defined in Section 2) by means of the nonparametric bootstrap: empirical meansm(·), sample covariance matrices Σ̂(·), and (element-wise) standard
deviations σ̂ (·) of Spearman’s rho estimates. The latter are based on 300 Monte Carlo simulations of sample size n of a d-dimensional equi-correlated
Gaussian copula with parameter κ and 300 bootstrap samples. The bootstrap estimates are labeled by the superscript B. We display the minimal and
the maximal element of the respective estimated vectors (columns 5 and 6). Regarding the estimated matrices (columns 7–12), the minimum and the
maximum of all diagonal (columns headed by ‘diag’) and all off-diagonal entries (columns headed by ‘odiag’) are shown separately.
κ ρ n m(̂ρn) m(̂ρ
B
n) nΣ̂ (̂ρn) m(nΣ̂ (̂ρ
B
n)) σ̂ (nΣ̂ (̂ρ
B
n))
diag odiag diag odiag diag odiag
Dimension d = 3
0.5 0.483 100 max 0.421 0.416 0.680 0.281 0.676 0.246 0.150 0.100
min 0.413 0.409 0.634 0.253 0.656 0.237 0.146 0.096
500 max 0.469 0.468 0.681 0.259 0.638 0.238 0.084 0.061
min 0.468 0.467 0.595 0.188 0.635 0.235 0.077 0.054
1000 max 0.477 0.476 0.674 0.268 0.641 0.240 0.068 0.051
min 0.475 0.474 0.557 0.216 0.631 0.233 0.063 0.047
0.2 0.191 100 max 0.133 0.131 1.135 0.332 0.968 0.165 0.137 0.144
min 0.123 0.121 1.032 0.268 0.956 0.153 0.132 0.136
500 max 0.182 0.182 0.988 0.213 0.946 0.170 0.096 0.081
min 0.178 0.177 0.828 0.111 0.933 0.156 0.087 0.077
1000 max 0.187 0.187 0.987 0.169 0.947 0.164 0.092 0.069
min 0.183 0.183 0.903 0.107 0.933 0.153 0.089 0.066
0 0 100 max −0.054 −0.055 1.005 0.041 1.022 0.002 0.125 0.149
min −0.066 −0.066 0.862 −0.042 1.020 −0.008 0.111 0.139
500 max −0.011 −0.011 1.135 0.059 1.005 0.004 0.094 0.084
min −0.015 −0.015 0.976 −0.052 0.999 −0.005 0.087 0.081
1000 max −0.004 −0.004 1.074 −0.020 1.005 0.007 0.087 0.072
min −0.008 −0.008 0.847 −0.031 0.990 −0.001 0.081 0.066
Dimension d = 5
0.5 0.483 100 max 0.425 0.420 0.742 0.281 0.677 0.252 0.161 0.107
min 0.414 0.409 0.581 0.049 0.654 0.124 0.139 0.072
500 max 0.472 0.471 0.700 0.280 0.645 0.240 0.087 0.061
min 0.467 0.466 0.560 0.064 0.630 0.125 0.071 0.043
1000 max 0.479 0.479 0.699 0.277 0.637 0.242 0.072 0.053
min 0.476 0.475 0.553 0.073 0.629 0.127 0.061 0.040
0.2 0.191 100 max 0.137 0.134 1.057 0.269 0.977 0.174 0.135 0.150
min 0.119 0.118 0.834 −0.018 0.954 0.034 0.116 0.104
500 max 0.182 0.181 1.003 0.255 0.953 0.171 0.094 0.084
min 0.174 0.174 0.869 −0.061 0.930 0.044 0.086 0.068
1000 max 0.187 0.187 1.087 0.242 0.953 0.168 0.089 0.073
min 0.183 0.183 0.856 −0.081 0.935 0.040 0.080 0.057
0 0 100 max −0.054 −0.054 1.190 0.182 1.022 0.019 0.123 0.162
min −0.069 −0.069 0.857 −0.102 1.012 −0.020 0.108 0.106
500 max −0.009 −0.009 1.189 0.161 1.012 0.008 0.094 0.089
min −0.016 −0.016 0.891 −0.140 0.999 −0.015 0.085 0.069
1000 max −0.004 −0.004 1.163 0.149 1.011 0.009 0.091 0.076
min −0.008 −0.008 0.857 −0.093 0.994 −0.006 0.082 0.063
Dimension d = 10
0.5 0.483 100 max 0.429 0.424 0.730 0.330 0.673 0.257 0.158 0.109
min 0.412 0.407 0.515 0.028 0.649 0.115 0.134 0.067
500 max 0.477 0.476 0.750 0.355 0.641 0.246 0.089 0.062
min 0.468 0.467 0.504 0.041 0.622 0.124 0.074 0.041
1000 max 0.480 0.480 0.813 0.342 0.641 0.247 0.076 0.056
min 0.475 0.474 0.554 0.061 0.622 0.126 0.062 0.038
0.2 0.191 100 max 0.139 0.137 1.118 0.305 0.972 0.177 0.139 0.150
min 0.120 0.118 0.766 −0.132 0.941 0.028 0.117 0.097
500 max 0.182 0.182 1.118 0.294 0.954 0.173 0.096 0.089
min 0.174 0.174 0.770 −0.136 0.934 0.035 0.082 0.061
1000 max 0.187 0.187 1.126 0.294 0.952 0.174 0.094 0.076
min 0.182 0.181 0.765 −0.097 0.932 0.037 0.080 0.055
0 0 100 max −0.049 −0.049 1.214 0.192 1.037 0.025 0.134 0.168
min −0.072 −0.072 0.846 −0.179 1.005 −0.024 0.107 0.104
500 max −0.006 −0.006 1.195 0.181 1.016 0.015 0.097 0.093
min −0.017 −0.017 0.872 −0.221 0.991 −0.012 0.081 0.065
1000 max −0.003 −0.003 1.217 0.209 1.014 0.011 0.092 0.080
min −0.009 −0.010 0.854 −0.195 0.994 −0.013 0.078 0.057
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Table 2
Clayton copula. Simulation results related to the estimation of the asymptotic covariance matrix of the vector of bivariate Spearman’s rho coefficients ρ̂n
(defined in Section 2) by means of the nonparametric bootstrap: empirical means m(·), sample covariance matrices Σ̂(·), and (element-wise) standard
deviations σ̂ (·) of Spearman’s rho estimates. The latter are based on 300 Monte Carlo simulations of sample size n of a d-dimensional equi-correlated
Gaussian copula with parameter r and 300 bootstrap samples. The bootstrap estimates are labeled by the superscript B. We display the minimal and
the maximal element of the respective estimated vectors (columns 5 and 6). Regarding the estimated matrices (columns 7–12), the minimum and the
maximum of all diagonal (column headed by ‘diag’) and all off-diagonal entries (column headed by ‘odiag’) are shown separately.
θ ρ n m(̂ρn) m(̂ρ
B
n) nΣ̂ (̂ρn) m(nΣ̂ (̂ρ
B
n)) σ̂ (nΣ̂ (̂ρ
B
n))
diag odiag diag odiag diag odiag
Dimension d = 3
0.1 0.072 100 max 0.018 0.017 0.936 0.106 1.023 0.081 0.120 0.148
min 0.011 0.010 0.892 0.048 1.017 0.075 0.115 0.135
500 max 0.062 0.062 1.005 0.096 1.010 0.076 0.097 0.087
min 0.054 0.054 0.915 0.004 1.006 0.069 0.087 0.080
1000 max 0.066 0.066 1.015 0.107 1.013 0.074 0.094 0.075
min 0.065 0.065 0.973 0.047 1.006 0.067 0.085 0.070
0.5 0.294 100 max 0.229 0.226 0.944 0.262 0.930 0.246 0.147 0.136
min 0.228 0.225 0.875 0.170 0.929 0.229 0.142 0.130
500 max 0.286 0.286 0.974 0.316 0.915 0.248 0.097 0.083
min 0.283 0.283 0.862 0.246 0.901 0.240 0.092 0.077
1000 max 0.290 0.290 1.070 0.283 0.903 0.241 0.085 0.069
min 0.286 0.286 0.862 0.172 0.895 0.239 0.081 0.064
2 0.682 100 max 0.623 0.617 0.398 0.192 0.421 0.211 0.135 0.088
min 0.616 0.611 0.360 0.162 0.410 0.199 0.127 0.082
500 max 0.670 0.669 0.423 0.218 0.397 0.204 0.068 0.044
min 0.669 0.668 0.375 0.209 0.394 0.199 0.063 0.042
1000 max 0.674 0.673 0.427 0.230 0.398 0.204 0.056 0.038
min 0.673 0.673 0.364 0.185 0.393 0.201 0.049 0.033
Dimension d = 5
0.1 0.072 100 max 0.016 0.016 1.139 0.174 1.025 0.081 0.128 0.159
min 0.003 0.002 0.854 −0.085 1.008 −0.012 0.113 0.107
500 max 0.063 0.063 1.136 0.169 1.012 0.082 0.096 0.091
min 0.055 0.055 0.909 −0.128 0.997 0.003 0.086 0.069
1000 max 0.069 0.069 1.149 0.207 1.006 0.077 0.093 0.077
min 0.064 0.064 0.803 −0.049 0.996 0.000 0.080 0.062
0.5 0.294 100 max 0.248 0.245 0.969 0.313 0.937 0.265 0.154 0.145
min 0.219 0.216 0.813 −0.015 0.907 0.083 0.135 0.107
500 max 0.284 0.284 0.961 0.273 0.911 0.246 0.098 0.082
min 0.279 0.278 0.806 −0.021 0.900 0.088 0.087 0.065
1000 max 0.290 0.290 0.926 0.325 0.908 0.242 0.086 0.071
min 0.287 0.287 0.751 −0.004 0.896 0.088 0.078 0.056
2 0.682 100 max 0.628 0.622 0.467 0.272 0.418 0.210 0.142 0.090
min 0.618 0.612 0.364 0.125 0.397 0.120 0.130 0.057
500 max 0.670 0.669 0.451 0.234 0.402 0.206 0.072 0.047
min 0.665 0.664 0.306 0.078 0.390 0.123 0.061 0.032
1000 max 0.676 0.676 0.414 0.237 0.396 0.205 0.055 0.038
min 0.674 0.673 0.370 0.108 0.388 0.126 0.049 0.027
Dimension d = 10
0.1 0.072 100 max 0.029 0.028 1.186 0.266 1.045 0.091 0.132 0.166
min −0.004 −0.004 0.864 −0.163 1.001 −0.015 0.109 0.104
500 max 0.063 0.062 1.201 0.243 1.019 0.084 0.101 0.095
min 0.052 0.052 0.854 −0.171 0.994 −0.004 0.081 0.066
1000 max 0.068 0.068 1.256 0.279 1.017 0.082 0.094 0.080
min 0.061 0.061 0.819 −0.151 0.994 −0.003 0.078 0.058
0.5 0.294 100 max 0.236 0.233 1.109 0.389 0.937 0.250 0.160 0.152
min 0.220 0.217 0.777 −0.047 0.909 0.073 0.135 0.101
500 max 0.287 0.287 1.055 0.403 0.918 0.251 0.100 0.088
min 0.279 0.279 0.736 −0.084 0.892 0.084 0.087 0.061
1000 max 0.292 0.292 1.017 0.394 0.911 0.249 0.089 0.077
min 0.286 0.285 0.778 −0.071 0.893 0.083 0.075 0.054
2 0.682 100 max 0.627 0.621 0.461 0.278 0.428 0.215 0.145 0.094
min 0.612 0.607 0.323 0.073 0.396 0.120 0.121 0.052
500 max 0.674 0.673 0.474 0.275 0.403 0.208 0.072 0.048
min 0.666 0.665 0.339 0.065 0.383 0.121 0.058 0.029
1000 max 0.678 0.677 0.464 0.258 0.397 0.204 0.057 0.040
min 0.674 0.673 0.328 0.077 0.385 0.122 0.047 0.026
2614 S. Gaißer, F. Schmid / Journal of Multivariate Analysis 101 (2010) 2598–2615
Appendix B. Proof of Theorem 1
The assertion of Theorem 1 is based on the weak convergence of the empirical copula process
√
n{̂Cn(u)− C(u)}, which
is stated in the next proposition. It has been discussed and proved by e.g. Rüschendorf [30], Gänßler and Stute [16], van der
Vaart and Wellner [41], Fermanian et al. [15] and Tsukahara [39].
Proposition 7. Let F be a continuous d-dimensional distribution function with copula C. Under the additional assumption that
the ith partial derivatives DiC(u) exist and are continuous for i = 1, . . . , d, we have
√
n{̂Cn(u)− C(u)} w→ GC (u).
Weak convergence takes place in `∞([0, 1]d) and
GC (u) = BC (u)−
d∑
i=1
DiC(u)BC (u(i)). (28)
The process BC is a tight, centered Gaussian process on [0, 1]d with covariance function
E{BC (u)BC (v)} = C(u ∧ v)− C(u)C(v),
i.e., BC is a d-dimensional Brownian bridge.
Proof of Theorem 1. Let ρ and ρ̂n be the vectors of the m bivariate Spearman’s rho coefficients and their estimators as
defined in Eqs. (4) and (6). Observe that√
n(̂ρn − ρ) = g[
√
n{̂Cn(u)− C(u)}]
can be expressed as a linear and continuous map g : `∞([0, 1]d) → Rm of the empirical copula process. The weak
convergence of
√
n(̂ρn − ρ) to the random vector Z = g{GC (u)} follows according to the continuous mapping theorem.
Using the fact that GC (u) is a tight Gaussian process, Lemma 3.9.8 in [41, p. 377], implies that Z is multivariate normally
distributed with mean vector zero and covariance matrixΣasym. In particular,
Σ
asym
(k,l)(s,t) = E
{
12
∫
[0,1]d
GC (u(k,l))du · 12
∫
[0,1]d
GC (v(s,t))dv
}
and an application of Fubini’s theorem yields the asserted form ofΣasym(k,l)(s,t). 
Appendix C. Simulation results referring to the estimation of the asymptotic covariance matrix
Tables 1 and 2 display the simulation results of the bootstrap procedure for estimating the asymptotic variance/
covariance of pairwise Spearman’s rho. A description of the results is given in Section 3.2.
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