Monotone Lévy processes with additive increments are defined and studied. It is shown that these processes have natural Markov structure and their Markov transition semigroups are characterized using the monotone Lévy-Khintchine formula. 17 Monotone Lévy processes turn out to be related to classical Lévy processes via Attal's "remarkable transformation." A monotone analogue of the family of exponential martingales associated to a classical Lévy process is also defined.
Introduction
One of the remarkable features of quantum probability is the existence of several different notions of independence. The most prominent examples are certainly tensor independence and free independence. Tensor independence is based on the tensor product of algebras and linear functionals. It generalizes the notion of independence used in classical probability and was used to develop the quantum stochastic calculus on the symmetric Fock space, cf. Ref. 13, 22 . Free independence can be motivated by the free product of groups. Even though it is incompatible with classical probabilitythere exist no non-trivial examples of classical random variables that are freely independent -it has been used to develop the so-called free probability theory, which has many parallels to classical probability, cf. Ref. 26, 27 . Another independence for which limit theorems, infinite-divisibility, convolution semigroups, etc. have been studied is boolean independence, see Ref. 25 .
Monotone independence 18, 17 arose from a non-commutative Brownian motion and an interacting Fock space that was introduced in Ref. 15, 16, 14 . Recently, Accardi, Ben Ghorbal, and Obata 1 have discovered that monotone independence also appears in the study of the comb product of graphs. Franz 9 has shown that monotone independence leads to an associative product of quantum probability spaces and can be used to develop a theory of quantum Lévy processes analogous to the ones for tensor, free, and boolean independence in Ref. 24 . The monotone product in not commutative, unlike the tensor, free, or boolean product.
Muraki 20, 19 has proven that there exist only five universal notions of independence in quantum probability. These are tensor, free, boolean, monotone, and anti-monotone independence. Franz 10 subsequently found a construction that reduces boolean, monotone, and anti-monotone independence to tensor independence. As an application the theories of quantum Lévy processes with boolean, monotone, and anti-monotone increments can be reduced to the theory of Lévy processes on involutive bialgebras. 23 This actually implies that for any quantum Lévy processes with monotone increments their exists a natural family of conditional expectations with respect to which it is Markovian, cf. Corollary 4.4 in Ref. 10 . But the construction is algebraic and does not give a direct expression for the semigroup of Markovian transition kernel.
In the present article we give a description of the semigroups of Markovian transition operators and kernels of quantum Lévy processes with additive monotonically independent increments. This is similar to the program carried out by Biane 5 for quantum Lévy processes with additive or multiplicative freely independent increments. But unlike the free product, the monotone product does not preserve traces, see Remark 2.2. Therefore the existence of the conditional expectations does not follow from the theory of von Neumann algebras, but relies on the explicit construction given in Ref. 10 . It turns out that monotone Lévy processes can be obtained from the Fock space realization of classical Lévy processes via Attal's "remarkable transformation," 2 see the proof of Theorem 4.1. The Fock space realization of a classical Lévy process defined in Equation (6) is a quantum semi-martingale in the sense of Ref. 2 only if the Lévy measure has compact support. In this case it turns out that the associated monotone Lévy process is even bounded for all t ≥ 0. We also associate a family of martingales to a monotone Lévy process that are analogous to the exponential martingales of a classical Lévy process, see Theorem 7.1.
Monotone Independence
In this section we present the definition of monotone independence and its main properties.
Definition 2.1. Let H be a Hilbert space, Ω ∈ H a unit vector, and define a state Φ : B(H) → C on the algebra of bounded operators on H by Φ(X) = Ω, XΩ , for X ∈ B(H).
Subalgebras A 1 , . . . , A r ⊆ B(H) are called monotonically independent w.r.t. Φ, if the following two conditions are satisfied.
Operators X 1 , . . . , X r ∈ B(H) are called monotonically independent w.r.t. Ω, if the subalgebras A i = alg(X i ) = span{X k i |k = 1, 2, . . .}, i = 1, . . . , r, they generate are monotonically independent.
Remark 2.1. We do not require the subalgebras to be unital. If the i th algebra A i contains the unit, then Φ| A k is a homomorphism for k > i, since
We will call a triple (A, H, Ω) consisting of a Hilbert space H, a unit vector Ω ∈ H, and a subalgebra A ⊆ B(H) a quantum probability space. By an operator process we shall mean an indexed family (X t ) t∈I of elements of some quantum probability space. A quantum random variable is a homomorphism j : B → A from some * -algebra into a quantum probability space and a quantum stochastic process is an indexed family (j t ) t∈I of quantum random variables.
, be two quantum probability spaces, and denote the states associated to Ω 1 and Ω 2 by Φ 1 and Φ 2 , respectively.
Then there exists a quantum probability space (A, H, Ω) and two injective state-preserving homomorphisms J i : A i → A, i = 1, 2, such that the images J 1 (A 1 ) and J 2 (A 2 ) are monotonically independent w.r.t. Ω.
We will call the quantum probability space (A, H, Ω) constructed in the previous proposition the monotone product of (A 1 , H 1 , Ω 1 ) and (A 2 , H 2 , Ω 2 ). When there is no danger of confusion, we shall identify the algebras A 1 and A 2 with their images J 1 (A 1 ) and J 2 (A 2 ), respectively.
Remark 2.2.
(a) The monotone product is associative and can be extended to more than two factors, see also Ref. 
shows that Φ can only be a trace on A, if Φ 2 | A2 is a homomorphism. Note that we identified the elements of A 1 and A 2 with their images under the embedding J 1 and J 2 to simplify the notation.
We now recall several results from Ref. 17, which will be important for the following sections. By C + = {z ∈ C|ℑz > 0} we denote the upper half plane. Denote by R X (z) = (z − X) −1 the resolvent of an operator X. Let X ∈ B(H) now be self-adjoint. We will need the reciprocal Cauchy transform
of the spectral measure of X evaluated in the state Φ. We use the same notation for the reciprocal Cauchy transform
of a probability measure ν on R.
. . , X n ∈ B(H) be monotonically independent self-adjoint operators. Then
This theorem suggests to define the monotone convolution of probability measures as follows. For any pair of probability measures µ, ν on R there exists a unique probability measure λ on R, whose reciprocal Cauchy transform is given by
We will call λ the monotone convolution of µ and ν and denote it by λ = µ ⊲ ν.
In the proof of Theorem 3.5 in Ref. 17, Muraki gives the following formula for the monotone convolution,
where the measures µ y , y ∈ R, are given by their reciprocal Cauchy transforms
The measures ν y , y ∈ R, can also be defined by ν y = δ y ⊲ ν. The monotone convolution is associative, affine in the first argument, and weakly continuous in both arguments. Note that it is not commutative.
A monotone convolution semigroup is a weakly continuous family (µ t ) t≥0 of probability measures on R such that µ s+t = µ s ⊲ µ t for all s, t ≥ 0 and µ 0 = δ 0 . Monotone convolution semigroups are in one-toone correspondence with continuous families (H t ) t≥0 of reciprocal Cauchy transforms that form a semigroup w.r.t. composition. These semigroups are even differentiable with respect to t and the derivative
is called their generator. Muraki has classified all monotone convolution semigroups in terms of their generators, see Theorem 4.5 in Ref. 17 . Since we will only consider monotone convolution semigroups of probability measures with compact support in this paper, we will need Theorem 5.1 from Ref. 17.
Theorem 2.2. (Lévy-Khintchine formula for the monotone convolution) Let (µ t ) t≥0 be a weakly continuous family of probability measures and assume µ t = δ 0 for some t > 0. Then the following are equivalent.
(a) (µ t ) t≥0 is a monotone convolution semigroup of compactly supported measures on R. (b) There exists a unique pair (a, ρ) = (0, 0) of a real number a and a compactly supported finite measure ρ on R such that the Pick function
generates H µt in the sense that for z ∈ C + , H µt (z) = w is the unique solution w ∈ C + of the equation We will call the pair (a, ρ) the characteristic pair of the monotone convolution semigroup (µ t ) t≥0 , −a its drift coefficient, ρ({0}) its diffusion coefficient, and 1 x 2 ρ − ρ({0})δ 0 its Lévy measure.
Conditional Expectations
We will first introduce "conditional expectations" for the monotone product of two quantum probability spaces.
, be two quantum probability spaces and denote by (A, H, Ω) their monotone product. Then there exists a linear map
is completely positive, (e) if A 1 and A contain units 1 1 and 1, then we have E 1 (1) = 1 1 .
We will call E 1 the conditional expectation from (A, H, Ω) onto
Proof. Let P denote the orthogonal projection onto
, we see that the image of the map from A to B(H) defined by Z → P ZP lies in J 1 (A 1 ). Therefore we can define
It is straight-forward to verify that E 1 satisfies all the properties listed in the proposition.
Remark 3.1. The map Z → P ZP from B(H) to B(H 1 ) ⊗ P 2 is basically the conditional expectation for the tensor product of quantum probability spaces. Note that it is impossible to define a conditional expectation onto A 2 in the same way, since the image of the map Z → P ′ ZP ′ , where P ′ is the orthogonal expectation onto Ω 1 ⊗ H 2 ⊆ H, does not lie inside J 2 (A 2 ). Proposition 3.2. Let X 1 and X 2 be two self-adjoint operators on H i and fix unit vectors Ω i ∈ H i , i = 1, 2. Denote by A i the C * -algebras A i = {f (X i )|f ∈ C b (R)} generated by X 1 and X 2 , respectively. Let (A, H, Ω) be the monotone product of (A i , H i , Ω i ), i = 1, 2, and denote the images of X 1 and X 2 in A again by X 1 and X 2 .
Then we have
Proof. The idea of the proof is the same as for Proposition 3.2 in Ref. 5 . Denote again by
the resolvent of an operator X. Then we have
As in Ref. 5 we can expand this expression into a norm convergent series
, and
By uniqueness of analytic continuation follows that the identity holds for all z ∈ C\[−||X 1 || − ||X 2 ||, ||X 1 || + ||X 2 ||].
Corollary 3.1. For all f ∈ C b (R), we have
where the operator T is defined by
with the measures µ 2,x determined by their reciprocal Cauchy transforms,
Remark 3.2. We can also prove this formula using only the fact that T does not depend on the distribution of X 1 and Formula (1). Denote the conditional expectation of f (
. Since the conditional expectation preserves expectations, we get
Denoting by µ 1 and µ 2 the distributions of X 1 and X 2 w.r.t. Ω, this becomes
Substituting µ 1 ⊲ µ 2 with Formula (1), we obtain
Since this has to hold for all probability measures µ 1 , we get the desired result. (a) (Independence of increments) For all n ∈ N and 0 ≤ t 1 ≤ · · · ≤ t n , the operators
Monotone Lévy Processes
are monotonically independent w.r.t. Ω. (b) (Stationarity) The distribution of an increment X t − X s w.r.t. to the state Φ(·) = Ω, · Ω depends only on t − s, i.e.
We will call two monotone Lévy processes (X t ) t≥0 and (X ′ t ) t≥0 , defined on (H, Ω) and (
Due to the monotone independence of the increments this implies that all finite joint distributions also coincide. Denote by C[x] the algebra of polynomials generated by one self-adjoint indeterminate x = x * . It is a dual group with the comultiplication ∆ : 
Conversely, a monotone Lévy processes (j st ) 0≤s≤t on C[x] in the sense of Definition 2.5 in Ref. 10 defines a monotone Lévy process in the sense of Definition 4.1 by
if these operators are bounded (and hence self-adjoint) for all t ≥ 0. Since we are only considering bounded operators, the marginal distributions (µ t ) t≥0 defined by
for t ≥ 0 have compact support contained in [−||X t ||, ||X t ||] and are uniquely determined by their moments. Therefore we obtain the following classification of monotone Lévy processes.
Proposition 4.1. We have a one-to-one correspondence between monotone Lévy processes (X t ) t≥0 (modulo equivalence) and monotone convolution semigroups (µ t ) t≥0 of compactly supported probability measures.
We will now apply the results of Ref. 9, 10 to show how the monotone Lévy process associated to a monotone convolution semigroup of compactly supported measures with characteristic pair (a, ρ) can be constructed.
Let µ be a compactly supported probability measure on R, supp µ ⊆ [−M, M ], with M > 0, and define ϕ µ :
Then ϕ µ is uniquely determined by the generating function
for |z| > M . It follows that the generator
of the convolution semigroup of states (ϕ t ) t≥0 , ϕ t = ϕ µt for t ≥ 0, associated to a monotone convolution semigroup (µ t ) t≥0 , can be characterized by the generating function
for sufficiently large |z|. Therefore we get
Note that L : C[x]
→ C extends to a unique continuous functional on C 2 b (R), which can be given by
for f ∈ C 2 b (R). Recall that a Schürmann triple (π, η, L) on a * -algebra B with a character ε : B → C over some (pre-) Hilbert space H consists of a
• a * -representation π of B on H, • a π-ε-cocycle η, i.e. a linear map η : B → H such that
for all a, b ∈ B, and
holds for all a, b ∈ B.
i.e. Equation (3) is satisfied. Furthermore, we get
and therefore Equation (4) is also satisfied.
For the case t = ∞, we introduce the shorter notation
Theorem 4.1. Let a be a real number, ρ a compactly supported finite measure on R, and H = L 2 (R, ρ). Denote by M x the operator H ∋ f → xf ∈ H and by 1 R ∈ H the constant function with value one. Then the quantum stochastic differential Equatioñ
has a unique bounded solution. Furthermore, (X t ) t≥0 with
is a monotone Lévy process w.r.t. the vacuum vector Ω. The monotone convolution semigroup associated to (X t ) t≥0 has characteristic pair (a, ρ).
is another monotone Lévy processes whose convolution semigroup has characteristic pair (a, ρ), then (X t ) t≥0 and (X ′ t ) t≥0 are equivalent.
Proof. Denote by B involutive algebra generated freely (as an algebra) by two self-adjoint generators x and p, with the coalgebra structure defined by
It follows from Section 3.2 in Ref. 10 and Schürmann's representation theorem 23 that Equation (5) has a solution on some dense invariant subspace of Γ L 2 (R + , H) and that 
is a quantum stochastic integral process with bounded coefficients and belongs therefore to the algebra S ′ of possibly unbounded quantum semimartingales introduced by Attal, 2 see also Ref. 4 . The operator process (X 0t ) t≥0 satisfies the quantum stochastic differential equatioñ are symmetric, bounded, and commute for all 0 ≤ s ≤ t, the operators X t =X 0t Γ t] are also symmetric and bounded, hence self-adjoint. This implies that (X t ) t≥0 is a monotone Lévy process in the sense of Definition 4.1.
The coefficients M x = π(x), 1 R = η(x), and −a = L(x) in Equation (5) correspond exactly to the Schürmann triple associated to the characteristic pair (a, ρ) in Lemma 4.1. Therefore (X t ) t≥0 has the correct monotone convolution semigroup.
Remark 4.1. It follows from Ref. 11 that Ω is cyclic for (X t ) t≥0 . But Ω is not separating, except for ρ = 0 (i.e. the pure drift process, see Subsection 6.1). Set X t = X t − Φ(X t )Γ t] for t ≥ 0. Then we have
proves that X s (X t − X s ) = 0 for 0 < s < t, unless X t = 0 for all t ≥ 0.
The Markov Semigroup of a Monotone Lévy Process
Let (a, ρ), (a, ρ) = (0, 0), be a non-trivial characteristic pair. In this section we will always assume that (X t ) t≥0 is the monotone Lévy processes on
As "conditional expectations" we will use the linear maps E t :
for t ≥ 0. Denote the image of E t by
These are exactly the operators on the Fock space which are Ω-adapted in the sense of Belton. 
H) invariant and vanish on its orthogonal complement.
The conditional expectations have the following properties.
Lemma 5.1.
Let (k t ) t≥0 be the quantum stochastic process on C[x] defined by
Denote by A t the algebra generated by Γ t] and X t , i.e. A t = k t (C[x]) and byÂ
the image of the extension of k t to C b (R). We have of course
for all 0 ≤ s ≤ t.
Theorem 5.1. The monotone Lévy process is Markovian, i.e. we have
, and f ∈ C b (R).
The semigroup of Markovian transition operators
, where µ t,x = δ x ⊲ µ t . The semigroup (T t ) t≥0 maps C b (R) to itself and polynomials to polynomials.
Proof. The computation of T t−s is the same as in the proof of Proposition 3.2 and Corollary 3.1, just write X t as a sum X t = X s + (X t − X s ) of two monotonically independent self-adjoint operators. The formula in Proposition 3.2 can be interpreted as a generating function and shows that polynomials are mapped to polynomials. On then other hand, equation (8) implies that T t f is again in C b (R), due to the continuity of the monotone convolution.
As in Ref. 5, 6 , the Markov property implies the existence of a classical version.
Corollary 5.1. There exists a classical Markov process (X t ) t≥0 on R that has the same time-ordered joint expectations as (X t ) t≥0 , i.e. E f 1 (X t1 ) · · · f n (X tn ) = Φ f 1 (X t1 ) · · · f n (X tn ) for all n ∈ N, 0 ≤ t 1 ≤ · · · ≤ t n , f 1 , . . . , f n ∈ C b (R).
We have the following expression for the generator of the semigroup (T t ) t≥0 .
Proposition 5.1. Let (X t ) t≥0 be the monotone Lévy process whose monotone convolution semigroup has characteristic pair (a, ρ). Then the generator
of the associated semigroup of transition operators is given by
for f ∈ C is a martingale w.r.t. the filtration of (X t ) t≥0 . An analogous family of martingales for free increment processes has been defined by Biane, see Section 4.3 in Ref.
5.
Definition 7.1. Let H be a Hilbert space, Γ L 2 (R + , H) the Fock space over L 2 (R + , H), and (E t ) t≥0 the family of conditional expectations introduced in (7).
We call a family (M t ) t∈I of operators on Γ L 2 (R + , H) indexed by an interval I ⊆ R + a martingale, if E s (M t ) = M s holds for all s, t ∈ I with s ≤ t.
Lemma 7.1. Let (µ t ) t≥0 be a monotone convolution semigroup of probability measures with reciprocal Cauchy transforms (H t ) t≥0 . Then the H t are injective on C + for all t ≥ 0.
Proof. If µ t = δ 0 for all t ≥ 0, then H t = id for all t ≥ 0 and the lemma is true. Assume now that (µ t ) is a non-trivial monotone convolution semigroup. Let t ≥ 0 and z 1 , z 2 ∈ H t (C + ) with H t (z 1 ) = H t (z 2 ). Then we have Theorem 7.1. Let T > 0, and let (µ t ) t≥0 be a monotone convolution semigroup of compactly supported probability measures with reciprocal Cauchy transforms (H t ) t≥0 and monotone Lévy process (X t ) t≥0 . Then for any z ∈ H T (C + ), the operator process (M z t ) 0≤t≤T with
is a martingale.
