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We study the effect of charged impurity screening on spin decoherence in bulk n-type GaAs,
and analyse in details the effect of the use of different Born approximations applied to a linearized
Thomas-Fermi screening theory. The spin relaxation times are calculated by ensemble Monte Carlo
techniques, including electron-electron, electron-impurities, and electron-phonons scattering. We
carefully choose a parameter region so that all the physical approximations hold, and, in particular,
a Yukawa-type potential can be used to describe the screened Coulomb interaction and the Born
series converges. Our results show that including the second order Born approximation yields much
shorter spin relaxation times compared to the commonly implemented first Born approximation:
spin relaxation times may be reduced by hundreds of picoseconds, with the first Born approximation
overestimating results by 30% or more for a large region of parameters. Though our ensemble Monte
Carlo simulations include electron-electron and electron-phonon interactions, when considering low
to intermediate carrier densities and T > 50 K, but T smaller than the Fermi temperature, our
results are in good agreement with Dyakonov-Perel theory when this includes electron-impurity
interactions only, which supports this to be the most relevant scattering mechanism for bulk GaAs
in this low-intermediate temperature regime.
PACS numbers: 72.25.-b, 71.70.EJ, 72.20.Dp, 85.75.-d
I. INTRODUCTION
In bulk semiconductors, despite the intricacy of many-
body interactions, the static screened Coulomb interac-
tion between a carrier and a shallow impurity, assumed
as a point-like particle, is usually described by a Yukawa-
type potential [1]. The validity of this two-body short-
range potential strongly relies on the random phase ap-
proximation (RPA) and also on the Thomas-Fermi ap-
proximation, which is indeed a static limit for small mo-
mentum wavevectors of the dielectric function [2]. These
are well-known results of the interacting Fermi gas theory
[3].
The range and strength of the screened Coulomb inter-
action is then determined by the screening length, that
can be calculated within a finite temperature linearized
Thomas-Fermi approximation (LTFA) in different Born
approximations [4]. At room or higher temperatures the
inverse screening length in first Born approximation (B1)
is a good enough approximation which provides reliable
Coulomb scattering rates, and therefore accurate compu-
tation of semiconductor properties such as electron mo-
bility [5] and spin relaxation time (SRT) [6, 7]. We recall
here that B1 is a high-energy approximation [8] and for
bulk semiconductors at low/intermediate temperatures
it may become invalid as found, for example, by Meyer
and Bartoli in their study of electron mobility in n-type
GaAs [9] and Silicon [10] at T ≈ 5 ÷ 80 K. However if
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the Born series converges, and B1 approximation fails,
including the second Born approximation (B2) is usually
rewarding because it gives a greater computational ac-
curacy and also sometimes it may reveal new physical
insights which were hidden by a poor approximation [8].
A very good approximation for the Born series up to
the second term is provided by Schwinger variational
principle for the scattering amplitude [11]. In the case
of Born series formulation for scattering phase shifts this
principle, together with Friedel sum rule (FSR) [12, 13]
gives an analytical expression of the inverse screening
length in B2 approximation in the limit of low tem-
peratures [14]. Because the screening determines the
strength of Coulomb scattering, its accurate estimate is
of paramount importance for material properties which
strongly depend on Coulomb collisions. This is indeed
the case of electron mobility at low temperatures or at
high doping concentration [1] or spin relaxation of an
electron ensemble due to spin-orbit coupling in semicon-
ductors lacking inversion symmetry, as groups III-V and
II-VI [15]. This spin relaxation process in such semicon-
ductors is the Dyakonov-Perel (DP) mechanism [16].
Electron spin decoherence in solid-state systems is a
central theme in spintronics whose main goal is the ac-
tive manipulation of spin degrees of freedom for various
potential applications: spin-based qubits for quantum in-
formation processes [17], spin-based devices such a spin
field-effect transistor [18], magnetic tunnel junctions [19],
devices enriched with new functionalities from spin phe-
nomena such as the spin-hall effect [20], etc. In this re-
gard, GaAs-based semiconductors have been the object
of an extensive study due to their long-lived electronic
spin lifetimes [21].
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2To our knowledge, no theoretical study has been car-
ried out so far on the effect of the use of different Born
approximations for the impurity screening on electronic
spin relaxation. In this work we aim to perform this
analysis for bulk n-type GaAs subject to DP mechanism.
We calculated the spin relaxation times within LTFA in
B1 and B2 by ensemble Monte Carlo simulations. Our
findings show that spin relaxation times are reduced by
a substantial amount, of the order of hundred(s) of pi-
coseconds, when calculated within LTFA in B2 approx-
imation. In addition, for lattice temperatures T > 50
K, T < TF (TF the Fermi temperature), and low to
intermediate carrier densities, we find that our numer-
ical SRT results show the temperature dependence be-
haviour predicted by the Dyakonov-Perel theory when
including electron-impurity scattering only. This sup-
ports that electron-impurity interactions are dominant
at those temperatures in bulk GaAs.
This paper is organized as follows. In Sections II
and III we recall the main results of finite temperature
Thomas-Fermi screening theory in different Born approx-
imations and the computational model employed to study
the spin dynamics in GaAs. In Section IV we present and
discuss our results for spin relaxation times in first and
second Born approximation for a range of temperatures
and given doping densities for which we expect our phys-
ical approximations, i.e. RPA and Boltzmann statistics,
to be reliable. Finally Sec. V summarizes our conclu-
sions.
II. INVERSE SCREENING LENGTH IN
DIFFERENT BORN APPROXIMATIONS
Within RPA and LTFA the Coulomb interaction po-
tential between an impurity of charge Z and an electron
in the conduction band (CB) is given by
V (r) = − Ze
2
4piεr
e−βTFr , (1)
where r = |rA−rB | is the distance between the carrier A
and impurity B at coordinates rA and rB respectively, ε
is the material dielectric constant, ε = 12.9 ε0 for GaAs,
and ε0 is the vacuum permittivity. The quantity βTF
is called Thomas-Fermi wavevector or “inverse screening
length”. Note that throughout this work we shall con-
sider only single charge impurities, i.e. Z = 1.
In semiconductors the inverse screening length can be
obtained exploiting the Friedel sum rule (FSR). The FSR
which holds for Fermi liquids [22] and free Fermi gas as
well [23], states that the impurity charge must be com-
pletely screened at finite distance by itinerant carriers
[12]. The Friedel Sum Rule for a n-type semiconductor
with one parabolic band, according to Stern’s formula
[13] is
2
pi
∞∑
l=0
(l + 1)
∫ ∞
0
fFD (E)
dδl (E)
dE
dE = Z , (2)
where fFD is Fermi-Dirac distribution and δl are the
phase shifts [24] due to the presence of the electron-
impurity potential (given by Eq. 1 in our case) relative to
the l -th partial wave solution of the Schro¨dinger radial
equation for angular momentum numbers l = 0, 1, · · · .
Indeed the phase shifts δl are then constrained by FSR.
In B1 approximation the phase shifts δl are given by
[11]
(tan δl)B1 = −
2m∗k
~2
∫ ∞
0
j2l (kr)V (r) r
2d r , (3)
where k is the wavevector magnitude of the colliding car-
rier of effective mass m∗ and energy E = ~2k2/2m∗ and
jl are the spherical Bessel functions. The bottom of the
Γ valley of GaAs as single ideal parabolic energy band
corresponds to a carrier effective mass m∗ = 0.067me
where me is the electron bare mass [25].
If B1 approximation holds it is usually assumed that
the δl are small, and then (tan δl)B1 ≈ δl ≡ δl,B1. Fur-
thermore when B1 holds, then the phase shifts in B2 are
smaller than the ones calculated in B1, i.e., δl,B2 < δl,B1
[26][27].
Assuming that B1 holds, inserting Eqs. 1, 3 in Eq. 2
and using the identity
∑
l (2l + 1) j
2
l = 1, one obtains the
following expression for the inverse screening length βTF,
i.e. βTF,B1 ≡ βB1 [1, 13]
β2B1 =
nee
2
εkBT
F−1/2(η)
F1/2(η)
. (4)
Here ne is the electronic density, kB is the Boltzmann
constant, T is the lattice temperature, Fj denotes the
Fermi-Dirac integral of order j [28] and finally η =
µ/ (kBT) is the reduced electronic chemical potential.
Eq. 4 is often referred to as ’Dingle’s theory of screen-
ing’ [4]. Dingle’s theory is indeed equivalent to a fi-
nite temperature linearized Thomas-Fermi approxima-
tion and manifestly disregards the electron-electron ex-
change and correlation effects [29]. This is clearly consis-
tent with RPA.
In order to find out the inverse screening length in B2
one can use the Schwinger variational principle for the
phase shifts. With the trial function ul (r) = rjl (kr)
this principle provides the useful relations [11]
tan δl = −kAl (1−Bl/Al) , (5)
and
Al =
∫ ∞
0
j2l (kr)U (r) r
2dr , (6)
and
Bl =
∫ ∞
0
dr
∫ ∞
0
dr′jl (kr)V (r)Gl (r, r′)
× U (r′) jl (kr′) r2r′2 . (7)
3In Eqs. 6 and 7, we have introduced the usual reduced
potential U (r) = 2m∗V (r) /~2 and the following func-
tion Gl
Gl (r, r
′) = kjl (kr<) ηl (kr>) , (8)
where ηl are the spherical Neumann functions, r< =
min{r, r′}, and r> = max{r, r′}.
Eq. 5 corresponds to the Born series through second
order [11]. Again we shall assume that we can approxi-
mate tan δl by δl in Eq. 5 to the second order. Moreover
notice that, to first order (Bl = 0), Eq. 5 gives the
B1 phase shifts δl = −kAl, the same of Eq. 3. In the
limit of low temperatures (see Section IV for the related
discussion), and assuming that only s-waves (l = 0) mat-
ters for corrections to the first order, one then can write
Schwinger variational principle as [14]
δl ' −kAl (1−B0/A0) . (9)
Finally Patterson and Lehoczky, by assuming that only
for kr  1 there are important contributions to the term
B0/A0 in Eq. 9, obtained the following formula for the
inverse screening length βB2 in B2 [14]
βB2 = C (βB1)βB1 , (10)
where we defined the function C of variable βB1 by
C (βB1) =
βB1
M +
√
M2 + β2B1
, (11)
and the negative constant M as
M = −m
∗Ze2
8pi~2
. (12)
In Fig. 1 we plot the function C dependence for a range
of temperatures and electronic densities. From Fig. 1 it
is evident that, by increasing the electronic densities, the
dependence of C on temperature becomes less important,
as we go from 5% spread with temperature for the smaller
density to 3% for the largest density considered. Indeed
at high electronic densities and for the temperatures con-
sidered in 1, C becomes temperature independent, e.g.
C = 1.27 for ne = 10
18 cm−3 regardless the tempera-
tures of interest. This is not a surprise as the increase of
the impurity concentration ni gives a more metallic char-
acter to the semiconductor. Note that we shall assume
full ionization throughout, i.e. ni = ne according to Ref.
[30].
More importantly we observe that in the case of donor
impurity always βB2 > βB1 which means that the range
of the interaction potential, roughly β−1TF, become shorter
when screening is accounted in B2, and hence the rel-
ative electron-impurity (e-i) scattering probability be-
comes smaller [11].
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FIG. 1. Variation of the function C upon the temperatures
and electron densities of interest.
III. PHYSICAL MODEL AND
COMPUTATIONAL METHOD
In this paper we consider Ensemble Monte Carlo sim-
ulations of electronic spin transport in 3-dimensional
GaAs. In the following we briefly recall the details of
the physical model and of the computational method; for
more details, we refer the reader to our previous works
[6, 7] and the references therein.
Within a parabolic approximation, representing the
bottom of the central Γ valley, the carriers undergo colli-
sions with lattice excitations (longitudinal acoustic (LA)
phonons, polar longitudinal optical (LO) phonons) and
singly-ionized impurities according to Brooks-Herring
(B-H) model [5]. Phonons are considered at equilib-
rium at the lattice temperature T . Electron-electron
scattering is accurately implemented for a nondegener-
ate regime, which means that the carriers are simulated
as distinguishable classical particles and their scatter-
ing time τee is then proportional to the electron density,
τee ∼ n−1e . In the present work we simulated N = 25, 000
carriers. We note in passing that for the case of a three-
dimensional interacting electron gas in the parameter
range considered the number of exchange processes is
negligible [3]. All the scattering rates are calculated
through Fermi’s Golden rule and implemented within En-
semble Monte Carlo (EMC) method [5]. The Ensemble
Monte Carlo method solves numerically the Boltzmann
equation for charge transport and therefore determines
the carriers free flight times and their scattering events
for each simulated particle [5]. EMC simulations are per-
formed until enough data are generated according to the
aims of the study. The carrier’s spin degree of freedom
can be included in EMC simulations either using den-
sity matrix formalism or full spinor wavefunction. We
4choose the latter approach in which each spinor wave-
function ψ is acted upon by an unitary time-evolution
operator Uˆ (t) = exp(−iHDt/~) generated by the Dres-
selhaus Hamiltonian HD [31]
HD = ~Ω(k) · ~σ , (13)
where ~σ = (σx, σy, σz) are the Pauli matrices, and the
Larmor precession frequency vector Ω(k) is
Ω(k) =
γso
~
[kx(k
2
y − k2z), ky(k2z − k2x), kz(k2x− k2y)] . (14)
Here ki are the wavevector components along the cubic
crystal axes, i = x, y, z, and γso is the spin-orbit coupling
(SOC), also called Dresselhaus coefficient. In the present
work we shall assume γso = 21.9 eV A˚
3 according to [6].
The single particle spinor wavefunction ψ at some later
time t > t0 = 0 is then given by
ψ (t) = Uˆ (t) = exp(−iHDt/~)ψ (t0) . (15)
After the system relaxes to thermal equilibrium, typi-
cally in a few picoseconds, we set the electron spins along
one direction, namely the z-axis. Their time-evolution is
then dictated by Eq. 15 causing spin dephasing. At
any given time we can extract the expectation values of
the Sx, Sy and Sz components of the individual electron
spin operator Sˆ to get the probability for the spin to
be aligned along each direction. Because we start from
an electronic ensemble fully polarized along the z -axis,
we focus on the time evolution of the expectation value
of the total z-component spin operator Sˆz,tot. For each
simulation, by plotting Sz,tot against time, and assuming
an exponential decay, we fit the data from the simulation
and extract the corresponding spin relaxation time τs [6].
A. The (ne, T ) Plane
In order to perform calculations consistent with the
physics discussed so far, we need to find a region
on the plane (ne, T ) where at the same time RPA
holds and Dyakonov-Perel is the dominant spin relax-
ation mechanism. Moreover this region should include
low/intermediate temperatures in a way that Patterson
and Lehoczky approximation (PLA) is expected to be
valid. Fig. 2 shows a partition of plane (ne, T ) where
the red curve corresponds to the points (ne, TF), being
TF the Fermi temperature relative to the electron den-
sity ne. Its end points are (n1 = 5 × 1016, TF1 = 85),
corresponding to a Wigner- Seitz radius rs = 1.7, and
(n2 = 2 × 1017, TF2 = 215), corresponding to rs = 1.0,
where densities and temperatures are assumed in cm−3
and K units respectively. We note that for densities
smaller than n1 = 5×1016 cm16 and temperatures smaller
than 50 K, GaAs behaves like an insulator (electrons are
localized at donor sites), while in region III electron-
plasmon interaction may become important [5]. In re-
gions I and II, see Fig. 2, RPA holds because the Wigner-
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FIG. 2. Parameter plane (ne, T ) for GaAs. Spin relaxation
times are calculated along the blue lines A and B. The red
curve indicates the TF (ne) curve. The vertical dashed line
corresponds to rs = 1. In regions I and II 1.0 ≤ rs ≤ 1.7.
Seitz radius rs ' 1 [3], and Elliot-Yafet spin relaxation is
less important than Dyakonov-Perel mechanism [30]. For
temperatures T  TF the pure quantum behaviour of the
electron gas is important. In this case the tiny electron-
electron cross-section stems directly from Pauli princi-
ple. However when working in intermediate regimes,
T
<∼ TF , due to the negligible number of exchange pro-
cesses in a three-dimensional interacting electron gas [3],
an electron-electron scattering which includes only direct
processes can be suitable for carriers’ dynamics simula-
tion, at the same time ensuring that the system ther-
malizes properly. We will then calculate spin relaxation
times along the solid lines A and B, see Sect. IV.
IV. RESULTS AND DISCUSSION
Patterson and Lehoczky assumed that their correction
to the inverse screening in B2 holds at low temperatures
without giving any specific information about the tem-
perature range. Clearly this correction makes sense in-
sofar B1 approximation for electron-impurity scattering
fails, which from previous studies it is known to happen
for temperatures T ≈ 5 ÷ 80 K in semiconductors like
GaAs and Si, see Refs. 9,10.
In this work we are simulating the system dynamics
using EMC, which means that we are in the privileged
position of been able to observe and characterize the scat-
tering events directly, e.g. tracking the overall occurrence
of a certain type of scattering or its momentum distribu-
tion, and we can then infer from this analysis the validity
range of B1. More precisely due to the large number of
collisions in EMC simulations, we may expect that PLA
corrections to B2 to be important whenever the majority
of e-i collisional events happens in s-wave or in p-wave
(l = 1) at very low energy [32]. To this end, in Fig. 3 we
plotted the (normalized) angular probability for e-i scat-
tering according to B-H model [33] employed in our EMC
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FIG. 3. Normalized angular probability in B-H approach
against e-i scattering angles in radiants for different carrier’s
energy E = 38.7, 6.5, 0.64 meV corresponding to tempera-
tures T = 300, 50, 5 K respectively. The inverse screening
length βB1 is calculated assuming ne = 6× 1016 cm−3.
code, for different electron thermal energies E = 3/2kBT
(classical gas) corresponding to different lattice temper-
atures [34].
On this premise we have calculated the spin relaxation
times τs due to DP mechanism along two curves in re-
gion II, lines A and B, see Fig. 2. Line A corresponds to
ne = 6 × 1016 cm−3 (TF = 85.7 K) and T = 50 ÷ 77 K.
The reasons for this choice are the following: a low doping
density is consistent with an impurity single-site model
due to large interatomic distances and then should not
require a multi-ion screening correction to the linearized
Thomas-Fermi screening theory of Section II. Moreover
an intermediate regime is provided by the chosen tem-
peratures which are smaller, but not much smaller, than
TF. Furthermore we refrain from going to lower temper-
atures, i.e. T < 50 K, because the collisions of carriers
with LA phonons become inelastic, a case which is not
included in our calculations. The only inelastic processes
in our EMC simulations are due to LO phonons absorp-
tion and emission.
The computed SRT curves along line A for the two
Born approximations of the screening length are shown
in Fig. 4. They both show a monotonic temperature
dependence, with the SRT increasing for decreasing tem-
peratures. However, while qualitatively the behavior of
the curves is similar, quantitatively the correction due to
B2 is very substantial: B1 predictions overshoot the B2
curve by 35% at T = 50 K and by 34% at T = 77 K.
The increase of SRT with temperature can be ex-
plained in terms of spin precession about randomly fluc-
tuating magnetic fields and temperature dependence of
electron-impurity scattering. Decreasing the tempera-
50 55 60 65 70 75 80
T [K]
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300
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600
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FIG. 4. Comparison of the spin relaxation times τs along line
A for B1 (squares) and B2 (diamonds) approximations. Here
ne = 6× 1016cm−3, N = 25, 000 and γso = 21.9 eVA˚3.
ture, the B-H electron-impurity scattering rate τ−1ei in-
creases. This is consistent with the e-i contribution to
electron mobility in GaAs. Indeed Hall mobility curves
show that for T = 5÷ 100 K the electron-impurity scat-
tering mainly controls the mobility [1].
The total scattering rate in the system is given by
Γtot = τ
−1
ei + τ
−1
ee + τ
−1
ap + τ
−1
op where the last two terms
denote LA and LO phonon scattering rates respectively
[35]. Then the Dyakonov-Perel spin decoherence mecha-
nism is characterized by [15]
1
τs
=
Ω2av
Γtot
, (16)
where Ωav is the average magnitude of Ω(k), see Eq. 14,
over the momentum distribution. When lattice temper-
atures decrease, Γtot increases due to e-i collisional rates
mainly. Indeed, from our EMC simulations performed at
T = 60 and then at T = 50 K for ne = 6× 1016cm−3 we
note an overall increase of the number of Coulomb (e-e
plus e-i) collisions of about 5 % which indeed slows the
spin dephasing.
According to the previous physical picture we expect
that τB2s < τ
B1
s , where τ
B1
s , τ
B2
s to be spin relaxation
times in B1 and B2 respectively: in fact the screening
computed in B2 reduces the e-i scattering probability
compared to the other scattering mechanisms, and this
reduction is correctly simulated by the EMC algorithm.
In Fig. 4 the curves for τB1s (squares) and τ
B2
s (di-
amonds) show indeed the correct behaviour. As noted,
∆τs = τ
B1
s −τB2s , is very substantial, and becomes larger
as the temperature decreases, where also one expects
that the Patterson and Lehoczky approximation becomes
more accurate.
The temperature dependence of the DP spin relaxation
rate due to charge impurity scattering Γs,e−i is expected
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FIG. 5. Fit of spin relaxation rate data for curve A (di-
amonds) by the curve Γs = a + bT
3/2 (a = 3.4 × 10−6,
b = 0.0011).
to be Γs,e−i ∼ T 3/2 [15]. The fitting of our results for
the spin relaxation rate, τB2s , shows a very similar tem-
perature dependence, see Fig. 5. This supports that e-i
scattering is the dominant scattering along line A. We
obtain similar results for curve B (not shown).
We can now further investigate whether or not the sec-
ond Born approximation is adequate to our problem. A
sufficient condition for the convergence of Born series at
all energies is given by [11]
I =
2m∗
~2
∫ ∞
0
dr r |V (r)| < 1 , (17)
which, together with one of the several necessary condi-
tions for the existence of at least one bound state [36],
says that the convergence happens when the potential V
does not support any bound state [11]. Kohn has shown
that for very low energy collisions the Born series con-
verges if [11, 37]:
I < 2l + 1 . (18)
Inserting Eq. 1 with βB1 in the expression for I from
Eq. 17, we obtain
I =
2m∗
~2
Ze2
4pi
1
βB1
, (19)
which becomes
I =
2Z
a∗BβB1
, (20)
where we used the effective Bohr radius a∗B =
(4pi~2ε)/(e2m∗). We plot I in Fig. 6 for ne = 6 × 1016
cm−3 and T = 30 ÷ 77 K (related to curve A) and
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FIG. 6. Values of integral I against temperatures along line
A (bottom panel) and line B (top panel).
ne = 1.5 × 1017 cm−3 and T = 70 ÷ 120 K (related
to curve B). Fig. 6 indeed shows that the inequality
Eq. 18 is satisfied for βB1 (and hence for βB2) for l = 1,
and thus the Born series should converge for the range of
temperatures and densities explored. In this regard, the
results in B2 should then be more accurate than the cor-
responding ones, computed in B1 insofar the PLA holds.
We note that the condition for validity of B1 along A
and B curves is not satisfied at low energies, as it would
required that I/2 1 [7].
The breaking of B1 approximation for the range of
temperatures explored in curve A was expected from
[10][9], though, to our knowledge, this is the first time
that the effect on the spin relaxation time is calculated
and demonstrated to be substantial. We wish now to ex-
plore this effect for a different range of temperatures and
density, so to properly sample region II of Fig. 2. We
consider another line in region II of Fig. 2, denoted by
B. This corresponds to the parameters: ne = 1.5× 1017
cm−3, TF = 186.6 K and temperature range T = 70÷120
K. Given the higher Fermi temperature, curve B indeed
corresponds to a similar degeneracy regime to curve A,
and, as previously demonstrated, the Born series should
converges for its range of parameters, see Fig. 6. It is
then justified for us to compute the SRT in B1 and B2
along curve B.
The results for spin relaxation times τs in B1 and B2
are shown in Fig. 7. Once more we find that the correc-
tion to τs due to B2 is quite substantial, with B1 predic-
tions overshooting the B2 results by 35% at T = 70 K
and by 27% at T = 120 K.
As for line A, the spin relaxation times τB1s and τ
B2
s
along line B decrease monotonically with temperatures,
as expected.
For the same temperature, SRT are now more than
770 80 90 100 110 120
T [K]
200
250
300
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FIG. 7. Comparison of the spin relaxation times τs along line
B for B1 (squares) and B2 (diamonds) approximations. Here
ne = 1.5× 1017cm−3, N = 25, 000 and γso = 21.9 eVA˚3.
20% greater than the corresponding ones along line A, for
instance, compare their values for T = 70 K. An increase
of SRT with the electronic density is a clear signature of
being far from the degenerate regime carriers’ dynamics
[30][6].
V. CONCLUSION
We have extended ensemble Monte Carlo techniques
to include second order Born approximation for the
electron-impurity screening and performed a systematic
analysis of the effect of using different Born approxima-
tions on electronic spin relaxation. Our findings demon-
strate that, for a quantitative estimate of spin relaxation
properties in semiconductors in an intermediate regime
of degeneracy (T ≥ 50 K, T/TF < 90%), it is crucial
to go beyond the first Born approximation. Our results
in fact show a substantial difference (more than 30% for
most of the parameter space explored) in spin relaxation
times when computed in first and second Born approxi-
mations. It is important to recall here that two important
requirements for the validity of Stern’s FSR formula are
met in our simulations: thermal equilibrium and parabol-
icity. Patterson and Lehoczky approximation may be-
come more important for lower temperatures and should
be further investigated including inelastic processes with
longitudinal acoustic phonons. It is worth recalling that
we performed EMC calculations of τs for a specific value
of SOC (γso = 21.9 eVA˚
3
) which gave us reliable val-
ues, when compared to experiments, for spin relaxation
times at room and higher temperatures [6][7]. However
the spin-orbit coupling for GaAs found in the literature
varies greatly [38] giving rise to a corresponding large
variation for τs values [6][39]: new experimental obser-
vations of spin dynamics in doped GaAs in the range of
temperatures and doping concentrations carefully cho-
sen in the present work would be useful both to provide
a quantitative confirmation to our findings and to the
importance of going beyond first-order Born approxima-
tion for quantitative estimates of spin properties in the
intermediate degeneracy regime.
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