An st-path is a path with the end-vertices s and t. An s-path is a path with an end-vertex s. The results of this paper include necessary and sufficient conditions for a {claw, net}-free graph G with s, t ∈ V (G) and e ∈ E(G) to have (1) a Hamiltonian s-path, (2) a Hamiltonian st-path, (3) a Hamiltonian s-and st-paths containing e when G has connectivity one, and (4) a Hamiltonian cycle containing e when G is 2-connected. These results imply that a connected {claw, net}-free graph has a Hamiltonian path and a 2-connected {claw, net}-free graph has a Hamiltonian cycle [3] . Our proofs of (1)-(4) are shorter than the proofs of their corollaries in [3], and provide polynomial-time algorithms for solving the corresponding Hamiltonicity problems.
Introduction
We consider simple undirected graphs. All notions on graphs that are not defined here can be found in [2, 12] .
A graph G is called H-free if G has no induced subgraph isomorphic to a graph H. A claw is a graph having exactly four vertices and exactly three edges that are incident to a common vertex. A claw can be drawn as the letter Y . A net is a graph obtained from a triangle by attaching to each vertex a new dangling edge.
There are many papers devoted to the study of Hamiltonicity of claw-free graphs, and, in particular, {claw, net}-free graphs (e.g. [1, 3, 4, 6, 7, 8, 10, 11] ). The maximum independent vertex set problem for {claw, net}-free graphs was studied in [5] . In this paper we establish some new Hamiltonicity results on {claw, net}-free graphs.
An st-path is a path with the end-vertices s and t. An s-path is a path with an end-vertex s. Let G be a {claw, net}-free graph, s, t ∈ V (G), s = t, and e ∈ E(G). The results of this paper include necessary and sufficient conditions for G to have: a Hamiltonian s-path (see 4.3 and 4.9 below), a Hamiltonian st-path when G has connectivity one (see 4.3), a Hamiltonian st-path containing e if G has connectivity one (4.6), a Hamiltonian s-path containing e when G has connectivity one (4.7), and a Hamiltonian cycle containing e when G is 2-connected (4.9).
From the above mentioned results we have the following corollaries.
1.1 [3] (Corollary of 4.3) Every connected {claw, net}-free graph has a Hamiltonian path.
1.2 [3] (Corollary of 4.9) Every 2-connected {claw, net}-free graph has a Hamiltonian cycle.
Our proofs of 4.3 and 4.9 are shorter and more natural than the proofs of their corollaries 1.1 and 1.2 in [3] . They also provide polynomial time algorithms for solving the corresponding Hamiltonian problems for {claw, net}-free graphs. In [1] a linear time algorithm was given for finding a Hamiltonian path and a Hamiltonian cycle (if any exist) in a {claw, net}-free graph.
The known results on 3-connected {claw, net}-free graphs include the following.
[11]
A 3-connected {claw, net}-free graph has a Hamiltonian xy-path for every two distinct vertices x and y.
[8]
Let G be a {claw, net}-free graph. If G is 3-connected, then every two nonadjacent edges in G belong to a Hamiltonian cycle. If G is 4-connected, then every two edges in G belong to a Hamiltonian cycle. 
Then the following are equivalent: (c1) G has a Hamiltonian x 1 x 2 -path containing L 1 and L 2 , (c2) G has a Hamiltonian z 1 z 2 -path containing L 1 and L 2 for every end-vertices z 1 , z 2 of L 1 , L 2 , respectively, and (c3) G − (L 1 ∪ L 2 ) is connected.
Let G be a k-connected {claw, net}-free graph, k ≥ 2, L a path in G, and |V (L)| ≤ k. Then G has a Hamiltonian cycle containing L if and only if G − L is connected.
Obviously both 1.3 and 1.4 follow immediately from 1.5. More results on Hamiltonicity of k-connected {claw, net}-free graphs can be found in [8] .
The results of this paper form a part of a broader picture on Hamiltonicity of {claw, net}-free graphs and were presented at the Discrete Mathematics Seminar at the University of Puerto Rico in November 1999 (see also [8, 6] ).
Main notions and notation
We consider undirected graphs with no loops and no parallel edges. We use the following notation: V (G) and E(G) are the sets of vertices and edges of a graph G, respectively, v(G) = |V (G)| and e(G) = |E(G)|, AvB is the union of two graphs A and B having exactly one vertex v in common, and AvB = Avu if B is an edge vu.
An st-path (s-path) is a path with the end-vertices s and t (an end-vertex s, respectively). If a and b are vertices of P , then aP b denote the subpath of P with the end-vertices a and b. A path (a cycle) of G is called Hamiltonian if it contains each vertex of G. A Hamiltonian path of G is also called a trace of G. We introduce the term track of G for a Hamiltonian cycle of G.
Let κ(G) denote the vertex connectivity of a graph G.
Let H be a subgraph of G. We write simply G − H instead of G − V (H). A vertex x of H is called an inner vertex of H if x is adjacent to no vertices in G − H, and a boundary vertex of H, otherwise. An edge e of H is called an inner edge of H if e is incident to an inner vertex of H.
A block of G is either an isolated vertex or a maximal connected subgraph
has exactly one boundary vertex, and an inner block, otherwise.
3
The key lemma
First we observe the following.
3.1
Let G be a graph. The following are equivalent: (a1) G has no induced subgraph isomorphic to a claw or a net and (a2) G has no connected induced subgraph with at least three end-blocks.
Let F be a counterexample with the minimum number of vertices. Then (1) every end-block has exactly one edge, (2) F has exactly three end-blocks, (3) if x ∈ V (F ) and F − x is connected, then x is a leaf, and (4) F is not a claw and not a net. By (2) and (3), F is a tree or has exactly one cycle which is a triangle. In both cases by (4), F has a leaf z such that F − z is a smaller counterexample, a contradiction. 2
The following lemma is useful for analyzing Hamiltonicity of {claw, net}-free graphs.
3.2
Let G be a {claw, net}-free graph and z ∈ V (G). Suppose that G − z has an xy-trace P and there exists e z = zp ∈ E(G), and so G is connected and p ∈ V (P ). Let e x and e y be the end-edges of P . Then G has an ab-trace Q such that {a, b} ⊂ {x, y, z},
Proof (uses 3.1). We define below a notion of a good path which is a special subpath of path P . Our goal is to show that if G has no required trace, then G has a good path and a maximal good path is a subpath of a longer good path in G, which is a contradiction. By the assumption of our claim, p ∈ V (P ). Let X = pP x = x 0 x 1 · · · x k−1 x k and Y = pP y = y 0 y 1 · · · y t , where x k = x, y t = y, and x 0 = y 0 = p. Let M r,s = x r P y s ,Ṁ r,s denote the subgraph of G induced by V (M r,s ), andM r,s =Ṁ r,s ∪ {x r x r+1 , y s y s+1 , zp}.
A subpath M r,s is called good if (x1)Ṁ r,s has a py s -trace containing x r−1 x r , (y1)Ṁ r,s has a px r -trace containing y s−1 y s , (x2) if x r = x, then for every v ∈ V (M r,s ) \ x r , the graphṀ r,s ∪ {x r x r+1 , x r+1 v} obtained fromṀ r,s by adding the edge x r x r+1 and a new edge x r+1 v has a py s -trace containing the path x r x r+1 v, (y2) if y s = y, then for every v ∈ V (M r,s )\y s , the graphṀ r,s ∪{y s y s+1 , y s+1 v} obtained fromṀ r,s by adding the edge y s y s+1 and a new edge y s+1 v has a px r -trace containing the path y s y s+1 v, and (z) for every v ∈ V (M r,s ) \ p, the graphṀ r,s ∪ {zp, zv} obtained fromṀ r,s by adding the edge zp and a new edge zv has an x r y s -trace (which clearly contains e z = zp and zv).
If p ∈ {x, y} or {x 1 z, y 1 z}∩E(G) = ∅, then clearly G has a required trace. Therefore let p ∈ {x, y} and {x 1 z, y 1 z} ∩ E(G) = ∅. Since G has no induced claws, the claw in G with the edge set {px 1 , py 1 , pz} is not induced, and therefore x 1 y 1 ∈ E(G).
ClearlyṀ 1,1 is a triangle and V (Ṁ 1,1 ) = {p, x 1 , x 2 }. Now it is easy to check that M 1,1 is a good path. Let M r,s be a maximal good path. Put A = {e x , e y , e z }. Suppose that b = y s+1 . By (x2), M r,s ∪xb has a zy s -trace L containing e x = x r x r+1 . Then zpLy s y s+1 P y is a yz-trace in G containing A. Now suppose that b = y s+1 . By (y1),Ṁ r,s has a {p, x r }-trace L. Then P ′ = zpLx r x r+1 y s+1 P y is a zy-trace in G. If y s+1 = y, then P ′ contains A. If y s+1 = y, then
This will lead to a contradiction because M r,s ⊂ M ′ , and therefore a good path M r,s will not be maximal. We recall that we consider the case when x r = x and y s = y.
Case (c1). Suppose that b = y s+1 . We want to prove that M r+1,s is a good path. (p.x1) Let us show that M r+1,s satisfies (x1). By (x2) for M r,s , the graphṀ r,s ∪ {x r x r+1 , x r+1 b} has a py s -trace L containing the path x r x r+1 b. Then L is also a py strace inṀ r+1,s containing x r x r+1 . (p.y1) Let us show that M r+1,s satisfies (y1). By (y1) for M r,s , the graphṀ r,s has a px r -trace L containing y s−1 y s . Then pLx r x r+1 is a px r+1 -trace inṀ r+1,s containing y s−1 y s . (p.x2) Let us show that M r+1,s satisfies (x2).
Consider
Case (c2). Now suppose that b = y s+1 . We want to prove that M r+1,s+1 is a good path. By symmetry, it suffices to proof that M r+1,s+1 satisfies (x1), (x2), and (z). Let us proof (x1). By (y1) for M r,s , graphṀ r,s has a px r -trace L. Then pLx r x r+1 y s+1 is a py s+1 -trace inṀ r+1,s+1 containing x r x r+1 . The proof of (x2) and (z) is similar to Case (c1). 2 4 More on {claw, net}-free graph Hamiltonicity Lemma 3.2 allows to give an easy proof of the following strengthening of 1.1.
4.1
Let G be a connected {claw, net}-free graph. Then (a1) G has a trace and (a2) if sz ∈ E(G) and G − z is connected, then sz belongs to a trace of G.
Proof (uses 3.2). We prove our claim by induction on v(G). The claim holds if v(G) = 1. Since G is connected, there exists z ∈ V (G) such that G − z is also connected. Let sz ∈ E(G). Since G is {claw, net}-free, clearly G − z is also {claw, net}-free. Therefore by the induction hypothesis, G − z has a trace. Then by 3.2, G has a trace containing sz. 2
Here is another strengthening of 1.1 for graphs of connectivity one. 
Proof
We prove our claim by induction on v(G). If v(G) = 3, then our claim is obviously true.
Then a ′ x = a ′ a and there is b ′ z ∈ E(B) such that z is an inner vertex of an end-block in G − b ′ . Hence by the arguments, similar to those in (p1), G has an a ′ b ′ -trace in G containing a ′ x (as well as b ′ z).
2 
4.4
Let G be a connected {claw, net}-free graph having k ≥ 2 blocks. Let A j , j ∈ {1, 2}, be an end-block of G, a ′ j the boundary vertex of A j , a j ∈ A j −a ′ j , and α j ∈ E(A j ). Let B i be an inner block of G and
Then G has an a 1 a 2 -trace containing U.
Proof (uses 4.1 and 4.2). Since G is connected, for every end-block A j of G there is an edge a ′ j p j ∈ E(G) \ E(A j ). Similarly, for every inner block
Then allĀ j 's andB i 's are induced subgraphs of G and, therefore, are {claw, net}-free. By 4.1, eachB i has a trace q i b i Q i b ′ i q ′ j containing β i . By 4.2, eachĀ j has a trace a j P j a ′ j p j containing α j . Then P 1 ∪ Q 1 . . . Q k−2 ∪ P 2 is an a 1 a 2 -trace containing U. Obviously, if G has an st-trace containing uv, then (G, s, t, uv) ∈ L. We will see that for {claw, net}-free graphs of connectivity one the converse is also true.
4.5
Let G be a connected graph, s ∈ V (G), and xsG be a {claw, net}-free graph. Let C be the end-block of vsG distinct from xs, c the boundary vertex of C, t ∈ V (C − c), and uv ∈ E(G). Then G has an st-trace containing uv if and only if (G, s, t, uv) ∈ L.
Proof (uses 4.2 and 4.4). By the above remark, it is sufficient to show that (G, s, t, uv) ∈ L implies that G has an st-trace containing uv. We prove our claim by induction on v(G). If uv ∈ E(C) or V (C) = {u, v}, then our claim follows from 4.4. Therefore let uv ∈ E(C). In particular, if v(C) = 2, then our claim is true. Therefore let v(C) ≥ 3, and so C is 2-connected. Let G ′ = G − t and C ′ = C − t, and so C ′ is connected. (p1) Suppose that G − {u, v} is not connected. Since (G, s, t, uv) ∈ L, vertices s and t belong in G − {u, v} to different components, say S and T , respectively. Since C is 2-connected,T = T ∪ uv is also 2-connected. 
4.8
Let G be a connected {claw, net}-free graph having k ≥ 2 blocks. Let A j , j ∈ {1, 2}, be an end-block of G, a ′ j the boundary vertex of A j , a j ∈ A j −a ′ j , and α j ∈ E(A j ). Let B i be an inner block of G and β i ∈ E(B i ). Let U = {α 1 , α 2 }∪{β i : i = 1, . . . , k−2}. Then G has an a 1 a 2 -trace containing U if and only if (c1) (A j , a j , a ′ j , α j ) ∈ L, j ∈ {1, 2} and (c2) β i is an inner edge of B i if v(B i ) ≥ 3, i ∈ {1, . . . , k − 2}.
