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Abstract
Given a vector function F = (F1, . . . , Fd), analytic on a neighborhood of some com-
pact subset E of the complex plane with simply connected complement, we define a
sequence of vector rational functions with common denominator in terms of the ex-
pansions of the components Fk, k = 1, . . . , d, with respect to the sequence of Faber
polynomials associated with E. Such sequences of vector rational functions are anal-
ogous to row sequences of type II Hermite-Pade´ approximation. We give necessary
and sufficient conditions for the convergence with geometric rate of the common de-
nominators of the sequence of vector rational functions so constructed. The exact rate
of convergence of these denominators is provided and the rate of convergence of the
approximants is estimated. It is shown that the common denominators of the approx-
imants detect the poles of the system of functions “closest” to E and their order.
Keywords: Montessus de Ballore’s Theorem · Faber polynomials · Simultaneous
approximation · Hermite-Pade´ approximation · Rate of convergence · Inverse results
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1 Introduction
The object of this paper is to prove a Montessus de Ballore-Gonchar type theorem
for simultaneous Pade´-Faber approximants analogous to the one obtained in [6] in
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the context of Hermite-Pade´ approximation. Such results, motivated in [8], include a
direct part where convergence of the approximants and their poles is derived provided
that the functions being approximated have convenient analytic properties, and an
inverse statement in which starting out from the asymptotic properties of the poles
of the approximants some important analytic properties of the functions being ap-
proximated are determined. For scalar functions, several approximating models have
been explored which in one way or another extend the notion of Pade´ approximation,
for example, see [4, 8, 12]. To avoid unnecessary repetitions, in the introduction of
[4, 6, 9] you can find an account of the history of the problem. We wish to mention
that in [3] we studied a similar problem when the approximants are built on the basis
of orthogonal expansions.
Let us clarify what we understand as a pole of a vector function and its order.
Definition 1.1. Let Ω := (Ω1,Ω2, . . . ,Ωd) be a system of domains such that, for
each α = 1, 2, . . . , d, Fα is meromorphic in Ωα. We say that the point λ is a pole of
F := (F1, F2, . . . , Fd) in Ω of order τ if there exists an index α ∈ {1, 2, . . . , d} such
that λ ∈ Ωα and it is a pole of Fα of order τ, and for β 6= α either λ is a pole of Fβ
of order less than or equal to τ or λ 6∈ Ωβ. When Ω = (Ω,Ω, . . . ,Ω), we say that λ
is a pole of F in Ω.
Let E be a compact subset of the complex plane C such that C \ E is simply
connected and E contains more than one point. It is convenient to assume that
0 ∈ E and this can be done, if necessary, without loss of generality making a change
of variables. There exists a unique exterior conformal mapping Φ from C \ E onto
C \ {w ∈ C : |w| ≤ 1} satisfying Φ(∞) =∞ and Φ′(∞) := limz→∞Φ(z)/z > 0. It is
well known that Φ′(∞) = 1/cap(E) where cap(E) is the logarithmic capacity of E.
For any ρ > 1, we define
Γρ := {z ∈ C : |Φ(z)| = ρ} and Dρ := E ∪ {z ∈ C : |Φ(z)| < ρ},
as the level curve of index ρ and the canonical domain of index ρ, respectively.
Denote by H(E) the space of all functions holomorphic in some neighborhood of
E. We define
H(E)d := {(F1, F2, . . . , Fd) : Fα ∈ H(E) for all α = 1, 2, . . . , d}.
Let F ∈ H(E)d. Denote by ρ0(F) the index ρ of the largest canonical domain
Dρ to which all Fα, α = 1, . . . , d, can be extended as holomorphic functions and by
ρm(F) the index ρ of the largest canonical domain Dρ to which all Fα, α = 1, . . . , d
can be extended so that F has at most m poles counting multiplicities.
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The Faber polynomial of E of degree n is defined by the formula
Φn(z) :=
1
2πi
∫
Γρ
Φn(t)
t− z
dt, z ∈ Dρ, n = 0, 1, 2, . . . . (1)
It equals the polynomial part of the Laurent expansion of Φn at infinity. Notice that
Φn(z) = (z/cap(E))
n + lower degree terms. (2)
The n-th Faber coefficient of G ∈ H(E) with respect to Φn is given by
[G]n :=
1
2πi
∫
Γρ
G(t)Φ′(t)
Φn+1(t)
dt,
where ρ ∈ (1, ρ0(G)) and ρ0(G) denotes the index of the largest canonical region
to which G can be extended as a holomorphic function. For an account on Faber
polynomials and its properties see [10, 11]. In particular, it is well known that
lim
n→∞
|Φn(z)|
1/n = |Φ(z)|, (3)
uniformly on compact subsets of C \ E.
Let us introduce simultaneous Pade´-Faber approximants.
Definition 1.2. Let F = (F1, . . . , Fd) ∈ H(E)
d. Fix m = (m1, . . . , md) ∈ N
d and
n ∈ N. Set |m| := m1+m2+ . . .+md. Then, there exist polynomials Qn,m, Pn,m,k,α,
such that
degPn,m,k,α ≤ n− 1, deg(Qn,m) ≤ |m|, Qn,m 6≡ 0, (4)
[Qn,mz
kFα − Pn,m,k,α]j = 0, j = 0, 1, . . . , n, (5)
for all k = 0, 1, . . . , mα − 1 and α = 1, 2, . . . , d. The vector of rational functions
Rn,m := (Rn,m,1, . . . , Rn,m,d) = (Pn,m,0,1, . . . , Pn,m,0,d)/Qn,m
is called an (n,m) simultaneous Pade´-Faber approximant of F.
Clearly,
[Qn,mz
kFα]n = 0, α = 1, . . . , d, k = 0, 1, . . . , mα − 1. (6)
Since Qn,m 6≡ 0, we normalize it to have leading coefficient equal to 1. We call Qn,m
the denominator of the (n,m) simultaneous Pade´-Faber approximant of F.
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Finding a solution of (4)-(5) reduces to solving a homogeneous system of (n +
1)|m| linear equations on (n+1)|m|+1 coefficients of Qn,m and Pn,m,k,α. Therefore,
for any pair (n,m) ∈ N × Nd, a vector of rational functions Rn,m always exists. In
general, it may not be unique. For each n, we choose one solution. The definition of
simultaneous Pade´-Faber approximants employed here differs from the one used in
[2] which may seem more natural but has serious inconveniences for proving inverse
type results.
Notice that (5) implies that linear combinations of the functions zkFα, 0 ≤ k <
mα, α = 1, . . . , d also verify (5) (with the same Qn,m and convenient polynomial P,
degP < n). This motivates the concept of system pole. Systems poles may not
coincide with the poles of the individual functions Fα (see examples in [6]).
Definition 1.3. Given F = (F1, . . . , Fd) ∈ H(E)
d and m = (m1, . . . , md) ∈ N
d, we
say that ξ ∈ C is a system pole of order τ of F with respect to m if τ is the largest
positive integer such that for each t = 1, 2, . . . , τ, there exists at least one polynomial
combination of the form
d∑
α=1
vαFα, deg(vα) < mα, α = 1, 2, . . . , d, (7)
which is holomorphic on a neighborhood of D|Φ(ξ)| except for a pole at z = ξ of exact
order t.
To each system pole ξ of F with respect to m, we associate several characteristic
values. Let τ be the order of ξ as a system pole of F. For each t = 1, . . . , τ, denote
by ρξ,t(F,m) the largest of all the numbers ρt(G) (the index of the largest canonical
domain containing at most t poles of G), where G is a polynomial combination of
type (7) that is holomorphic on a neighborhood of D|Φ(ξ)| except for a pole at z = ξ
of order t. There is only a finite number of such possible values so the maximum is
indeed attained. Then, we define
ρξ,t(F,m) := min
k=1,...,t
ρξ,k(F,m),
ρξ(F,m) := ρξ,τ(F,m) = min
k=1,...,τ
ρξ,k(F,m).
Fix α ∈ {1, . . . , d}. Let Dα(F,m) be the largest canonical domain in which all
the poles of Fα are system poles of F with respect to m, their order as poles of Fα
does not exceed their order as system poles, and Fα has no other singularity. By
ρα(F,m), we denote the index of this canonical domain. Let ξ1, . . . , ξN be the poles
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of Fα in Dα(F,m). For each j = 1, . . . , N, let τˆj be the order of ξj as a pole of Fα
and τj its order as a system pole. By assumption, τˆj ≤ τj . Set
ρ
∗
α(F,m) := min{ρα(F,m), min
j=1,...,N
ρξj ,τˆj
(F,m)}
and let D∗α(F,m) be the canonical domain with this index. We have assumed that
0 ∈ E where all the functions Fα are holomorphic; consequently, for a fixed α if we
were to define an analogous quantity for zkFα we would obtain the same number
ρ
∗
α(F,m) independently of k.
By QFm, we denote the monic polynomial whose zeros are the system poles of F
with respect to m taking account of their order. The set of distinct zeros of QFm is
denoted by P(F,m).
We are ready to state the direct result.
Theorem 1.1. Let F = (F1, . . . , Fd) ∈ H(E)
d and let m ∈ Nd be a fixed multi-index.
Suppose that F has exactly |m| system poles with respect to m counting multiplicities.
Then, for all sufficiently large n, the polynomials Qn,m and the approximants Rn,m,α
are uniquely determined,
lim sup
n→∞
‖Qn,m −Q
F
m‖
1/n = max
{
|Φ(ξ)|
ρξ(F,m)
: ξ ∈ P(F,m)
}
, (8)
where ‖ · ‖ denotes the coefficient norm in the space of polynomials. For any α =
1, . . . , d, k = 1, . . . , mα − 1, and any compact subset K of D
∗
α(F,m) \ P(F,m),
lim sup
n→∞
∥∥∥∥Pn,m,k,αQn,m − zkFα
∥∥∥∥
1/n
K
≤
‖Φ‖K
ρ∗α(F,m)
. (9)
where ‖ · ‖K denotes the sup-norm on K and if K ⊂ E, then ‖Φ‖K is replaced by 1.
In the inverse direction, we have
Theorem 1.2. Let F = (F1, F2, . . . , Fd) ∈ H(E)
d and m ∈ Nd be a fixed multi-index.
Suppose that the polynomials Qn,m are uniquely determined for all sufficiently large
n and there exists a polynomial Q|m| of degree |m| such that
lim sup
n→∞
‖Qn,m −Q|m|‖
1/n = θ < 1.
Then, F has exactly |m| system poles with respect to m counting multiplicities and
Q|m| = Q
F
m.
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An immediate consequence of Theorems 1.1 and 1.2 is the following corollary
which is the analogue of the Montessus de Ballore-Gonchar theorem for simultaneous
Pade´-Faber approximation.
Corollary 1.1. Let F = (F1, F2, . . . , Fd) ∈ H(E)
d and m ∈ Nd be a fixed multi-
index. Then, the following assertions are equivalent:
(a) F has exactly |m| system poles with respect to m counting multiplicities.
(b) The polynomials Qn,m of F are uniquely determined for all sufficiently large n
and there exists a polynomial Q|m| of degree |m| such that
lim sup
n→∞
‖Qn,m −Q|m|‖
1/n = θ < 1.
Consequently, if either (a) or (b) takes place, then Q|m| = Q
F
m, and (8)-(9) hold.
The outline of this paper is as follows. Section 2 contains the proof of Theorem
1.1. The proof of Theorem 1.2 is in Section 3.
2 Proof of Theorem 1.1
2.1 Auxiliary Lemmas
The following lemma (see, e.g., [10] or [11]) is obtained using (3) the same way as
similar statements are proved for Taylor series.
Lemma 2.1. Let G ∈ H(E). Then,
ρ0(G) =
(
lim sup
n→∞
|[G]n|
1/n
)−1
. (10)
Moreover,
∑∞
n=0[G]nΦn(z) converges to G(z) uniformly inside Dρ0(G).
Here and in what follows, the phrase “uniformly inside a domain” means “uni-
formly on each compact subset of the domain”.
As a consequence of Lemma 2.1, if F = (F1, F2, . . . , Fd) ∈ H(E)
d, then for each
α = 1, 2, . . . , d and k = 0, 1, . . . , mα − 1 fixed,
zkQn,m(z)Fα(z)− Pn,m,k,α(z) =
∞∑
ℓ=n+1
[zkQn,mFα]ℓΦℓ(z), z ∈ Dρ0(Fα), (11)
and Pn,m,k,α =
∑n−1
ℓ=0 [z
kQn,mFα]ℓΦℓ is uniquely determined by Qn,m.
The next lemma (see [7, p. 583] or [11, p. 43] for its proof) gives an estimate of
Faber polynomials Φn on a level curve.
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Lemma 2.2. Let ρ > 1 be fixed. Then, there exists c > 0 such that
‖Φn‖Γρ ≤ cρ
n, n ≥ 0. (12)
2.2 Proof of Theorem 1.1
Proof of Theorem 1.1. For each n ∈ N, let qn,m be the polynomial Qn,m normalized
so that
qn,m(z) =
|m|∑
k=0
λn,kz
k,
|m|∑
k=0
|λn,k| = 1. (13)
With this normalization, the polynomials qn,m are uniformly bounded on each com-
pact subset of C.
Let ξ be a system pole of order τ of F with respect to m. We will show that
lim sup
n→∞
|q(j)n,m(ξ)|
1/n ≤
|Φ(ξ)|
ρξ,j+1(F,m)
, j = 0, 1, . . . , τ − 1. (14)
Fix ℓ ∈ {1, . . . , τ}. Consider a polynomial combination of Gℓ of the type (7) that
is holomorphic on a neighborhood of D|Φ(ξ)| except for a pole of order ℓ at z = ξ and
verifies that ρℓ(Gℓ) = ρξ,ℓ(F,m). Then, we have
Gℓ =
d∑
α=1
vα,ℓFα, deg vα,ℓ < mα, α = 1, 2, . . . , d.
Set
Hℓ(z) := (x− ξ)
ℓGℓ(z) and a
(ℓ)
n,n := [qn,mGℓ]n.
By the definition of Qn,m, it follows that a
(ℓ)
n,n = 0. Therefore,
a(ℓ)n,n = [qn,mGℓ]n =
1
2πi
∫
Γρ1
qn,m(z)Gℓ(z)Φ
′(z)
Φn+1(z)
dz = 0,
where 1 < ρ1 < |Φ(ξ)|. Set
τ (ℓ)n,n :=
1
2πi
∫
Γρ2
qn,m(z)Gℓ(z)Φ
′(z)
Φn+1(z)
dz,
where |Φ(ξ)| < ρ2 < ρξ,ℓ(F,m). Using Cauchy’s residue theorem on the function
(qn,mGℓΦ
′)/Φn+1, we obtain
τ (ℓ)n,n = τ
(ℓ)
n,n − a
(ℓ)
n,n =
1
2πi
∫
Γρ2
qn,m(t)Gℓ(t)Φ
′(t)
Φn+1(t)
dt−
1
2πi
∫
Γρ1
qn,m(t)Gℓ(t)Φ
′(t)
Φn+1(t)
dt
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= res((qn,mGℓΦ
′)/Φn+1, ξ). (15)
Now,
res((qn,mGℓΦ
′)/Φn+1, ξ) =
1
(ℓ− 1)!
lim
z→ξ
(
(z − ξ)ℓGℓ(z)Φ
′(z)qn,m(z)
Φn+1(z)
)(ℓ−1)
=
1
(ℓ− 1)!
ℓ−1∑
t=0
(
ℓ− 1
t
)(
HℓΦ
′
Φn+1
)(ℓ−1−t)
(ξ)q(t)n,m(ξ). (16)
Consequently,
(ℓ− 1)!τ (ℓ)n,n =
(
Hℓ(ξ)Φ
′(ξ)
Φn+1(ξ)
)
q(ℓ−1)n,m (ξ) +
ℓ−2∑
t=0
(
ℓ− 1
t
)(
HℓΦ
′
Φn+1
)(ℓ−1−t)
(ξ)q(t)n,m(ξ),
where the sum is empty when ℓ = 1. Therefore,
q(ℓ−1)n,m (ξ) =
(ℓ− 1)!τ
(ℓ)
n,nΦn+1(ξ)
Hℓ(ξ)Φ′(ξ)
−
ℓ−2∑
t=0
(
ℓ− 1
t
)(
HℓΦ
′
Φn+1
)(ℓ−1−t)
(ξ)
Φn+1(ξ)q
(t)
n,m(ξ)
Hℓ(ξ)Φ′(ξ)
.
(17)
Choose δ > 0 small enough so that
ρ2 := ρξ,ℓ(F,m)− δ > |Φ(ξ)|. (18)
We have
|τ (ℓ)n,n| =
∣∣∣∣∣ 12πi
∫
Γρ2
qn,m(z)Gℓ(z)Φ
′(z)
Φn+1(z)
dz
∣∣∣∣∣ ≤ c1ρn2 . (19)
If ℓ = 1, from (17) and (19) we obtain
|qn,m(ξ)| ≤ c2
(
|Φ(ξ)|
ρ2
)n
which implies that
lim sup
n→∞
|qn,m(ξ)|
1/n ≤
|Φ(ξ)|
ρ2
.
Letting δ → 0, (14) readily follows for j = 0. For the remaining values of j, we use
induction.
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Suppose that (14) is true for j = 0, . . . , ℓ−2, 2 ≤ ℓ ≤ τ and let us prove that it is
also valid for j = ℓ− 1. Choosing δ > 0 as in (18), for t = 0, 1, . . . , ℓ− 2, we obtain∣∣∣∣∣
(
HℓΦ
′
Φn+1
)(ℓ−1−t)
(ξ)
∣∣∣∣∣ =
∣∣∣∣(ℓ− 1− t)!2πi
∫
|z−ξ|=ε
Hℓ(z)Φ
′(z)
(z − ξ)ℓ−tΦn+1(z)
dz
∣∣∣∣ ≤ c3(|Φ(ξ)| − δ)n ,
(20)
where {z ∈ C : |z−ξ| = ε} ⊂ {z ∈ C : |Φ(z)| > |Φ(ξ)|−δ}. Combining the induction
hypothesis, (17), (19), and (20), it follows from (17) that
lim sup
n→∞
∣∣(qn,m)(ℓ−1)(ξ)∣∣1/n
= lim sup
n→∞
∣∣∣∣∣(ℓ− 1)!τ
(ℓ)
n,nΦn+1(ξ)
Hℓ(ξ)Φ′(ξ)
−
ℓ−2∑
t=0
(
ℓ− 1
t
)(
HℓΦ
′
Φn+1
)(ℓ−1−t)
(ξ)
Φn+1(ξ)(qn,m)
(t)(ξ)
Hℓ(ξ)Φ′(ξ)
∣∣∣∣∣
1/n
≤ max
{
|Φ(ξ)|
ρ2
,
(
|Φ(ξ)|
|Φ(ξ)| − δ
)(
|Φ(ξ)|
ρξ,ℓ−1(F,m)
)}
. (21)
Letting δ → 0, we have ρ2 → ρξ,ℓ(F,m) and from (21), we obtain
lim sup
n→∞
∣∣(qn,m)(ℓ−1)(ξ)∣∣1/n ≤ max
{
|Φ(ξ)|
ρξ,ℓ(F,m)
,
|Φ(ξ)|
ρξ,ℓ−1(F,m)
}
≤
|Φ(ξ)|
ρξ,ℓ(F,m)
.
which completes the induction.
Let ξ1, . . . , ξw be the distinct system poles of F and let τj be the order of ξj as a
system pole, j = 1, . . . , w. By assumption, τ1 + . . .+ τw = |m|. We have proved that
for j = 1, . . . , w and t = 0, 1, . . . , τj − 1,
lim sup
n→∞
|q(t)n,m(ξj)|
1/n ≤
|Φ(ξj)|
ρξj ,t+1
(F,m)
≤
|Φ(ξj)|
ρξj
(F,m)
. (22)
Let Lj,t, j = 1, . . . , w, t = 0, 1, . . . , τj − 1, be the basis of polynomials of degree
≤ |m| − 1 defined by the interpolation conditions
L
(s)
j,t (ξk) = δj,kδt,s, k = 1, . . . , w, s = 0, . . . , τk − 1.
Then
qn,m − λn,|m|Q
F
m =
w∑
j=1
τj−1∑
t=0
q(t)n,m(ξj)Lj,t,
9
where λn,|m| is the leading coefficient of qn,m. From (22) it follows that
lim sup
n→∞
‖qn,m − λn,|m|Q
F
m‖
1/n
K ≤ max
{
|Φ(ξ)|
ρξ(F,m)
: ξ ∈ P(F,m)
}
for every compact set K ⊂ C. In finite dimensional spaces all norms are equivalent;
therefore,
lim sup
n→∞
‖qn,m − λn,|m|Q
F
m‖
1/n ≤ max
{
|Φ(ξ)|
ρξ(F,m)
: ξ ∈ P(F,m)
}
. (23)
In turn, this implies that
lim inf
n→∞
|λn,|m|| > 0, (24)
since otherwise for a subsequence of indices Λ, we would have limn∈Λ ‖qn,m‖ = 0
which contradicts the normalization imposed on the polynomials Qn,m (see (13)).
Combining (23) and (24), we get (8) with ≤ in place of =.
Now we know that degQn,m = |m|, n ≥ n0, since these polynomials converge to a
polynomial of degree |m|. In turn, this implies that Qn,m is uniquely determined for
all sufficiently large n because the difference of any two distinct monic polynomials
satisfying Definition 1.2 with the same degree produces a new solution of degree
strictly less than |m|, but we have proved that any solution must have degree |m|
for all sufficiently large n. Definition 1.2 implies that Pn,m,0,α is determined uniquely
through Qn,m; consequently Rn,m,α is uniquely determined for all large enough n.
Now, we prove the equality in (8). To the contrary, suppose that
lim sup
n→∞
‖Qn,m −Q
F
m‖
1/n = θ < max
{
|Φ(ξ)|
ρξ(F,m)
: ξ ∈ P(F,m)
}
. (25)
Let ζ be a system pole of F such that
|Φ(ζ)|
ρζ(F,m)
= max
{
|Φ(ξ)|
ρξ(F,m)
: ξ ∈ P(F,m)
}
.
Clearly, the inequality (25) implies that ρζ(F,m) <∞.
Choose a polynomial combination
G =
d∑
α=1
vαFα, deg vα < mα, α = 1, 2, . . . , d, (26)
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that is holomorphic on a neighborhood of D|Φ(ζ)| except for a pole of order s at z = ζ
with ρs(G) = ρζ(F,m). Notice that Q
F
mG must have a singularity on the boundary
of Dρs(G) which implies
lim sup
n→∞
|[QFmG]n|
1/n =
1
ρζ(F,m)
. (27)
In fact, if QFmG had no singularity on the boundary of Dρs(G), then all singularities
of G on the boundary of Dρs(G) would be at most poles and their order as poles
of G would be smaller than their order as system poles of F. In this case, we
could find a different polynomial combination G1 of type (26) for which ρs(G1) >
ρs(G) = ρζ(F,m) which contradicts the definition of ρζ(F,m). Therefore, Q
F
mG has
a singularity on the the boundary of Dρs(G) and the equality (27) holds.
Choose 1 < ρ < |Φ(ζ)|. Then, by the definition of Qn,m, (25), and (27),
1
ρζ(F,m)
= lim sup
n→∞
|[QFmG]n|
1/n = lim sup
n→∞
|[QFmG−Qn,mG]n|
1/n
= lim sup
n→∞
∣∣∣∣∣ 12πi
∫
Γρ
(QFm −Qn,m)(z)G(z)Φ
′(z)
Φn+1(z)
dz
∣∣∣∣∣
1/n
≤
θ
ρ
.
Letting ρ→ |Φ(ζ)| in the above inequality, we obtain the contradiction
1
ρζ(F,m)
≤
θ
|Φ(ζ)|
<
|Φ(ζ)|/ρζ(F,m)
|Φ(ζ)|
=
1
ρζ(F,m)
.
Let us prove the inequality (9). Let α ∈ {1, . . . , d} and k ∈ {0, 1, . . . , mα− 1} be
fixed and let ξ˜1, . . . , ξ˜N be the poles of z
kFα in Dα(F,m). For each j = 1, . . . , N, let
τˆj be the order of ξ˜j as a pole of z
kFα and τ˜j its order as a system pole of F. Recall
that by assumption, τˆj ≤ τ˜j. From equation (11), we have
Qn,mz
kFα − Pn,m,k,α =
∞∑
ℓ=n+1
aℓ,nΦℓ.
Multiplying the above equality by ω(z) :=
∏N
j=1(z − ξ˜j)
τˆj and expanding the result
in terms of the Faber polynomial expansion, we obtain
ωQn,mz
kFα − ωPn,m,k,α =
∞∑
ℓ=n+1
aℓ,nωΦℓ
11
=
∞∑
ν=0
bν,nΦν =
n+|m|∑
ν=0
bν,nΦν +
∞∑
ν=n+|m|+1
bν,nΦν (28)
Let K be a compact subset of D∗α(F,m) \ P(F,m) and set
σ := max{‖Φ‖K , 1} (29)
(σ = 1 when K ⊂ E). Choose δ > 0 so small that
ρ2 := ρ
∗
α(F,m)− δ > σ. (30)
Let us estimate
∑∞
ν=n+|m|+1 |bν,n||Φν | on Dσ. For ν ≥ n + |m|+ 1,
bν,n := [ωQn,mz
kFα − ωPn,m,k,α]ν = [ωQn,mz
kFα]ν
=
1
2πi
∫
Γρ2
zkω(z)Qn,m(z)Fα(z)Φ
′(z)
Φν+1(z)
dz,
where 1 < ρ2 < ρ
∗
α(F,m). By a computation similar to (19), we obtain
|bν,n| ≤
c4
ρν2
. (31)
Combining (30), (31), and Lemma 2.2, we have for z ∈ Dσ,
∞∑
ν=n+|m|+1
|bν,n||Φν(z)| ≤ c5
∞∑
ν=n+|m|+1
(
σ
ρ2
)ν
= c6
(
σ
ρ2
)n
,
which implies that
lim sup
n→∞
∥∥∥∥∥∥
∞∑
ν=n+|m|+1
|bν,n||Φν |
∥∥∥∥∥∥
1/n
Dσ
≤
σ
ρ2
.
Letting δ → 0+, we have ρ2 → ρ
∗
α(F,m) and
lim sup
n→∞
∥∥∥∥∥∥
∞∑
ν=n+|m|+1
|bν,n||Φν |
∥∥∥∥∥∥
1/n
Dσ
≤
σ
ρ∗α(F,m)
. (32)
Now, we wish to estimate
∑n+|m|
ν=0 |bν,n||Φν | on Dσ. Notice that
bν,n =
∞∑
ℓ=n+1
aℓ,n[ωΦℓ]ν .
12
Therefore, we need to estimate both |aℓ,n| and |[ωΦℓ]ν |.
First, we work on |aℓ,n|. Combining (22) and (24), it follows that for the system
poles ξ1, . . . , ξw of F, if τj is the order (as a system pole) of ξj , then
lim sup
n→∞
|Q(u)n,m(ξj)|
1/n ≤
|Φ(ξj)|
ρξj ,u+1
(F,m)
, u = 0, 1, . . . , τj − 1. (33)
We have
aℓ,n = [Qn,mz
kFα]ℓ =
1
2πi
∫
Γρ1
Qn,m(z)z
kFα(z)Φ
′(z)
Φℓ+1(z)
dz,
where 1 < ρ1 < ρ0(z
kFα) and define
τℓ,n :=
1
2πi
∫
Γρ2
Qn,m(z)z
kFα(z)Φ
′(z)
Φℓ+1(z)
dz,
where max{|Φ(ξ˜j)| : j = 1, . . . , N} < ρ2 < ρ
∗
α(F,m). Arguing as in (15) and (16),
we obtain
τℓ,n − aℓ,n =
N∑
j=1
res(Qn,mz
kFαΦ
′/Φℓ+1, ξ˜j)
=
N∑
j=1
1
(τˆj − 1)!
τˆj−1∑
u=0
(
τˆj − 1
u
)(
(z − ξ˜j)
τˆjzkFαΦ
′
Φℓ+1
)(τˆj−1−u)
(ξ˜j)Q
(u)
n,m(ξ˜j). (34)
Notice that (z − ξ˜j)
τˆjzkFα is holomorphic at ξ˜j. Let δ > 0 be such that
|Φ(ξ˜j)| − 2δ > 1, j = 1, . . . , N.
Computations similar to (19) and (20) give us
|τℓ,n| ≤
c7
ρℓ2
and
∣∣∣∣∣∣
(
(z − ξ˜j)
τˆjzkFαΦ
′
Φℓ+1
)(τˆj−1−u)
(ξ˜j)
∣∣∣∣∣∣ ≤
c8
(|Φ(ξ˜j)| − δ)ℓ
, (35)
respectively. Take ε > 0. From (33) it follows that for all j = 1, . . . , N,
|Q(u)n,m(ξ˜j)| ≤ c9
(
|Φ(ξ˜j)|+ ε
ρξ˜j ,τˆj
(F,m) + ε
)n
.
Using (34), (35) and the previous inequalities, we obtain
|aℓ,n| ≤ |τℓ,n|+
13
N∑
j=1
τˆj−1∑
u=0
1
(τˆj − 1)!
(
τˆj − 1
u
) ∣∣∣∣∣∣
(
(z − ξ˜j)
τˆjzkFαΦ
′
Φℓ+1
)(τˆj−1−u)
(ξ˜j)
∣∣∣∣∣∣
∣∣∣Q(u)n,m(ξ˜j)∣∣∣
≤
c7
ρℓ2
+ c10
N∑
j=1
(|Φ(ξ˜j)|+ ε)
n
(ρξ˜j ,τˆj(F,m) + ε)
n(|Φ(ξ˜j)| − δ)ℓ
≤
c7
ρℓ2
+
c10
(ρ∗α(F,m) + ε)
n
N∑
j=1
(|Φ(ξ˜j)|+ ε)
n
(|Φ(ξ˜j)| − δ)ℓ
(36)
Next, we estimate |[ωΦℓ]ν |. We can assume that ρ1 − δ > 1. By Lemma 2.2,
|[ωΦℓ]ν | ≤
∣∣∣∣∣ 12πi
∫
Γρ1−δ
ω(z)Φℓ(z)Φ
′(z)
Φν+1(z)
dz
∣∣∣∣∣ ≤ c11 (ρ1 − δ)
ℓ
(ρ1 − δ)ν
. (37)
By (36) and (37), we have
|bν,n| ≤
∞∑
ℓ=n+1
|aℓ,n||[ωΦℓ]ν |
≤
c12
(ρ1 − δ)ν
(
ρ1 − δ
ρ2
)n
+
c13(ρ1 − δ)
n
(ρ∗α(F,m) + ε)
n(ρ1 − δ)ν
N∑
j=1
(
|Φ(ξ˜j)|+ ε
|Φ(ξ˜j)| − δ
)n
. (38)
Combining (38) and Lemma 2.2, for z ∈ Dσ we obtain
n+|m|∑
ν=0
|bν,n||Φν(z)| ≤
(
c14
(
ρ1 − δ
ρ2
)n
+
c15(ρ1 − δ)
n
(ρ∗α(F,m) + ε)
n
N∑
j=1
(
|Φ(ξ˜j)|+ ε
|Φ(ξ˜j)| − δ
)n) n+|m|∑
ν=0
(
σ
ρ1 − δ
)ν
≤
(
c14
(
ρ1 − δ
ρ2
)n
+
c15(ρ1 − δ)
n
(ρ∗α(F,m) + ε)
n
N∑
j=1
(
|Φ(ξ˜j)|+ ε
|Φ(ξ˜j)| − δ
)n)
(n + |m|+ 1)σn+|m|.
This implies that
lim sup
n→∞
∥∥∥∥∥∥
n+|m|∑
ν=0
|bν,n||Φν |
∥∥∥∥∥∥
1/n
Dσ
≤
14
max
{
σ(ρ1 − δ)
ρ2
,
σ(ρ1 − δ)
ρ∗α(F,m) + ε
max
j=1,...,N
(
|Φ(ξ˜j)|+ ε
|Φ(ξ˜j)| − δ
)}
.
Letting ε, δ → 0+, and ρ1 → 1
+, we have ρ2 → ρ
∗
α(F,m) and we obtain
lim sup
n→∞
∥∥∥∥∥∥
n+|m|∑
ν=0
|bν,n||Φν |
∥∥∥∥∥∥
1/n
Dσ
≤
σ
ρ∗α(F,m)
. (39)
Using (8), (28), (32), and (39), we obtain (9) and the proof is complete.
3 Proof of Theorem 1.2
3.1 Incomplete Pade´-Faber approximation
Let us introduce the notion of incomplete Pade´-Faber approximation. Similar con-
cepts proved to be effective in the study of Hermite-Pade´ approximation and orthog-
onal Hermite-Pade´ approximation, see [5, 3].
Definition 3.1. Let F ∈ H(E). Fix m ≥ m∗ ≥ 1 and n ∈ N. Then, there exist
polynomials Qn,m,m∗ and Pn,m,m∗,k, k = 0, 1, . . . , m
∗ − 1, such that
deg(Pn,m,m∗,k) ≤ n− 1, deg(Qn,m,m∗) ≤ m, Qn,m,m∗ 6≡ 0.
[Qn,m,m∗z
kF − Pn,m,m∗,k]j = 0, j = 0, 1, . . . , n.
The rational function Rn,m,m∗ := Pn,m,m∗,0/Qn,m,m∗ is called an (n,m,m
∗) incomplete
Pade´-Faber approximant of F .
Clearly,
[zkQn,m,m∗F ]n = 0, k = 0, 1, . . . , m
∗ − 1
and Qn,m,m∗ may not be unique. For each m ≥ m
∗ ≥ 1 and n ∈ N, we choose one
candidate of Qn,m,m∗ . Since Qn,m,m∗ 6≡ 0, we normalize it to have leading coefficient
equal to 1. We call Qn,m,m∗ a denominator of an (n,m,m
∗) incomplete Pade´-Faber
approximant of F . Notice that for each α = 1, . . . , d, Qn,m (from (6)) is a denomi-
nator of an (n, |m|, mα) incomplete Pade´-Faber approximant of Fα.
Let Dρm∗(F ) be the largest canonical region in which F can be extended as a
meromorphic function having at most m∗ poles and ρm∗(F ) be the index of this
region.
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Lemma 3.1. Let F ∈ H(E). Fix m ≥ m∗ ≥ 1. Suppose that there exists a polynomial
Qm of degree m such that
lim
n→∞
Qn,m,m∗ = Qm. (40)
Then, ρ0(QmF ) ≥ ρm∗(F ).
Proof. Let qn,m,m∗ be the polynomial Qn,m,m∗ normalized so that
qn,m,m∗(z) =
m∑
k=0
λn,kz
k,
m∑
k=0
|λn,k| = 1. (41)
Let ξ be a pole of order τ of F in Dρm∗ (F ). Modifying conveniently the proof of (14),
one can show that
lim sup
n→∞
|q
(j)
n,m,m∗(ξ)|
1/n ≤
|Φ(ξ)|
ρm∗(F )
, j = 0, 1, . . . , τ − 1. (42)
Since the sequence of polynomials Qn,m,m∗ converges to Qm, (42) entails that ζ is
a zero of Qm of multiplicity at least τ . Being this the case for each pole of F in
Dρm∗ (F ), the thesis readily follows.
The following technical lemma, whose proof may be found in [1, Lemma 3], is
used for proving Lemma 3.3.
Lemma 3.2. If a sequence of complex numbers {AN}N∈N has the following proper-
ties:
(i) limN→∞ |AN |
1/N = 0;
(ii) there exists N0 ∈ N and C > 0 such that |AN | ≤ C
∑∞
k=N+1 |Ak|, for all
N ≥ N0,
then there exists N1 ∈ N such that AN = 0 for all N ≥ N1.
Lemma 3.3 below is the cornerstone for the proof of Theorem 1.2.
Lemma 3.3. Let F ∈ H(E). Fix m ≥ m∗ ≥ 1. Suppose that F is not a rational
function with at most m∗ − 1 poles and there exists a polynomial Qm of degree m
such that
lim sup
n→∞
‖Qn,m,m∗ −Qm‖
1/n = θ < 1. (43)
Then, the poles of F in Dρm∗(F ) are zeros of Qm counting multiplicities and, either
F has exactly m∗ poles in Dρm∗ (F ) or ρ0(QmF ) > ρm∗(F ).
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Proof. From Lemma 3.1, we know that the poles of F in Dρm∗ (F ) are zeros of Qm
counting multiplicities and ρ0(QmF ) ≥ ρm∗(F ). Assume that ρ0(QmF ) = ρm∗(F ).
Let us show that F has exactly m∗ poles in Dρm∗ (F ). To the contrary, suppose that
F has in Dρm∗ (F ) at most m
∗ − 1 poles. Then, there exists a polynomial qm∗ with
deg qm∗ < m
∗ such that
ρ0(qm∗F ) = ρm∗(F ) = ρ0(Qmqm∗F ).
Since deg qm∗ < m
∗, by the definition of Qn,m,m∗ , [Qn,m,m∗qm∗F ]n = 0. Take 1 < ρ <
ρm∗(F ). Then, by Lemma 2.1,
1
ρm∗(F )
= lim sup
n→∞
|[Qmqm∗F ]n|
1/n = lim sup
n→∞
|[Qmqm∗F −Qn,m,m∗qm∗F ]n|
1/n
= lim sup
n→∞
∣∣∣∣∣ 12πi
∫
Γρ
(Qm −Qn,m,m∗)(z)qm∗(z)F (z)Φ
′(z)
Φn+1(z)
dz
∣∣∣∣∣
1/n
.
From the equation above, using (43), it is easy to show that
1
ρm∗(F )
≤
θ
ρm∗(F )
,
which is possible only if ρm∗(F ) = ρ0(qm∗F ) =∞. Let us show that this is not so.
From (43), without loss of generality, we can assume that degQn,m,m∗ = m. Set
qm∗(z)F (z) =
∞∑
k=0
akΦk(z)
and
Qn,m,m∗(z) =
m∑
j=0
bn,jz
j ,
where bn,m = 1. From (43), we have
sup{|bn,j| : 0 ≤ j ≤ m, n ∈ N} ≤ c1. (44)
Since [Qn,m,m∗qm∗F ]n = 0, [z
jΦk]n = 0 whenever deg(z
jΦk) < n and [z
mΦn−m]n =
capm(E) (see (2)), we obtain
0 = [Qn,m,m∗qm∗F ]n =
∞∑
k=0
m∑
j=0
akbn,j [z
jΦk]n =
∞∑
k=n−m
m∑
j=0
akbn,j[z
jΦk]n
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= capm(E)an−m +
∞∑
k=n−m+1
m∑
j=0
akbn,j [z
jΦk]n. (45)
Take ρ > 1. Using Lemma 2.2, for j = 0, 1, . . . , m, and k ≥ n−m+ 1, we obtain
[|zjΦk]n| =
∣∣∣∣∣ 12πi
∫
Γρ
zjΦk(z)Φ
′(z)
Φn+1(z)
dz
∣∣∣∣∣ ≤ c2 ρ
k
ρn
. (46)
Combining (44), (45), and (46), it follows that
|an−m|ρ
n−m ≤ c3
∞∑
k=n−m+1
|ak|ρ
k. (47)
Taking n−m = N and |ak|ρ
k = Ak, (47) is (ii) of Lemma 3.2 and we also have (i)
because
lim
N→∞
|AN |
1/n = lim
N→∞
(|aN |ρ
N)1/N = ρ/ρ0(qm∗F ) = 0.
Consequently, there exists N1 ∈ N such that aN = 0 for all N ≥ N1. Thus, qm∗F is
a polynomial and F is a rational function with at most m∗ − 1 poles contradicting
the assumption that F is not a rational function with at most m∗ − 1 poles. So, F
has exactly m∗ poles in Dρm∗ (F ) as we wanted to prove.
3.2 Proof of Theorem 1.2
Before proving the main result, let us point out several important ingredients.
Given a system of functions F ∈ H(E)d and a multi-index m ∈ Nd, the space
generated through polynomial combinations of the form (7) has dimension ≤ |m|.
Therefore, F can have at most |m| system poles with respect to m counting multi-
plicities since the functions which determine the system poles and their order are of
the form (7) and they are obviously linearly independent. For more details, see [6,
Lemma 3.5].
The concept of polynomial independence of a vector of functions was introduced
in [6] and is also useful in this context.
Definition 3.2. A vector F = (F1, . . . , Fd) ∈ H(E)
d is said to be polynomially
independent with respect to m = (m1, . . . , md) ∈ N
d if there do not exist polynomials
p1, . . . , pd, at least one of which is non-null, such that
(i) deg pα < mα, α = 1, . . . , d,
(ii)
∑d
α=1 pαFα is a polynomial.
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According to the assumptions of Theorem 1.2, for all n ≥ n0, the polynomial Qn,m
is unique and degQn,m = |m|. This implies that F is polynomially independent with
respect to m for, otherwise, it is easy to see that for all sufficiently large n we can
construct (n,m) simultaneous Pade´-Faber approximants of F with degQn,m < |m|,
see [6, Lemma 3.2]. Notice that if F is polynomially independent with respect to
m, then for each α = 1, . . . , d, Fα is not a rational function with at most mα − 1
poles. As we pointed out in Section 3.1, for each α = 1, . . . , d, Qn,m is a denomina-
tor of an (n, |m|, mα) incomplete Pade´-Faber approximant of Fα. Consequently, the
assumptions of Theorem 1.2 allow us to make use of Lemma 3.3 in its proof.
Finally, one can reduce the proof of Theorem 1.2 to the case when the multi-index
m has all its components equal to 1. Indeed, given F ∈ H(E)d and m ∈ Nd, define
F := (F1, . . . , z
m1−1F1, F2, . . . , z
md−1Fd) = (f1, f2, . . . , f|m|) (48)
and
m := (1, 1, . . . , 1) (49)
with |m| = |m|. The following assertions are easy to verify:
(i) the systems of equations that define Qn,m for F and m, and Qn,m for F and m
are the same.
(ii) F is polynomially independent with respect tom if and only if F is polynomially
independent with respect to m.
(iii) the poles and system poles of (F,m) and (F,m), as well as their orders, coin-
cide.
(iv) ρm(F) = ρm(F), for all m ∈ N ∪ {0}.
Proof of Theorem 1.2. As shown above, without loss of generality, we can restrict
our attention to the analysis of (F,m) defined in (48) and (49). Notice that (7)
reduces to taking linear combinations of the components of F. We also have that
Qn,m = Qn,m and F is polynomially independent with respect to m.
The arguments used in the prove follow closely those employed in proving the
inverse part of [6, Theorem 1.4];
Choose β = 1, . . . , |m|. From Lemma 3.3, either Dρ1(fβ) contains exactly one pole
of fβ and it is a zero of Q|m|, or ρ0(Q|m|fβ) > ρ1(fβ). Hence, Dρ0(F) 6= C and the zeros
of Q|m| contain all the poles of fβ on the boundary of Dρ0(fβ) counting their order.
Moreover, the function fβ cannot have on the boundary of Dρ0(fβ) singularities other
than poles. Thus, the poles of F on the boundary of Dρ0(F) are zeros of Q|m| counting
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multiplicities and the boundary contains no other singularity but poles. Let us call
them candidate system poles of F and denote them by a1, . . . , an1 taking account of
their order. They constitute a first layer of candidate system poles of F.
Since degQ|m| = |m|, n1 ≤ |m|. If n1 = |m|, we are done finding candidate
system poles. Let us assume that n1 < |m| and let us find coefficients c1, . . . , c|m|
such that
∑|m|
β=1 cβfβ is holomorphic in a neighborhood of Dρ0(F). For this purpose
we solve a homogeneous system of n1 linear equations with |m| unknowns. In fact,
if z = a is a candidate system pole of F with multiplicity τ, we obtain τ equations
choosing the coefficients cβ so that
∫
|w−a|=δ
(w − a)k

 |m|∑
β=1
cβfβ(w)

 dw = 0, k = 0, . . . , τ − 1. (50)
We write the equations for each distinct candidate system pole on the boundary of
Dρ0(F). This homogeneous system of linear equations has at least |m| − n1 linearly
independent solutions, which we denote by c1j , j = 1, . . . , |m| − n
∗
1, where n
∗
1 ≤ n1
denotes the rank of the system of equations.
Let
c1j := (c
1
j,1, . . . , c
1
j,|m|), j = 1, . . . , |m| − n
∗
1.
Define the (|m| − n∗1)× |m| dimensional matrix
C1 :=


c11
...
c1|m|−n∗
1

 .
Define the vector g1 of |m| − n
∗
1 functions given by
gt1 := C
1F
t
= (g1,1, . . . , g1,|m|−n∗
1
)t,
where At denotes the transpose of the matrix A. Since all the rows of C1 are non-
null and F is polynomially independent with respect to m, none of the functions
g1,j =
∑|m|
β=1 c
1
j,βfβ, j = 1, . . . , |m| − n
∗
1, are polynomials.
Consider the canonical domain
Dρ0(g1) =
|m|−n∗
1⋂
j=1
Dρ0(g1,j).
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Clearly, Dρ0(F) ( Dρ0(g1) and [Qn,mg1,j]n = 0 for all j = 1, . . . , |m| − n
∗
1. Therefore,
for each j = 1, . . . , |m| − n∗1, Qn,m is a denominator of an (n, |m|, 1) incomplete
Pade´-Faber approximant of g1,j. Since the g1,j are not polynomials, by Lemma 3.3
with m∗ = 1, for each j = 1, . . . , |m| − n∗1, either Dρ1(g1,j) contains exactly one pole
of g1,j and it is a zero of Q|m|, or ρ0(Q|m|g1,j) > ρ1(g1,j). In particular, Dρ0(g1) 6= C
and all the singularities of g1 on the boundary of Dρ0(g1) are poles which are zeros of
Q|m| counting their order. They form the next layer of candidate system poles of F.
Denote by an1+1, . . . , an1+n2 these new candidate system poles. Again, if n1+n2 =
|m|, we are done. Otherwise, n2 < |m| − n1 ≤ |m| − n
∗
1, and we repeat the same
process eliminating the n2 poles an1+1, . . . , an1+n2 . We have |m|−n
∗
1 functions which
are holomorphic on Dρ0(g1) and meromorphic in a neighborhood of Dρ0(g1). The
corresponding homogeneous system of linear equations, similar to (50), has at least
|m| − n∗1 − n2 linearly independent solutions c
2
j , j = 1, . . . , |m| − n
∗
1 − n
∗
2, where
n∗2 ≤ n2 is the rank of the new system. Let
c2j := (c
2
j,1, . . . , c
2
j,|m|), j = 1, . . . , |m| − n
∗
1 − n
∗
2.
Define the (|m| − n∗1 − n
∗
2)× (|m| − n
∗
1) dimensional matrix
C2 :=


c21
...
c2|m|−n∗
1
−n∗
2

 .
Define the vector g2 with |m| − n
∗
1 − n
∗
2 functions given by
gt2 := C
2gt1 = C
2C1F
t
= (g2,1, . . . , g2,|m|−n∗
1
−n∗
2
)t.
As C1 and C2 have full rank, so does C2C1. Therefore, the rows of C2C1 are linearly
independent; in particular, they are non-null. Thus, all component functions of g2
are not polynomials, due to the polynomial independence of F with respect to m,
and we can apply again Lemma 3.3. The proof is completed using finite induction.
On each layer of system poles, 1 ≤ nk ≤ |m|. Therefore, in a finite number of
steps, say N−1, their sum equals |m|. Consequently, the number of candidate system
poles of F in some canonical region, counting multiplicities, is exactly equal to |m|
and they are precisely the zeros of Q|m| as we wanted to prove.
Summarizing, in the N −1 steps, we have produced N layers of candidate system
poles. Each layer contains nk candidates, k = 1, . . . , N. At the same time, on each
step k, k = 1, . . . , N − 1, we have solved a linear system of nk equations, of rank n
∗
k,
with |m| − n∗1 − · · · − n
∗
k, n
∗
k ≤ nk, linearly independent solutions. We find ourselves
on the N -th layer which has nN candidate system poles.
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Let us try to eliminate the poles on the last layer. For that purpose, define the
corresponding homogeneous system of linear equations as in (50), and we get
nN = |m| − n1 − · · · − nN−1 ≤ |m| − n
∗
1 − · · · − n
∗
N−1 =: nN
equations with nN unknowns. For each candidate system pole a of multiplicity τ on
the N -th layer, we impose the equations
∫
|w−a|=δ
(w − a)k
(
nN∑
β=1
cβgN−1,β(w)
)
dw = 0, k = 0, . . . , τ − 1, (51)
where δ is sufficiently small and the gN−1,β, β = 1, . . . , nN , are the functions associ-
ated with the linearly independent solutions produced on step N − 1.
Let n∗N be the rank of this last homogeneous system of linear equations. Assume
that n∗k < nk for some k ∈ {1, . . . , N}. Then, the rank of the last system of equations
is strictly less than the number of unknowns, namely n∗N < nN . Repeating the same
process, there exists a vector of functions
gN := (gN,1, . . . , gN,|m|−n∗1−···−n∗N )
such that none of gN,β is a polynomial because of the polynomial independence of
F with respect to m. Applying Lemma 3.3, each gN,β has on the boundary of its
canonical domain of analyticity a pole which is a zero of Q|m|. However, this is
impossible because all the zeros of Q|m| are strictly contained in a smaller domain.
Consequently, nk = n
∗
k, k = 1, . . . , N.
We conclude that all the N homogeneous systems of linear equations that we have
solved have full rank. This implies that if in any one of those N systems of equations
we equate one equation to 1 instead of zero (see (50) or (51)), the corresponding
nonhomogeneous system of linear equations has a solution. By the definition of a
system pole, this implies that each candidate system pole is indeed a system pole of
order at least equal to its multiplicity as zero of Q|m|. However, F can have at most
|m| system poles with respect to m; therefore, all candidate system poles are system
poles, and their order coincides with the multiplicity of that point as a zero of Q|m|.
This also means that Q|m| = Q
F
m. We have completed the proof.
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