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INTRODUCTION 
The main purpose of this paper is to introduce a new notion of stability, 
which will be called uniform Lipschitz stability, for systems of differential 
equations. For linear systems, the notions of uniform Lipschitz stability 
and that of uniform stability are equivalent (Theorem 2.1). However, for 
nonlinear systems, the two notions are quite distinct (Examples 4.1,4.2). In 
fact, uniform Lipschitz stability lies somewhere between uniform stability 
on one side and the notions of asymptotic stability in variation of Brauer 
[S] and uniform stability in variation of Brauer and Strauss [7] on the 
other side. Furthermore, uniform Lipschitz stability neither implies 
asymptotic stability nor is it implied by it (Example 4.4). 
Consider the nonlinear system 
x’ =f( t, x), (1) 
along with its associated variational systems 
Y’ =fJ4 O)Y, (2) 
z’ =f;(t, x(c fo, X0))& (3) 
where f~ C[J x R”, KY] and f, = 3f/lax exists and continuous on J x R”, 
J=[t,,co], toaO,f(t,O)=O, and x(t,~,,x,) is the solution of (1) with 
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x(t,, t,, x,,) =x0. The fundamental matrix solution @(t, t,,, 0) of (2) is 
given by [lo] 
@(t, to, 0) =; (46 to, 0)) 
0 
(4) 
and the fundamental matrix solution @(t, to, x0) of (3) is given by [lo] 
@(h to, x0)=-g (44 to, x0)). 
0 
The connection between the stability of the zero solution of (1) and the 
zero solutions of (2) and (3) has been extensively investigated in 
[2, 5-8, 11, 14, 151. Analogous results are established here for the notion of 
uniform Lipschitz stability (Sect. 3). 
Before giving further details, we give some of the main definitions that 
we need in the sequel. 
DEFINITION 1.1. The zero solution of (1) is said to be uniformly 
Lipschitz stable if there exists M> 0 and 6 > 0 such that 
Ix(t, to,xo)l <<lx,l, whenever lx01 <6 and t3to>0. 
DEFINITION 1.2. The zero solution of (1) is said to be globally 
uniformly Lipschitz stable if there exists M>O such that 
Ix(t, to, x0)1 6 Mix,,/ for 1x0( < co and t > I, 2 0. 
DEFINITION 1.3. The zero solution of (1) is said to be uniformly 
Lipschitz stable if there exists M > 0 and 6 > 0 such that I@(& to, x0)/ d M 
for lx01 ,<6 and t > t,>O. 
DEFINITION 1.4. The zero solution of (1) is said to be globally 
uniformly Lipschitz stable in variation if there exists M> 0 such that 
I@(t,t,,x,)l<J4for (xol<cc and tat,>O. 
We remark here that the notion of Definition 1.4 was given in [2, 71 
under the name “global uniform stability in variation.” 
In Section 2 we first show the equivalence of various notions of stability 
in linear systems. Then criteria are given for the notions of stability of 
Definitions 1.1-1.4. Furthermore, sufficient conditions are given for the 
uniform Lipschitz stability of the perturbed system x’ =f( t, x) + g( t, x). In 
Section 3, we establish the relationship among the above mentioned 
notions of stability. Moreover, it is shown that the definition of exponential 
asymptotic stability in variation of Patchpatte [15] is redundant 
(Remark 3.2). In Section 4, several examples are given to demonstrate the 
differences among the new and the old notions of stability and to show the 
sharpness of our results. 
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2. STABILITY CRITERIA 
THEOREM 2.1. For the linear system 
.y’= A(t).& 
the following statements are equivalent: 
(61 
(i) The zero solution of (6) is globally uniformly Lipschitz stable in 
variation. 
(ii) The zero solution of (6) is uniformlv Lipschitz stable in variation. 
(iii) The zero solution of (6) is globally umformlv Lipschitz stable. 
(iv) The zero solution of (6) is unrformly Lipschitz stable. 
(v) The zero solution of (6) is untformly stable. 
Proof: (i) - (ii) This follows immediately from the definition. 
(ii)* (iii) This follows easily by first noting that the fundamental 
matrix solution $(t, t,,, .x0) = $(t, to) of (6) is independent of x0. Hence 
Ix(t, to, 011 = I$(& t&d d I$(4 to)1 . 1x0/ < MG for M < a, f 3 4, > 0, 
where A4 is a fixed positive number. 
(iii) * (iv) This is clear from the definitions. 
(iv) * (v) Assume that the zero solution of (6) is uniformly Lipschitz 
stable. Then there exist M> 0 and 6, >O such that Ix(t, t,, x0)] d Mlx,l, 
whenever 1x0( < 6,, t 3 t, 20. Now given any i: >O, choose 
6 = min(b,, E/M). Then for /.YJ 6 6, we have Ix(t, t,, -uO)l 6 M(x,l 6 
M* 6 <F. It follows that the zero solution of (6) is uniformly stable. 
(v) - (i) Assume that the zero solution of (6) is uniformly stable. Then 
I$(t, to)1 d M, for some M > 0, where $(t, to) is the fundamental matrix of 
(6) [IO]. Consequently, (i) is obtained. 
Remark 2.2. We remark here that Theorem 2.1 holds for all 
systems (1) in which the fundamental matrix @(t, t,, x0) is independent of 
x0. Examples of such systems are provided by the nonhomogeneous 
systems x’ = A (t)x +f( t ). 
THEOREM 2.3. If the zero solution of (1) is uniformly Lipschitz stable, 
then it is uniformly stable. 
Proof: The proof is similar to the proof of (iv) S- (v) in Theorem 2.1. 
THEOREM 2.4. Let $(t, to) be the ,fundamental matrix of (6). If there 
exist positive continuous,functions k(t) and h(t), t 2 t,, such that 
s ’ h(s) I$(t, s)l d.s<k(t) ,for t 3 to 3 0, (7) .JO 
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where A4 is a fixed positive constant, then the zero solution of (6) is 
uniformly Lipschitz stable. 
Proof Let b(t)= l/l$(t, to)/. Then 
. IcI(t, o) = l; $(t, s) t4.c to) b(s) 4s) ds. 
Hence 
(l/b(t)) f’ h(s) b(s) ds d j-’ h(s) I$(& s)l ds d k(t) 
IO 10 
(9) 
Let B(t) = j:, b(s) h(s) ds. Then 
h(t) B(t) <k(t) B’(t) 
or 
Multiplying both sides by exp( -J;, (h(s)/k(s)) ds), for some t, > to, 
we obtain d/dt(exp( -s;, (h(s)/k(s)) ds). B(t)) 30. This implies that 
exp( -f:, (h(s)/&)) ds B(t) > B(t,). Thus B(t) 3 B(t,) exp j’:, (h(s)/&)) ds. 
It follows from (9) that k(t) b(t) 2 B(t) 2 B(t,) exp J:, (h(s)/k(s)) ds. 
Hence I$(& to)1 = (l/b(t)) d (Wt)lB(t,)) exp( -j:, (h(s)Ms)) ds). If we put 
NZ M/B(t,), we obtain I$(t, to)/ < N. The proof of the theorem is now 
complete (Theorem 2.1). 
We remark that condition (7) is a generalization of the asymptotic 
stability in variation of Brauer [8] which will be given here for the con- 
venience of the reader. 
DEFINITION 2.5. The zero solution of (1) is said to be asymptotically 
stable in variation if 
I ’ I@(t, s)l ds<M (10) 10 
for every to > 0 and all t 3 to, where @(t, to) is the fundamental matrix of 
(2) with @(to, t,)=I. 
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COROLLARY 2.6. [f’ the zero solution of (I ) is q~mptoticall?~ stable in 
variation, then the zero solution of (2) is uniformly Lipschit= stable. 
Proof: If in (7) we put h(t) = 1, k( t ) = M, then (8 ) is satisfied. The con- 
clusion of the corollary now follows from Theorem 2.4. 
Brauer [S] has obtained a result which is stronger than Corollary 2.6. 
However, Theorem 2.4 is applicable to a larger class of systems as is shown 
by the following example: 
EXAMPLE 2.7. Let in Theorem 2.4, k(t) = t, h(t) = 1. Then 
k(t) exp( -j:, &/k(s)) = t, and j;, I@(t, s)l ds G t. Then according to 
Theorem 2.3, I@(t, s)l d N for some positive constant N. It should be noted 
here that Theorems 1, 2 of Brauer [7] are not applicable in this case. 
The following result is also related to the above mentioned theorems in 
PI. 
THEOREM 2.8. [f the zero solution qf (1) is asymptotically stuble in 
variation, then it is uniformly Lipschitz stable. 
Proof. Since the zero solution of (1) is asymptotically stable in 
variation, it follows from Corollary 2.6 that (@(t, to)1 d K, for t > to 2 0 and 
some positive constant K,. From the assumption of the theorem we have 
j:, I@(t,s)l dsdKz> f or some positive constant K, and t 3 to > 0. Let 
K= max(K,, K2). Since ,f(t, 0) = 0, for c < (l/K) there exists 6 > 0 such that 
f(t,x)=f,(t,O)x+h(t,x), where Ih(t,x)( <&1x( for 1x1 ~6. Using the 
variation of constants formula [ 14, p. 981 one obtains 
Ix(t, to, -x,,) = I@(& to)1 1,~,,I + j’ I@([, J) NJ, x(s, to, ,d)l ds. 
10 
< Klx,l + E s I@(t, s)l Ix(s, t,, x0)\ ds. 
< KM + K& sup IxCc to, x,)l 
1,) s 5 c I 
Thus sup to<.s<r I-u(st o, x0)1 d Klxol + KE suploGJS, Ix(s, to, x0)1. Con- 
sequently, 1X(% to, x0)1 < (K/l - EK) lx01 d MJx,l. This completes the proof 
of the theorem. 
Remark 2.9. We recall from [ 143 that the zero solution of (1) is 
exponentially stable if there exists an !X > 0, and for every E > 0, there exists 
a d(c) > 0, such that 
I@(t, to, x0)1 < Ee a(’ ‘O) for all t >, to (11) 
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whenever /x0( d 6 and to > 0. We first note that if the zero solution of (2) is 
exponentially stable, then the zero solution of (1) is asymptotically stable 
in variation. We also recall from [6, Theorem 21 that the zero solution of 
(2) is exponentially stable if the zero solution of (1) is exponentially stable. 
Hence, if the zero solution of (2) or (1) is exponentially stable, then the 
zero solutions of (1) and (2) are uniformly Lipschitz stable (Theorem 2.8). 
Furthermore, if the zero solution of (2) is uniformly asymptotically stable 
[ 131, then the zero solution of (1) is uniformly Lipschitz stable. This 
follows from the fact that uniform asymptotic stability coincides with 
exponential stability in linear systems [13]. 
We now compare the uniform Lipschitz stability of the zero solution of 
(1) with that of a particular scalar equation. Let S(p) denote the ball cen- 
tered at the origin in R” with radiusp. 
THEOREM 2.10. Let gEC[JX iw+, R], g(t, 0) = 0, such that 
Ig(t, u) -g(t, o)l < Llu - uI, for some positive constant L. Suppose also that 
lx + hf(c XII f 1x1 + Mt, l-4) + E(h), (12) 
for (t, .X)EJx S(p) and for all sufficiently small h > 0, with 
lim ,, _ 0 [E(h)/h] = 0. Then if the zero solution of the scalar equation 
u’=g(t, u), u(to) = uo (13) 
is uniformly Lipschitz stable, then the zero solution of (1) is umformly 
Lipschitz stable. 
Proof Let m(t) = Ix(t)1 and lx,,1 = uO. Then it follows from (12) that 
m,(t) = lim Ix(t + h)l - Ix(t)1 
h-0 h 
m’(t)Gfimok Clx(f+h)l +hg(t, /xl)+&(h)-lx+hfl] 
m’(t) <At, m) (14) 
It follows from the standard comparison theorem [4, p. 251 that 
144 to, x0)1 = m(t) 6 u(t, to, uo), (15) 
where u(t, to, uo) is the solution of (13) through (t,, z+) = (r,, lxoj). Since 
the zero solution of (13) is uniformly Lipschitz stable, there exists CY > 0 and 
b > 0 such that Iuo( = u. < 6 implies Ju(t, to, uo)l = u(t, to, /x01) d ctIxoI. 
Using (15), one obtains 
Ix(t, to, x0)1 6 4xoI for Ix01 <6. 
The proof of the theorem is now complete. 
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The following result is also related to Theorems 1 and 2 in [8]. It gives 
sufficient conditions for the uniform Lipschitz stability in variation of the 
zero solution of (1). 
THEOREM 2.11. Zf there exist continuous functions k(t) > 0, h(t) > 0, such 
that 
i ’ h(s) I@(t, s, x0)1 ds <k(t), 10 
(16) 
for t 2 t,>O and Ix,,( < 6, then the zero solution of (1) is uniformly Lipschitz 
stable in variation, provided that 
k(t)exp( -[,:gds)<M (17) 
for t 3 t, > t, and a positive constant M. 
Proof The proof is similar to that of Theorem 2.4. 
We now give a useful criterion for the uniform Lipschitz stability of (1) 
using the “logarithmic norm” of Lozinskii [12] 
p(A)= lim 
II+hAI-1 
h-O+ h (18) 
for a matrix A, where Z denotes the identity matrix. As pointed out in [6], 
the logarithmic norm depends on the particular norm used for vectors and 
matrices. For example, if the Euclidean norm 1x1 is used for vectors, then 
the corresponding norm I Al is the square root of the largest eigenvalue of 
ATA, while u(A) is the largest eigenvalue of $(A + AT). 
THEOREM 2.12. If there exists a continuous function a(t) on [to, 00) such 
that p[f,(t, x(t, t,, x0))] 6 a(t) for t > to 2 0, lx01 < 6, then the zero solution 
of (1) is uniformly Lipschitz stable in variation, provided that 
5 
02 
CL(S) ds < CC for 0 3 to 2 0. 
0 
Proof From [2, Lemma 43, it follows that 
dK for lx01 g6 
The proof of the theorem is now complete. 
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THEOREM 2.13. Zfin (l), Iflt, x)1 <m(t)g(lxl), t> t,, where g(u) is non- 
decreasing positive submultiplicative continuous function on Z = (0, co ) and 
G-1 G(l)+yqxnr(r)dr]<a 
[ x0 e 
(19) 
for all 0 2 to 2 0, where 
and G( 00) = 03, then the zero solution of (1) is globally uniformly Lipschitz 
stable. 
Proof Since x(t, to, x0) = x0 + j:,f(s, x(s, to, x0)) ds, it follows that: 
Ix(f, to, x0)1 G lx01 + [’ If(s, x(s, to, x0))/ ds, or 
10 
1x(& h,, xo)l < 1 + 
1x01 ’ 
This implies by Bihari’s inequality [3] that 
Ix(t,t,,x,))~Ix,lG-’ G(l)+yj’m(s)ds]. 
x0 10 
Hence Ix(t, to, x0)1 <M(x,( for all lx01 < cc and the conclusion of the 
theorem follows. 
THEOREM 2.14. Zf the zero solution of (1) is uniformly Lipschitz stable 
and 
I@(& $9 z) gb, z)l < Y(S)lZl? (20) 
where @(t, to, x(t, to, x0)) is the fundamental matrix of (3) then the zero 
solution of y’ = f(t, y) + g(t, y) is unzformly Lipschitz stable, provided that 
jr y(s) ds < co for all 8 2 to 2 0. 
Proof Using the nonlinear variation of constants formula of Alekseev 
[ 11, the solutions of (1) and the perturbed system with the same initial 
values are related by 
Y(& lo, xo) = x(t, lo, xo) + j- @(f, s, Y(S, to, xo))g(s, y(s, to, xc,)) ds. 
10 
570 
Hence 
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Since the zero solution of (1) is uniformly Lipschitz stable, there exist r;l > 0 
and 6 > 0 such that 1.~~1 < 6 implies I.u(t, t,,, .uo)i < c(~.Y~~/. Hence from our 
assumption on (@gl we obtain 
ly(t, to, x,,)l < 4x01 + j”’ Y(S) IY(.c to, -x0)1 ds. 
10 
Applying Bellman’s inequality one obtains 
IY(& to, x0)1 d 4x01 exp i ’ 14s) ds d Wx,l. 10 
Therefore the zero solution of the perturbed system is uniformly Lipschitz 
stable. 
In the linear case when (1) has the form x’ = A( t)x, the perturbed system 
y’ = A( t)~? + g(t, y) is uniformly Lipschitz stable if 
i^  
1 
Id4 Y)l G r(t)lvl and y(t) dt < cx; for all 820. H 
3. RELATIONS AMONG THE NEW STABILITY NOTIONS 
For the convenience of the reader we introduce the following: 
LEMMA 3.1. Assume that x(t, to, x0) and x(t, to, yo) are the solutions of 
(1) through (to, x0) and (to, yo), respectively, which exist for t 2 to and such 
that x0 and y, belong to a convex subset D of R”. Then for t 3 to, 
x(t.to,~o)-x(t.t,,xo)=~‘~(t,to,xo+s(y,-x,))ds~(yo-x~). (21) 
0 
ProofI This follows easily by integrating the equation 
2 46 to, x0 + sty, - x0)) = @(t, to, x0 + S(Yo -x0)) (Yo - x0) 
from 0 to 1. 
Remark 3.2. In the definition of exponential asymptotic stability in 
variation given by Patchpatte [15], it is required that 
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(i) Ix(t, to, x0)1 <MIx~~~-“‘~~‘~’ and (ii) I@(t, to,x,)l <Me- C(‘Pro) for 
some M> 0, c > 0, lx01 sufficiently small and all t > to > 0. Using 
Lemma 3.1, it follows that (i) is a redundant condition in the definition, 
since it follows from (ii). 
THEOREM 3.3. If the zero solution of (1) is uniformly Lipschitz stable in 
variation, then the zero solution of (1) is uniformly Lipschitz stable. 
Prooj If we put x( t, to, x0) = 0 in (21) we obtain 
D 
I 
46 to, Yo) = @(t, to, SYO) cd.9 ‘Y,. 
0 1 
Hence 
Ix(t, to, Yo)l = IYOI j,: I@(& to, JYdl ds G MIYOI 
for all t z t, > 0 and lyOl < 6. 
The proof of the following theorem is included in the proof of Theorem 2 
in [6]. We will reproduce it here for the convenience of the reader. 
THEOREM 3.4. If the zero solution of (1) is unformly Lipschitz stable, 
then the zero solution of (2) is uniformly Lipschitz stable. 
Proof: Since the zero solution of (1) is uniformly Lipschitz stable, there 
exist c1> 0 and 6 > 0 such that Ix(t, to, x,)1 < CIJX~I, whenever (x0/ d 6. Let 
x0 be a vector of length h < 6 in the j+ h coordinate direction 
o’= 1, 2,..., n). Since x(t, t,, 0) = 0, 
&.x(1, to, O)l = lim 
x(4 to, X,)-X(!, to, 0) 
OJ 
h-0 h 
d lim ‘4xol -< lim CI=C(, 
h-0 h h-0 
it follows that 
Hence the zero solution of (2) is uniformly stable. This implies by 
Theorem 2.1 that the zero solution of (2) is uniformly Lipschitz stable. 
We remark here that the converse of the above theorem is false in 
general (Example 4.3). The following theorem will give conditions under 
which the converse holds. 
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THEOREM 3.5. Assume that the zero solution of (2) is uniformly Lipschitr 
stable and 
s ’ IfY(S, Xb? to, xo)) -Lb> 011 ds < ~0 (22) (0 
for all t, 3 0, t 3 to, lx01 < 6, and 6 > 0. Then the zero solution of (1) is 
uniformly Lipscitz stable in variation. 
Proof. Let z(t, to, zo) be a solution of (3) through (to, zo). If we write 
(3) in the form 
2 =fAt, Ok + Cfr(t, x(t, to, x0)) -fJt, O)lz, 
then the classical formula of variation of constants gives 
z(t, to? 20) = et7 t&o + S’ @(t, $1 cm 4% to, x0)) 10 
-Lb, O)lz(s, to, 20) ds. (23) 
Since the zero solution of (2) is uniformly Lipschitz stable, there exists 
K > 0 such that 
I@(& toI 6 K, tat,>0 (Theorem 2.1). (24) 
From (23) and (24) it follows that 
144 to, ~011 6 Klzol + K s ,: IfAs, x(s, to, xc,)) 
-fib, O)l 143, to, zo)l ds. (25) 
Using Bellman’s inequality one obtains from (25) 
lz(t, toy zo)l s Klz,l exp K j”’ If&, x(s, to, x0)) -f,(s, 011 ds. 
f0 
It follows from (22) that Iz(t, to, zo)l < Mlz,l. Now 
I@(& to> x0)1 = SUP I@(& to, x0) zol 
bol G 1 
6 sup (Mlzol) d M for (x01 4 6. 
I4 G 1 
Hence the zero solution of (1) is uniformly Lipschitz stable in variation. 
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COROLLARY 3.6. If the zero solution of (1) is uniformly Lipschitz stable 
and (22) holds, then the zero solution of (1) is uniformly Lipschitz stable in 
variation. 
COROLLARY 3.7. If the zero solution of (2) is uniformly Lipschitz stable 
and (22) holds, then the zero solution of (1) is uniformly Lipschitz stable. 
4. EXAMPLES 
We now give several examples to show the sharpness of our theorems 
and to demonstrate the differences among the various stability notions 
introduced in the previous sections. 
EXAMPLE 4.1. Consider the autonomous system 
x; =x*, 
x;= -$+I, 6’6) 
where n > 1 is an integer. The variational system of (26) corresponding to 
the zero solution has the form 
Y;=Y27 
y;=o. 
(27) 
As it can be shown easily that the trajectories of (26) satisfy 
(x1)2n+2/(n + 1)+x:= C. Hence the zero solution of (1) is uniformly 
stable. However, the zero solution of (27) is unstable. Hence according to 
Theorem 3.4, the zero solution of (26) is not uniformly Lipschitz stable. 
This example shows that we cannot weaken the assumption of 
Theorem 3.4 to uniform stability. 
We now give another example, due to Professor Hajek (personal com- 
munication) to assert, once more, that the notions of uniform stability and 
uniform Lipschitz stability are distinct even for scalar differential equations. 
EXAMPLE 4.2. Consider the equation in R, 
x’ = -2x + 2[&h2t + x - sht] (t>O,x>O) (281 
and its variational equation 
y=fJt, O)y= -2+2e’ 
e2’- 1 (29) 
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The solutions of (28) when x(0) = E’, 0 < E < 1, f > 0 are given by 
.‘i( t) = c + c( E - 1 )e I’. (30) 
Hence s2 < x(t) < e and thus x(r) < , v,G for f > s 3 0. If 1.x( t,,)( 6 6 = f?, 
then lx(t)\ < F for all t 2 t, 3 0. This implies that the zero solution of (28) is 
uniformly stable. The solutions of (29) are given by 
(31) 
This is uniformly stable on each [t, a) with t > 0, but singular for t = 0. 
Hence the zero solution of (29) is not uniformly Lipschitz stable. This 
implies by Theorem 3.4 that the zero solution of (28) is not uniformly 
Lipschitz stable. 
The following example will show that the converse of Theorem 3.4 is 
false in general. Furthermore, the conditions in Theorem 3.4 cannot be 
weakened. 
EXAMPLE 4.3. Consider the system 
x’ =y + x(x” +y2), 
y’= -x+y(x2+y2): 
and its variational system corresponding to the zero solution 
u’ = v, 
VI = -u. 
(32) 
(33) 
It is clear that the zero solution of (33) is a center and consequently is 
uniformly Lipschitz stable. On the other hand if we put U = x2 + y2, then 
U’ = 2(x2 + y2)‘. By [ 13, Theorem 9.161, the zero solution of (32) is 
unstable. 
It is clear that uniform stability does not imply asymptotic stability. A 
center in the plane gives an example of this fact. The converse also does not 
hold as it will be seen by the following example. 
EXAMPLE 4.4. Consider the scalar differential equation 
x’ = x - e’x3. (34) 
The solution of (34) through (to, x,,) is given by 
x(2, t,, x0) = xo[e’e2’o + $ x$(e3’ - e3’O)] ‘I*. (35) 
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Hence the zero solution of (34) is asymptotically stable. However, the zero 
solution and variational equation y’ = y is clearly unstable. Hence it follows 
from Theorem 3.2 that the zero solution of (34) is not uniformly Lipschitz 
stable. 
We remark here that an example was given in [9] of a differential 
equation with almost periodic coeflicients whose zero solution is 
asymptotically stable but not uniformly stable (and hence not uniformly 
Lipschitz stable). Example 4.4 is different from the example in [9] in that 
the coefficients in Eq. (34) are not almost-periodic. 
5. CONCLUSION 
Figure 1 illustrates the possible known implications among various types 
of stability notions which either appeared in the previous sections or have 
appeared frequently in the literature. For those notions which have not 
been defined or used previously in this paper, definitions are included here: 
GESV: globally exponentially stable in variation [2] (the zero 
solution of (1) is said to be GESV if there exists M > 0, CI > 0 such that 
pqt, t,, XJ <A4-“(r-‘o) for all Ia to 2 0, /x0( < co.) 
UASe"S - US 
FIGURE 1 
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GULSV: globally uniformly Lipschitz stable in variation 
(Definition 1.4). 
GUSV: globally uniformly stable in variation (same as GULSV) 
USV: uniformly stable in variation [6] (the zero solution of (1) is said 
to USV if for each tl> 0, there exists M(a) >O such that 
I@(t, t,, x0)1 <M(a) for all t > t, 2 0 and 1x0( < c(. 
ULSV: uniformly Lipschitz stable in variation (Definition 1.3). 
GULS: globally uniformly Lipshitz stable (Definition 1.2). 
EASV: exponentially asymptotically stable in variation [ 161 (see 
Remark 3.2). 
ASV: asymptotically stable in variation (Definition 2.5). 
ULS: uniformly Lipschitz stable (Definition 1.1). 
US: uniformly stable [13]. 
S: stable [13]. 
ESL: exponentially stable in the large [13]. (The zero solution of (1) 
is ESL if there exists a > 0 and for any fl> 0, there exists K(P) > 0 such that 
I@(& t,, x0)1 6 K(P)Ix&-““-‘“’ for all t > t, b 0 and lx01 6 /3.) 
EAS: exponentially asymptotically stable [6]. (The zero solution of 
(1) is EAS if there exist K> 0, a > 0, and /I > 0 such that 
Ix(t, to, x,,)\ 6 K(x,~e~a(r~ro) for all t b to >O, lx01 d/I) 
ES: exponentially stable [ 131 (see Remark 2.9). 
UAS: uniformly asymptotically stable [ 131. 
AS: asymptotically stable [ 131. 
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