Abstract. In this paper, we determine all primitive solutions to the equation (x + r) 2 + (x + 2r) 2 + · · · + (x + dr) 2 = y n for 2 ≤ d ≤ 10 and for 1 ≤ r ≤ 10 4 (except in the case d = 6, where we restrict 1 ≤ r ≤ 5000). We make use of a factorization argument and the Primitive Divisors Theorem due to Bilu, Hanrot and Voutier.
Introduction
Finding perfect powers that are sums of terms in an arithmetic progression has received much interest; recent contributions can be found in [1] , [2] , [3] , [4] , [5] , [9] , [11] , [12] , [13] , [14] , [15] and [16] . In this paper, we consider the equation:
(1) (x + r) 2 + (x + 2r) 2 + · · · + (x + dr) 2 = y n x, y, r, n ∈ Z, n ≥ 2.
We say an integer solution (x, y) of equation (1) is primitive if gcd(x, y) = 1. This is equivalent to x, y, r being pairwise coprime. If (x, y) is primitive, then xy = 0. In this paper, we prove the following theorems: with prime exponent n ≥ 3 are given in Table 1 , and with exponent n = 4 are given in Table 2 . If n = 2, we have an infinite family of solutions when r = 1 or all prime divisors of r are congruent to ±1 (mod 8). These solutions take the form:
Here r is a split prime above r in Z[ √ 2]. Otherwise, equation (1) has no solution. Theorem 1.3. All primitive solutions to equation (1) with d = 6 and 1 ≤ r ≤ 5000 with prime exponent n are given in Table 3 .
In this paper, we have incorporated the results of [8] into Theorems 1.1 and 1.2 where equation (1) was solved for d = 2, r = 1, n ≥ 3. In the proof of Theorem 1.2, we are able to solve the case d = 2, r = 1, n ≥ 3 uniformly with other values of r ≤ 10 4 , using a completely different approach to that taken in [8] . We have also consolidated the results of [10] into Theorem 1.1, where the second author and Koustsianas find all primitive solutions to equation (1) for the case d = 3 and prime exponent n. As in [10] and [11] , our main tool is the characterization of primitive divisors in Lehmer sequences due to Bilu, Hanrot and Voutier [6] .
Remark 1.4.
(1) Primitive solutions to equation (1) with exponent n that is composite can be recovered from Tables 1, 2 and 3 by checking whether y is a perfect power.
(2) For d = 6, we could only produce results for 1 ≤ r ≤ 5000 due to a computational limitation. This arises due to the presence of extremely large coefficients of certain polynomials. is not amenable to the techniques used in this paper, hence we have the restriction 2 ≤ d ≤ 10.
We now briefly explain the organization of the paper. In §2 we record some preliminary lemmata. In §3 and §4, we solve equation (1) when n is even for relevant d. In §5, we recall the main theorem of [6] which is essential in proving Theorems 1.2 and 1.3. In §6 and §7, we solve equation (1) for the case d = 2 and d = 6 respectively, with n an odd prime. This complete the proofs of the theorems stated in §1. All tables of solutions can be located in §8.
Some precursory lemmata
In this section, we adapt Lemma 2.2 and 2.3 from [11] and Lemma 2.3 from [12] . We rewrite equation (1) as
Factorising and completing the square gives us
Since j ≥ 2, equation (2) shows that 2 | y and therefore, 2 ∤ r since (x, y) is a primitive solution. Observe that
Comparing valuations on both sides of equation (4) we see that
This completes the proof.
We substitute into equation (3) to get,
Since j ≥ 2, equation (2) asserts that 3 | y and therefore 3 ∤ r since we assume throughout that gcd(y, r) = 1. Observe that the expression in brackets is never divisible by 3. Hence ord 3 (D) = ord 3 (y n ) = n ord 3 (y), thus proving the lemma. Proof. Our assumption on q forces q = 2, 3, equation (2) affirms that q | y. Since (x, y) is primitive, q ∤ r. Using [12] [Lemma 2.3], we are only left to check that B 2 (x) ≡ 0 (mod q) has no solutions. This is equivalent to 3 not being a square modulo q which then yields the required condition on q.
Applying Lemmata 2.1, 2.2 and 2.3 allows us to eliminate d = 4, 5, 7, 9, 10 for all n ≥ 2, and d = 8 with n ≥ 3. For the proof of Theorem 1.1, it remains to deal with d = 2, 3 and 6 for n ≥ 2, and also with d = 8 for n = 2. The case d = 3 and r ≤ 10 4 has been resolved in [10] and a table of solutions can be found in that paper. 
Otherwise, equation (1) has no solutions.
Proof. Let d = 2. Expanding equation (1), we get:
Note that 2 ∤ r, y, else we contradict the assumption that (x, y) is primitive. Letting d = n = 2, equation (1) can be rewritten as:
Suppose p ≡ ±3 (mod 8) is a prime dividing r. Looking at equation (5) modulo p, we see that 2 must be a square. However, when p ≡ ±3 (mod 8), On the other hand, if all primes dividing r are congruent to ±1 (mod 8), we yield infinitely many solutions. In the field Q( √ 2), all primes dividing r congruent to ±1 (mod 8) are totally split. We descend equation (5) to get:
where r ∈ Z[ √ 2] and rr = r. We let r = a + b √ 2 with a, b ∈ Z. Since rr = r = a 2 − 2b 2 , we immediately deduce that a is odd. If r ≡ 1 (mod 8) then we see that b must be even which then results in an odd exponent j (else we contradict 2 ∤ y). If r ≡ −1 (mod 8) then we must have b an odd integer resulting in an even exponent j (else we contradict 2 ∤ y).
Finally, when r = 1, equation (5) yields the infinite family as stated in the lemma. This completes the proof. Remark 3.2. As we see infinitely many solutions arising in the case d = 2, n = 2, it remains to solve equation (1) with n = 4. This will be done in the next section. Proof. Let d = 6, n = 2. We rewrite equation (1) as
Note that 2 ∤ r otherwise we contradict gcd(x, r) = 1. The above equation has no integer solutions as the left-hand side is congruent to 6 (mod 8) and the right-hand side is congruent to 0 or 2 (mod 8) according to whether y is even or odd. When d = 8, n = 2, we rewrite equation (1) as
Writing y = 2Y we obtain
and considering the equation modulo 3, we see that 2 must be a square modulo 3 and arrive at a contradiction.
Case: n = 4
In this section, we find all integer solutions to the equation:
We note that since gcd(x, r) = 1 we must have gcd(x + r, x + 2r) = 1. We denote √ −1 = i. Applying a descent argument over the Gaussian integers, we obtain:
where ǫ ∈ {±1, ±i} is a unit and α ∈ Z[i]. We let α = u + iv, where u, v ∈ Z. Case 1: The unit ǫ = ±1. We equate real and imaginary parts of equation (6) to obtain the equations:
Subtracting one from the other, we get:
Case 2: The unit ǫ = ±i. Equating real and imaginary parts of equation (6), we obtain:
In both cases, when r has a fixed value, we obtain homogeneous equations of degree 4. Using Magma's Thue solver, we determine all integer solutions (u, v), whereby we recover the integer solutions (x, |y|, 4) to equation (1) for d = 2. These are recorded in Table 2 .
Primitive prime divisors of Lehmer sequences
We shall make use of the following celebrated theorem [6] .
Theorem 5.1 (Bilu, Hanrot and Voutier). Let α, β be a Lehmer pair. Theñ u n (α, β) has a primitive divisor for all n > 30, and for all prime n > 13.
An arithmetic progression with two terms
In this section, we find all integer solutions to equation (1) and n an odd prime. We rewrite equation (1) as
Multiplying by 2 and completing the square, we obtain:
We first note that 2 ∤ r, y otherwise we contradict the assumption gcd(r, y) = 1. Let
be its ring of integers. This has trivial class group, with finite unit group {±1, ±i}. We factorise the left-hand side of equation (7) as (2x + 3r + r √ −1)(2x + 3r − r √ −1) = 2y n .
It follows that
where p 2 is the unique prime of O K above 2 and z is a principal ideal of O K . We note that p 2 2 = (2) and therefore we can write:
where p 2 z is a principal ideal. We write
We therefore obtain (after possibly replacing γ with −γ, or replacing γ with ±iγ): (8) 2x + 3r + r √ −1 = γ n 2 (n−1)/2 . Subtracting the conjugate equation from this equation we get:
Equivalently, we have γ
and write O L for its ring of integers. We let α = γ/ √ 2 and β =γ/ √ 2, thus equation (9) 
2 , which lies in Z. If (α + β) 2 = 0 then u = 0 and from equation (8), given that n is an odd prime, we deduce that 2x + 3r = 0, thus contradicting the assertion that 2 ∤ r. Therefore, (α + β)
2 is a non-zero rational integer. Moreover, αβ = γγ/2 is a non-zero rational integer, since p 2 | γ,γ.
We now check that (α + β) 2 and αβ are coprime. Suppose they are not coprime. Then there exists a prime ideal q of O L which divides both. Then q divides α, β and from equations (8), (7) and (10), we see that
with n an odd prime, we contradict our assumption of (x, y) being primitive.
Finally, we show that α/β = γ/γ ∈ O K is not a root of unity. If it were so, then since the only roots of unity in K are ±1 and ±i, we would have α = ±β or α = ±iβ. Let us first suppose that α = ±β, which implies that u = 0 or v = 0. We have already seen that u = 0. The case v = 0 in equation (8) yields r = 0 and we conclude that α = ±β. Next, we suppose that α = ±iβ, which implies that u = ±v. Thus, u | γ,γ which implies that u n | 2 n y n . Equation (10) asserts that u n | r √ −2. Since α = (±1 + i)/ √ 2, (±1 − i)/ √ 2, we have u, v = ±1, hence contradicting (x, y) a primitive solution. Hence α/β is not a root of unity.
Lemma 6.2. Let α, β be as in equation (10) , with α = (±1+i)/ √ 2 or (±1−i)/ √ 2. Then, the only solutions to equation (7) with n odd are (r, x, y, n) = (1, −1, 1, n) or (1, −2, 1, n).
Since n is an odd integer, equation (8) gives:
, where it is clear that r = 1. Thus, we obtain the solution x = −1, −2 for any odd n. Replacing α by ǫα where ǫ is a unit in O K , we obtain the same results.
Henceforth, for the remainder of this section, we shall assume that r > 1. Since r > 1, lemma 6.1 tells us that (α, β) is indeed a Lehmer pair. Denote byũ k the associated Lehmer sequence. We may rewrite equation (10) as
Hence, we have
Since α, β satisfy the Lehmer conditions we know that r ′ ∈ Z.
The exponent n is an odd prime, and we can now assume that n > 13. Using theorem 5.1,ũ n = (α n − β n )/(α − β) = r ′ is divisible by a prime q which doesn't divide (α 2 − β 2 ) 2 = −4u 2 v 2 orũ 1 , . . . ,ũ n−1 . Thus, we note that q is a prime dividing r ′ but not 2v. Let q | q be a prime in K = Q( √ −1). Co-primality of (α + β) 2 and αβ along with equation (11) ensures that q ∤ γ,γ. Define for a prime q ∤ 2,
We claim that the multiplicative order of the reduction of γ/γ modulo F q divides B q . If −2 is a square modulo q, then F q = F q and hence the (multiplicative) order divides q − 1. Else, F q = F q 2 and given that γ/γ has norm 1, and the elements of norm 1 in F * q 2 form a subgroup of order q + 1, we have once again that the order divides B q . Thus in either case we show
This implies that q |ũ Bq . Since q is a primitive divisor, we must have that n ≤ B q . Thus we've proven the following lemma:
Lemma 6.3. Consider a prime q ∤ 2 and define B q as above. Let
Then n ≤ B.
6.1. Proof of Theorem 1.2. We wrote a simple Magma [7] script which for each 2 ≤ r ≤ 10 4 such that 2 ∤ r, and for each v | r computed B as in Lemma 6.3. For each odd prime n ≤ B we know from equation (9) that u is a root of
Computing these roots, we obtain the solutions (x, y, n) as in Table 1. 7. An arithmetic progression with six terms
In this section, we find all integer solutions to equation (1) for d = 6 and n an odd prime. We rewrite equation (1) as
where we let X = 6x + 21r for ease of notation. We note here that 2, 3 ∤ r else we contradict the assumption that (x, y) is primitive. Let K = Q( √ −105) and its ring of integers,
. This has class group isomorphic to (Z/2Z) 3 . We can factorise equation (12) in O K as follows
Let us write p 2 and p 3 for the prime ideals above 2 and 3, respectively. Let a = p 2 p 3 . We write
where az is a principal ideal of O K . Indeed, [az] n = 1 in the class group. Therefore the class [az] has order dividing n or 1, as n is an odd prime. Since the class group has order 8, it means that the order of [az] must be 1. We therefore write
If required, we may swap γ with −γ to obtain
Subtracting the conjugate equation from the one above, we get
. We write O L for its ring of integers and set α = γ/ √ 6, β =γ/ √ 6. Thus equation (14) becomes (15) α n − β n = r √ −70. 
.
Since p 3 | γ, √ −105 we have p 3 | u and so 3 | u. Hence, (α+β) 2 ∈ Z. If (α+β) 2 = 0 then u = 0. However, from equation (13) and the fact that n is odd, we obtain X = 6x + 21r = 0, hence 2x = −7r. This contradicts the pairwise co-primality of x, y, r. Thus (α + β)
2 is a non-zero rational integer. Moreover, αβ = γγ/6 is a non-zero rational integer since 3 | u and p 2 | γ,γ.
We now check that (α + β) 2 and αβ are coprime. Suppose they are not coprime. Then there exists a prime q of O L which divides both. Then q divides α, β and from equations (13), (12) and (15), we see that q n divides (y n )O L and (r √ −70)O L . Since ord q (r √ −70) ≥ n, with n an odd prime, we contradict our assumption of (x, y) being primitive.
Finally, we show that α/β = γ/γ ∈ O K is not a unit. If it were so, then since the units in K are ±1 we obtain α = ±β. This implies that either u = 0 or v = 0. We have seen earlier that we cannot have u = 0. Substituting v = 0 into equation (13), we obtain r = 0 and again arrive at a contradiction. Lemma 7.1 tells us that (α, β) is indeed a Lehmer pair. We denote byũ k the associated Lehmer sequence. We may rewrite equation (15) as
Lemma 7.2. For a prime q ∤ 210, let
Proof. Let n > 13. By theorem 5.1,
. . ,ũ n−1 . We note that this is a prime q dividing r ′ but not 210v. Let q be a prime of K above q. As (α + β) 2 and αβ are coprime integers, and as α, β satisfy equation (16) we see that q ∤ γ, γ. We claim the multiplicative order of the reduction of γ/γ modulo F q divides B q . If −210 is a square modulo q, then F q = F q and so the multiplicative order divides q − 1 = B q . Otherwise, F q = F q 2 . However, γ/γ has norm 1, and the elements of norm 1 in F * q 2 form a subgroup of order q + 1 = B q . In either case, we conclude (γ/γ) Bq ≡ 1 (mod q).
Thus, q |ũ Bq . As q is primitive divisor ofũ n , n ≤ B q . This proves the lemma.
7.1. Proof of Theorem 1.3. We wrote a Magma [7] script which for each 1 ≤ r ≤ 5000 such that 2, 3 ∤ r, and for each v | r computes B as in Lemma 7.2. For each odd prime n ≤ B we know from (14) that u is a root of 1 2 · r · √ −105 · 6 (n−1)/2 · (u + v √ −105) n − (u − v √ −105) n − 1.
Computing these roots, we obtain the solutions (x, y, n) as in Table 3 .
8. Tables of Solutions   Table 1 . Triples of non-trivial primitive solutions (x, y, n) of equation (1) Continued on next page Table 1 -continued from previous page r (x, y, n) Table 2 . Triples of non-trivial primitive solutions (x, |y|, n) of equation (1) Continued on next page Table 3 . Triples of non-trivial primitive solutions (x, y, n) of equation (1) for d = 6 and prime n ≥ 3 for 1 ≤ r ≤ 5000.
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