I. INTRODUCTION
An nth-order binary de Bruijn graph Gn is a directed graph with 2 n+1 arcs and 2 n vertices of all binary n-tuples. An arc is directed from x x x = (x 0 ; x 1 ; 1 1 1 ; x n01 ) to each of y y y = (x1; x2; 1 1 1 ; xn01; yn01); yn01 = 0; 1: A de Bruijn cycle is a closed path visiting each vertex of G n once and only once. It is well known [1] that the number of distinct de Bruijn cycles is given by 2 2 0n :
A de Bruijn cycle can be described by a binary sequence fs i g of period 2 n such that the n-tuples s s s i = (si; si+1; 1 11;si+n01) for i = 0; 1; 1 11; 2 n 0 1 are all distinct. Such sequences are called de Bruijn sequences of span n or de Bruijn sequences of order n (n-DBS), and they can be generated by nonlinear feedback shift registers. We call the function that generates an n-DBS the de Bruijn function of order n (n-DBF). De Bruijn sequences are useful in the design of stream ciphers due to their randomness properties and a large linear complexity: much effort has also been devoted to various aspects of de Bruijn sequences [2] - [9] .
Recently, an implementation based on Lempel's D-homomorphism has been presented [9] : the implementation, however, generates the whole class of sequences using a recursion and hence is not useful in such practical applications as stream ciphers when n is large. In this correspondence, an efficient implementation algorithm for generating de Bruijn sequences based on Lempel's D-homomorphism is presented. The approximate number of exclusive-or operations required to generate the next bit for an n-DBS from a k-DBF, k < n, is shown to be k(2 W(n0k) 01), where W (r) is the number of one's in the binary representation of r:
II. LEMPEL'S D-HOMOMORPHISM AND DE BRUIJN SEQUENCES
Consider the binary n-dimensional vector space B n = f(x1;x2; 111 ; xn) jxi define the shift relation ) on B n as follows. For x x x = (x 1 ; 1 11;x n ) and y y y = (y1; 111 ; yn) on B n x x x ) y y y iff (x 2 ; 11 1;x n ) = (y 1 ; 111; y n01 ):
(1)
The expression should be read as follows: "x x x shifts y y y," "y y y is a successor of x x x," or "x x x is a predecessor of y y y:" An element of B n has exactly two successors and two predecessors. For x x x = (x1; 11 1;xn) 2 B n , we define the conjugate and dual of x x x bŷ x x x = (x 1 ; x 2 ; 11 1;x n ) and x x x = (x 1 ; x 2 ; 11 1; x n ), respectively, where Hence, we can join the two cycles C and C into a single cycle if we can find a conjugate pair x andx such that x is on C andx is on C, since we know that the two cycles C 1 and C 2 , with x on C 1 andx on C2, merge into a single cycle when the successors of x and x are interchanged [5] .
Consider the vertex e = (e 1 ; 111; e n ), e 1 = 0, and e i+1 = e i ; i = 1; 1 11;n 0 1: It is obvious that if e belongs to C then e belongs to C, and vice versa. In addition, since e ) e, e andê are the conjugate pair joining the two cycles into one cycle. Thus we have the following theorem. 
where e 2 = 1; e i+1 = e i ; i = 2; 111; n 0 1; and x 0 i = x i : Then, h is an n-DBF.
More properties of the D-homomorphism and its applications to (de Bruijn) sequences can be found in [2] , [10] - [12] .
III. AN ALGORITHM FOR GENERATING DE BRUIJN SEQUENCE
It is infeasible to get an n-DBF from a lower order DBF using the recursion (2), when n is large. We now consider an algorithm for generating an n-DBS from a 2-DBF or a low-order DBF without calculating DBF's recursively. First, we consider a method to compute the function D efficiently. 
Proof: It is a direct consequence of Lemma 2.
As a corollary, if r = n 0 1, then D r (x 1 ; x 2 ; 1 11;
which is a generalization of (3 (6) It is easy to see from Theorem 2 that the number of exclusive-or operations for the computation of D r (x1; 1 11;xn) is (2 W (r) 01)(n0 r), where W (r) is the number of one's in the binary representation of r, if we choose r i 's such that r i 6 = r j for i 6 = j:
Let S: B n ! B n be the shift-left function S((x1; x2; 111 ; xn)) = (x2; x3; 111 ; xn; 0)
and Pi: B n ! B be the bit-selection function Pi((x1; x2; 111 ; xn)) = xi; 1 i n:
Then the following properties can be easily checked. 
Therefore, (9) holds for i = k + 1:
Let R: B n ! B n01 be the projection function R((x 1 ; x 2 ; 111; x n )) = (x 1 ; x 2 ; 111 ; x n01 ):
Then, from Remark 1 we have the following.
Now we define some special elements: = (0; 0; 0; 0; 111); = (1; 0; 1; 0; 111); = (0; 1; 0; 1; 1 11); and = (1; 1; 1; 1; 111): Let n ; n ; n ; and n be the vectors consisting of the first n digits of ; ; ; and ; respectively. Then, it is easy to see that otherwise.
The function U(x x x) can then be represented explicitly as 
It is easily verified from Remark 3 that, if 1 n i (x x x) is 1, the only one term in the right-hand side of (15) 
Algorithm Delta
Step 0. input n; i, and x x x Step 1. if x x x = n , then 1 n i (x x x) := 1. Exit. if x x x = n , or x x x = n , or x x x = n , then 1 n i (x x x) := 0. Exit.
Step 2. d := n 0 i + 1
Step 3. if D d (x x x) 6 = n0d , then 1 n i (x x x) := 0. Exit.
Step 4. k := 1; m := d 0 1
Step 5. while k m do
Step 6. t := k + m 2
Step 7. if D t (x x x) = n0t, then 1 n i (x x x) := 1. Exit.
Step 8. if D t (x x x) = n0t , then 1 n i (x x x) := 0. Exit.
Step 9. if D t (x x x) = n0t, then t := t 0 1, goto Step 7.
Step 10. if D t (x x x) = n0t , then m := t 0 1 else k := t
Step 11. end
Let us now rewrite (2) as
Then we can compute h n from h 2 by repeated application of (16) as h n (x x
From Theorem 3, Remark 2, and the definition of 1 n i , we get h n (x x
This proves the following lemma.
Lemma 3: Let h2 be a 2-DBF. Then for x x x (n)
is an n-DBF.
In addition, we get the following theorem from the generalization of Lemma 3.
is an n-DBF. Using Theorem 4, we can generate the next bit of an n-DBS from a lower order DBF without calculating the function h n (x x x) explicitly.
Let us now investigate the complexity of Algorithm Delta, where
Steps 5-11 are the binary search loop. If D n0i+1 (x x x) 6 = 0 at Step 3, then 1 n i (x x x) = 0 and the algorithm terminates. Now, the D-homomorphism is a two-to-one function from B n onto B n01 , and D n0i+1 is a 2 n0i+1 -to-one function. Thus the number of elements x x x 2 B n for which D n0i+1 (x x x) = 0 is 2 n0i+1 , and the probability that the algorithm does not terminate at Step 3 is (2 n0i+1 =2 n ) = (1=2 i01 ): Hence, the algorithm terminates at
Step 3 (at which the computation of D n0k+1 (x x x) is performed) with probability 1 0 (1=2 i01 ): (As an example, let us assume that 100-DBS is generated from an 11-DBF. Then the probability that the algorithm terminates at Step 3 is 1023=1024 99.9%. Of course, if the order of the DBF is larger, the probability is higher.)
Thus with high probability, the computation of h n in ( n-DBS efficiently from a lower order DBF: in addition, if we choose the order of the DBF appropriately, the computational complexity can be reduced further.
