Abstract. The RIMLE method is introduced for robust multivariate clustering finding approximately Gaussian clusters. It maximizes a pseudo-likelihood defined by adding a component with improper constant density for accommodating outliers to a Gaussian mixture. Existence, consistency and a breakdown point result is shown. The constant can be chosen dependently on the data so that the fitted clusters are optimally close to a Gaussian mixture. Covariance matrix constraints and computation of the RIMLE are also treated.
Introduction
Maximum likelihood estimation (MLE) in a Gaussian mixture model with mixture components interpreted as clusters is a popular approach to cluster analysis (see, e.g., Fraley and Raftery (2002) ). In many datasets not all observations can be assigned appropriately to clusters that can be properly modelled by a Gaussian distribution (see Section 6 for an example) and it is also well known that the MLE can be strongly affected by outliers (Hennig (2004) ).
In this paper we introduce and investigate the "robust improper maximum likelihood estimator" (RIMLE), a method for robust clustering with clusters that can be approximated by multivariate Gaussian distributions. The basic idea of RIMLE is to fit an improper density to the data that is made up by a Gaussian mixture density and a "pseudo mixture component" defined by a small constant density, which is meant to capture outliers and observations in low density areas of the data that cannot properly be assigned to a Gaussian mixture component (called "noise" in the following). This is inspired by the addition of a uniform "noise component" to a Gaussian mixture suggested by Banfield and Raftery (1993) . Hennig (2004) showed that using an improper density improves the breakdown robustness of this approach. The improper constant density is the method's tuning for achieving robustness and we suggest a data driven method to choose its density value, which we call "optimally tuned RIMLE" (OTRIMLE). The one-dimensional version of OTRIMLE was introduced in Coretto and Hennig (2010) , where the OTRIMLE has been found to work well in a comparative simulation study. We focus on situations in which the number of clusters G is fixed. Two approaches for finding a suitable G are sketched in Section 7, but treating this problem in depth is left to future work.
As in many other statistical problems, violations of the model assumptions may cause problems in cluster analysis. Our general attitude to the use of statistical models in cluster analysis is that the models should not be understood as reflecting some underlying but in practice unobservable "truth", but rather as thought constructs implying a certain behaviour of methods derived from them (e.g., maximizing the likelihood), which may or may not be appropriate in a given application (more details on the general philosophy of clustering can be found in Hennig and Liao (2013) ). Using a model such as a mixture of multivariate Gaussian distributions, interpreting every mixture component as a "cluster", implies that we look for clusters that are approximately "Gaussian-shaped", but we do not want to rely on whether the data really were generated i.i.d. by a Gaussian mixture.
There are a number of proposals already in the literature for accounting the presence of noise and outliers in clustering problems. These contributions can be divided in two groups: methods based on mixture modelling, and methods based on fixed partition models. Within the first group Banfield and Raftery (1993) and Coretto and Hennig (2011) dealt with uniform distributions added as "noise components" to a finite Gaussian mixture. McLachlan and Peel (2000) proposed to model data based on Student t-distributions. Cuesta-Albertos et al. (1997) and García-Escudero and Gordaliza (1999) introduced and studied trimming in order to robustify the k-means partitioning method. Robust partitioning methods with homoscedastic clusters based on ML-type procedures where proposed in Gallegos (2002) and Gallegos and Ritter (2005) . Heteroscedasticity in ML-type partitioning methods has been introduced with the TCLUST algorithm of García-Escudero et al. (2008) and the "k-parameters clustering" of Gallegos and Ritter (2013) . Different from the methods based on fixed partition models, mixture models and RIMLE allow a smooth transition between different clusters and between clustered observations and noise, which improves parameter estimation in the presence of overlap between mixture components. The robustness properties of RIMLE are superior to those of the mixture-based methods proposed by Banfield and Raftery (1993) and McLachlan and Peel (2000) , as demonstrated later in the paper.
The paper is organized as follows. The RIMLE is introduced and defined in Section 2. In Section 3 existence and consistency of the RIMLE are proved. Section 4 covers two practical issues, namely the computation of the RIMLE and the OTRIMLE, i.e., the optimal choice of the value of the improper density. Section 5 studies the breakdown robustness of RIMLE and OTRIMLE. In Section 6 we analyze a real dataset from neuroscience where we show the potential of the OTRIMLE method. Section 7 concludes the paper. The present paper focuses mainly on theoretical properties of the RIMLE along with an illustration of the application of the OTRIMLE in practice. A comprehensive simulation study comparing the OTRIMLE with other methods for robust and non-robust Gaussian clustering and more detail on the computation of the OTRIMLE are presented in Coretto and Hennig (2014) .
Basic definitions 2.1 RIMLE and clustering
The robust improper maximum likelihood estimator (RIMLE) is based on the "noise component"-idea for robustification of the MLE based on the Gaussian mixture model. This models the noise by a uniform distribution, but in fact we are interested in more general patterns of noise or outliers. However, regions of high density are rather associated with clusters than with noise, so the noise regions should be those with the lowest density. This kind of distinction can be achieved by using the uniform density as in Banfield and Raftery (1993) , but in the presence of gross outliers the dependence of the uniform distribution on the convex hull of the data still causes a robustness problem (Hennig (2004) ). The uniform distribution is not really used here as a model for the noise, but rather as a technical device to account for whatever goes on in low density regions. The RIMLE drives this idea further by using an improper uniform distribution the density value of which does not depend on extreme points in the data. In the following, assume an observed sample x 1 , x 2 , . . . , x n , where x i is the realization of a random variable X i ∈ R p with p > 1; X 1 , . . . , X n i.i.d. The goal is to cluster the sample points into G distinct groups. RIMLE then maximizes a pseudo-likelihood, which is based on the improper pseudo-density
where φ(·, µ, Σ) is the Gaussian density with mean µ and covariance matrix Σ,
, while δ is the improper constant density (icd). The parameter vector θ contains all Gaussian parameters plus all proportion parameters including π 0 , ie. θ = (π 0 , π 1 , . . . , π G , µ 1 , . . . , µ G , Σ 1 , . . . , Σ G ). The icd value and the number of Gaussian components G are considered fixed and known. Although this does not define a proper probability model, it yields a useful procedure for data modelled as a proportion of (1 − π 0 ) of a mixture of Gaussian distributions, which have high enough density peaks to be interpreted as clusters plus a proportion π 0 times something unspecified with density ≤ δ (which may even contain further Gaussian components with so few points and/or so large within-component variation that they are not considered as "clusters").
The definition of the pseudo-model in (2.1) requires that the value of δ is fixed in advance. Choice of δ will be discussed in Section 4.2. Given the sample improper pseudo-log-likelihood function
the RIMLE is defined as θ n (δ) = arg max
where Θ is a constrained parameter space defined in Section 2.2. θ n (δ) is then used to cluster points using pseudo posterior probabilities for belonging to the Gaussian components or the improper uniform. These pseudo posterior probabilities are given by
if j = 1, 2, . . . , G; for i = 1, 2, . . . , n.
Points are assigned to the component for which the pseudo posterior probability is maximized. The assignment rule is then given by
The assignment based on maximum posterior probabilities is common to all model-based clustering methods. Note that in this setup we introduce the term "pseudo posterior probabilities" to stress the fact that because of the icd the resulting τ · (·) in general is not interpretable as a proper probability.
The constrained parameter space
Some notation: the kth element of µ j is denoted by µ j,k for k = 1, 2, . . . , p and j = 1, 2, . . . , G. Let λ j,k be the kth eigenvalue of Σ j , define Λ(θ) = {λ j,k : j = 1, 2, . . . , G; k = 1, 2, . . . , p},
Remark 1. The p-dimensional Gaussian density can be written in terms of the eigen-decomposition of the covariance matrix:
where λ k is the k-th eigenvalue of Σ, and v k is its associated eigenvector, for k = 1, 2, . . . , p. Let
On the other hand lim λ min 0 φ(x; µ, Σ) = 0 for all x = µ, with φ(x; µ, Σ) = o(λ q min ) for any fixed q as λ min 0. This implies that lim λ min 0 φ(µ; µ, Σ)φ(x; µ, Σ) → 0 for any x = µ. Furthermore, each of the density components in ψ δ (·) can be bounded above in terms of λ max (θ) and λ min (θ):
The optimization problem in (2.3) requires that Θ is suitably defined, otherwise θ n (δ) may not exist. As discovered by Day (1969) , the likelihood of a Gaussian mixtures degenerates if λ 1,1,m 0 if µ 1,m = x 1 , and this holds for (2.2), too. We here use the constraint
with a constant γ ≥ 1, where γ = 1 constrains all component covariance matrices to be spherical and equal, as in k-means clustering. This type of constraint has been proposed by Dennis (1981) and used for TCLUST by García-Escudero et al. (2008) . Hathaway (1985) showed consistency of the scale-ratio constrained MLE for one-dimensional Gaussian mixtures. There are a number of alternative constraints, see Ingrassia (2004); Ingrassia and Rocci (2007, 2011); Gallegos and Ritter (2009) . It may be seen as a disadvantage of (2.6) that the resulting estimator will not be affine equivariant (this would require allowing λ max (θ)/λ min (θ) → ∞ within any component), although it is rotation equivariant and therefore standardisation of variables will enforce affine equivariance.
Although (2.6) ensures the boundedness of the likelihood in standard mixture models and TCLUST, for RIMLE this is not enough. Points not fitted by any of the Gaussian components can still be fitted by the improper uniform component. Therefore we impose an additional constraint:
for fixed 0 < π max < 1. The quantity n −1 n i=1 τ 0 (x i , θ) can be interpreted as the estimated proportion of noise points. Choosing π max = 1 2 , say, just implements a familiar condition in robust statictics that at most half of the data should be classified as "outliers/noise". Overall, the parameter space for RIMLE is
(2.8)
RIMLE existence and consistency
We first show existence of the RIMLE for finite samples. Let #(A) denote the cardinality of the set A. Let x n = {x 1 , x 2 , . . . , x n }. Lemma 1 concerns the important case of plain Gaussian mixtures (δ = 0) and requires a weaker assumption A0(a) for existence than A0 required for the RIMLE with δ > 0. Here are some assumptions:
Assume also that for some j = 1, 2, . . . , G and k = 1, 2, . . . , p, λ k,j,m 0 as m → ∞; then sup l n (θ m ) → −∞.
0 at the same speed because of (2.6). Assume w.l.o.g. (otherwise consider a suitable subsequence) that (θ m ) m∈N is such that µ j,m , j = 1, 2, . . . , G either leave every compact set for m large enough or converge, and assume w.l.o.g., that if their limits are in {x 1 , . . . , x n }, they are in x G = {x 1 , . . . , x G }. A0(a) implies that ∃ x i ∈ x G , and ∃ν > 0 such that for all such x i , j = 1, 2, . . . , G and large enough m :
and Remark 1, the first product is of order O(λ min (θ m ) −p/2 ) G , and the second one of order o(λ q min ) for any fixed q, which implies that L n (θ m ) → 0 and l n (θ m ) → −∞.
Lemma 2. Assume A0, δ > 0. (θ m ) m∈N is a sequence in Θ. Assume also that for some j = 1, 2, . . . , G and k = 1, 2, . . . , p, λ k,j,m 0 as m → ∞. Then l n (θ m ) → −∞.
Proof. Using the definitions of the proof of Lemma 1, instead of (3.1) now
has to be considered, so that the limit behaviour of (π 0,m ) m∈N is relevant. (2.7) implies
For m → ∞, the left term of (3.3) is ≥ 0, and the right term (at least a subsequence) converges to
, which A0 requires to be > π max with contradiction, thus π 0,m = O(φ(x i , x j , Σ j,m )). Therefore, by the same argument as in the proof of Lemma 1, the right product in (3.2) vanishes fast enough so that l n (θ m ) → −∞.
Proof. Θ depends on δ via (2.7). Θ is not empty for any δ, because for any fixed values of the other parameters, small enough π 0 will fulfil (2.7). Next show that there exists a compact set K n ⊂ Θ such that sup θ∈Kn l n (θ) = sup θ∈Θ l n (θ).
Step A: consider θ such that π 1 = 1, µ 1 = x 1 , Σ j = I p for all j = 1, 2, . . . , G, arbitrary µ j and
Step B: consider a sequence (θ m ) m∈N . It needs to be proved that if (θ m ) m∈N leaves a suitably chosen compact set K n , it cannot achieve as large values of l n as one could find within K n . Lemma 2 (Lemma 1 for δ = 0) rules out the possibility of any λ k,j,m 0.
Step C: (2.5) implies that l n (θ) can be bounded from above in terms of π 0 , λ min and δ:
Considerθ ∈ Θ such thatλ k,j < +∞ for all k = 1, 2, . . . , p and j = 1, 2, . . . , G (using the obvious notation of components of "dotted" parameter vectors). Also consider a sequence (θ m ) m∈N such thatθ m →θ whereθ is equal toθ except thatλ k,j,m → +∞ for some k ∈ {1, . . . , p} and j ∈ {1, . . . , G}. By (2.6), λ min (θ m ) → +∞ and thus
Step D: now consider ||μ j,m || → +∞, for j = 1, w.l.o.g. Chooseθ m equal toθ m except noẅ µ 1,m = 0 for all m. Note that φ(x i ;μ 1,m ,Σ 1 ) → 0 for all i = 1, 2, . . . , n, which implies that ψ δ (x i ,θ m ) < ψ δ (x i ,θ m ) for large enough m, for which then l n (θ m ) < l n (θ m ). Applying this argument to all j with ||μ j,m || → +∞ shows that better l n can be achieved inside a compact set.
Continuity of l n now guarantees existence of θ n (δ).
We now define the population version of the RIMLE and derive consistency results for the sequence {θ n (δ)} n∈N . Let E P f (x) be the expectation of f (x) under P . The RIMLE population target function and the constrained parameter set can be obtained by replacing the empirical measure with P , and the population version of l n θ is given by
The constrained parameter set is defined as
Consistency of the RIMLE can be achieved only if L G exists. In order to ease the notation we define η(x, θ) = G j=1 π j φ(x; µ j , Σ j ). Consider the following assumptions on P :
Remark 2. Assumption A1 requires that no set of G points carries probability 1−π max or more. Otherwise the log-likelihood can be driven to ∞ by fitting G mixture components to G points with all covariance matrix eigenvalues converging to zero. The improper noise component could take care of all other points. Note that assumptions A2 and A3 are not both required, but only any single one of them (A2 enables a stronger consistency result). In situations in which neither A2 nor A3 are fulfilled, P can be fitted perfectly by fewer than G mixture components and no noise. In this case one cannot stop the remaining mixture components from degenerating, and therefore one cannot expect consistency of all components for any method. Note that this is less often the case than one might expect; for example, a plain Gaussian mixture with G − 1 components may still fulfill A3: if the density of one of the components is uniformly smaller than δ, a better pseudo-likelihood can obviously be achieved by assigning its proportion to the noise component than by choosing π 0 = π G = 0 and otherwise the true parameters. A Gaussian component that "looks like noise" rather than like a "cluster" will be treated as noise.
Lemma 3. For any probability measure
If all eigenvalues of Σ 1 are zero, choose Σ 1 = I p . Let λ max,1 be the largest eigenvalue of Σ 1 . If λ max,1 /λ i,1 > γ for any eigenvalue λ i,1 of Σ 1 , modify Σ 1 by replacing all eigenvalues smaller than γλ max,1 by γλ max,1 in its spectral decomposition. Let φ min = min x∈K φ(x, µ 1 , Σ 1 ) > 0. Choose
Observe that the resulting θ ∈ Θ G (with all other parameters chosen arbitrarily) by
Proof. Start with part (a). First consider a sequence {θ m } m∈N ∈ Θ N G with λ max,m → ∞. The eigenvalue ratio constraint forces all covariance matrix eigenvalues to infinity, and therefore sup x φ(x, µ j,m , Σ j,m ) 0. But this means that E P π 0 δ ψ δ (x,θ) → 1 > π max and θ m ∈ Θ G eventually, unless π 0,m 0, too. If the latter is the case, ψ δ (x, θ) 0 uniformly over all x and L(θ m ) −∞, which together with Lemma 3 makes it impossible that L(θ m ) is close to L G for m large enough and λ max,m too large, proving the existence of the upper bound λ * max < ∞ as required.
A1 ensures that for 0 < 7 < 1 there exists > 0 so that for all m ∈ N :
Based on (2.5) derive an upper bound for π 0,m from the constraint
which by (2.5) implies
for positive constants c 1 , c 2 , c 4 , c 5 , c 7 , c 8 and constants c 3 , c 6 , c 9 , all independent of θ m . If λ min (θ m ) 0, this implies L(θ m ) −∞, proving together with Lemma 3 the existence of the lower bound λ * min > 0.
Part (b) holds because if (θ m ) m∈N is chosen as above for m = n → ∞ and P is replaced by the empirical distribution P n , Glivenko-Cantelli enforces P n (A n, ) − P (A n, ) → 0 a.s., and the argument carries over using all other integrals in the finite sample-form, i.e., w.r.t. P n . Lemma 3 carries over because l n (θ) → L(θ) a.s. by the strong law of large numbers for θ with L(θ) > −∞.
Remark 3. Lemma 4 (a) and (2.5) imply that for all θ with L(θ) > L G − , j = 1, 2, . . . , G and all x:
The same holds because of Lemma 4 (b) for
Lemma 5. Assume A1 and A2. There is a compact set K ⊂ R p so that (a) L reaches its supremum for µ 1 , . . . , µ G ∈ K and is bounded away from the supremum if not all of µ 1 , . . . , µ G ∈ K,
. with L(x 1 ) = P for large enough n, l n reaches its supremum for µ 1 , . . . , µ G ∈ K and is bounded away from the supremum if not all of µ 1 , . . . , µ G ∈ K, a.s.
Proof. Start with part (a). Consider a sequence {θ m } m∈N ∈ Θ N G with µ jm → ∞ for j = 1, . . . , k, 1 ≤ k < G and a compact set K with µ jm ∈ K for j > k. Let
. . , G accompanied by the µ j , Σ j -parameters belonging to the components k +1, . . . , G of θ m . Observe, using Remark 3,
≤ π max will be fulfilled for m large enough because it is fulfilled for θ m by definition and
Regarding existence of a maximum with µ 1 , . . . , µ G ∈ K, observe that with Remark 3, ψ δ (x, θ) can be bounded by δ + φ max for all θ for which L(θ) > L G − . Now consider a sequence (θ m ) m∈N so that ∀m : µ 1m , . . . , µ Gm ∈ K, with the notation of Lemma 4,
Part (b) holds because if (θ m ) m∈N is chosen as above for m = n → ∞ and P is replaced by the empirical distribution P n , Glivenko-Cantelli enforces
by the strong law of large numbers, so that for large enough n: sup θ∈Θ G l n (θ) > L G−1 a.s. On the other hand, θ (G−k),n can be chosen optimally in a compact set K because of Lemma 4, within which l n converges uniformly to L a.s. (Theorem 2 in Jennrich (1969) ), and therefore, lim sup n→∞ l n (θ (G−k),n ) ≤ L G−1 . With these ingredients, the argument of part (a) carries over.
Lemma 6. Assume A1 and A3. There is a compact set K ⊂ R p so that (a) L reaches its supremum for µ 1 , . . . , µ G ∈ K,
, and a.s. there is no sequence
Proof. Start with part (a). Consider a sequence {θ m } m∈N ∈ Θ N G with µ j,m → ∞ for j = 1, . . . , k, 1 ≤ k < G (the case k = G is treated at the end), and a compact set K with µ j,m ∈ K for j > k. By selecting a subsequence if necessary, assume that there exists µ j = lim m→∞ µ j,m , Σ j = lim m→∞ Σ j,m for k + 1 ≤ j ≤ G and that π j,m converge for j = 0, . . . , G. Let j * = arg max
L G monotonically and, by A3, assume π 0,m > 3 .
Consider first the case 
whereas (using Remark 3)
all other parameters taken from θ m . Set A m = {x : ∀j ∈ {1, . . . , k} : φ(x, µ jm , Σ jm ) < δ}.
Again P (A m ) → 1. With this, (3.5) holds again. This time
and again (3.6).
Let θ * = lim m→∞ θ * m (this exists by construction). Continuity of L implies that L(θ * ) = L G and therefore for all m : L(θ * ) ≥ L(θ m ).
k j=1 π j,m → 0 is required here because π 0, * m ≥ π 0,m does not necessarily fulfill E P π 0, * m c ψ δ (x,θ * m) ≤ π max , but lim m→∞ π 0, * m = lim m→∞ π 0,m does. Finally, consider k = G. With A m, = {x : ∀j ∈ {1, . . . , k} : φ(x, µ j,m , Σ j,m ) < δ }, observe
for small enough and large enough m, violating for large m the corresponding constraint in Θ G as long as π 0,m is bounded from below, as was assumed. Existence follows in the same way as in the proof of Lemma 5.
For part (b) let θ * have µ * 1 , . . . , µ * G ∈ K and L(θ * ) = L G , which exists because of part (a) and Lemma 4, which ensures further that θ * is in a compact K * . Then the strong law of large numbers yields l n (θ * ) → L G a.s., and Theorem 2 of Jennrich (1969) implies that for all
This also holds for sequences (θ n ) n∈N that are eventually outside K * because of part (a) of Lemma 4 and the proof of part (a) above, because if (θ m ) m∈N is chosen as above for m = n → ∞ and P is replaced by the empirical distribution P n , Glivenko-Cantelli enforces P n (A n ) − P (A n ) → 0 a.s., which means that as in part (a), a.s., eventually l n (θ n ) cannot converge to anything larger than L G .
Theorem 2 (RIMLE existence). Assume A1 and any one of A2 or A3. There is a compact subset K ⊂ Θ G so that there exists
Proof. Pieced together from Lemmas 3-5 parts (a) and Remark 3.
Theorem 2 establishes existence of the RIMLE functional
Unfortunately neither L(θ) nor l n (θ) can be expected to have a unique maximum. If we take the vector θ and we permute some of the triples (π j , µ j , Σ j ) we still obtain the same value for L(θ) and l n (θ). This known as "label switching" in the mixture literature. There could be other causes for multiple maxima. Without strong restrictions on P , we cannot identify any specific source of multiple optima in the target function. Instead we show that asymptotically the sequence of estimators is close to some maximum of the pseudo-loglikelihood, which amounts to consistency of the RIMLE with respect to a quotient space topology identifying all loglikelihood maxima, as done in Redner (1981) . By θ (δ) in (3.7) we mean any of the maximizer of L(θ). Define the sets
The following theorem makes a stronger statement assuming A2 than A3, because if A2 does not hold, the Gth mixture component is asymptotically not needed and cannot be controlled for finite n outside a compact set.
Theorem 3 (Consistency). Assume A1 and A2. Then for every ε > 0 and every sequence of maximizers θ n (δ) of l n : lim n→∞ P {θ n (δ) ∈ K(θ (δ), ε)} = 1.
Assuming A3 instead of A2, for every compact K ⊃ K(θ (δ), ε) there exists a sequence of θ n that maximize l n locally in K so that
Proof. Under A2, because of the parts (b) of the Lemmas 4 and 5 it can be assumed that there is a compact set K so that all θ n (δ) ∈ K for large enough n a.s. Under A3, considerations are restricted to K anyway.
Based on Theorem 2 and related Lemmas | log ψ δ (x, θ)| ≤ C for some finite constant C for all θ ∈ K. Sufficient conditions for Theorem 2 in Jennrich (1969) are satisfied, which implies uniform convergence of l n (θ), that is sup θ∈K |l n (θ) − L(θ)| → 0 P -a.s. Based on the latter, and applying the same argument as in proof of Theorem 5.7 in Van der Vaart (2000) , it holds true that L(θ n (δ)) → L(θ (δ)) P -a.s. By continuity of L(θ) and Theorem 2 we have that for every
(Ω, A, P ) the probability space where the sample random variables are defined and consider the following events A n = {ω ∈ Ω : θ n (δ) ∈ K \ K(θ (δ), ε)} ,
Clearly A n ⊆ B n for all n. P (B n ) → 0 for n → ∞ implies P (A n ) → 0. The latter proves the result.
Practical issues 4.1 RIMLE computing
In this section we show that for a fixed δ the RIMLE can be appropriately approximated using an Expectation-Maximization (EM) algorithm which only requires calculations of closed form expressions in each step. Redner and Walker (1984) gave a general formulation of the EM tailored to the maximization of the log-likelihood for a wide class of finite mixture models. The formulation given here essentially follows from the work of Redner and Walker (1984) . Let s = 1, 2, . . . be the iteration index of the algorithm. Define
). The EM algorithm to approximate a candidate maximum of l n (θ) is as follows: for a choice of δ, π max , γ, θ (0) , for s = 1, 2, ..., iterate the following two steps:
1. E-step: determine Q(θ, θ (s) );
2. M-step: choose θ (s+1) = arg max θ∈Θ Q(θ, θ (s) ).
until an iteration s * such that |l n (θ (s * ) ) − l n (θ (s * −1) )| is small enough.
Proposition 1. Assume A0. The sequence θ (s) s∈N converges to a point θ em n ∈ Θ, and l n (θ (s) ) is increased in every step.
Proof. Find a set A n ⊂ R p that contains all points in x n with Lebesgue measure M (A n ) = 1/δ. δ is then a proper uniform density function on A n . Hence, for a given dataset the pseudo-density ψ δ (·) can be written as proper density function. Therefore the EM algorithm-theory in Redner and Walker (1984) applies.
It is important to stress that, as in the general mixture model case treated in Redner and Walker (1984) , a solution provided by the EM algorithm is not guaranteed to coincide with a global maximum of l n (·). However Proposition 1 guaranties that θ em n is a stationary point of l n (·). Running the EM algorithm for a large number of starting values increases the chances of finding the optimal solution.
By applying the same arguments as in Redner and Walker (1984) , the unconstrained M-step gives closed form solutions for all parameters:
but these do not necessarily lie in Θ. However, some properties of the M-step can be exploited to obtain adjustments of (4.1)-(4.3) so that the M-step is tailored to find approximate solutions in Θ. For the noise proportion constraint note that in each M-step the optimization with respect to proportions does not influence µ . A simple way of obtaining constrained solutions with respect to π max is to set
in each step s = 0, 1, . . .. Regarding the eigenratio constraint (2.6) first note that in each M-step the optimization of Q(·) with respect to Σ j is equivalent to compute the weighted MLE under the normal model. Let
be the spectral decomposition of the right hand side of (4.3), that is Λ (s+1) j is the diagonal matrix of eigenvalues, and U (s+1) j is the corresponding orthogonal matrix of unitary eigenvectors. Now suppose to parametrize the Gaussian densities in terms of the spectral decomposition of their covariance matrices. Based on arguments given in Anderson and Olkin (1985) it can be easily shown that the optimal choice for the eigenvectors of Σ j at the (s + 1)th M-step is simply U (s+1) j . Moreover, given the optimal choice for the eigenvectors, the optimal eigenvalues are given by Λ (s+1) j . This allows to treat the updating of the spectral components of Σ j separately. Then in order to enforce (2.6) in each M-step one may set
if eigenratio constraint is not fulfilled,
is an adjusted version of Λ (s+1) j so that the eigenratio constraint is fulfilled. Several choice ofΛ
preserving the monotonicity property of the EM-algorithm are discussed in Ingrassia and Rocci (2007) in the context of MLE for multivariate Gaussian mixtures. Preservation of the monotonicity property of the EM-algorithm ensures that l n (·) is increased in each step. García-Escudero et al. (2008) and Fritz et al. (2013) also propose choices ofΛ (s+1) j in the context of TCLUST. These approaches enforce the constraints in each M-step. However if one still wants the algorithm to explore potentially very concentrated clusters with low withincluster variation and exploit the standard convergence behaviour of the EM-algorithm, it may be preferable to apply (4.4) only in the last step of the EM-algorithm. RIMLE solutions can then be computed as follows: in each step (4.4) is applied with a choice ofΛ (s+1) j that only guarantees that det(Σ (s+1) j ) ≥ eps for a very small eps (e.g., the minimum positive number at machine precision); let θ * be the final stationary point of the EM-algorithm, then apply (4.4) settingλ * jk ← max{λ jk , λ max (θ * )/γ} for all j = 1, 2, . . . , G and k = 1, 2, . . . , p.
The outcome of the EM-algorithm depends on the initialization. One possibility is to initialize the algorithm by assigning observations randomly to the clusters and the noise. This can be done many times and the result with the best pseudo-likelihood value can then be picked. If this is done, enforcing constraints only in the last step of the algorithm as proposed above may be helpful in order to see whether better solutions can be found at the border of the parameter space than inside. In practice, it may be desirable to allow very concentrated clusters to be found even if their covariance matrix is somewhat inflated by enforcing the constraints. In Coretto and Hennig (2014) , a more intelligent initialization is proposed which often delivers a good solution without having to start the algorithm from many random partitions. If time allows, an even better option is to pick the best solution from comparing the likelihood that can be achieved by an intelligent initialization and many random ones.
Tuning the improper density value
Occasionally, subject matter knowledge may be available aiding the choice of δ, but such situations may be rather exceptional. In this section we suggest a data dependent choice of δ. Note that δ is not treated as a model quantity to be estimated, but rather as a tuning device to en-able a good robust clustering. The aim of the RIMLE is to approximate the density of clustered regions of points when these regions look like those produced by a Gaussian distribution. One possibility to tune δ is to choose it in a way that it enforces the Gaussianity of the clusters. Given θ n (δ), define the clusterwise squared Mahalanobis distances to clusters' centres
and the clusterwise weighted empirical distribution of d i,j,n ,
In M j , the ith point's distance is weighted according to the pseudo posterior probability that the ith observation has been generated by the jth mixture component. If the jth cluster is approximately Gaussian and µ j,n and Σ j,n are good approximation of its location and scatter, we expect that squared Mahalanobis distances to µ j,n of the points indeed belonging to mixture component no. j (for which τ j (·) indicates the estimated probability) will approximate a χ 2 p distribution. With χ 2 p (a) being the value of the cdf of the χ 2 p distribution at a, define the Kolmogorov-type distance for the jth cluster
The quality of the overall Gaussian approximation is then evaluated by weighting K j (·) with the estimated component proportion π j,n :
The "optimal" δ level is computed by solving the following minimization problem.
for some δ max > 0. The corresponding "optimally tuned RIMLE" (OTRIMLE) will be θ n (δ n ). The choice of δ max is not crucial because if δ is large enough the noise proportion constraint binds and the resulting RIMLE estimate will eventually lie on the border of the parameter space.
Computational details about the OTRIMLE are given in Coretto and Hennig (2014) .
Breakdown robustness of the RIMLE
Although robustness results for some clustering methods can be found in the literature, robustness theory in cluster analysis remains a tricky issue. Some work exists on breakdown points (García-Escudero and Gordaliza, 1999; Hennig, 2004; Gallegos and Ritter, 2005) , addressing whether parameters can diverge to infinity (or zero, for covariance eigenvalues and mixture proportions) under small modifications of the data. An addition breakdown point of r/(n + r) means that r, but not r − 1, points can be added to a data set of size n so that at least one of the parameters "breaks down" in the above sense.
It is well known (García-Escudero and Gordaliza, 1999; Hennig, 2008) , assuming the fitted number of clusters to be fixed, that robustness in cluster analysis has to be data dependent, for the following reasons:
• If there are two not well separated clusters in the data set, a very small amount of "contamination" can merge them, freeing up a cluster to fit outliers converging to infinity.
• Very small clusters cannot be robust because a group of outlying points can legitimately be seen as a "cluster" and will compete for fit with non-outlying clusters of the same size. Noise component-based and trimming methods are prone to trimming whole clusters if they are small enough.
Therefore, all nontrivial breakdown results (i.e., with breakdown point larger than the minimum 1/(n + 1)) in clustering require a condition that makes sure that the clusters in the data set are strongly clustered in some sense, which usually means that the clusters are homogeneous and strongly separated.
The theory for the RIMLE given here generalizes the argument given in Hennig (2004) , Theorem 4.11, to the multivariate setup. We consider fixed datasets x n = (x 1 , x 2 , . . . , x n ) and sequences of estimators (E n ) n∈N mapping observations from (R p ) n to Θ. Denote the components of E n (x n ) by (π En0 , π En1 , . . . , π EnG , µ En1 , . . . , µ EnG , Σ En1 , . . . , Σ EnG ), G being the number of mixture components as usually.
The following assumption in the definition of the breakdown point makes sure that E n (x n ) indeed parametrizes G different mixture components; if there was a mixture component with proportion zero or two equal ones, one mixture component would be free to be driven to breakdown.
A4 For i = 1, . . . , G : π Eni > 0, and all (µ Eni , Σ Eni ) are pairwise different.
Definition 1. Assume that (E n ) n∈N and x n fulfil A4. Then,
where S p is the set of all positive definite real valued p × p-matrices, is called the breakdown point of E n at dataset x n .
Denote the sequence of RIMLE estimators defined in (2.3) as (θ mH ) m∈N , write l mH (x m , θ) for l m (θ) with any m ∈ N and number of components H in (2.2), l o mH = l mH (x m , θ mH (x m )). Let θ * = θ nG (x n ) for the specific x n and G considered here. Components of θ * and later θ + are denoted with upper index " * " and "+", respectively. For j = 1, . . . , G, let φ * j (x) = φ(x, µ * j , Σ * j ), same with upper index "+". Assume δ > 0 fixed throughout this section. We start with a straightforward extension of Lemma 2.
Lemma 7. Assume A0 for x n . If (θ m ) m∈N is any sequence in Θ so that for some j = 1, 2, . . . , G and k = 1, 2, . . . , p, λ k,j,m 0 as m → ∞. For x n+r = (x 1 , x 2 , . . . , x n , x n+1 , . . . x n+r ):
Proof. The proof of Lemma 2 still applies because adding further observations only adds further positive terms to the sum in (3.3).
Corollary 1. Assume that x n is a fixed dataset fulfilling A0 and A4 for E n = θ nG . Then there is a λ 0 > 0 bounding from below all λ min for θ = θ (n+r)G (x n+r ) where x n+r = (x 1 , x 2 , . . . , x n , x n+1 , . . . x n+r ) for any (x n+1 , . . . , x n+r ) ∈ (R p ) r . Consequently φ max = (2π)
is an upper bound for all φ(x; µ, Σ) with (µ, Σ) occurring as component parameters in any such θ.
Proof.
If the Corollary was wrong, it would be possible to construct a sequence (θ m ) m∈N with λ k,j,m 0 for some j = 1, 2, . . . , G and k = 1, 2, . . . , p so that each θ m = θ (n+r)G (x n+r ) for an admissible x n+r . But (5.1) implies that there is a lower bound for l (n+r)G (x n+r , θ m ), contradicting Lemma 7.
The following theorem gives conditions under which the RIMLE stimator is breakdown robust against adding r observation to x n . (5.2) states that the dataset needs to be fitted by G Gaussian components considerably better than by G − 1 components, because otherwise the remaining mixture component would be available for fitting the added observations without doing much damage to the original fit. (5.3) makes sure that the noise proportion in x n is low enough that the added observations can still be fitted by the noise component without exceeding π max .
Theorem 4. Assume that x n fulfils A0 and A4 for E n = θ nG . If
φ max defined in Corollary 1, and
Assume w.l.o.g. that the parameter estimators of the mixture components H + 1, . . . , G leave
Then there exists φ min bounding φ + j (x i ) from below for j = 1, . . . , H and i = 1, . . . , n, so
Consider sequences (θ m ) m∈N ∈ Θ with l (n+r)G (x n+r , θ m ) → l o (n+r)G and leaving any D for j = H + 1 . . . , G, i.e., µ mj → ∞ or λ k,j,m → ∞ or π mj → 0, but with all λ k,j,m ≥ λ 0 as established in Corollary 1. Observe that for such sequences G j=H+1 π mj φ mj (x i ) becomes arbitrarily small for i = 1, . . . , n. Thus, for arbitrary > 0 and D large enough:
But a potential estimatorθ could be defined byπ 0 = nπ * 0 +r
This contradicts (5.2) by → 0.
For OTRIMLE and a given data set, condition (5.2) for δ = δ n fixed is the first building block for a breakdown result. This, however, is not enough. It also is necessary to make sure that for other values of δ whenever the data set is fitted with fewer than G mixture components, the Kolmogorov statistic D(δ) becomes so much worse that a solution with the original δ n and G not broken down mixture components is still better. A straightforward breakdown point theorem could be obtained by stating this as a condition. It is of more interest, but less trivial, how this can be fulfilled. Consider G strongly separated clusters of sufficient size and with an approximately Gaussian shape. In order to free a mixture component to break down, either one of the new clusters would include points from two or more original clusters, resulting in a large within-cluster gap and a bad value for D(δ), or an original cluster would be "eaten" by the noise component. This requires δ to be large and affects D(δ) because a substantial amount of probability mass in the tails of the originally Gaussian-shaped clusters would be classified as noise. We are not aware of positive breakdown results for other methods taking into account an automatic choice of the trimming rate (or corresponding tuning of the proportion or density level of outliers), which will require similar considerations. 
Data example: spike sorting
In order to illustrate the benefits of the OTRIMLE method, we analyze a dataset from neuroscience. The dataset was provided by Kenneth Harris and is available on http://www. homepages.ucl.ac.uk/~ucakche/agdank/agdankht2013eng.html. The aim of clustering was spike sorting. Spike sorting is the problem of identifying firing neurons in the living brain, from electric field signatures recorded using multisite microfabricated neural electrodes. Each of the data points reflects a time point for potential neural action (spike). The original variables are feature vectors representing the channels on which the information from the electrodes is recorded. Clusters would indicate a firing neuron, the signal of which is typically visible on only some channels. Experience suggests that the data points corresponding to the same firing neuron can be well modelled by a Gaussian distribution, but there are time points at which no neuron is firing (Lewicki (1998); Einevoll et al. (2012) ). For modern high-dimensional data of this kind, variable selection is important. Currently there is research on how to automatize this suitably for spike sorting (Kadir et al. (2013) ). There is no information on true firing events, and therefore we assessed the clusterings by data analytic means. For OTRIMLE we show three different scatterplots in Figure 1 on which different characteristics of the clusters and the noise can be seen. The scatterplot of PCA 1 vs. 2 shows clusters 3 and 6 as clearly separated clumps and clusters 4 and 7 as still clearly visible though not separated patterns. IC 1 vs. 2 shows cluster 1 as another distinctive pattern. IC 95 vs. 96 shows how cluster 5 deviates from the main bulk of the data, and it also shows groups of outliers, particularly one with 22 observations and values of IC95 larger than 15. It would probably not have been inappropriate to find this group as a "cluster", but none of the Gaussian mixture based methods that we tried managed to do this, even assuming larger numbers of clusters; with only about 0.1% of the observations this group is too small and classification of these observations as "noise" seems reasonable, too (regarding distinguishing small clusters from groups of outliers, there is always a certain ambiguity in the robust clustering problem). Cluster 2 is the largest cluster with 6,768 observations, and these observations can be interpreted as "normal core" of the dataset. The proportion of observations classified as noise is 15.6%.
Figures 2a and 2b show two scatterplots of the mclust clustering with noise. mclust identifies only 0.3% of the observations as noise. The scatterplot of PCA 1 vs. 2 shows that some clusters (1, 2, 4, 7) roughly correspond to clusters also found by OTRIMLE (numbered 7, 3, 4, 6 there). The scatterplot of IC 95 vs. 96, though, shows that mclust estimated large variances of IC 96 within clusters 2 and 5 and large variances of IC 95 within all clusters, so that they actually incorporate the observations that seem to be groups of outliers in this plot, making these clusters clearly non-normal. Apparently mclust's "convex hull" automatic approach resulted in a too low noise level here.
Using mclust without noise (Figure 2c ), cluster 7 merges what was a clearly separated cluster in the two clusterings with noise with a collection of outliers, including all the more extreme observations in IC 95 vs. 96 (not shown), so that this cluster "breaks down" as a distinctive pattern of the data set in the solution not allowing for noise as a result of the outliers. Cluster 5 also shows large variance in several directions and picks up some further outliers.
For these data, therefore, the cluster found by OTRIMLE are clearly the most homogeneous ones due to the fact that it classified more observations as noise, appropriately and realistically in the spike sorting application.
Concluding Remarks
The RIMLE robustifies the MLE in the Gaussian mixture model by adding an improper constant mixture component to catch outliers and points that cannot appropriately assigned to any cluster. Characteristics of the method compared to other robust clustering methods aiming for approximately Gaussian clusters are a smooth mixture-type transition between clusters and noise, and the fact that noise and outliers are not modelled by a specific and usually misspecified distribution, but rather as anything where the estimated mixture density is so low that the observation is rather classified to the constant noise than to any mixture component. If needed, the density value of the improper constant noise component can be chosen in such a way that the non-noise observations are fitted in an optimal manner by a mixture of Gaussians, as measured by the Kolmogorov distance. The resulting method is called OTRIMLE. See Coretto and Hennig (2014) for a comprehensive simulation study comparing OTRIMLE with other robust clustering methods aiming at approximately Gaussian clusters.
