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Введение
Машинное обучение все чаще применяется в самых разных сферах
жизни для решения задач прогнозирования, классификации и разработки
рекомендательных систем. Одним из основных препятствий для широкого
распространения машинного обучения является компромисс между интер-
претируемостью и сложностью алгоритма. Чем сложнее внутренняя струк-
тура модели, тем более глубокие взаимосвязи между переменными она мо-
жет находить, но и тем труднее она становится для понимания людьми.
Понимание того, какие переменные и каким образом влияют на ра-
боту модели, может помочь идентифицировать потенциальные проблемы в
ней и дать информацию о том, какие еще переменные можно туда добавить,
чтобы улучшить качество предсказания, а какие стоит из нее исключить,
чтобы оптимизировать использование ресурсов.
Необходимость интерпретировать предсказания моделей возникла в силу
многих причин.
Широкое использование моделей машинного обучения в таких отрас-
лях, как медицина, финансы и политика породило требования к безопас-
ности модели, обоснованию доверия ей, а также привело к существова-
нию различных правил, регламентирующих работу автоматизированных
систем принятия решений. Так с 2018 года в Европейском союзе начал
действовать новый регламент о защите данных — General Data Protection
Regulation (GDPR), одна из статей которого гласит, что каждый субъект
данных имеет право на получение информации о том, почему автоматизи-
рованная система приняла то или иное решение.
Также интерпретация моделей тесно связана с классом задач состя-
зательных аттак, целью которых является построение такого входа для
алгоритма машинного обучения, на котором алгоритм бы сделал ошибку.
Глобальные методы интерпретации призваны показать, какие факто-
ры в целом оказывают наибольшее влияние на структуру модели и на ее
предсказания.
Локальные методы пытаются объяснить то, как было сделано данное
конкретное предсказание (например, отказ в выдаче кредита клиенту). За-
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частую локальные методы могут быть использованы как основа для более
глобальной интерпретации, например, путем усреднения или визуализации.
Целью данной работы является рассмотрение локальных и глобаль-
ных методов интерпретации моделей машинного обучения, основанных на
построении игровой модели, программная реализация выявленных подхо-
дов и иллюстрация применения на конкретной модели машинного обуче-
ния.
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Глава 1. Коперативные ТП-игры
Кооперативная игра n лиц с трансферабельными полезностями (по-
лезности различных игроков могут быть оценены единой шкалой) описы-
вается как отображение
v : S → v(S) ∈ R, S ⊆ I = {1, 2, . . . , n}, S 6= ∅,
сопоставляющее всевозможным коалициям игроков S их выигрыш.
Значение ТП кооперативных игр каждой игре v : S → v(S) ставит в
соответствие сбалансированное распределение x ∈ Rn величины v(I), т. е.∑
I xi = v(I).
Пусть задана некоторая последовательность игроков π = (i1, i2, . . . , in).
Этой последовательности ставится в соответствие вектор маргинальных
вкладов x(π) = (x1, x2, . . . , xn) ∈ Rn, заданный по формуле:
xi1 = v(i1), xi2 = v(i1, i2)− v(i1), . . . , xin = v(N)− v(i1, i2, . . . , in1)
Вектор маргинальных вкладов x(π) определяет распределение обще-
го выигрыша v(I) в соответствии с заданным упорядочиванием игроков.
Вектор Шепли это средний вектор, вычисленный по всевозможным упоря-
доченным последовательностям игроков.
Для получения соответствующей формулы, представим, что аген-
ты из I случайно упорядочены (i1, i2, . . . , in), причем вероятность каждо-
го упорядочения одинакова. Вектор Шепли приписывает агенту i среднее
его маргинальной прибыли v(S ∪ {i}) − v(S), взятое по всем коалициям
S ∪ I\ {i}, включая пустое множество. Вес коалиции S соответствует веро-
ятности того, что в случайной очереди (i1, i2, . . . , in) перед агентом i стоят
в точности элементы из множества S. Непосредственное вычисление этой
вероятности дает величину s!(n−s−1)!n! , так как существует ровно s!(n−s−1)!
упорядочений I таких, что первые s элементов берутся из S, а последние
n− s− 1 элементов берутся из I\(S ∪ {i}).
Определение Для ТП-игры v : S → v(S), S ⊆ I вектор Шепли φ рас-
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|s|!(n− |S| − 1)!
n!
(v(S ∪ {i})− v(S)), i ∈ I
Вектор Шепли удовлетворяет следующим свойствам:
1. Линейность. Для любой характеристической функции v, являю-
щейся линейной комбинацией двух других характеристических функций u
и w (v(S) = αu(S) + βw(S)) значения Шепли v равны соответствующей
линейной комбинации значений Шепли u и w (φi(v) = αφi(u) + βφi(w)).
2. Симметричность. Если v(S ∪{i}) = v(S ∪{j}) для любого S, не
содержащего i или j, тогда φi(v) = φj(v)
3. Аксиома болвана. Болваном в теории кооперативных игр назы-
вается бесполезный игрок, не вносящий вклада ни в какую коалицию, то
есть игрок i такой, что для любого S ⊆ I выполнено v(S ∪ {i}) = v(S).
Аксиома болвана состоит в том, что если игрок i — болван, то φi(v) = 0.
4. Эффективность. Вектор Шепли позволяет полностью распреде-
лить имеющееся в распоряжении тотальной коалиции благосостояние, то
есть
∑
i φi(v) = v(I).
Теорема (Шепли, 1953 [10]). Для любой кооперативной игры v суще-
ствует единственное распределение выигрыша, удовлетворяющее аксиомам
1 — 4. Этим распределением является вектор Шепли.
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Глава 2. Локальная интерпретация
Методы интерпретации моделей машинного обучения, не зависящие
от вида модели, используют упрощенную объясняющую модель. Опреде-
лим эту модель как любую модель, которая аппроксимирует первоначаль-
ную модель и может быть легко проинтерпретирована. Объясняющая мо-
дель зачастую использует упрощенный вход x′, который связан с первона-
чальными входными данными с помощью функции x = hx(x′).
В работе [9] было показано, что многие локальные методы интерпре-
тации используют одинаковую объясняющую модель и был введен класс
методов, обобщающий эти подходы.
Пусть f — модель, которую необходимо интерпретировать, а g — объ-
ясняющая модель.
Методы с аддитивными значимостями признаков используют следу-
ющую объясняющую модель:






′ ∈ {0, 1}N ,
ψi ∈ R, N — количество признаков модели.
Методы, использующие данную объясняющую модель, приписывают
значимость ψi каждому признаку, а суммирование по всем значимостям
аппроксимирует выход исходной модели.
В работе [9] было доказано, что существует единственное решение в
этом классе методов, удовлетворяющее трем желаемым свойствам, описан-
ными ниже.
Желаемые свойства методов с аддитивными значимостями:
1. Локальная точность (Эффективность)











x′i = 0→ ψi = 0,
Данное свойство подразумевает, что отсутствующий во входном векторе
признак x′i получит нулевую оценку воздействия.
3. Consistency
Пусть fx(z′) = f(h(z′)) и z′\j означает, что zj = 0.
Обозначим за f модель, аналогичную f за исключением того, что
входы i и j поменяны местами: для всех подмножеств S, не содержащих i
или j выполняется f ′x(S ∪ {i}) = fx(S ∪ {j}) и f ′x(S) = fx(S).
Если для любых двух моделей f и f ′ выполняется условие:
f ′x(z
′)− f ′x(z′\j) > fx(z′)− fx(z′\j)
для любых z′ ∈ {0, 1}N , тогда
ψj(f
′, x) > ψj(f, x)
Свойство гласит, что если модель изменяется так, что вклад какого-либо
признака увеличивается или остается неизменным независимо от других
входных данных, то коэффициент воздействия признака не должен умень-
шаться.
Теорема (Lundberg, 2017 [9]) Существует единственная объясняющая мо-
дель в классе методов с аддитивными значимостями признаков, которая
удовлетворяет свойствам 1, 2, 3.
Коэффициенты объясняющей модели, являющиеся значимостями при-
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N — количество признаков,
|z′| — количество ненулевых элементов в векторе z′,
S — множество индексов ненулевых элементов в векторе z′
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Глава 3. Построение игровой модели локальной интер-
претации
Далее будет изложено обобщение предыдущего подхода.
Пусть f : X→ R — модель, отображающая N — мерное пространство
признаков X в вещественнозначные предсказания.
Аддитивные значимости признаков для f(x) на определенном входе
x = (x1, . . . , xN) ∈ X состоят из эталонной значимости φ0 и значимостей
признаков φ = (φ1, . . . , φN), связанных с N признаками следующим соот-
ношением: f(x) = φ0 +
∑N
i=1 φi.
На практике φ0 обычно представляет собой усредненный выход мо-
дели или выход модели для «базовых» входных данных (например, пустая
строка для классификации тональности текста).
В настоящее время существует ряд методов для вычисления этих зна-
чимостей.
Чтобы объяснить предсказание модели, используя значения Шепли,
необходимо сформулировать кооперативную игру с игроками, соответству-
ющими признакам модели.
Пусть Dinp — распределение, которое характеризует процесс, генери-
рующий входные данные модели, x = (x1, . . . , xN) — вход, предсказание
для которого необходимо интерпретировать, xS = {xi : i ∈ S} — вектор
признаков, входящих в коалицию S ⊆ N , r — «эталонный» вход модели.
Комбинированным входом z(x, r, S) будем называть следующий век-
тор:
z(x, r, S) = (z1, . . . , zN), zi =
xi, i ∈ Sri, i /∈ S
Заметим, что z(x, r, ∅) = r, а z(x, r,N ) = x.
Функция выигрыша vx в игре должна быть определена для каждого
подмножества S признаков так, чтобы vx(S) отражала вклад xS = {xi :
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i ∈ S} в прогноз модели. Это позволит нам вычислить возможные мар-
гинальные вклады каждого признака в предсказание модели и получить
значение Шепли.
Согласно определению аддитивных значимостей признаков и аксиоме
эффективности вектора Шепли необходимо определить vx(N ) := f(x)−φ0
(выигрыш от полной коалиции должен быть разницей между интерпре-
тируемым предсказанием модели и выходом модели для «базовых» или
усредненных входных данных).
Определим характеристическую функцию игры следующим образом:
vx,Dref (S) = ER∼Dref [f(z(x,R, S))]− ER∼Dref [f(R)],
где Dref — распределение эталонных значений, R — случайная величина.
Имитация отсутствия признаков может быть реализована путем вы-
борки отсутствующих признаков из условного распределения на основе
значений существующих признаков. В таком случае характеристическая
функция будет иметь вид:
vcondx (S) = ER∼Dinp[f(z(x,R, S))|RS = xS]− ER∼Dinp[f(R)]
Значимости признаков, выраженные как значения Шепли для игры
(N, vcondx (S)) соответствуют выражению 1.
В статье [8] было введено понятие одноэталонной игры — вспомога-
тельной конструкцией для выражения вектора Шепли игры vx,Dref .
Одноэталонная игра vx,r имитирует отсутствие признака, заменяя
значение признака значением из определенного эталонного входа r:
vx,r(S) = f(z(x, r, S))− f(r)
Векторы Шепли игр vx,r и vx,Dref (S) связаны следующим соотноше-
нием:
φ(vx,Dref ) = ER∼Dref [φ(vx,r)] (2)
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Таким образом, значимости признаков можно посчитать, используя
выражение 2.
Полученные значимости признаков можно суммировать по точечным
прогнозам, чтобы получить глобальную значимость отдельной переменной,
однако этот подход имеет серьезные недостатки: чрезмерное использова-
нию отдельных наблюдений, отсутствие нормализованной меры для оценки
относительной важности вклада каждой переменной, нестабильность при
наличии аномалий данных, таких как поддельные данные, недостающие
данные или выбросы.
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Глава 4. Модель глобальной интерпретации
Кривой Лоренца случайной величины Y с математическим ожидани-




F−1Y (s)ds, 0 6 t 6 1,
где F−1Y = min{y : F (y) > t} — функция, обратная к функции распределе-
ния FY случайной величины Y .
По данным, полученным в результате n наблюдений, кривую Ло-








, i = 1, . . . , n, где y(i) упорядоченные по неубыванию значе-
ния переменной Y , а y — выборочное среднее. Аналогично, упорядочивая
значения переменной Y в порядке невозрастания, получаем кривую L′Y ,











Обобщением кривой Лоренца в d-мерном пространстве является так
называемый зоноид Лоренца.
Рассмотрим множество Yd+ случайных величин в Rd, имеющих ко-
нечные и положительные (в каждой компоненте) математические ожида-
ния, а также подмножество Yd++ ⊂ Yd+ векторов, содержащихся в Rd+.









Зоноид Лоренца случайного вектора Y ∈ Yd — это выпуклый ком-
пакт в Rd+1, определяемый следующим образом:
LZ(Ỹ) = {E[g(Ỹ), g(Ỹ)Ỹ], g : Rd → [0, 1]},
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где g — измеримая функция.
Авторы статьи [6] показали, что зоноид Лоренца случайного векто-
ра однозначно определяет его распределение, а также обладает свойством
маргинальности и аддитивности.
Зоноид Лоренца можно использовать для оценки вклада независи-
мых переменных в изменение переменной отклика.
Пусть LZd=1(Y ) — зоноид Лоренца переменной отклика Y , а X1 —
независимая переменная, такая, что ŶX1 — вектор оценочных значений, вы-
численных с помощью модели линейной регрессии: ŶX1 = α̂+ β̂X1. Обозна-
чим за LZd=1( ˆYX1) зоноид Лоренца для ŶX1. Рассмотрим дополнительную
независимую переменную X2 и соответствующую модель линейной регрес-
сии: ŶX2 = α̂ + β̂X2, обозначим за LZd=1(ŶX2) зоноид Лоренца для ˆYX2.
В работе [4] было показано, что в одномерном случае зоноид Лоренца
может быть выражен с помощью оператора ковариации:
LZd=1(Y ) =
2Cov(Y, F (Y ))
µ
,
где µ — математическое ожидание Y , а F (Y ) — функция распределения
Y .










где E(ŶX1) = E(E(Y |ŶX1)) = µ, E(ŶX2) = E(E(Y |ŶX2)) = µ, F (ŶX1) и
F (ŶX2) — функции распределения ŶX1 и ŶX2 соответсвенно.
Пусть r(Y ), r(ŶX1) и r(ŶX2) — ранговые оценки, соответствующие
переменным Y , ŶX1 и ŶX2. Поскольку r(·) определяет эмпирическое пред-
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где y, ŷx2 и ŷx2 — векторы наблюдаемых и вычисленных значений, y — вы-
борочное среднее.
Авторы работы [4] показали, что зоноид Лоренца является функцией сум-
мы расстояний между значениями точек, лежащих на кривой Лоренца, и














На основе зоноидов Лоренца были выведены следующие меры взаи-
мосвязи переменных:
Маргинальный вклад Джини (MGC) — мера, позволяющая измерить
абсолютную объясняющую мощность любой отдельной объясняющей пере-
менной. Пусть Xj — одна из h объясняющих переменных (j = 1, . . . , h).
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Чтобы понять, могут ли дополнительные переменные улучшить мо-
дель, необходимо определить меру частичного вклада объясняющей пере-
менной.
Пусть Y — переменная отклика, а X1, . . . , Xh — набор объясняющих
переменных. Чтобы оценить взаимосвязь между перменной отклика и неза-
висимыми переменными можно применить модель машинного обучения и
получить соответствующие прогнозируемые значения ŶX1,...,Xh.









Отметим, что зоноид Лоренца обладает следующим свойством:
LZd=1(ŶX1,...,Xk+1) > LZd=1(ŶX1,...,Xk)
Пусть имеется n экземпляров данных, тогда зоноиды Лоренца векто-
ра наблюдаемых значений y и предсказанных значений ŷx1,...,xh будут пред-









Пусть ŶX1,...,Xh — прогноз модели, включающей все объсняющие пе-
ременные, а ŶX1,...,Xh−1 — прогноз модели, исключающей объясняющую пе-
ременную Xh.
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Частичный вклад Джини (PGC) — вклад, связанный с включением




В статье [8] предложен следующий подход.
Зададим выигрыш числителем меры PGC:
poff = LZd=1(ŶX1,...,Xh)− LZd=1(ŶX1,...,Xh−1)




|X ′|!(K − |X ′| − 1)!
K!
(LZd=1(ŶX ′∪Xk)− LZd=1(ŶX)




|X ′|!(K − |X ′| − 1)!
K!











i(ŷX ′∪Xk(i)− ŷX ′(i)
)
В то время как стандартное разложение Шепли отражает вклады
признаков на локальном уровне (для конкретного входа данных), разложе-
ние на основе зоноидов Лоренца описывает вклад признаков на глобальном
уровне: дается описание модели с точки зрения объясняющих переменных,
которые в основном определяют ее прогноз, кроме того данная мера выбора
модели является нормированной.
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Глава 5. Детали реализации
5.1 Модель
Для иллюстрации методов интерпретации был использован набор
данных Ирисов Фишера, состоящий из данных о 150 экземплярах ириса,
по 50 экземпляров трех видов — Ирис щетинистый (англ. Iris setosa), Ирис
виргинский (англ. Iris virginica) и Ирис разноцветный (англ. Iris versicolor).
Для каждого экземпляра измерялись четыре характеристики (в сантимет-
рах):
X1 — длина наружной доли околоцветника (чашелистика) (англ. sepal length);
X2 — ширина наружной доли околоцветника (чашелистика) (англ. sepal
width);
X3 — длина внутренней доли околоцветника (лепестка) (англ. petal length);
X4 —ширина внутренней доли околоцветника (лепестка) (англ. petal width).
На основании этого набора данных требуется построить правило клас-
сификации, определяющее вид растения по данным измерений. Это задача
многоклассовой классификации.











5.1 3.5 1.4 0.2 setosa
5.6 2.5 3.9 1.1 versicolor
5.9 3.0 5.1 1.8 virginica
Выборка была разбита на обучающую (120 экземпляров данных) и тесто-
вую (30 экземпляров данных).
В качестве алгоритма машинного обучения использовался основан-
ный на методе опорных векторов SVM-классификатор, принимающий на
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вход вектор признаков и возвращающий вектор вероятностей принадлеж-
ности к классам. Была достигнута точность предсказания в 95, 833% на
тестовой выборке.
5.2 Интерпретация модели
Рассмотрим экземпляр данных X̂ из тестовой выборки со следующи-
ми значениями признаков:









5.8 2.8 5.1 2.4
Выход модели для X̂:
Таблица 3: Спрогнозированные вероятности принадлежности к классам
setosa versicolor virginica
0.00927886 0.03090196 0.95981919
Усредненный выход модели, рассчитанный по обучающей выборке данных:
Таблица 4: Усредненные вероятности принадлежности к классам
setosa versicolor virginica
0.32137189 0.31069974 0.36792837
Значимости признаков, рассчитанные по выходу модели на входе X̂ =
{5.8, 2.8, 5.1, 2.4}:
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Таблица 5: Таблица значимостей признаков для входа X̂ в соответствии с классами

























Чем больше по модулю значимость признаков, тем больший вклад
признак вносит в прогнозирование наблюдаемого выхода модели. Отрица-
тельность значимости говорит о том, что признак способствует отдалению
прогнозируемой вероятности от усредненной вероятности, рассчитанной по
обучающей выборке данных, к нулю.
По получившимся данным, можно сделать вывод, что наибольший
вклад в прогнозирование высокой вероятности (≈ 95, 98%) принадлежно-
сти к классу virginica для данного входа X̂ внес признак X4 (ширина ле-
пестка).
Наибольший вклад в прогнозировании более низкой вероятности (≈
30, 9%) принадлежности к классу setosa для данного входа X̂ внес признак
X3 (длина лепестка), а к классу versicolor — X4 (ширина лепестка).
Значимости признаков для тестовых экземпляров данных в соответ-





Рассчитав значимости признаков по прогнозам для всей тестовой вы-
борки и проссумировав их абсолютные значения для каждого признака в
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соответствии с классом, получаем:
Таблица 6: Таблица значимостей признаков в соответствии с классами

























Далее представлены результаты реализации глобального метода ин-
терпретации, основанного на зоноидах Лоренца:
Таблица 7: Таблица значимостей признаков в соответствии с классами

























Отметим, что наибольшую значимость имеет признак X3 (длина лепестка)
для всех классов, вероятность принадлежности к которым прогнозирует
модель, следующий по значимости — признак X4 (ширина лепестка), при-
знаки X1 (длина чашелистика) и X2 (ширина чашелистика) имеют малые
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В рамках данной работы были рассмотрены локальные и глобальные
методы интерпретации моделей машинного обучения, универсальность ко-
торых заключается в том, что они не зависят от выбора модели.
Для класса методов с аддитивными значимостями признаков была
формализована кооперативная игра и выведены значимости признаков как
компоненты вектора Шепли.
Была произведена программная реализация выявленных подходов,
основывающихся как на разложении локальных прогнозов модели, так и на
разложении общей точности предсказания модели. Было проиллюстриро-
вано на конкретной модели машинного обучения применение двух методов
глобальной интерпретации, первый из которых основан на суммировании
абсолютных значений локальных значимостей (описан в Главе 3), а вто-
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