Abstract. Given positive integers a ≤ b ≤ c, let K a,b,c be the complete 3-partite 3-uniform hypergraph with three parts of sizes a, b, c. Let H be a 3-uniform hypergraph on n vertices where n is divisible by a + b + c. We asymptotically determine the minimum vertex degree of H that guarantees a perfect K a,b,ctiling, that is, a spanning subgraph of H consisting of vertex-disjoint copies of K a,b,c . This partially answers a question of Mycroft, who proved an analogous result with respect to codegree for r-uniform hypergraphs for all r ≥ 3. Our proof uses a lattice-based absorbing method, the concept of fractional tiling, and a recent result on shadows for 3-graphs.
Let us compare Theorem 1.1 with the corresponding result in [24] , which states that where p is the smallest prime factor of d. Not only Theorem 1.1 is more complicated, but also it contains a case where the coefficient of the threshold is irrational. In fact, as far as we know, all the previously known tiling thresholds had rational coefficients.
The lower bound in Theorem 1.1 follows from six constructions given in Section 2. Three of them are known as divisibility barriers and two are known as space barriers. Roughly speaking, the divisibility barriers, known as lattice-based constructions, only prevent the existence of a perfect K-tiling; in contrast, the space barriers are 'robust' because they prevent the existence of an almost perfect K-tiling. Our last construction is related to the nature of tiling, where every vertex must be contained in a copy of K a,b,c , so we call it a tiling barrier. Such a barrier has never appeared before -see concluding remarks in Section 5.
Our proof of the upper bound of Theorem 1.1 consists of two parts: one is on finding an almost perfect K-tiling in H, and the other is on 'finishing up' the perfect K-tiling. Our first lemma says that H contains an almost perfect K-tiling if the minimum vertex degree of H exceeds those of the space barriers. , then there exists a K a,b,c -tiling covering all but at most αn vertices. The absorbing method, initiated by Rödl, Ruciński and Szemerédi [26] , has been shown effective in finding spanning (hyper)graphs. Our absorbing lemma says that H contains a small K a,b,c -tiling that can absorb any much smaller set of vertices of H if the minimum vertex degree of H exceeds those of the divisibility barriers.
Lemma 1.3 (Absorbing Lemma).
Fix integers 1 ≤ a ≤ b ≤ c. For any γ > 0, there exists α > 0 such that the following holds for sufficiently large n. Suppose H is a 3-graph on n vertices such that
Then there exists a vertex set W with |W | ≤ The upper bound of t 1 (n, K a,b,c ) in Theorem 1.1 follows from Lemmas 1.2 and 1.3 easily.
Proof of Theorem 1.1 (upper bound). Let 1 ≤ a ≤ b ≤ c be integers and γ > 0. Let α > 0 be the constant returned by Lemma 1.3 and let n ∈ (a + b + c)N be sufficiently large. Suppose that H is a 3-graph on n vertices with δ 1 (H) ≥ (δ + γ) 
Next we apply Lemma 1.2 on H ′ with γ/2 in place of γ and get a K a,b,c -tiling covering all but a set U of at most α|V (H ′ )| < αn vertices of H ′ . By the absorbing property of W , there exists a K a,b,c -factor on H[W ∪ U ]. Thus we get a K a,b,c -factor of H.
Although this proof is a straightforward application of the absorbing method, there are several new ideas in the proofs of Lemmas 1.2 and 1.3. First, in order to show that almost every (a + b + c)-set has many absorbing sets, we use lattice-based absorbing arguments developed recently by Han [11] . Second, in order to prove Lemma 1.2, we use the concept of fractional homomorphic tiling given by Buß, Hàn and Schacht [3] . Third, we need a recent result of Füredi and Zhao [8] on shadows, which can be viewed as a vertex degree version of the well-known Kruskal-Katona Theorem for 3-graphs.
The rest of the paper is organized as follows. We prove the lower bound in Theorem 1.1 by six constructions in Section 2. We prove Lemma 1.3 in Section 3 and Lemma 1.2 in Section 4, respectively. Finally, we give concluding remarks in Section 5.
Notations. Throughout this paper we let 1 ≤ a ≤ b ≤ c be three integers and k = a + b + c ≥ 3. When it is clear from the context, we write K a,b,c as K for short. By x ≪ y we mean that for any y ≥ 0 there exists x 0 ≥ 0 such that for any x ≤ x 0 the following statement holds. We omit the floor and ceiling functions when they do not affect the proof.
Extremal examples
In this section, we prove the lower bound in Theorem 1.1 by six constructions. Following the definition in [24] , we say a 3-partite 3-graph K a,b,c is of type 0 if gcd(a, b, c) > 1 or a = b = c = 1. We say K a,b,c is of
Construction 2.1 (Space Barrier I). Let V 1 and V 2 be two disjoint sets of vertices such that |V 1 | = a k n − 1 and |V 1 | + |V 2 | = n. Let G 1 be the 3-graph on V 1 ∪ V 2 whose edge set consists of all triples e such that
We claim that G 1 has no perfect K a,b,c -tiling. Indeed, consider a copy K ′ of K a,b,c in G 1 . We observe that at least one color class of K ′ is a subset of V 1 -otherwise V 2 contains at least one vertex from each color class; since K ′ is complete, there is an edge in V 2 , contradicting the definition of G 1 . Hence a K a,b,c -tiling in G 1 covers at most |V1| a k < n vertices, so it cannot be perfect. Construction 2.2 (Space Barrier II). Let V 1 and V 2 be two disjoint sets of vertices such that |V 1 | = a+b k n−1 and |V 1 | + |V 2 | = n. Let G 2 be the 3-graph on V 1 ∪ V 2 whose edge set consists of all triples e such that
. We claim that G 2 has no perfect K a,b,c -tiling. Similarly as in the previous case, for any copy
in G 2 , at least two color classes of K ′ are subsets of V 1 . Hence a K a,b,c -tiling in G 2 covers at most |V1| a+b k < n vertices, so it cannot be perfect. Construction 2.3 (Divisibility Barrier I). Let V 1 and V 2 be two disjoint sets of vertices such that
We claim that H 1 has no perfect K a,b,c -tiling. Indeed, each copy of K a,b,c must be a subgraph of
. Since k ≥ 3, due to the choice of V 1 and V 2 , we have |V 1 | = |V 2 | mod k and therefore k cannot divide both |V 1 | and |V 2 |. Hence H 1 has no perfect K a,b,c -tiling. , there are at least two consecutive odd numbers, therefore at least one of them is not divisible by gcd(a, b, c). Let H 2 be the 3-graph on V 1 ∪ V 2 whose edge set consists of all triples e such that |e ∩ V 2 | is even (0 or 2). Then δ 1 (H 2 ) = min{
Since every edge intersects V 2 in an even number of vertices and K ′ is complete, no color class of K ′ intersects both V 1 and V 2 . Moreover, either 0 or 2 color classes of
In either case, all of a + b, a + c and b + c are even and thus
Construction 2.5 (Divisibility Barrier III). Suppose that K a,b,c is of type d for some odd d ≥ 3, let V 1 and V 2 be two disjoint sets of vertices such that
. Let H 3 be the 3-graph on V 1 ∪ V 2 whose edge set consists of all triples e such that |e ∩ V 1 | = 1. Then
We claim that H 3 has no perfect K a,b,c -tiling. Consider a copy
Similarly as in the previous case, exactly one color class of K ′ is a subset of V 1 , which implies
Define a 3-graph F on V whose edge set consists of all triples vxy with x ∈ V 1 , y ∈ V 2 and all triples e in
It is easy to see that v is not contained in any copy of K 2,2,2 , and hence not contained in any copy of K a,b,c with a > 1. Therefore, F has no perfect K a,b,c -tiling with a > 1.
Proof of Theorem 1.1 (lower bound). Given positive integers a ≤ b ≤ c and n ∈ kN, where k = a + b + c, let t 1 = t 1 (n, K a,b,c ) be the tiling threshold. By Constructions 2.1 and 2.2, we have 
3. Proof of the Absorbing Lemma 3.1. Preparation. We need a simple counting result, which, for example, follows from the result of Erdős [7] on supersaturation. Given l 1 , . . . , l r ∈ N, let K (r) l1,...,lr denote the complete r-partite r-graph whose jth part has exactly l j vertices for all j ∈ [r].
Proposition 3.1. Given µ > 0, l 1 , . . . , l r ∈ N, there exists µ ′ > 0 such that the following holds for sufficiently large n. Let H be an r-graph on n vertices with a vertex partition
and H contains at least µn r edges e = {v 1 , . . . , v r } such that
l1,...,lr whose jth part is contained in V ij for all j ∈ [r]. Given a 3-graph H, its shadow ∂H is the set of the pairs that are contained in at least one edge of H. We need a recent result of Füredi and Zhao [8] on the shadows of 3-graphs.
The next lemma says that for any 3-graph, after a removal of a small portion of vertices and edges, any two vertices with a positive codegree in the remaining 3-graph has a linear codegree in H. Lemma 3.3. Given ǫ > 0 and an n-vertex 3-graph H, there exists a subhypergraph H ǫ of H such that the following holds
Proof. If an edge e ∈ E(H) contains a pair S ∈ e 2 with deg H (S) ≤ ǫ 2 n, then it is called weak, otherwise called strong. Note that the number of weak edges in H is at most n 2 ǫ 2 n. Let
v is contained in at least ǫ n 2 weak edges .
We observe that |V ǫ | ≤ 3ǫn -otherwise there are more than 3ǫn · ǫ n 2 /3 = n 2 ǫ 2 n weak edges in H, a contradiction.
Let H ǫ be the 3-graph on the vertex set V \ V ǫ consisting of strong edges in H[V \ V ǫ ]. For any v ∈ V \ V ǫ , note that v is incident to at most |V ǫ |(n − 2) edges that intersect V ǫ and v is contained in at most ǫ n 2 weak edges. These imply
(i) and (iii) follow immediately from the definition of H ǫ .
Throughout this section, we assume that K is a complete 3-partite 3-graph of order k ≥ 3. Given β > 0, i ∈ N and two vertices u, v ∈ V (H), we call that u, v are (β, i)- 
be the set of vertices that are (β, i)-reachable to x. Similar definitions can be found in [22, 23, 11] .
We use the following two results from [22] . Lemma 3.6. Given 0 < η ≤ 1/(2k), β > 0, and i 0 ∈ N, there exists α > 0 such that the following holds for all sufficiently large integers n. Suppose H = (V, E) is an n-vertex 3-graph with the following two properties (♦) For any v ∈ V , there are at least ηn
Then there exists a vertex set W with V 0 ⊆ W ⊆ V and |W | ≤ ηn such that for any vertex set U ⊆ V \ W with |U | ≤ αn and |U | ∈ kZ, both
Proof. Let
There are two steps in our proof. In the first step, we build an absorbing family F 1 that can absorb any small portion of vertices in V \ V 0 . In the second step, we put the vertices in
′ spans a copy of K. By (♦), there are at least
-sets S i for u i and v i for i = 2, . . . , k. Next we choose a collection of pairwise disjoint sets S i for i = 2, . . . , k. Since in each step we need to avoid at most m + k previously selected vertices, there are at least βn i0k−1 /2 choices for each S i .
A is an absorbing m-set for S. In total, we get at least
m . Now we build the family F 1 by standard probabilistic arguments. Choose a family F of m-sets in H by selecting each of the n m possible m-sets independently with probability p = η 1 n 1−m /(8m). Then by Chernoff's bound, with probability 1 − o(1) as n → ∞, the family F satisfies the following properties:
Furthermore, the expected number of pairs of m-sets in F that are intersecting is at most
Thus, by using Markov's inequality, we derive that with probability at least 1/2,
Hence, there exists a family F with the properties in (3.1) and (3.2). By deleting one member of each intersecting pair and removing m-sets that are not absorbing sets for any k-set S ⊆ V \ V 0 , we get a subfamily F 1 consisting of pairwise disjoint m-sets. Let W 1 = V (F 1 ) and thus
Since every m-set in F 1 is an absorbing m-set for some k-set S, H[W 1 ] has a K-factor. For any k-set S, by (3.1) and (3.2) above we have
For any set U ⊆ V \ (V 0 ∪ W 1 ) of size |U | ≤ αn and |U | ∈ kZ, it can be partitioned into at most
In the second step, by (♦), we greedily build F 2 , a collection of copies of K that cover the vertices in
Together with the vertices in W 1 , at most ki + η 1 n/4 ≤ kη 2 n + η 1 n/4 vertices have already been selected. So for any vertex v ∈ V 0 , we find the desired copy of K containing v by (♦), because (kη
we get the desired absorbing set W with |W | ≤ kη 2 n + η 1 n/4 < ηn.
So it remains to show that (♦) and (△) hold in the 3-graph H. We first study the property (♦). Throughout this subsection, let d 0 = 6 − 4 √ 2 ≈ 0.343 and note that (4
Lemma 3.7. For any γ > 0, there exists η > 0 such that the following holds for sufficiently large n. Let H be an n-vertex 3-graph with
Proof. Let ǫ = γ/12. Let η be returned by Lemma 3.5 when γǫ 2 /2 plays the role of ǫ. Suppose that n is sufficiently large and H is an n-vertex 3-graph with
We apply Lemma 3.3 on H and get the subhypergraph H ǫ satisfying (i) -(iii). Let n ′ = |V (H ǫ )|. We have
≈ 0.385 and n ′ ≥ (1 − 3ǫ)n, Lemma 3.2 implies that
by the definitions of d 0 and ǫ. Fix x ∈ V (H) and note that every S ∈ N H (x) ∩ ∂H ǫ has degree at least ǫ 2 n in H. Therefore, the number of (S, y) with S ∈ N H (x) ∩ ∂H ǫ and y ∈ N H (S) is at least γ 2 n 2 · ǫ 2 n. By averaging, there exists a vertex y such that
This means that x and y have at least γǫ 2 n 2 /2 common neighbors with degree at least ǫ 2 n. By Lemma 3.5, x and y are (η, 1)-reachable. Hence, there are at least ηn
Now we study the property (△). Following the approach in [11] , given a 3-graph H, we first find a partition of V (H) such that all but one part are (β, i)-closed in H and then study the reachability between different parts. The following lemma provides such a partition.
Lemma 3.8. Given δ ≥ 1/4 and γ > 0, there exist constants 0 < β ≪ ǫ ≪ γ such that the following holds for sufficiently large n. Let H be an n-vertex 3-graph with
Proof. Let s = ⌊1/(δ + γ/2)⌋ (then (s + 1)(δ + γ/2) > 1). Let η be the constant returned from applying Lemma 3.5 with ǫ 2 /16 in place of ǫ and let µ ′ be the constant returned from applying Proposition 3.1 with
We apply Lemma 3.3 on H and obtain H ǫ satisfying (i) -(iii). In particular,
and
Since |Ñ 0 (x)| ≥ 3 4 ǫ 2 n, by Proposition 3.4 and the choice of β i 's, we know thatÑ i (x) ⊆Ñ i+1 (x) for all 0 ≤ i < s − 1 and all x ∈ V (H), and if a set
By (3.4) and (s + 1)
, so x, y are 1-reachable to each other. Consequently, if s = 1, then V (H ǫ ) is 1-closed and we get the desired partition P = {V 0 , V (H ǫ )}.
We may thus assume that s ≥ 2 and there are two vertices of H ǫ that are not 2 s−1 -reachable to each other (otherwise we are done). Let r be the largest integer such that there exist v 1 , . . . , v r ∈ V (H ǫ ) such that no pair of them are 2 s+1−r -reachable to each other. Early arguments show that r exists and 2 ≤ r ≤ s. Fix such v 1 , . . . , v r ∈ V (H ǫ ). By Proposition 3.4, we can assume that any two of them are not 2 s−r -reachable to each other. ThenÑ s−r (v i ), i ∈ [r] satisfy the following properties.
Indeed, if there exist u 1 , u 2 ∈ V i that are not 2 s−r -reachable to each other, then {u 1 , u 2 , v 1 , . . . , v r } \ {v i } contradicts the definition of r. We also have
We need some definitions from [14] . Fix an integer r > 0, let H be a 3-graph and let P = {V 0 , V 1 , . . . , V r } be a partition of V (H). The index vector i P (S) ∈ Z r of a subset S ⊂ V (H) with respect to P is the vector whose coordinates are the sizes of the intersections of S with each part of P except V 0 , i.e., 
, let u j ∈ Z r be the jth unit vector, namely, u j has 1 on the jth coordinate and 0 on other coordinates.
Given a partition P = {V 0 , V 1 , . . . , V r } of V (H) provided by Lemma 3.8, the following lemma shows that
Lemma 3.9. Let H be a 3-graph with a partition P = {V 0 , V 1 , . . . , V r } such that for each j ∈ [r], |V j | ≥ ǫ 2 n/2 and V j is (β, i 0 )-closed in H for some β > 0 and integer
By comparing the sums of all the coordinates from two sides of either equation in (3.5), we obtain that 
When we select any copy of K, we need to avoid at most 2kC vertices, which are incident to at most 2kCn k−1 ≤ µ ′ n k /2 copies of K. Therefore, the number of choices of these copies is at least (µ 
-sets for x 1 and x 2 . There are at least
such reachable sets. We thus obtain desired
and i 1,2 = i 0 kC + C + i 0 .
3.3.
Proof of Lemma 1.3. The following simple fact will be used later for finding linear combinations of robust K-vectors. ⌊1/(δ+γ/2)⌋−1 . Let β ≪ ǫ ≪ γ be the constants returned by Lemma 3.8, and assume that ǫ ≤ η 2 /4. We pick 0 < µ ≪ ǫ and let µ ′ the constant returned by Proposition 3.1 with µ, l 1 = a, l 2 = b, and l 3 = c. We apply Lemma 3.9 with β, i 0 and µ ′ and get β ′ and i ′ 0 . Finally, we apply Lemma 3.6 with β ′ , η and i ′ 0 , and get α > 0. Let n be sufficiently large and let H be a 3-graph on n vertices such that δ 1 (H) = (δ + γ) n 2 . It suffices to verify the assumptions (△) and (♦) in Lemma 3.6 -Lemma 3.6 thus provides the desired vertex set W (here |W | ≤ ηn ≤ γn/4). In the rest of the proof we verify (△) in cases depending on the type of K. We first apply Lemma 3.8 to H and obtain a partition and t
Proof. Without loss of generality, assume that |V ′ | ≤ n/2. Fix v ∈ V ′ . We observe that v is contained in at least ǫn 2 crossing edges (those with index vector (1, 2) or (2, 1)) -otherwise δ 1 (H) ≤ n/2 2 + ǫn 2 + |V 0 |n < ( In this case, δ 1 (H) ≥ ( 4 9 + γ) n 2 . Thus r = 2 and P = {V 0 , V 1 , V 2 }. By Claim 3.11, without loss of generality, assume that (1, 2) ∈ I µ P (H). If I µ P (H) = {(1, 2)}, then assume that |V 2 | = pn for some 0 < p < 1. The number of edges with index vector (1, 2) is at most
where equality holds when p = 2/3. Thus, e(H) ≤ 
Since K is of type d ≥ 3 and d is odd, Fact 3.10 implies that gcd(b + c, a + c, a + b) = 1 and hence ( 
Case 2: K is of type 1 and r = 2.
By Claim 3.11, without loss of generality, assume that (1, 2) ∈ I µ P (H). By Proposition 3.1, we have t 1 , t 2 , t 3 ∈ I µ ′ P,K (H), and thus , there is a member of T whose ith coordinate is positive. Fix i ∈ [3] . By applying Claim 3.11 to Let H = (V, E) be a 3-graph and let V 1 , V 2 , V 3 be mutually disjoint non-empty subsets of V . We denote the number of edges with one vertex in each V i , i ∈ [3] by e(V 1 , V 2 , V 3 ), and the density of H with respect to (V 1 , V 2 , V 3 ) by 
Then there is a K a,b,c -tiling on
Proof. We will greedily pick vertex-disjoint
, where each K ℓ is a copy of K a,b,c or K k,k,k . This gives rise to a K a,b,c -tiling because each copy of K k,k,k consists of three vertex-disjoint copies of K a,b,c . Our algorithm is as follows. 
By Proposition 3.1, we can find a copy of K k,k,k or K a,b,c from U j . The algorithm terminates when |U
So it suffices to show that |U s | ≤ k a ǫm. First, assume that (4.2) holds for some 0 ≤ j < s. In this case
and we are done. Otherwise
a ǫm, as desired. Second, assume that (4.2) fails for all 0 ≤ j < s. We claim that for all 0 ≤ j ≤ s, Theorem 4.2. For all t 0 ≥ 0 and ǫ > 0, there exist T 0 = T 0 (t 0 , ǫ) and n 0 = n 0 (t 0 , ǫ) such that for every 3-graph H = (V, E) on n ≥ n 0 vertices, there exists a partition
3 , the triple (V i , V j , V l ) is ǫ-regular. The partition given by Theorem 4.2 is called an (ǫ, t)-regular partition of H, and V 1 , . . . , V t are called clusters. Given an (ǫ, t)-regular partition P = {V 0 , V 1 , V 2 , . . . , V t } and d > 0, the cluster hypergraph R = R(ǫ, d, P) is defined as the 3-graph whose vertices are clusters V 1 , . . . , V t and {V i , V j , V l } form an edge of R if and only if (
The following corollary shows that the cluster hypergraph inherits the minimum degree of the original hypergraph. Its proof is the same as that of [3, Proposition 15] -we thus omit the proof. 
When a = b = c, the proof of Lemma 1.2 is a standard application of the regularity method. This was given implicitly in [16] and stated as [22, Lemma 4 .4] without a proof. For completeness, we include the proof here.
Proof of Lemma 1.2 when a = b = c. Suppose 0 < 4ǫ = α = d ≪ γ and t 0 = 1/ǫ. Let H be a 3-graph on n vertices with δ 1 (H) ≥ ( 5 9 + γ) n 2 for some sufficiently large n. We apply Corollary 4.3 and obtain an (ǫ, t)-regular partition P with t > t 0 and a cluster hypergraph R = R(ǫ, d, P) satisfying δ 1 (R) ≥ (
Suppose that t ≡ r mod 3 for some r ∈ {0, 1, 2}. Let R ′ be the subgraph of R on clusters V r+1 , . . . ,
We apply [10, Theorem 6] 1 to R ′ and get a perfect matching M . For each edge e = {V i , V j , V l } ∈ M , Proposition 4.1 provides a K a,b,c -tiling that covers all but at most
The union of these K a,b,c -tilings covers all but at most
We assume that a < c in the next two subsections.
Fractional homomorphic tilings.
To obtain a large K a,b,c -tiling in H when a < c, we follow the idea of Buß, Hàn and Schacht [3] considering a fractional homomorphism from K a,b,c to the cluster hypergraph R. Let us first define a fractional hom(K a,b,c )-tiling (hom(K)-tiling for short).
for every e ∈ E there exists a labeling e = uvw such that h(u, e) ≤ h(v, e) ≤ h(w, e) and
Given e = uvw ∈ E, we simply write h(u, v, w) = (h(u, e), h(v, e), h(w, e)). We denote by h min the smallest non-zero value of h(v, e) and by w(h) the (total) weight of h:
For example, suppose that the vertex classes of K are X, Y, Z with |X| = a, |Y | = b and |Z| = c. We obtain a fractional hom(K)-tiling h by letting h(x, y, z) = ( 1 We may alternatively use the exact result in [16, 21] .
as the standard weight of an edge of K and refer to the function mentioned above as the standard weight function on K.
The following proposition shows that a fractional hom(K)-tiling in the cluster hypergraph can be "converted" to an integer K-tiling in the original hypergraph.
2 ǫ, and n is sufficiently large. Let H be a 3-graph on n vertices with an (ǫ, t)-regular partition P and a cluster hypergraph R = R(ǫ, d, P). Suppose that there is a fractional hom(K)-tiling h of R with h min ≥ 1 bc 2 . Then there exists a K-tiling of H that covers at least 1 − 2bc 3 ǫ w(h)n/t vertices.
Proof. Let R ′ be the subhypergraph of R consisting of the hyperedges e = uvw ∈ E(R ′ ) with h(u, e), h(v, e), h(w, e) ≥ h min . For each u ∈ V (R ′ ), let V u be the corresponding cluster of H. Since P is an (ǫ, t)-regular partition, all the clusters have size ℓ for some ℓ ≥ (1 − ǫ)n/t. In each V u we find disjoint subsets V e u of size h(u, e)ℓ for all e ∈ E(R ′ ) with u ∈ e. Note that every edge e = uvw ∈ E(R ′ ) corresponds to an (ǫ, 2 ǫ, we can apply Proposition 4.1 and obtain a K-tiling covering at least
where h(e) = h(u, e) + h(v, e) + h(w, e). Repeating this to all hyperedges of R ′ , we obtain a K-tiling that covers at least
Given a copy K 1 of K and two vertices u, u
denote the family of all 3-graphs on {u, u ′ } ∪ V (K 1 ) whose edge set contains E(K 1 ) and at least a + 1 triples uu
, then we pick x ∈ X and y ∈ Y and assign weights h(z, u, u
and assign the standard weight to all other edges of
for some x ∈ X and z ∈ Z, and the standard weight to all other edges. Then h is a fractional hom(K)-tiling with w(h) = k + 
denote the family of all 3-graphs on {u} ∪ V (K 1 ) ∪ V (K 2 ) whose edge set contains E(K 1 ) ∪ E(K 2 ) and at least max{a 2 + 2a(b + c), (a + b) 2 } + 1 triples uvw with v ∈ V (K 1 ) and w ∈ V (K 2 ). The following proposition shows that any 3-graph L ∈ L 2 (K 1 , K 2 , u) has a hom(K)-tiling with weight greater than 2k. In its proof we assign weights to an edge as follows. Suppose 0 < λ ≤ 1, then ( Figure 1 . L u in the last subcase of Case 1.2.
Write λ = First we assume that there is z 1 z 2 ∈ L u for z 1 ∈ Z 1 and z 2 ∈ Z 2 . In this case let h(u, z 1 , z 2 ) = (λ, λ, λ) and h(x 1 , y 1 , z 1 ) = h(x 2 , y 2 , z 2 ) = ( Figure 1) . We assign the weights h(u, x 2 , z 1 ) = h(u, x 1 , z 2 ) = h(y 1 , y 2 , u) = ( Since b = c, Y i and Z i (i = 1, 2) play the same role. Thus by (i), without loss of generality, assume that there exists z 1 z 2 ∈ L u for z 1 ∈ Z 1 and z 2 ∈ Z 2 . Furthermore, generalizing (ii), we know that there must be an edge incident to Y 1 ∪ Y 2 and without loss of generality, say that edge is incident to Y 1 . We now proceed with three cases. Case 2.1. There exists y 1 x 2 ∈ L u where y 1 ∈ Y 1 and x 2 ∈ X 2 . We assign h(u,
Thus, we get a fractional hom(K)-tiling of L with w(h) = 2k + λ and h min = a c λ. Case 2.2. There exists y 1 y 2 ∈ L u where y 1 ∈ Y 1 and y 2 ∈ Y 2 . We assign the weights h(u, z 1 , z 2 ) = h(u, y 1 , y 2 ) = (λ, λ, λ) and h(x 1 , y 1 , z 1 ) = h(x 2 , y 2 , z 2 ) = . We assign the weights h(z 2 , u, 
Concluding Remarks
In this paper, we investigate the minimum vertex degree conditions for tiling complete 3-partite 3-graphs K. Our result is best possible, up to the error term γn 2 . We remark that in some cases (e.g., K = K 1,1,t for t ≥ 2) it seems possible to remove the error term and obtain exact results -this was done for K 1,1,2 in [4, 13] . In general, in order to obtain an exact result, we need to have a stability version of the almost tiling lemma or a stability version of the absorbing lemma, together with an analysis of the 3-graphs that look like extremal examples. In many cases, when analyzing extremal examples, we need to know ex 1 (n, K), the vertex-degree Turán number for K, which is a challenging question in general. (The generalized Turán number of ex d (n, F ) of an r-graph F is the smallest integer t such that every r-graph H of order n with δ d (H) ≥ t + 1 contains a copy of F .)
When proving the lower bound of Theorem 1.1, we introduced a tiling barrier. In general, given an r-graph F , let τ d (n, F ) denote the minimum integer τ such that every r-graph H of order n with δ d (H) ≥ τ has the property that every vertex of H is covered by some copy of F . When F is a graph, it is not hard to see that τ 1 (n, F ) = (1 − 1/(χ(F ) − 1) + o(1))n: the lower bound follows from the (χ(F ) − 1)-partite Turán graph, and the upper bound can be derived after applying the Regularity Lemma to V (H) \ {v} for arbitrary vertex v. Given an r-graph F , trivially ex d (n, F ) < τ d (n, F ) ≤ t d (n, F ). (5.1)
For most F , determining τ d (n, F ) seems not easier than determining ex d (n, F ) or t d (n, F ) (known as two difficult problems). Previously, all the known results show that τ d (n, F ) is closer to the lower bound, instead of the upper bound, of (5.1), while our Theorem 1.1 is the first exception. Probably this is why tiling barriers had never been barriers before. Let us give the following constructions of space barriers for arbitrary r.
Construction 5.1. Fix positive integers i < r and a 1 ≤ · · · ≤ a r . Let s = a 1 + · · · + a r and H i be an n-vertex r-graph with V (H i ) = A i ∪ B i and |A i | = (a 1 + · · · + a i )n/s − 1 such that every edge contains at least i vertices of A i .
To see why H i does not contain a K a1,...,ar -factor, we observe that for each copy of K a1,...,ar , at least i color classes of it are subsets of A i , and thus at least a 1 + · · · + a i vertices of it are in A i . Since |A i | < (a 1 + · · · + a i )n/s, there is no K a1,...,ar -factor of H i . Thus the minimum d-degree threshold for (almost) perfect K a1,...,ar -tiling is at least max i∈[r−1] δ d (H i ). Note that δ d (H r−d+1 ) = 0 since any d-set in B r−d+1 has degree zero. Thus, max i∈[r−1] δ d (H i ) = max i∈[r−d] δ d (H i ). This means that there are r − d space barriers, e.g., there is only one construction for the (r − 1)-degree case, and there are two constructions for the vertex degree threshold in 3-graphs.
Since our main idea of proving Lemma 1.2 (see also [12] ) is to analyze the bipartite link graph of any uncovered vertex on two existing copies of K in the partial tiling, new ideas are needed to attack the general vertex degree tiling problem. On the other hand, this also means that it is possible to extend our result to tiling r-partite r-graphs under minimum (r − 2)-degree, provided a corresponding absorbing lemma.
Another direction to strengthen the result of this paper is to study the minimum vertex degree conditions for non-complete 3-partite 3-graphs. Note that an incomplete 3-partite 3-graph F may have more than one 3-partite realizations. Let K a,b,c be the optimal 3-partite realization for F , namely, that achieves the minimum of max{1 − ( y+z x+y+z )
2 , ( x+y x+y+z ) 2 } over all K x,y,z that contain F . Lemma 1.2 and Constructions 2.1 and 2.2 show that the minimum vertex degree threshold for almost perfect F -tiling and the one for almost perfect K a,b,c -tiling are asymptotically the same. However, the thresholds could be different for perfect tilings.
