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Nowadays, the fast growth of the amount of Web data has attracted a lot of
research interests, including the storing, indexing and query processing on the
Web data and so on. However, among these huge amount of Web data, a lot of
the data is dirty and erroneous. Furthermore, these dirty and erroneous data
could be propagated through copying. Hence, there could be multiple conflict-
ing values representing the same object. As a result, it is crucial important to
distinguish the correct value from the conflicting values.
Traditional data integration techniques allow querying structured data on
the Web. They take the union of the answers retrieved from different sources
and can thus return conflicting information. Data fusion techniques that are
recently proposed, on the other hand, aim to find the true values, but are
mainly designed for oﬄine data aggregation on the categorical data and are
time consuming.
In this thesis, we aim to present three techniques to solve the data fusion
problem, namely the online data fusion method of the categorical data, the
data fusion method of the continuous data and the data fusion method used in
designing crowdsourcing based data analytics systems.
First of all, we aim to solve the online data fusion of categorical data prob-
lem, in order to improve the efficiency. Our method starts with returning
answers from the first probed source, and refreshes the answers as it probes
more sources and applies fusion techniques on the retrieved data. For each
returned answer, it shows the likelihood that the answer is correct, and stops
retrieving data for it after gaining enough confidence that data from the un-
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CONTENTS
processed sources are unlikely to change the answer. We address key problems
in building such a online data fusion system and empirically show that the
system can start returning correct answers quickly and terminate fast without
sacrificing the quality of the answers.
Second, we aim to design a novel data fusion method to solve the conflicts
among continuous data. Specifically, our method models the drift and the ran-
dom error of each data source. By maximizing the likelihood of the observation
of the conflicting data, our method can find the true values by solving linear
equations. Furthermore, we design an iterative algorithm to solve the conflicts
without requiring prior knowledge of the continuous data. We address key
problems in solving the data fusion problem of continuous data and conduct
extensive experimental studies to show that our proposed method can efficiently
reduce the error in the fusion results.
Finally, we adapt and apply the proposed data fusion methods to design a
framework to manage the crowdsourcing data analytics systems. Our frame-
work is designed to support the deployment of various crowdsourcing applica-
tions. In this thesis, we discuss two key problems of designing the framework,
namely the quality-sensitive answering model which guides the crowdsourcing
engine to process and monitor the human tasks and the data fusion-based an-
swer verification model which integrates the answers and return the results
to the user. We conduct extensive experiments to validate that our proposed
framework effectively and efficiently handles crowdsourcing-based data analyt-
ics jobs with minimum cost.
The research works listed in this thesis have significantly affected both the
data fusion area and crowdsourcing data management area. The online data
fusion method introduces a novel idea of efficiently solving conflicting data by
proposing the computation methods of source ordering, vote counting, truth
finding and termination justification. The data fusion method of continuous
data provides a novel way to improve the quality of continuous data (e.g.
scientific data) by proposing the supervised learning method. Our proposed
framework for managing crowdsourcing data analytics systems presents a new
way to quantitatively analyze the relationship between the quality of the results
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Nowadays, the Internet contains a significant volume of data in various domains
such as finance, technology, entertainment, and travel. These data exist in a
variety of data sources including deep web databases, HTML tables, HTML
lists e.g. Managing these deep web data has attracted a lot research interests,
including storing, indexing and query processing of these data from multiple
data sources. Some advanced data integration methods have been proposed
to solve the problem of querying the deep-web data. For example, a vertical
search engine answers a query by selecting the entities from the (multiple)
deep-web sources and getting the union of the entities as the results. Note
that there could be multiple different deep-web sources all providing the values
for a single object to answer the query. Ideally the values representing this
object should be the same for a single query. However, among all of the data
in the Internet, there is a lot of dirty and erroneous information. We may find
different temperatures for the same place from different weather forecasting
websites, different addresses for the same store, different opening hours for the
same bank branch and even different lengths for the same river. These facts
indicate that different deep-web data sources could provide conflicting data for
the same object. In addition, it is also common that there are copying between
the deep-web data sources. As a result, wrong data provided by a canonical
data source are likely to be spread all over the Internet.
In response to solve the conflicting data problem, several data fusion meth-
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ods were proposed. However, most of these data fusion methods only focus
on solving conflicts of categorical data. Besides, all of these methods can only
solve the conflicts oﬄine, i.e., they need to read all the data before finding the
correct value.
In this thesis, we aim to present our methods to solve three research prob-
lems related to data fusion in order to improve the efficiency, make use of the
continuous data domain and facilitate the application of the data fusion tech-
niques. Specifically, we propose three methods to solve the following three
problems:
1.1 Online Data Fusion of Categorical Data
Problem
Data fusion is the process of integration of multiple data and knowledge rep-
resenting the same real-world object into a consistent, accurate, and useful
representation [50].
Traditional data fusion researches focus on fusing the data stored in different
data sources that are directly retrieved through structured or unstructured
queries. For example, Figure 1.1 shows the weather forecasting data from six
different websites. Obviously, the temperature and humidity values provided
by these websites are conflicted. Therefore, it is important to design a method
that finds the correct value. Data fusion methods are then proposed to solve
such problems. Note that although the values of temperature and humidity are
continuous real values, traditional data fusion methods still treat these values
as categorical values in their algorithms. Using their algorithms, the fusion
result must be one of these observed values.
There are three major solutions that have been proposed to solve the con-
flicts, namely:
(1) Choosing the value from a single canonical source.
(2) Listing all values.
(3) Reporting the best guess of the value.
Recently, there are a lot of researches focusing on the third solution, i.e,
reporting the best guess of the value. A variety of data fusion techniques [23]
2
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Figure 1.1: An Example of Conflicting Weather Data Provided by Several
Weather Forecasting Websites
have been proposed to resolve conflicts from different sources and create a con-
sistent and clean set of data. Among these widely used data fusion techniques,
advanced fusion techniques [11, 21, 22, 34, 103, 106] aim to discover the true
values that reflect the real world. To achieve this goal, they not only consider
the number of providers for each value, but also reward values from trustworthy
sources and discount votes from copiers. However, the major drawback of such
techniques is that they are designed for oﬄine data aggregation only and can be
quite time consuming. Therefore, simply applying such techniques at runtime
can significantly increase the response time. Aggregating all information on the
Web and applying fusion oﬄine are infeasible because of both the sheer volume
and the frequent update of Web data.
In this thesis, we propose an online data fusion algorithm that has been in-
3
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spired by online aggregation [44], which also refreshes answers as more data are
processed and outputs confidence of the answers. The novelty of our method is
in three aspects. First, we probe data from multiple sources and describe source
ordering techniques that enable quick return of the correct answers and quick
termination. Second, the data fusion techniques are very different from statis-
tics computation, leading to different ways of computing expected probabilities
and probability ranges. Finally, we consider copying between sources, which
raises new challenges such as vote counting when a copier is probed before the
copied source.
Our proposed algorithm is built upon advanced data-fusion techniques that
aim at resolving conflicts and finding true values [11, 21, 22, 34, 103, 106]. How-
ever, these techniques were deisgned for oﬄine data aggregation. As a result,
these researches did not consider the three important problems, which are the
contributions of our work, in solving the data fusion problem online, includ-
ing (1) source ordering; (2) incremental vote counting when copiers are probed
earlier than the copied sources; and (3) computation of expected, maximum,
and minimum probabilities with consideration of unseen sources. We point out
that although we base our techniques on the methods proposed in [21], the key
idea in our solution can be applied for other fusion techniques.
1.2 Data Fusion of Continuous Data Problem
Traditional data fusion methods only consider solving the conflicts of categorical
data. However, in real world, a large portion of the data are continuous data,
i.e, real values. For example, most of the scientific data are continuous data and
cannot be processed as categorical data in data analytics such as aggregation
functions. Usually we can only observe the value of these continuous data, but
cannot find the true value of these data. For instance, we would not be able
know what the exact temperature is as shown in Figure 1.1, due to the fact that
the measurement of the data is not precise. In fact, every observation of the
temperature is actually an approximation that is very close to the true value.
Besides that we are often unable to precisely measure the true value, observ-
ing these continuous value may also introduce some errors, due to two kinds of
reasons. First of all, the inaccurate observation may cause the observed value
of the continuous data become far away from its true value. In scientific area,
4
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some data cannot be measured accurately. For example, in physics, by the
famous uncertain principle, both the momentum and the position of a single
particle cannot be accurately observed. Second, all of the observations would
include some random errors.
In scientific area, the errors of the observation are reduced based on the
following way,
(1) Observe the continuous value for multiple times to collect several observed
conflicting values.
(2) Aggregate the multiple observed conflicting values by obtaining an average,
median, or mode.
(3) Output the aggregated value.
The above method does reduce the errors of the observed value, especially for
the second type error. However, this traditional method failed to take the first
type error into consideration. Suppose that we employ several measurement
devices to get the multiple observations of the continuous value. It happens
that the output values of a measurement device is skewed such that the observed
value of this device is always far away from the true value. In this case, the
traditional method cannot handle the first type error.
In this thesis, we propose a novel data fusion algorithm of continuous data
to solve the conflicts of the real values. Specifically, our method models the first
type of error (we call it drift) of each data source. By maximizing the likelihood
of the observed of the conflicting data, our method can find the best guess of
the drifts of each data source through solving linear equations. Meanwhile, our
algorithm can also get the true values given the maximum likelihood of the
observation and output the results to the users.
1.3 Applications of Data Fusion Methods in
Crowdsourcing
Data fusion techniques form the basis for solving many other problems related
to data uncertainty and conflicts. We extend the proposal made earlier to solve
a related real world problem, namely crowdsourcing data analytics.
5
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Recently, instead of relying on the deep-web data sources stored on several
computer servers, the crowdsourcing platform is proposed as a new deep-web
data sources model and it has attracted a variety of research interests in many
area. In the crowdsourcing platform, the data are provided by human knowl-
edge. The crowdsourcing platform aims to build an environment such that both
computers and the human workers solve the jobs together. It is inspired by the
power of the human users in Web 2.0 sites. For example, Wikipedia benefits
from thousands of subscribers who continually write and edit articles for the
site. Another example is Yahoo! Answers, where users submit and answer ques-
tions. In Web 2.0 sites, most of the contents are created by individual users,
not by service providers. To facilitate the development of crowdsourcing ap-
plications, Amazon provides the Mechanical Turk (AMT) platform. Computer
programmers can exploit AMTs API to publish jobs for human workers who
are good at some complex jobs, such as image tagging information retrieval and
natural language processing. A job is partitioned into two parts: the computer
job and the crowdsourcing job. In the crowdsourcing systems like AMT, the
crowdsourcing job is broadcast in the system with a fixed pay given the owner
of the crowdsourcing job. Later when the workers who register in the crowd-
sourcing platform receive the crowdsourcing job, they decide whether to work
on this job.
Crowdsourcing has been adopted in software development. Instead of an-
swering all requests with computational algorithms, some human-expert tasks
are published on crowdsourcing platforms for human workers to process. Typ-
ical tasks consist of image annotation [76, 86], information retrieval [3, 38] and
natural language processing [16, 54, 71]. These are tasks that even state-of-
the-art technologies cannot accomplish with satisfactory accuracy, but could
be easily and correctly done by humans.
Crowdsourcing techniques have also been introduced into the database de-
sign. Qurk [68, 69] and CrowdDB [32] are two examples of databases with
crowdsourcing support. In these database systems, queries are partially an-
swered by AMT platform. On top of the crowdsourcing database, new query
languages, such as hQuery [79], have been proposed, which allow users to ex-
ploit the power of crowdsourcing. Other database applications, such as graph
search [77], can be enhanced with crowdsourcing techniques as well.
















Figure 1.2: Crowdsourcing Application
ing systems.
One main obstacle that prevents enterprise-wide deployment of crowdsourcing-
based applications is quality control. Human workers behaviors are unpre-
dictable, and hence, their answers may be arbitrarily poor. Thus, there could be
multiple workers solving the same problem, but providing conflicting answers.
Therefore, the data fusion techniques are also required on the crowdsourcing
platform to solve the conflicts of human provided answers. We extend and
apply the data fusion methods proposed in Chapter 3 to select and verify the
crowdsourcing results in the crowdsourcing data analytics system as an exam-
ple to illustrate the idea of our crowdsourcing data analytics system. Note that
our crowdsourcing data analytics system also supports the fusion of continuous
data by adapting the method proposed in Chapter 4.
As has been explained, the traditional data fusion researches focus on the
fusing the data stored in different data sources that are directly retrieved
through structured or unstructured queries. However, in the crowdsourcing
systems, the data cannot be accessed using these queries. Instead, the users
need to publish crowdsourcing jobs and wait for the workers to provide the
data by answering these jobs. As a result, besides the data fusion algorithms of
data stored on computers, more techniques are required to solve the problem
of fusing the human intelligence data in crowdsourcing data analytics systems.
In this thesis, we propose a cost sensitive quality model of the crowdsourc-




1.4 The Limitation of Existing Methods
We summarize the research gaps of the three problems we have mentioned in
this section.
1.4.1 Gaps of the online data fusion problem of categor-
ical data
Due to the rapid growth of the huge amount of the conflicting web data, it is
pressing to propose data fusion methods that can resolve the conflicts effectively
and efficiently. However, none of the existing research work considered the
efficiency of the data fusion methods on the computer provided data. The
specific gaps are summarized as follows:
• The existing data fusion methods failed to quantify the confidence of the
results and show the confidence to users when probing new data sources.
• The existing data fusion methods neither respond fast nor refresh the
answer quickly.
• The existing data fusion methods cannot return answers and terminate
early without sacrificing the quality of the results.
1.4.2 Gaps of the data fusion problem of continuous data
To the best of our knowledge, most of existing data fusion methods only focus
on the categorical data. Therefore, an algorithm that effectively and efficiently
solves the data fusion problem for continuous data is necessary. The specific
gaps are summarized as follows:
• The existing data fusion methods failed to propose a model of the correct
value among conflicting continuous values.
• The existing data fusion methods failed to consider the systematic errors
of the data source providing continuous data.
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1.4.3 Gaps of the application of data fusion techniques
in managing crowdsourcing data analytics systems
To the best of our knowledge, no approach has been proposed to adapt and ap-
ply the data fusion methods in managing the crowdsourcing data. The specific
gaps are summarized as follows:
• The current crowdsourcing data analytics methods often provide arbitrar-
ily wrong answers, due to malicious workers or very hard questions.
• The current crowdsourcing data analytics methods failed to guarantee
neither the quality of the answers nor the amount of total cost.
1.5 Research Objectives
In this thesis, we aim to achieve the following objectives:
• To propose a new method for online fusing conflicting categorical data
from multiple data sources based on the features of these sources, such as
the accuracy, coverage and dependency.
• To propose a new method for fusing conflicting continuous data from
multiple data sources based on the estimated features of the data source
such as the drift and the random error.
• To apply the proposed data fusion methods in managing the crowdsourc-
ing data analytics systems that minimizes the cost of crowdsourcing plat-
form while still keeps the high quality of the results.
The major contributions of this thesis are summarized as follows:
1. We are the first to design an online algorithm that solves the data fusion
problem on categorical data. We propose several methods to compute the
vote count of data source and order the sources by these vote counts.
2. We are the first to propose an algorithm that solves the data fusion prob-
lem on continuous data. We propose a supervised learning algorithm and
an iterative method that computes the drifts of each data source, in order
to improve the quality of the data fusion results.
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3. We are the first to apply the data fusion method in managing the crowd-
sourcing data analytics systems that consider the relationship between
the quality of the results and the cost of human power.
1.6 Thesis Organization
The rest of this thesis is organized as follows:
In Chapter 2, we present a detailed review of existing methods on the solving
data fusion problems on conflicting data provided by multiple data sources. We
also review the existing works of employing crowdsourcing platform to solve
problems in data management domain, including the research works of the
properties of crowdsourcing platform and the applications of the crowdsourcing
platform.
In Chapter 3 we propose a novel online data fusion method to fuse conflicting
categorical data from various data sources. By exploiting the precomputed
features of the data sources such as accuracy, coverage and dependency, we
propose several methods that consider all of these features to compute the
probability of each value being the truth. Based on the probabilities, we can
report the likelihood of each value being correct in real time. Furthermore, we
design three early termination conditions to stop the computation once we have
enough confidence on the results.
In Chapter 4 we design a novel data fusion method to solve the conflicts
among continuous values provided by multiple data sources. By modelling the
errors of the data sources providing continuous values as two types of errors,
namely systematic error (drift) and random error, we can derive the drift value
that maximize the probability of the observation. We optimize the drift by
iteratively executing the drift computation algorithm and fusion algorithm to
find the true values.
In Chapter 5 we apply the data fusion methods to manage the crowdsourc-
ing data analytics systems. The data fusion methods are implemented in the
crowdsourcing data analytics systems as the verification part. We also propose
a novel prediction model to estimate the minimum cost of the crowdsourcing
data analytics system that still outputs high-quality results. Specifically, in
this chapter, we use the online data fusion method of categorical data as an
example to illustrate our idea.
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In this chapter, we review the existing research works related to this proposal,
including the research works related to both data fusion and crowdsourcing
data management.
We first review the existing solutions to solve the data integration and data
fusion problems. Second, we review the online aggregation method and com-
pare this method with our online data fusion method. Third, we report the
existing works on the multi-sensor data fusion problem which is related to our
continuous data fusion problem. Finally, we discuss the research works related
to crowdsourcing.
2.1 Data Integration
Data integration includes combining data provided by different sources and
providing users with a unified view of these data [56].
The major differences between data integration and data fusion is that data
integration is used to combine the data and return the combination of the data
to the user while data fusion actually is the data integration with a followed
reduction process [50]. Therefore, data integration aims to increase the recall
of the returned results whereas the major objective of data fusion is to improve
the precision of the returned results.
Levy et al. proposed the information manifold system to describe the con-
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tent of the data sources [57]. Their proposed system provides a global schema
as the queries for the users. In order to answer the data integration queries,
the system maps the global schema to the local schema of the each data source
using semantic relationships. In their system, the local-as-view (LAV) method
is proposed such that the data source is represented as a view expression over
the global schema.
The method global-as-view (GAV) was proposed before the LAV method
was proposed. In this method, the global schema is modeled as a view over
the data sources. The detailed comparison between the two methods LAV and
GAV were presented in [56, 59].
There are other research works proposed to solve the data integration prob-
lem, such as [4, 5, 17, 18, 25, 30, 39, 52, 92].
These research works have significantly facilitated the research on the data
integration problem, including building the description of the information sources
and separating describing sources from using the descriptions. Other important
research works include employing the completeness of data sources [2, 27, 58],
binding-pattern restrictions of accessing the data sources [29, 85], exploit-
ing the ability of answering complex expressive queries [60, 96].The methods
[1, 19, 24, 53, 94, 95, 84] are proposed to answer queries using views.
2.2 Categorical Data Fusion
Data fusion is modelled as a step in a three-step data integration step by Nau-
mann et al. [74] in 2006. These three steps are schema mapping, duplicate
detection and data fusion.
First of all, in the schema mapping step, the attributes of data from different
data sources are identified as the representing attribute of each data source.
Second, in the duplicate detection step, multiple (possibly conflicting) values
of the representing attributes of an object are collected from the data sources.
Finally, in the data fusion step, these conflicting values are fused into a single
value to represent this object in the real world. Note that in this thesis, we
mainly focus on the data fusion step rather than the other two steps.
Recently, a lot of advanced data fusion techniques have been proposed to
solve the truth finding problem. Yin et al. [106] propose a method that em-
ploys the inter-dependency between the trustworthiness of web sites and the
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confidence of facts to discover trustable values and web sites. Dong et al. [21]
develop an approach to find the value with maximum likelihood to be the truth
value according to Bayesian Theorem while they extend their approach in [21]
to a Hidden Markov Model based method to find the truth in dynamically
changing data sources [22]. Blanco [11] present a probabilistic method to cal-
culate the accuracy of inaccurate data sources by considering the uncertainty
of data in these data sources. Galland et al. [34] develop their probabilistic
model based fixpoint algorithms to estimate the truth of facts and the trust of
views. Zhao et al. [108] establish a probabilistic graph model based on Bayesian
analysis to solve the multi-valued attribute problems.
The existing advanced data-fusion techniques that aim at resolving conflicts
and finding true values [11, 21, 22, 34, 103, 106] all assume the context of
oﬄine data fusion. As a result, none of our contributions, including source
ordering, incremental vote counting when copiers are probed before the copied
sources, and computation of expected, maximum, and minimum probabilities, is
addressed in the prior work. We point out that although we base our techniques
on the methods proposed in [21], the key idea in our solution can be applied
for other fusion techniques; for example, the framework in Section 3.3 can be
applied when we consider only trustworthiness of sources [103, 106].
Moreover, there are works on quality-aware query answering (surveyed in [7]).
But either they do not fuse relational data [93], or they focus on other quality
measures like coverage of sources [70, 73, 87, 105].
2.3 Online Aggregation
Online aggregation [44] refreshes answers as more data are processed and out-
puts confidence of the answers. In Chapter 3, we employ the idea of online
aggregation method, but our work is different in that:
• We probe data from multiple sources and describe source ordering tech-
niques that enable early return of the correct answers and quick termina-
tion.
• Fusion techniques are very different from computation of aggregates, lead-
ing to different ways of computing expected probabilities and probability
ranges.
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• We consider copying between sources, which raises new challenges such
as vote counting when a copier is probed before the copied source.
2.4 Multi-Sensor Data Fusion
The multiple sensor data fusion problem which has been studied for around
30 years is related to our continuous data fusion problem. The techniques of
multi-sensor data fusion was firstly proposed to solve problems related to the
national defence. These problems include automated target recognition, battle-
field surveillance, and guidance and control of autonomous vehicles [42]. These
multi-sensor data fusion techniques are then applied to solve other problems
not directly related to the national defence, such as monitoring of complex
machinery, medical diagnosis, and smart buildings [42]. The proposed multi-
sensor data fusion techniques include artificial intelligence, pattern recognition,
statistical estimation etc.
The major differences between the techniques used in the multi-sensor data
fusion problem and that of our continuous data fusion problem include
1. The multi-sensor data fusion problems aim to observe an object from differ-
ent aspects and identify specific properties of this object by integrating all
the observed values. For example, we can re-construct the trajectory of a
moving object in a 2-Dimension space using the observed velocity on both
dimensions. However, our data fusion problem of continuous values aims
to observe an object for multiple times from the same aspect and solve the
possible conflicts in the observed data.
2. The multi-sensor data fusion problems require the handling of complex data
types such as streaming data, data with certain patterns and so on while
our continuous data fusion problem focuses on a simple data type, namely
a single real value.
3. In our continuous data fusion problem, the correlation among the values of
different objects provided by the data sources is taken into consideration
to directly improve the fusion result. While in the multi-sensor data fusion
problem, the correlation among the provided data is used for the composite
filtering and classification as the results.
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The multi-sensor data fusion methods that combine the data from multiple
sensors and associated database can improve the accuracy and obtain more
inferences of the information than retrieving the data from a single source
[40, 51, 97, 98]. In [43, 67], real-time multi-sensor data fusion methods are
proposed to integrate the data that are continuously increasing.
There are several techniques proposed to fuse the data from the sensors,
namely classic numerical methods [41, 47, 102], statistical estimation, digital
signal processing, control theory and artificial intelligence.
In [47, 61], the JDL process model is proposed as a functionally oriented
model to solve the multi-sensor data fusion problem. This model consists four
levels of refinement, namely object refinement, situation refinement, threat re-
finement and process refinement.
The techniques proposed in these four levels of refinement include
1. Object refinement: Coordinate transforms and units adjustments are pro-
posed for the data alignment. Gating techniques [9], multiple hypothesis
association probabilistic data association [6, 31] and nearest neighbour are
designed for the data/object correlation. Several methods are proposed for
the position/kinematic and attribute estimation, such as sequential esti-
mation [8, 10, 36] including Kalman filter, αβ filter and multiple hypothesis
[89], batch estimation [14, 80], maximum likelihood [91] and hybrid methods
[81, 82, 83]. To estimate the identity of the objects, several methods are de-
signed, namely physical models, syntactic models, feature-based techniques
including neutral networks, cluster algorithms [33] and pattern recognition
[48, 55, 90].
2. Situation refinement: The major problems of the situation refinement in-
clude object aggregation, event/activity interpretation and contextual inter-
pretation. To solve these problems, logical templating [75], neutral networks
[63, 72, 88, 101] and knowledge-based systems (KBS) including rule-based
expert systems, fuzzy logic [107] and frame-based KBS are proposed.
3. Threat refinement: Blackboard systems [66] and fast-time engagement
models are proposed to solve the problems of aggregate force estimation,
intent prediction and multi-perspective assessment in the threat refinement
level.
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4. Process refinement: This level contains four major problems, namely
performance evaluation, process control, source requirement determination
and mission management. Measures of evaluation [98], measures of perfor-
mance [98] and utility theory [26] are proposed for the performance evalu-
ation. Multi-objective optimization [26] including linear programming and
goal programming is designed for the process control. Sensor models and
knowledge-based systems are proposed for source requirement determination
and mission management respectively.
2.5 Crowdsourcing Data Analytics Management
2.5.1 Crowdsourcing Systems and Applications
The emergence of Web 2.0 systems has significantly increased the applicability
and usefulness of crowdsourcing techniques. A complex job can be split into
many small tasks and assigned to different online workers. Amazon’s AMT and
CrowdFlower1 are popular crowdsourcing platforms. Studies show that users
exhibit different behaviors in such micro-task markets [49]. A good incentive
model is required in task design [46].
Recently, crowdsourcing has been adopted in software development. Instead
of answering all requests with computer algorithms, some human-expert tasks
are published on crowdsourcing platforms for human workers to process. Typ-
ical tasks include image annotation [76, 86], information retrieval [3, 38] and
natural language processing [16, 54, 71]. These are tasks that even state-of-
the-art technologies cannot accomplish with satisfactory accuracy, but could
be easily and correctly done by humans.
2.5.2 Crowdsourcing Database
Crowdsourcing techniques have also been introduced into the design of databases.
Qurk [68, 69] and CrowdDB [32] are two examples of databases with crowd-
sourcing support. In these database systems, queries are partially answered by
AMT platform. Our framework which will be presented in Chapter 5, adopts
a similar design. On top of the crowdsourcing database, new query languages,
1http://crowdflower.com/
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such as hQuery [79], have been proposed, which allows users to exploit the
power of crowdsourcing. Other database applications, such as graph search
[77], entity resolution [99] can be enhanced with crowdsourcing techniques as
well.
2.5.3 Quality Control in Crowdsourcing Systems
One main obstacle that prevents enterprise-wide deployment of crowdsourcing-
based applications is quality control. Human workers’ behaviors are unpre-
dictable, and hence, their answers may be arbitrarily bad. To encourage them
to provide high-quality answers, monetary rewards are required. Munro et al.
[71] showed how to design a good incentive model to optimize workers’ partic-
ipation and contributions. Ipeirotis et al. [45] presented a scheme to rank the
qualities of workers while Ghosh et al. [37] tried to accurately identify abusive
content. Parameswaran et al. designed the Crowdscreen [78] method to analyze
the relationship between the accuracy of the result and the observed answers
for a single crowdsourcing question. Gao et al. designed a cost sensitive quality
control method for crowdsourcing [35]. Unlike previous efforts, in Chapter 5,
we have designed a feasible model [65] that balances monetary cost and accu-
racy, and proposed a crowdsourcing query engine with quality control. One of
the main challenges of our query engine is how to integrate the conflicting re-
sults of human workers. The similar problem has been well studied in the data
fusion systems, for examples [21, 64]. We extended the data fusion methods
proposed in [21] and Chapter 3 to select and verify the crowdsourcing results
in our proposed framework.
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DATA FUSION OF CATEGORICAL
DATA
The Web contains a significant volume of structured data in various domains,
but a lot of data are dirty and erroneous, and they can be propagated through
copying. While data integration techniques allow querying structured data on
the Web, they take the union of the answers retrieved from different sources and
can thus return conflicting information. Data fusion techniques, on the other
hand, aim to find the true values, but are designed for oﬄine data aggregation
and can take a long time.
In this chapter, we propose the first online data fusion algorithm. It starts
with returning answers from the first probed source, and refreshes the answers
as it probes more sources and applies fusion techniques on the retrieved data.
For each returned answer, it shows the likelihood that the answer is correct, and
stops retrieving data for it after gaining enough confidence that data from the
unprocessed sources are unlikely to change the answer. We address key prob-
lems in designing such an algorithm and show empirically that our method can
start returning correct answers quickly and terminate fast without sacrificing
the quality of the answers.
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3.1 Motivation
The Web contains a significant volume of structured data in various domains
such as finance, technology, entertainment, and travel; such data exist in deep
web databases, HTML tables, HTML lists, and so on. Advances in data integra-
tion technologies have made it possible to query such data [15]; for example, a
vertical search engine accepts queries on the schema it provides (often through
a Web form), retrieves answers from the deep-web sources, and returns the
union of the answers. Very often different Web sources provide information
for the same data item; however, there is a fair amount of dirty and erroneous
information on the Web, so data from different sources can often conflict with
each other: from different websites we may find different addresses for the same
restaurant, different business hours for the same supermarket at the same lo-
cation, different closing quotes for the same stock on the same day, and so on.
In addition, the Web has made it convenient to copy data between sources, so
inaccurate data can be quickly propagated. Integration systems that merely
take the union of the answers from various sources can thus return conflicting
answers, leaving the difficult decision of which answers are correct to end users.
Recently, a variety of data fusion techniques [23] have been proposed to
resolve conflicts from different sources and create a consistent and clean set
of data. Advanced fusion techniques [11, 21, 34, 103, 106] aim to discover
the true values that reflect the real world. To achieve this goal, they not
only consider the number of providers for each value, but also reward values
from trustworthy sources and discount votes from copiers. Such techniques
are designed for oﬄine data aggregation; however, aggregating all information
on the Web and applying fusion oﬄine is infeasible because of both the sheer
volume and the frequent update of Web data. On the other hand, the whole
process can be quite time-consuming and inappropriate for query answering
at runtime. For example, the precise condition for the convergence of the
existing off-line ACCUVOTE algorithm remains an open problem [21]. Thus,
this algorithm may not be suitable to be used to answer the queries in real-time.
In this chapter, we describe the first online data fusion method. Instead
of waiting for data fusion to complete and returning all answers in a batch,
our method starts with returning the answers from the first probed source,
then refreshes the answers as it probes more sources. For each returned an-
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Figure 3.1: Sources for the motivating example. For each source we show the
answer it provides for query “Where is AT&T Shannon Labs” in parenthesis
and its accuracy in a circle. An arrow from S to S ′ means that S copies some
data from S ′.
Table 3.1: Output at each time point in the motivating example. The time is
made up for the purpose of illustration.
Output Probed
Time
Answer Probability Probability range source
Sec 1 TX .4 (0,1) S9
Sec 2 TX .22 (0,1) S5
Sec 3 NJ .94 (0,1) S3
Sec 4 NJ .84 (0,1) S4
Sec 5 NJ .92 (0,1) S6
Sec 6 NJ .97 (.001,1) S2
Sec 7 NJ .97 (.014,1) S1
Sec 8 NJ .98 (.45,1) S7
swer, it shows the likelihood that the answer is correct based on the retrieved
data and knowledge of the source quality. When it gains enough confidence
that data from the unprocessed sources are unlikely to change the returned an-
swers, it terminates without necessarily probing all sources. Thus, our method
can significantly reduce the latency in query answering, as the next example
illustrates.
Example 3.1: Consider answering “Where is AT&T Shannon Labs?” on 9
data sources shown in Figure 3.1. These sources provide three different answers,
among which NJ is correct. Traditional data integration systems will return all
of them to the user.
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Our method starts with probing S9, returning TX with probability .4 (see
Table 3.1; we describe how we order the sources and compute the probability
later). It then probes S5, observing a different answer NJ; as a result, it lowers
the probability for answer TX (or switches to NJ). Next, it probes S3 and ob-
serves NJ again, so it refreshes the answer to NJ with a probability .94. Probing
sources S4, S6, S2, S1 and S7 does not change the answer, and the probability
first decreases a little bit but then gradually increases to .98. At this point,
our method is confident enough that data from S8 are unlikely to change the
answer and terminates. Thus, the user starts to see the correct answer after
3 sources are probed rather than waiting till our proposed method completes
probing all 9 sources. 2
There are three challenges in designing our proposed method. First, as we
probe new sources and return answers to the users, we wish to quantify our
confidence for the answers and show that to users. The confidence we return
for each answer should consider not only the data we have observed, but also
the data we expect to see from the unseen sources considering their accuracy
and the copying relationships they may have with the probed sources. Second,
online fusion requires both fast response and quick answer refreshing, so we need
to find the answers that are likely to be correct and compute their probabilities
quickly. Third, we wish to probe the sources in an order such that we can
return high-quality answers early and terminate fast. A good source-ordering
strategy is essential for quickly converging to the correct answers, computing
high probabilities for them, and terminating fast.
In this chapter, we take a first step towards designing an online data fusion
method and makes the following contributions.
• We propose a framework for online data fusion.
• We define for each returned answer its expected, maximum, and minimum
probability based on our observation of the retrieved data and our knowl-
edge of source quality. We describe efficient algorithms for computing
these probabilities.
• We propose source ordering algorithms that can lead to early returning
of correct answers and quick convergence.
• We empirically show that our methods can often return correct answers
very quickly, terminate fast without sacrificing the quality of the final
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answers, and are scalable.
While the method we propose assumes a model that probes the sources
sequentially, our techniques are still useful if answer retrieval from different
sources is allowed to be conducted in parallel. First, data fusion in itself can be
time-consuming on a large number of sources and we can apply our techniques
on the retrieved answers. Second, querying all sources in parallel can require
a lot of resources (e.g., bandwidth); our techniques can help choose the set of
sources we wish to probe first.
Our approach requires knowledge of accuracy of the sources and copying
between the sources. We can estimate source accuracy by checking correctness
of sampled data, and derive copying probabilities by applying techniques in [20]
on sampled data. Details are outside the scope of this chapter.
Outline: In the rest of the chapter, Section 3.2 reviews fusion techniques and
Section 3.3 proposes the framework of online data fusion. Section 3.4 considers
the copying relationships in online fusion. Section 3.6 reports experimental
results and Section 3.7 concludes.
3.2 Background for Data Fusion
We start with reviewing existing fusion techniques, based on which we describe
our method.
Data sources: Consider integrating data from a set S of sources, each pro-
viding tuples that describe objects in a particular domain (e.g., book, movie,
publication). We call an attribute of a particular object instance (i.e., a cell
in a table) a data item (e.g., title of a book, actor of a movie). We assume
that schema mapping techniques have been applied to resolve attribute-label
heterogeneity. We also assume that each tuple contains a key attribute that
can uniquely identify the object the tuple refers to.1 We consider the case that
each non-key data item has a single true value reflecting the real world but the
sources may provide wrong values.
We assume knowledge of the following two properties of the data sources,
which we rely on in data fusion.
1In case that such key attributes do not exist, we can apply record linkage tech-
niques to link the records that refer to the same real-world entity.
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1. Accuracy: Different sources may differ in the correctness of their data and
we capture this by source accuracy. Given a source S ∈ S, its accuracy,
denoted by α(S), is the probability that a value provided by S is correct.
2. Copying: A source may copy from others and we capture this by copying
relationship. A copier can copy all or a part of data from one or mul-
tiple sources, and can additionally provide its own data. Given sources
S, S ′ ∈ S, S 6= S ′, the copying probability, denoted by ρ(S → S ′), is
the probability for each common value that S copies this value from S ′.
The copying relationship can be computed using the ACCUVOTE algo-
rithm in [21]. This algorithm is an iterative algorithm that determines
both the accuracy of sources and the copying probability between pairs
of sources. The time complexity of each round of the ACCUVOTE algo-
rithm is O(|O||S|2 log |S|). Following the assumptions in [21], we assume
there is no mutual copying between a pair of sources; so if ρ(S → S ′) > 0,
ρ(S ′ → S) = 0.2
Data fusion: We adopt the fusion techniques proposed in [21], which considers
the accuracy of the sources and the copying relationship between the sources in
truth finding. In particular, we decide the true value on data item D according
to S in three steps.
1. For each source S ∈ S that provides data on a data item D, we compute
its independent vote count as C⊥(S) = ln nα(S)
1−α(S) , where n is the number of
wrong values in the domain for D; thus, a source with a higher accuracy
has a higher independent vote count. Assuming copying relationships
between different pairs of sources are independent, we compute the de-
pendent vote count of S onD as C→(S) = C⊥(S)ΠS′∈S¯D(S)(1−ρ(S → S ′)),
where S¯D(S) denotes the set of sources that provide the same value as
S on D. Thus, C→(S) is a fraction of the independent vote count ac-
cording to the copying probability and C→(S) ≤ C⊥(S) (equal when S
independently provides the value).
2. For each value v in the domain of D, denoted by D(D), we compute
its vote count as the sum of the dependent vote counts of its providers,
denoted by C(v). The value with the highest vote count is considered as
the true value.
2In case that the copying direction is uncertain, we can choose one direction as
described in [21].
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Table 3.2: Vote count of each source in the motivating example.
Source Independent vote count Dependent vote count
S1 ln
49∗.3
1−.3 = 3 3 ∗ 1 = 3
S2 ln
49∗.5
1−.5 = 4 4 ∗ (1− .8) = .8
S3 ln
49∗.75
1−.75 = 5 5 ∗ 1 = 5
S4 ln
49∗.3
1−.3 = 3 3 ∗ 1 = 3
S5 ln
49∗.75
1−.75 = 5 5 ∗ 1 = 5
S6 ln
49∗.5
1−.5 = 4 4 ∗ (1− .8) = .8
S7 ln
49∗.3
1−.3 = 3 3 ∗ 1 = 3
S8 ln
49∗.5
1−.5 = 4 4 ∗ (1− .8) = .8
S9 ln
49∗.75
1−.75 = 5 5 ∗ (1− .8) = 1
3. In case we need to compute the probability of a value v being true, we
apply equation Pr(v|S) = eC(v)∑
v0∈D(D) e
C(v0)
. This equation is derived from
Bayesian analysis, where eC(v) is proportional to the probability of our
observed data conditioned on v being true, and we assume the same a-
priori probability for each value being true.
Example 3.2: Consider the sources in the motivating example. Assume for
each copying relationship from S to S ′, ρ(S → S ′) = .8. To fuse answers from
all sources, we first compute the vote count for each source and obtain the
results in Table 3.2 (there are 50 values in the domain). Note that although
S3 is a copier of S2, it provides a different answer so that it cannot copy this
value from S2; thus, its dependent vote count is the same as its independent
one. Similarly, S6 cannot copy its value from S4, so its vote count is 4 ∗ .2 = .8
rather than 4 ∗ .22 = .16.
Thus, the vote count of NJ is 5+5+.8 = 10.8; that of TX is 3+3+.8+1 = 7.8;
that of NY is 3 + .8 = 3.8; and that of the other 47 values is 0. So NJ is the
correct answer with probability e
10.8
e10.8+e7.8+e3.8+e0∗47 = .95. Note that if we apply
naive voting or consider only source accuracy, we will return TX instead. 2
3.3 Framework of Online Fusion
We consider select-project queries where the select predicates are posed on
the key attribute and the key attribute is in the project list. Such queries
are popular in many applications such as vertical search and we discuss other
queries (e.g., queries with joins or select predicates on non-key attributes) in
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Algorithm 1: FusionWAccu(S, D¯)
Input : S sources in decreasing order of their accuracy;
D¯ queried data items
Output : True values for D¯; for each returned value, return in addition
expPr(v),minPr(v) and maxPr(v).
// Initialization
1 stop[D ∈ D¯]←false; vote[D ∈ D¯][v ∈ D(d)]← 0;
2 remain←∑S∈S α(S);
3 while ∃D ∈ D¯ s.t. stop[D] =false do
// Probe the next source in the list
4 S ← the next source in the list;
5 remain← remain− α(S);
6 foreach D ∈ D¯ do
7 if !stop[D] then
// 1. Truth finding
8 vote[D][S(d)]← vote[D][S(d)] + C⊥(S); // S(d) is the value
provided by S on D
9 find the value v1 with the maximum vote count and v2 with the
top-2 vote count;
// 2. Probability computation
10 compute expPr(v1),maxPr(v1),minPr(v1) according to vote[D]
and remain;
// 3. Termination justification
11 compute Pr(v2) according to vote[D];
12 if minPr(v1) > Pr(v2) then
13 stop[D]← true;
14 Refresh answers in the output;
Section 3.5. For simplicity of understanding, we explain our techniques for
the case where all sources have full coverage, i.e., all sources provide values
for each of the data items. We describe extensions for considering coverage in
Section 3.5. We leave a full-fledged combination of our techniques and those
that consider coverage and overlap in integration [12, 87] for future work.
Our method returns answers as it incrementally probes the sources, and
terminates when it believes that data from the rest of the sources are unlikely
to change the answers. There are four major components for our proposed
method: truth finding, probability computation, termination justification, and
(oﬄine) source ordering. Algorithm FusionWAccu illustrates how we instan-
tiate these components in case that all sources are independent and we only
consider accuracy of the sources in fusion.
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Truth finding: As we probe a new source, we find the truth based on the
already probed sources, denoted by S¯ (Lines 8-9). The key question to ask is
“how to incrementally count the votes such that we can efficiently decide the
correct values as we probe each new source?” In case all sources are independent,
incremental vote counting is straightforward: when we probe a new source S,
we add C⊥(S) to the vote count of the value it provides.
Probability computation: For each value v that we have determined to
be correct, we return the expected probability and the probability range of
this value being true (Line 10). To compute these probabilities, we consider all
possible worlds that describe the possible values provided by the unseen sources
S \ S¯, denoted by W(S \ S¯). For each possible world W ∈W(S \ S¯), we denote
by Pr(W ) its probability and by Pr(v|S¯,W ) the probability that v is true
based on data provided in the possible world. Then, the maximum probability
of v is the maximum probability computed among all possible worlds (similarly
for minimum probability), and the expected probability of v is the sum of these
probabilities weighted by the probabilities of the possible worlds. We formally
define them as follows.
Definition 3.1 (Expected/Max/Min Probability). Let S be a set of data sources
and S¯ ⊆ S be the probed sources. Let v be a value for a particular data item.




Pr(W )Pr(v|S¯,W ). (3.1)
The maximum probability of v, denoted by maxPr(v|S¯), is defined as (sim-
ilarly for minimum probability)
maxPr(v|S¯) = max
W∈W(S\S¯)
Pr(v|S¯,W ). 2 (3.2)
The key question to ask is “how to efficiently compute the expected, maxi-
mum, and minimum probabilities based on the counted votes?” We describe our
solution for the independence case shortly.
Termination justification: As we probe the sources, the results often con-
verge before we finish probing all sources. In such situations, we wish to termi-
nate early. We thus check for each data item a termination condition and stop
retrieving data for it if the condition is satisfied (Lines 11-13).
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To guarantee that probing more sources will not change the returned value
v for data item D, we should terminate only if for each v′ ∈ D(D), v′ 6= v,
we have minPr(v) > maxPr(v′). However, satisfying this condition for each
returned value is often hard. We can loosen it in two ways: (1) for the value
v′ with the top-2 vote count, minPr(v) > Pr(v′) (or expPr(v′)); (2) for such
v′, Pr(v)(or expPr(v))> maxPr(v′). Our experiments show that these loose
conditions lead to much faster termination, while sacrificing the quality of the
results only a little, if at all.
Source ordering: The algorithm assumes an ordered list of sources as input
and probes the sources in the given order. We wish to order the sources such
that 1) we can return the correct answers as early as possible, and 2) we can
terminate as soon as possible. To reduce the overhead at runtime, we conduct
source ordering oﬄine. The key question to ask is “how to order the sources such
that we can quickly obtain the correct answers and terminate early?” Intuitively,
when the sources are independent, we should order the sources in decreasing
order of their accuracy.
3.3.1 Probability computation for independent sources
Consider a value v and a set S¯ ⊆ S of probed sources. We can compute Pr(v|S¯)
according to Section 3.2. In fact, we can prove that the expected probability
for v is exactly the same as Pr(v|S¯). The intuition is that the probability of an
unseen source providing v or any other value fully depends on the probability
of v being true, which is computed from data in S¯; thus, the unseen source
does not introduce any new information and so cannot change the expected
probability.
Theorem 3.1. Let S be a set of independent sources, S¯ ⊆ S be the sources
that we have probed, and v be a value for a particular data item. Then,
expPr(v|S¯) = Pr(v|S¯).
Proof. We compute the probability of each possible world according to the
probabilities of the values being true, which are in turn computed based on




Pr(W |v)Pr(v|S¯) = Pr(W |S¯).
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Obviously, W and v are independent conditioned on S¯.


















Pr(W |S¯)Pr(v|S¯) = Pr(v|S¯)
For the maximum probability of value v, it is obvious that we obtain it when
all unseen sources provide v.
Theorem 3.2. Let S be a set of independent sources, S¯ ⊆ S be the sources
that we have probed, and v be a value for a data item D. Let W be a possible
world in which all sources in S \ S¯ provide value v on D. Then, maxPr(v|S¯) =
Pr(v|S¯,W ).
Proof. Consider another possible world W0 where some unseen sources do not
provide v. We denote by W0(S) the value provided by S in W0. We can
transform W to W0 step by step, where in each step for a source that does
not provide v in W0, we change its value from v to W0(S). Assuming the
transformation steps are W,Wn, . . . ,W1,W0, we can prove easily
Pr(v|S¯,W ) > Pr(v|S¯,Wn) > · · · > Pr(v|S¯,W1) > Pr(v|S¯,W0).
In particular, for each Wk and Wk−1, k ∈ [1, n], (or W and Wn), let S be the
source whose value is changed, c be the vote count of S, C1 be the vote count
of v from sources other than S, C2 be the vote count of W0(S) from sources
other than S, and C be the sum of the power of vote counts for the rest of the
values. We shall prove that
eC1+c
eC1+c + eC2 + C
>
eC1
eC1 + eC2+c + C
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i.e.,
e2C1+c + eC1+C2+2c + CeC1+c > e2C1+c + eC1+C2 + CeC1
which obviously holds.
Obtaining the minimum probability of value v certainly requires that none
of the unseen sources provides v. Among the rest of the values, we can prove
that if all unseen sources provide the same value, and the value has the highest
probability to be true according to the probed sources, we obtain the minimum
probability for v.
Theorem 3.3. Let S be a set of independent sources, S¯ ⊆ S be the sources that
we have probed, v be a value for a data item D, and vmax = arg max
v′∈D(D)−{v}
Pr(v′|S¯).
Let W be a possible world in which all sources in S \ S¯ provide value vmax on
D. Then, minPr(v|S¯) = Pr(v|S¯,W ).
Proof. Consider another possible world W0 where some unseen sources do not
provide vmax. We denote by W0(S) the value provided by S in W0. We can
transform W to W0 step by step, where in each step for a value v0 6= vmax and
the set of unseen providers of v0, denoted by S¯(v0), we change their value from
vmax to v0. Assuming the transformation steps are W,Wn, . . . ,W1,W0, we can
prove easily
Pr(v|S¯,W ) < Pr(v|S¯,Wn) < · · · < Pr(v|S¯,W1) < Pr(v|S¯,W0).
In particular, for each Wk and Wk+1, k ∈ [1, n], (or W,Wn), let v0 be the value
that the unseen sources provide in W0, c be the sum of the vote counts of S¯(v0),
C1 be the vote count of v from sources other than S¯(v0), C2 be the vote count
of vmax from sources other than S¯(v0), C3 be the sum of the vote counts for
v0 from sources other than S¯(v0), and C be the sum of the power of the vote
counts for the rest of the values. According to the proof for Theorem 3.2, if
W0(S) = v, the inequation holds. In case W0(S) 6= v, we have
eC1
eC1 + eC2+c + eC3 + C
<
eC1
eC1 + eC2 + eC3+c + C
i.e.,
eC1+C2 + eC1+C3+c < eC1+C2+c + eC1+C3
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i.e.,
eC1(eC2 − eC3)(1− ec) < 0
Because C2 > C3, e
C2 > eC3 . Because we consider only good sources,
ec > nα(S)
1−α(S) > 1 where S ∈ S¯(v0). So the inequation holds.
3.4 Considering Copying in Online Fusion
Algorithm FusionWAccu falls short in the presence of copying. First, vote
counting is non-trivial: if we probe a copier before the copied source, we do
not know if they provide the same value on a data item and hence, whether
we should use the independent or dependent vote count for the copier. Second,
ordering the sources by accuracy may not lead to fast convergence: if the top-
accuracy sources have copying relationships between them, the vote counts can
increase slowly as we discount copied values.
This section proposes two solutions for vote counting when a copier is probed
earlier than the copied source: the conservative approach and the pragmatic ap-
proach. Each approach can lead to a different source-ordering strategy. Our
experiments show that the pragmatic approach always outperforms the conser-
vative one. In our description we call S a child of S ′ and S ′ a parent of S if S
copies from S ′. We denote by Pa(S, S ′) the parent of S on the copying path
from S to S ′.3
3.4.1 Vote counting
We propose two vote-counting approaches, both observing the following no-
over-counting principle: for each value, among its providers that could have
copying relationships on it, at any time we apply the independent vote count
for at most one source. This principle avoids bias from copied values at any
time. We next describe incremental vote counting for each approach.
Conservative approach: The conservative approach assumes that for each
data item the copier provides the same value as the copied source, so applies
its dependent vote count at the beginning, and increases the vote count if it
3We assume a single such parent and can easily extend our techniques when there
are multiple such parents.
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observes a different value from the copied source. Thus, when we probe a new
source S, we shall consider its own vote count and the vote counts of its copiers.
1. Suppose S provides value v. Among its parents, S may copy from any
one that has not been probed or is observed to also provide v. We denote
the set of such parents by P¯ (S). Thus, the vote count of S for v is
C⊥(S)ΠSp∈P¯ (S)(1− ρ(S → Sp)).
2. Suppose S provides a different value from its child Sc. Then, Sc cannot
copy from S and we should increase its vote count. Let v′ 6= v be the
value provided by Sc and C(Sc) be Sc’s current vote count. We shall
increase the vote count of v′ by
C(Sc)
1− ρ(Sc → S) − C(Sc) =
C(Sc)ρ(Sc → S)
1− ρ(Sc → S) .
Obviously, this approach guarantees that the vote count of each value in-
creases monotonically. However, it may under-estimate the vote count of a
value if all the probed providers are copiers.
Pragmatic approach: The pragmatic approach assumes that for each data
item the copier provides a different value from the copied source, so applies its
independent vote count at the beginning, and decreases the vote count when
observing the same value from the copied source. We consider both directly and
transitively copied sources to avoid violation of the no-over-counting principle.
Accordingly, when we probe S, we shall update its own vote count and the vote
count of its closest probed descendant (as we will show in Section 3.4.3, our
ordering guarantees that there can be only one such descendant).
1. Suppose S provides value v. Among its closest probed ancestors, S can
copy only from those that also provide v; we denote this set by A¯. We
compute S’s vote count as
C⊥(S)ΠSa∈A¯(1− ρ(S → Pa(S, Sa))).
2. Consider the closest probed descendant of S, denoted by Sd. There are
two cases. First, if Sd provides the same value as S and none of S’s
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Table 3.3: Example 3.3. Vote count of NY and NJ as we probe S1 − S3 in the











closest probed ancestors is observed to also provide v (i.e., A¯ = ∅), we
must have applied the independent vote count of Sd (with respect to S)
and need to decrease it. Let C(Sd) be the current vote count of Sd and
Sp = Pa(Sd, S). We shall decrease the vote count of v by
C(Sd)− C(Sd)(1− ρ(Sd → Sp)) = C(Sd)ρ(Sd → Sp).
Second, if Sd provides a different value from S but the same value as one
of S’s closest probed ancestors, we must have applied the dependent vote
count of Sd and need to increase it to the independent vote count. Let
v′ 6= v be the value provided by Sd, C(Sd) be the current vote count of
Sd, and Sp = Pa(Sd, S). We shall increase the vote count of v
′ by
C(Sd)
1− ρ(Sd → Sp) − C(Sd) =
C(Sd)ρ(Sd → Sp)
1− ρ(Sd → Sp) .
This approach does not guarantee monotonicity, but applies the independent
vote count to exactly one source among those that have copying relationships,
so avoids over-counting and under-counting.
Example 3.3: Continue with the motivating example and consider probing
sources S1 − S3 in the order of S3, S2, S1. Table 3.3 shows the vote counts of
NY and NJ as we probe each source. In the conservative approach, we first
add the dependent vote count (1) of S3 for NJ, as its parent (S2) has not been
probed. We next add the dependent vote count (.8) of S2 for NY; as it provides
a different value from S3, we increase the vote count of NJ by
1
.2
− 1 = 4.
Finally, we probe S1 and add its independent vote count 3 for NY.
In the pragmatic approach, we first probe S3 and add 5 to the vote count of
NJ. We next probe S2 and add 4 to the vote count of NY; since S2 provides a
different value from S3, we do not change S3’s vote. Last, we probe S1, adding
3 to the vote count of NY and reducing the vote count of S2 by 4− 4 ∗ .2 = 3.2.
The final vote count for each value is the same in both approaches. 2
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Algorithm 2: ConservativeVoteCount(S,D, cV, cV ote)
1 cV [S][D]← cV [S][D] ∗ΠSp∈P¯ ,Sp(D)=S(D)(1− ρ(S → Sp)); // S(D) is the value
provided by S on D.
2 cV ote[D][S(D)]← cV ote[D][S(D)] + cV [S][D];
3 foreach Sc ∈ C¯ do
4 if Sc(D) 6= S(D) then
5 ∆← cV [Sc][D]ρ(Sd→S)1−ρ(Sd→S) ;
6 cV [Sc][D]← cV [Sc][D] + ∆;
7 cV ote[D][Sc(D)]← cV ote[D][Sc(D)] + ∆;
Algorithm 3: PragmaticVoteCount(S,D, sV, sV ote)
1 sV [S][D]← Vi(S)ΠSa∈A¯,Sa(D)=S(D)(1− ρ(S → Pa(S, Sa))); // Pa(S, Sa) is the
parent of S on the copying path to Sa
2 sV ote[D][S(D)]← sV ote[Sd][S(D)] + sV [S][D];
3 if ∀Sa ∈ A¯, Sd(D) 6= Sa(D)&&Sd(D) = S(D) then
4 ∆← sV [Sd][D]ρ(Sd → Pa(Sd, S));
5 sV [Sd][D]← sV [Sd][D]−∆;
6 sV ote[D][Sd(D)]← sV ote[D][Sd(D)]−∆;
7 else
8 if ∃Sa ∈ A¯, Sd(D) = Sa(D)&&Sd(D) 6= S(D) then
9 ∆← sV [Sd][D]ρ(Sd→Pa(Sd,S))1−ρ(Sd→Pa(Sd,S)) ;
10 sV [Sd][D]← sV [Sd][D] + ∆;
11 sV ote[D][Sd(D)]← sV ote[D][Sd(D)] + ∆;
We summarize the method of calculating the vote count using Conservative
and Pragmatic methods in Algorithm 2 and 3 respectively.
3.4.2 Probability computation
Computing the expected, maximum and minimum probability for a value is
much more tricky when we consider copying. The reason, again, is that for a
source S, the observation of whether S’s parents provide the same value may
change its vote count. We describe how we approximate these probabilities
efficiently. Note that the estimated maximum and minimum probabilities are
looser bounds so still “correct” to show the users, and the estimated expected
probability is close to the real one; finally, these estimates will also be used in
termination justification and our experiments show that they do not sacrifice
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the quality of results.
Expected probability: First, we show that when none of the unseen sources
is a parent of a probed source, the expected probability of a value is the same
as the probability computed according to the probed sources. The intuition is
that among unseen data provided for the data item, those that are indepen-
dently provided will not change the expected probability, for the same reason
as discussed in Section 3.3.1; those that are copied will not be considered in
vote counting and so will not affect the expected probability either.
Theorem 3.4. Let S be a set of sources, S¯ ⊆ S be the probed sources, and
v be a value. If ρ(S → S ′) = 0 holds for each S ∈ S¯ and S ′ ∈ S \ S¯, then,
expPr(v|S¯) = Pr(v|S¯).
Proof. For each possible world W , we consider all its sub-worlds, each corre-
sponding to a possible combination of the unseen copiers copy or do not copy.
For each sub-world, we denote it by W ′ and only need to consider the sources
that independently provide the values in probability computation. Then, for








Pr(v|S¯)Pr(W ) = Pr(v|S¯).
However, as the following example shows, if a probed source copies from an
unseen source, the theorem does not hold any more.
Example 3.4: Consider a data item D, where D(D) = {0, 1}. Consider
three sources. Sources S1 and S2 are independent and both have accuracy
.6; thus, C⊥(S1) = C⊥(S2) = ln 1∗.61−.6 = .4. Source S3 is a copier of S1 with
ρ(S3 → S1) = .8; it has accuracy .9, so C⊥(S3) = ln 1∗.91−.9 = 2.2. Suppose
we have probed S2, observing value 0, and probed S3, observing 1. We next
compute the expected probability for value 1.
The conservative approach uses the dependent vote count of S3 (2.2 ∗ .2 =
.44). The probability for 1 is then e
.44
e.44+e.4
= .51, so S1 has probability .51 ∗
35
CHAPTER 3. DATA FUSION OF CATEGORICAL DATA
.6 + .49 ∗ .4 = .5 to provide 1. If S1 provides 1, the probability for 1 becomes
e.4+.44
e.4+.44+e.4
= .61. Otherwise, S3 cannot copy from S1 so we shall use the inde-




expected probability for 1 is thus .61 ∗ .5 + .8 ∗ .5 = .71 > .51.
The pragmatic approach uses the independent vote count of S3. The prob-
ability for 1 is then e
2.2
e2.2+e.4
= .86, so S1 has probability .86 ∗ .6 + .14 ∗ .4 = .57
to provide 1. Similarly, the expected probability for 1 is .61 ∗ .57 + .8 ∗ .43 =
.69 < .86. 2
The discrepancy in this example is because the observation of data from
unseen sources will change our belief of whether the copier copies on a particular
data item. We next show results that lead to an approximation of the expected
probability.
Theorem 3.5. Let S¯ ⊆ S be a set of probed sources such that for one and
only one S ∈ S¯, there exists S ′ ∈ S \ S¯ where ρ(S → S ′) > 0. Let v be
a value of a particular data item. Let Prcon(v|S¯) (resp. Prpra(v|S¯)) denote
the probability of v computed in the conservative (resp. pragmatic) approach,
and expPrcon(v|S¯) denote the expected probability in the conservative approach.
Then, (similar for the pragmatic approach)
1. Prcon(v|S¯) < expPrcon(v|S¯) < Prpra(v|S¯);
2. |Prcon(v|S¯)+Prpra(v|S¯)
2
− expPrcon(v|S¯)| < 1
4
.
Proof. We consider single-source copying and can prove for multi-source copy-
ing similarly. Assume S ∈ S¯ copies from Sp 6∈ S¯. Consider probing S next.
We denote by Pr→(v|S¯, S) the probability of v based on the observation from
S¯ and S, where we use the dependent vote count of S no matter whether S
provides the same value as Sp. We denote by Pr
con(S, v) the probability that
S provides v, ω = α(S)− 1−α(S)
n
, and ξ = 1−α(S)
n
.
Prcon(S, v) = α(S)Prcon(v|S¯) + 1− α(S)
n
(1− Prcon(v|S¯))
= ωPrcon(v|S¯) + ξ.
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Similarly, we denote by Pr⊥(v|S¯, S) the probability of v based on the obser-
vation from S¯ and S, where we use the independent vote count of S no matter








Obviously, for any v0 ∈ D(D), Pr→(v|S¯, S) < Pr⊥(v|S¯, S). We denote the
difference by ∆(v). In addition, Prcon(S, v) < Prpra(S, v) and Prcon(S, v′) >
Prpra(S, v′) for any v′ 6= v; we denote the difference by ∆′(v). Finally,






(1) According to Eq.(3.3) and (3.5), expPrcon(v|S¯) > Prcon(v|S¯). We now
prove expPrcon(v|S¯) < Prpra(v|S¯). Without losing generality, assume v0 has
the highest vote count among values excluding v.
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Prpra(v|S¯)− expPrcon(v|S¯)




Pr⊥(v|S¯, S)(Prpra(S, v)− Prcon(S, v))
> Pr⊥(v|S¯, S)(ωPrpra(v|S¯) + ξ)
−Pr→(v|S¯, S)(ωPrcon(v|S¯) + ξ)− Pr⊥(v0|S¯, S)ω∆(v)
= ω(Pr⊥(v|S¯, S)Prpra(v|S¯)− Pr→(v|S¯, S)Prcon(v|S¯))
−ωPr⊥(v1|S¯, S)∆′(v) + ξ∆(v)
> ω(∆′(v)− Pr⊥(v1|S¯, S)∆′(v)) + ξ∆(v) > 0
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ple 3.4, the approximation leads to .51+.86
2
= .685, close to the two expected
probabilities that we have computed. Complexity of computing the expected
probability remains an open problem.
Maximum or minimum probability: We first show that computing maxi-
mum or minimum probability of a value is tractable.
Theorem 3.6. Given S¯ ⊆ S and value v, computing
maxPr(v|S¯) and minPr(v|S¯) is in PTIME.
Proof. Because the vote count of a source depends only on the values its direct
parents provide, we can compute the minimum probability using a dynamic
programming algorithm. The algorithm proceeds as follows.
1. Sort the sources such that for each S, S ′ where ρ(S → S ′) > 0, S ′ is ranked
earlier than S. Assume the order of the unseen sources is S0, S1, . . . , Sm.
2. For the first source S0 (it cannot be a copier of any other unseen source),
compute its dependent vote count for each value v0 ∈ D(D), and denote
the corresponding probability for v0 by minPr(v|S, v0).
3. For each latter source Si, assume P¯ is the set of its unseen parents. Then,
for each v0 ∈ D(D), for different value combination from P¯ , compute
the probability of v based on the recorded vote counts from P¯ . Choose
the minimum one, set minPr(v|Si, v0) accordingly, and record the vote
counts.
4. The minimum value for v is minv0∈D(D) minPr(v|Sm, v0).
Let constant fp be the maximum number of parents of a source. Then, the
algorithm takes time O(|S||D(D)|fp).
Although we can compute a tight bound of value probability in polynomial
time, the algorithm is still quite costly and not suitable for an online process.
We next describe how we compute a loose (but still fairly tight) bound for
minimum probability and we can compute the maximum probability similarly.
To minimize the probability of value v, we shall minimize C(v) and maximize
C(v′) for each v′ 6= v. Our algorithm, MinPr (details in Algorithm 4) does so
in four steps.
1. To minimize C(v), for each of v’s probed provider S ∈ S¯ that 1) has
an unseen parent Sp, and 2) satisfies C
⊥(S) > C⊥(Sa) + C→(S) for the
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Algorithm 4: MinPr(v,D, S¯,S, sV, remain)
Input : v the value; D the data item;
S¯ probed sources; S all sources;
sV pragmatic vote counts of each source,
remain sum of vote counts of the unseen sources.
Output : minPr(v).
1 vote[v ∈ D(D)]← 0;
2 foreach S ∈ S¯ do
3 if S’s parents are all probed then
4 vote[S(D)]← vote[S(D)] + sV [S][D];
5 else if S(D) = v then
6 temp = minSa is an ancestor of S Vi(Sa) + sV [S][D](1− ρ(S →
Pa(S, Sa)));
7 if temp > sV [S][D] then
8 vote[v]← vote[v] + sV [S][D];
9 else
10 vote[v]← vote[v] + temp;
11 else
12 vote[S(D)]← vote[S(D)] + C⊥(S)ΠSp(D)=S(D)(1− ρ(S → Sp));
13 find the value vmax 6= v with the maximum vote count;






ancestor Sa that leads to the minimum C
⊥(Sa)+C→(S), we use C⊥(Sa)+
C→(S) as its vote count.
2. To maximize C(v′), v′ 6= v, from the probed sources, for each S ∈ S¯ that
does not provide v and has an unseen parent, we use its independent vote
count C⊥(S).
3. Let vmax be the value with the highest vote count among all values other
than v after Step 2. To maximize C(vmax) from unseen sources, we assume
they all provide vmax independently and use their independent vote count.
4. Compute the probability of v accordingly.
Theorem 3.7. Let S be a set of sources, S¯ ⊆ S be the probed ones, v be a
value, and fa be the maximum number of ancestors a source has. Algorithm
MinPr finishes in time O(fa|S¯|) and its result M satisfies M ≤ minPr(v|S¯).
Example 3.5: Consider sources in Figure 3.1 and assume we have probed all
sources except S8. Consider the minimum probability of NJ. Step 1 and Step 2
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will not change vote count of any probed source. Step 3 assumes S8 also provides
TX and uses its independent vote count 4. Thus, minPr(NJ|S/{S8}) =
e10.8
e10.8+e7+4+e3.8+e0∗47 = .45. At this time we compute a probability of .02 for the
top-2 value TX. If we use the termination condition minPr(NJ) > Pr(TX), we
can terminate then. 2
The full online algorithm, FusionWCopy (Algorithm 5), summarizes the
techniques in Section 3.4.1-3.4.2. Each round takes time
O(fa|S¯||D¯|). Note however that in early rounds we have not probed many
sources and |S¯| is small, and in late rounds the number of remaining data items
is often much less than |D¯|.
3.4.3 Source ordering
Finally, we discuss ordering of sources according to the two vote-counting ap-
proaches. A source can have different vote counts for different values under
consideration of copying. We order the sources by their minimum vote counts,
which can be obtained in the extreme case where all sources provide the same
value. (The maximum vote count is the independent vote count.)
Conservative approach: When all sources provide the same value, in the
conservative approach the vote count of a source is fixed as its dependent vote
count. Let S be a source and Pa(S) be its parents. Then, this fixed vote count
of S is computed by
C(S) = C⊥(S)ΠSp∈Pa(S)(1− ρ(S → Sp)). (3.6)
We order the sources in decreasing order of their fixed vote count. As a
result, we often order an independent source before its copier, even if the copier
has a higher accuracy.
Pragmatic approach: When all sources provide the same value, as we probe
a new source in the pragmatic approach, we may need to decrease the vote
count of its probed descendants. We thus order the sources iteratively, each
time choosing the one that increases the total vote count most. In particular,
given a source S and a set of probed sources S¯, we compute the conditional
vote count of S as
C(S|S¯) = C(S¯ ∪ {S})− C(S¯), (3.7)
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Algorithm 5: FusionWCopy(S, D¯)
Input : S ordered sources; D¯ queried data items.
Output : True values for D¯; for each returned value, return in addition
expPr(v),minPr(v) and maxPr(v).
1 stop[D ∈ D¯]←false;
2 cV ote[D ∈ D¯][v ∈ D(D)]← 0;
3 sV ote[D ∈ D¯][v ∈ D(D)]← 0;
4 sV [S ∈ S][D ∈ D¯]← C⊥(S);
5 remain←∑S∈S α(S);
6 while ∃D ∈ D¯ s.t. stop[D] =false do
7 remain← remain− α(S);
8 C¯ ← probed children of S;
9 P¯ ← probed parents of S;
10 A¯← closest probed ancestors of S;
11 Sd ← closest probed descendant of S;// There is only one such descendant
according to the co-copier condition.
12 cV [S][D]← C⊥(S) ·ΠSp is unseen parent of S(1− ρ(S → Sp));
13 foreach D ∈ D¯ do
14 if !stop[D] then
// 1. Truth finding
15 ConservativeVoteCount(S,D, cV, cV ote);
16 PragmaticVoteCount(S,D, sV, sV ote);
17 find the value v1 with the maximum vote count and v2 with the
top-2 vote count; // Either conservative or pragmatic
// 2. Probability computation









19 minPr(v1)← MinPr(v1, d, S¯,S, sV, remain);
20 maxPr(v1)← MaxPr(v1, d, S¯,S, sV, remain);
// 3. Termination justification
21 if minPr(v1) > expPr(v2) then
22 stop[D]← true;
23 Refresh answers in the output;
where C(S¯) denotes the total vote count of S¯ if all sources in S¯ provide the
same value. In other words, C(S¯ ∪ {S}) serves as an invariant for deciding
C(S|S¯). We compute C(S¯) as follows: for each S ∈ S¯, if S has an ancestor
in S¯, we consider S may (directly or transitively) copy from its ancestor and
take its dependent vote count; otherwise, we consider S provides the value
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independently and take its independent vote count.
Example 3.6: Consider the sources in Figure 3.1. First consider S2 and S¯ =
{S3}. We have C(S¯) = 5, C(S¯∪{S2}) = 4+5∗ .2 = 5, so C(S2|S¯) = 5−5 = 0.
Now consider S1 and S¯
′ = {S2, S3} (transitive copying). We have C(S¯ ′) = 5,
C(S¯ ′∪{S1}) = 3+4∗.2+5∗.2 = 4.8, so C(S1|S¯ ′) = 4.8−5 = −.2. Next consider
S4 and S¯
′′ = {S5, S6} (multi-source copying). We have C(S¯ ′′) = 5+4∗ .2 = 5.8,
C(S¯ ′′ ∪ {S4}) = 3 + 5 + 4 ∗ .2 ∗ .2 = 8.16, so C(S4|S¯ ′′) = 8.16− 5.8 = 2.36. 2
As shown in Example 3.6, when S is a parent of a probed copier Sc and has
lower accuracy than Sc, C(S|S¯) can be negative. This is due to the assumption
that the accuracy of the copied data is the same as that of the copied source [21],
which can be much lower than that of the copier. This negative vote count can
put S to the end of the ordered list, which may be actually desired because of
its low accuracy and its dependence with Sc.
Note however that such a vote counting strategy can fall short in the pres-
ence of co-copying. In Figure 3.1, if we probe S8 and S9 before S7, their total
vote count is 4 + 5 = 9, violating the no-over-counting principle. We should
apply the independent vote count only for S8 or S9, but different choices can
lead to different results. Our solution is to guarantee that we never probe
two co-copiers if none of their common ancestors is probed. We formalize the
condition as follows.
Definition 3.2 (Co-copier condition). Let S and S ′ be two sources where nei-
ther one is the ancestor of the other. For each of their closest ancestor Sa, we
shall probe Sa or one of its ancestors before we probe both S and S
′.
Accordingly, our source ordering algorithm proceeds in four steps.
1. Initialize S¯ = ∅ and set C(S|S¯) = C⊥(S) for each S.
2. Among the sources that satisfy the co-copier condition, select the one
with the highest vote count and add it to S¯.
3. Adjust the conditional vote count for unselected sources.
4. Go to Step 2, until all sources are selected (i.e., S¯ = S).
The full algorithm, shown in Algorithm 6, takes time O(f 2|S|2), where f
is the maximum number of ancestors and descendants a source has. This is
reasonable given that source ordering is oﬄine, and the number of sources for
a particular domain is rarely huge.
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Algorithm 6: PragmaticSourceOrdering(S)
Input : S set of sources.
Output : Ordering of the sources.
1 S¯ ← ∅;
2 vote[S ∈ S]← C⊥(S);
3 while S¯ 6= S do
4 max← −∞; S0 ← null;
5 foreach S ∈ S do
6 if vote[S] > max && S satisfies the co-copier condition then
7 max← vote[S]; S0 ← S;
8 Add S0 to the end of S¯;
9 foreach S ∈ S − S¯ && S is an ancestor or descendant of S0 do
10 V ote[S]← C(S¯ ∪ {S})− C(S¯);
11 return S¯;
Table 3.4: Example 3.7: Vote counts computed in source ordering. The maxi-
mum vote count in each round of the pragmatic approach is in bold font.
Method Rnd S1 S2 S3 S4 S5 S6 S7 S8 S9
Fixed 3 .8 1 3 5 .16 3 .8 1
1 3 4 5 3 5 4 3 4 5
4 -1 0 - 3 - .8 -1 4 -
5 -1 0 - - - .16 -1 4 -
Cond
6 -1 0 - - - - -1 4 -
7 -.2 - - - - - -1 4 -
8 - - - - - - -1 4 -
Pragmatic ordering has the advantage of often ordering high-accuracy sources
early and meanwhile taking copying into consideration. We next illustrate its
benefit using an example.
Example 3.7: Consider ordering the sources in Figure 3.1. Table 3.4 shows
the fixed vote counts and the conditional vote counts we compute in each round,
and we order the sources accordingly (pragmatic ordering randomly chooses S5
first among the sources that have a tie). Note that in the pragmatic approach,
although S8 has a higher conditional vote count than S7, it is ranked later
because otherwise the co-copier condition would be violated.
The pragmatic order is better as it ranks the most accurate sources earlier
even if some of them are copiers. Indeed, if we follow the conservative order,
the result will not converge to NJ until we have probed 6 sources (3 for the
pragmatic order). 2
44
CHAPTER 3. DATA FUSION OF CATEGORICAL DATA
3.5 Extensions
We discuss two extensions of our techniques, one is in the direction of con-
sidering sources that do not have full coverage, and one is in the direction of
considering more complex queries.
Coverage in online fusion: We assume the sources have fairly large but not
necessarily full coverages, and extend our techniques in two ways. First, when
we order the sources in the pragmatic approach, we take into consideration
the overlap between sources. Consider source S0, . . . , Sl, where Si copies from
Si+1, i ∈ [0, l − 1]. Even when we have decided to probe Sl, it may not be
appropriate to use the dependent vote count for S0 in ordering, because S0 and
Sl can actually overlap in only a few data items. If we denote by ι(Si, Si+1)
the overlap between Si and Si+1 (i.e., ι(Si, Si+1) =
|Si∩Si+1|
|Si+1| ) and assume in-
dependence of copying between each pair of sources, the probability that S0
transitively copies from Sl on a particular item is ρ(S0 → S1)Πl−1i=0ι(Si, Si+1).
In our experiments, we simplified and considered only direct copying (between
a child and a parent) in source ordering.
Second, when we compute the minimum probability of a value (similar for
maximum probability), we need to consider the possibility that an unseen source
does not provide data on a particular data item at all. Thus, instead of using
its independent vote count, we down-weight it by its coverage; in other words,
we assume an unseen source S contributes vote count C⊥(S)γ(S) to value vmax,
where γ(S) denotes the coverage of S.
More complex queries: We next briefly discuss how we apply our techniques
for queries that contain predicates on non-key attributes and queries that con-
tain joins. For the former, the values on the predicates may be wrong as well
and from a source we may miss some results or retrieve some additional results.
As we probe new sources, we apply fusion techniques also on the predicate at-
tribute of the returned tuples and decide if the value satisfies the predicate. If
we decide the value actually does not satisfy the predicate, we remove it from
the answer. For join queries, we assume the join-column values are accurate
and apply fusion only on the projected attributes.
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3.6 Experimental Results
This section presents an experimental study of our online fusion method on
a real-world data set. We show that (1) our method can quickly return the
correct values for most of the queried items; (2) our method scales well; and
(3) in presence of copying, the pragmatic approach is the most effective among
various approaches.
3.6.1 Experiment setup
Data: We experimented on the AbeBooks data set, which were extracted in
2007 from AbeBooks.com by searching computer-science books.4 In the data set
there are 894 bookstores (data sources), 1263 books, and 24364 listings, each
provided by a bookstore and containing attributes ISBN, name, and authors.
We normalized the author lists to a standard format.
We applied techniques in [20, 21] for computing source accuracy and de-
tecting copying; we found copying between 1758 pairs of sources. Note that
the computed quality measures may not be exactly the same as the real ones.
Most experiments are conducted over 100 sources with the largest coverage on
a set of 100 books that we describe shortly. Their coverage ranges from 0.02 to
0.87; their accuracy ranges from 0.005 to 0.74; and we found copying between
774 pairs of sources for this subset of sources (see Figure 3.17 in the appendix
for distribution of coverage vs. accuracy). If S copies from S ′ through a source
outside the subset, we treat S and S ′ as independent because we seldom observe
big overlap of data in case of transitive copying (same for co-copying). On this
subset of data, each book on average has 18.6 listings and the number ranges
from 2 to 49.
Query and measure: We used a golden standard that contains 100 randomly
selected books and the list of authors found on the cover of each book. We
considered queries that ask for authors of a subset of these books. We measured
precision of the results by the percentage of correctly returned author lists.
Implementation: We implemented four online algorithms: Naive probes all
sources in a random order and repeatedly applies prior fusion techniques (Sec-
tion 3.2) on probed sources; Accu applies FusionWAccu; Conservative ap-
4We thank the authors of [106] for providing us the data.
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Figure 3.5: Precision of various meth-
ods.
plies FusionWCopy with conservative ordering and vote counting; and Prag-
matic applies FusionWCopy with pragmatic ordering and vote counting.
The latter three methods apply termination condition minPr(v1) > Pr(v2),
where v1 and v2 are the top-1 and top-2 values. As Naive uses random order,
we ran it 5 times and reported the average.
We used Java and experimented on a Windows7 machine with 2.33GHz
Intel CPU and 4GB of RAM.
3.6.2 Overall Experimental results
Query answering behavior: We first considered the query that asks for
authors of all 100 books and reported our observation on query answering by
Pragmatic. Figure 3.2-3.3 plot as we probe each source, (1) the total number
of returned books, (2) the number of correctly returned values, (3) the number
of books on which the returned values do not change any more, (4) the number
of books on which we stopped retrieving data, and (5) the average expected,
minimum, and maximum probabilities for the returned answers.
We have several observations. First, a large fraction of answers quickly get
stable: after probing 14 sources, the answers on 73 books get stable; then,
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Figure 3.7: Method scalability.
this number increases gradually as we probe more sources and reaches 100 at
the 97th source. Second, the number of terminated books climbs much more
slowly, showing that we typically require more evidence before we decide to
stop. Third, the number of correctly returned answers also quickly increases
at the beginning and then flattens out, but decreases as we probe the last
32 sources. These sources have very low accuracy (as low as 0.005) and pro-
vide a lot of wrong values; even though each of them has a low vote count,
accumulatively they can still bias the decision. Fourth, the average expected
probability increases gradually as we probe more sources, while the average
maximum probability remains 1 till the 96th source, and the average minimum
probability remains less than .001 till the 91st source. Finally, we observe big
jumps for all numbers at several sources (source 14, 20, etc.), as these sources
have high coverage and are independent.
Result precision: We next compared precision of the results by various meth-
ods. Figure 3.4 plots for each method the number of answers that have stabilized
at the correct value as we probe each source. Pragmatic has the best per-
formance. (1) Compared with Accu, Pragmatic at the beginning returns
more correct values (on average 12 more from source 14 to 32), then returns
fewer correct values (on average 2 fewer from source 33 to 46) as it considers
the copying relationship and discounts votes from the copied correct values,
and eventually returns more correct answers (starting from the 50th source).
(2) Pragmatic dominates Conservative: starting from the 13th source it
on average returns 15.2 more correct values. (3) Pragmatic at the beginning
returns fewer correct values than Naive as it first probes sources with high
accuracy but maybe low coverage; starting from source 14, Pragmatic signif-
icantly outperforms Naive and on average returns 25 more correct values, as
it probes the sources in a better order.
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Figure 3.5 plots the precision of the results as we increase the number of
queried books, where we start from more popular books. As we probe more
unpopular books, the precision obtained by all methods decreases because of
less abundance of information. We observe that Pragmatic always obtains
the highest accuracy, as it starts from more accurate sources and ignores copied
data; in most cases it even beats Naive, which probes all data from all sources
so can be more affected by the inaccurate sources that are ranked later. Accu
also often beats Naive, but it does not perform as well as Pragmatic since it
ignores copying and can be biased by copied data. Finally, although Conser-
vative considers copying, it has the lowest precision because it can terminate
on a value after probing a few less accurate sources.
In addition, we reported comparison of various ordering, vote counting, and
termination strategies in Appendix 3.6.3.
Efficiency and scalability: We did two sets of experiments for scalability
study. First, we started with the 10 sources with the largest coverage, and
gradually added sources until reaching 100 sources. Figure 3.6 plots the CPU
time for fusion for all 100 books on each data set. Among different methods,
Naive took the longest time (2 orders of magnitude more than Pragmatic)
and the CPU time increases quadratically, as it retrieved data for all 100 books
on all sources and counted votes from scratch as it probes each new source; note
that linear increase of CPU time for fusion would require applying incremental
vote counting strategies as we described in Section 3.4.1. The CPU time for
the rest of the methods increases linearly. Accu took the shortest time as its
vote-counting process is very simple. Pragmatic and Conservative are in
the middle. Note that although Pragmatic spent longer time than Accu, it
obtains a higher precision and outputs correct values faster.
Second, we started with the 100 sources and added more sources in three
ways: I. Independent replica replicates each source 9 times and assumes inde-
pendence between the replicas and the original sources; II. Dependent replica
replicates each source 9 times but assumes each replica copies from the original
source with probability .99; III. Full AbeBooks data adds the rest of the 794
sources in the AbeBooks data set in decreasing order of source coverage. We
query the 100 books on data I and II and the 500 most popular books on data
III. Figure 3.7 reports the total time (including connection and data transmis-
sion) for 80% of the answers to be stable (time for other percentages reported
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Figure 3.9: Comparison of different
source ordering strategies.
in Appendix 3.6.3); here we tried 10 bookstore websites and used the mean of
connection setup time (758 ms) and transmission time for one record (.3 ms).
We compared Pragmatic, Naive, and oﬄine fusion. (1) Pragmatic is the
fastest and spent at most a few minutes on each data set; Naive is 2-3 orders of
magnitude slower than Pragmatic and the oﬄine method, which has to probe
all sources before returning any answer, is 3-4 orders of magnitude slower. (2)
Typically connection setup is the bottle-neck; the more sources required to con-
verge, the longer the execution time. However, Naive also took a long CPU
time for fusion on data III; although 80% values got stable after probing 382
sources, much fewer than for oﬄine fusion (all 894 sources), it spent even longer
time overall because the CPU time was high. (3) Pragmatic spent the longest
time on data III, as most sources in this data set have very low coverage so
convergence is slow; it spent the shortest time on data II, as the duplicates are
considered as copiers and ranked later than the original sources, so most values
get stable before probing the duplicates.
Finally, we observed quadratic growth of source-ordering time in the number
of sources. PragmaticSourceOrdering took .2 second for 100 sources and
20.7 minutes for 894 sources; this is acceptable given that source ordering is a
one-time oﬄine process.
3.6.3 Detailed Experimental Results of Pragmatic Algo-
rithm
We compared variants of Pragmatic in terms of source ordering, vote count-
ing, and termination condition. The experimental results show that Prag-
matic with termination condition minPr(v1)
> Pr(v2) obtains the best results.
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Figure 3.13: Comparison of different
vote counting strategies.
Comparing different orderings: We ordered the sources in 5 ways:
• RandomOrder probes the sources in a random order;
• CovOrder orders the sources by coverage;
• AccuOrder orders the sources by accuracy;
• ConsOrder orders the sources in decreasing order of their (fixed) de-
pendent vote count (the conservative approach);
• PragOrder orders the sources by applying algorithm Pragmatic-
SourceOrdering.
We applied pragmatic vote counting for each ordering. Figure 3.8, 3.9 and
3.10 show the precision of the results, the average number of probed sources for
each book, and the CPU time for fusion as we increase the number of queried
books respectively. We make the following observations. (1) PragOrder
allows fast convergence and high precision of the results: it probes the least
number of sources for each book (on average 4.5 sources) and obtains the high-
est precision. (2) AccuOrder probes slightly more sources for each book
than PragOrder (on average 5.7 sources), but obtains slightly lower preci-
sion. Although it starts with probing accurate sources, it ignores the copying
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Figure 3.17: Coverage vs. accuracy.
relationship and can probe at an early time copiers whose vote counts are dis-
counted. (3) ConsOrder probes similar number of sources for each book as
PragOrder, but obtains a much lower precision. This is because it favors in-
dependent sources more than accurate sources, and can thus be biased by data
from those independent but inaccurate sources. (4) CovOrder spent longest
time (even 96% longer thanRandomOrder on average) while obtaining nearly
the lowest precision (the average is similar to that of RandomOrder). This
is because in this data set, we observe that many high-coverage sources have
only moderate accuracy (see Figure 3.17). Finally, we note that as the number
of books increases, (1) the average number of probed sources for a book can
decrease, since the unpopular books have fewer providers; and (2) the fusion
time increases, as different books are provided by different sets of sources and
we need to probe more sources for convergence on all books.
Comparing different vote counting strategies: We next examine various
vote counting strategies:
• AccuVote computes the vote count as the sum of the independent vote
counts of its providers;
• ConsVote applies the conservative voting approach;
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Figure 3.19: Fusion time.
• PragVote applies the pragmatic voting approach.
We applied the pragmatic order for each vote-counting strategy. Figure 3.11,
3.12 and 3.13 show the precision of the results, the average number of probed
sources for each book, and the CPU time for fusion as we increase the number
of queried books respectively. We observe that PragVote obtains the highest
precision. In comparison, AccuVote probes similar number of sources on
average, spent much less time as vote counting in AccuVote is very simple,
and obtains comparable precision. This is because althoughAccuVote ignores
copying in vote counting, it is less likely to make mistakes as the pragmatic order
typically puts upfront only one source among the correlated sources. Even
so, PragVote is more stable than AccuVote; for example, its precision
is 3.4% higher with 100 books. Its longer fusion time is acceptable because
(1) query answering time is often dominated by data retrieval time, which is
proportional to the number of probed sources, in which PragVote is similar
to AccuVote, and (2) our online fusion techniques actually return answers
long before finishing fusion. Finally, ConsVote always has lower precision
than PragVote (on average 15% lower) even though it probes slightly more
sources, as it can often under-estimate vote counts when copiers are ranked
earlier.
Comparing different termination conditions: Finally, we tried many
different termination conditions, namely, (1) minPr(v1) > maxPr(v2), (2)
expPr(v1) > maxPr(v2), (3)minPr(v1) > expPr(v2), (4) Pr(v1) > maxPr(v2),
and (5) minPr(v1) > Pr(v2) (the default) on Pragmatic, where v1 is the top-
1 value and v2 is the top-2 value. Figure 3.14, 3.15 and 3.16 show the precision
of the results, the average number of probed sources for each book, and the
CPU time for fusion as we increase the number of queried books respectively.
We have 3 observations. First, as expected, Condition (1) requires the
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longest time to converge as it is the strictest condition; however, it obtains a
better result than Condition (5) only when there are 100 books (the precision
is only 1% higher), as it can be biased by the additionally probed low-accuracy
sources. Second, using the expected probability in the termination condition
(Condition (2)(3)) can lead to long execution time and low precision. This
is because the expected probability of the top-1 value is often lower than the
probability computed in the pragmatic approach, so Condition (2) is harder
to satisfy than Condition (4), and the expected probability of an unseen value
is higher than the computed probability, so Condition (3) is harder to satisfy
than Condition (5). Third, using the maximum probability in the termination
condition (Condition (2)(4)) can lead to long execution time and low precision.
This is because when there are a lot of unseen sources, the maximum probability
of a value can easily reach as high as 1 and so the condition is hard to satisfy.
Accordingly, Condition (5) leads to fastest termination. It also obtains the
highest precision in most cases because it probes the least number of sources
and so is least affected by low-accuracy data.
Details of experiments for scalability: Finally, we give more details for
experiments on scalability. Figure 3.18-3.19 shows the query-answering time
and the fusion time for a particular percentage of answers to be stable. In
addition to the observations as we discussed for Figure 3.7, we also observe
that (1) in general Pragmatic spent much less time than Naive both in
query answering and in fusion; (2) it can take much longer time to get all stable
answers than to get 80% stable answers (1.78 times longer for Pragmatic and
35.15 times longer for Naive); (3) typically the trends for query-answering time
and for fusion time are comparable, except that first, the CPU time increased
significantly for getting stable on the last 30% answers for Pragmatic on
Dependent replica because of the complex copying relationships to handle in
fusion, and the CPU time increased only slightly for Naive on Full AbeBooks
data because most of the sources have very low coverage.
3.7 Summary
In this chapter, we describe the first online data fusion method of categori-
cal data. We address several challenges in designing such a method, includ-
ing incrementally maintaining vote counts for each value, computing expected,
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maximum, and minimum probabilities of a value being true, deciding when to
terminate fusion on particular data items, and ordering sources for early termi-
nation and early output of the correct answers. Future work includes combining
our techniques with those that consider coverage of sources and overlap between




DATA FUSION OF CONTINUOUS
VALUES
Traditional data fusion methods only consider solving the conflicts of categorical
data. However, in real world, a large portion of the data are continuous real
values. In this chapter, we propose a novel data fusion algorithm to solve the
conflicts of the real values. Specifically, our method models the drift of each
data source. By maximizing the likelihood of the observed of the conflicting
data, our method can identify the best guess of the drifts of each data source
through solving linear equations. Meanwhile, our algorithm can also get the
true values given the maximum likelihood of the observation and output the
results to the users.
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Table 4.1: Continuous Observed Values
XXXXXXXXXXXXValues
Sources
Weather Underground AccuWeather Weather Channel
Singapore 26.3 25.0 26.0
New York 27.7 25.0 27.8
Beijing 25.0 26.0 26.1
Sydney 11.0 11.0 11.1
London 28.0 28.0 28.3
4.1 Motivation
The traditional data fusion methods, including our proposed method in Chapter
3, can only be used in finding the true values among conflicting categorical
values. This limitation is attributed to that our method presented in Chapter
3 assumes that the maximum number of possible wrong answers is finite. Based
on Bayesian analysis, without considering copying relationship, the value with
maximum vote count will get the maximum probability that it is the truth and
the probabilities of all unseen values being correct are the same. However, for
truth finding problem on continuous values, designing an effective and efficient
algorithm becomes much harder.
For example, Table 4.1 shows the temperature information from three weather
forecasting website, namely Weather Underground, AccuWeather and The Weather
Channel. Note that we may not effectively apply Algorithms shown in Chapter
3 to find the values with maximum probability begin true. The reason is that
considering the first three objects, i.e., Singapore, New York and Beijing, the
three data sources provide all distinct values for these objects. As a result,
using the algorithm in Chapter 3, for each object, the vote count for all values
are the same. Therefore, the data fusion algorithm of categorical data has no
choices but has to make a random guess on these values.
Moreover, we would not be able to know what the exact temperature is
as shown in Figure 1.1, due to the fact that the measurement of the data
is not precise. In fact, every observation of the temperature is actually an
approximation that is very close to the true value.
A data fusion method for the continuous values is therefore essential. Some
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methods have been proposed to aggregate the continuous values to reduce the
errors.
For example, in scientific area, the errors of the observation are reduced in
the following way,
(1) Observe the continuous value for multiple times to collect several observed
conflicting values.
(2) Aggregate the multiple observed conflicting values by obtaining an average,
median, or mode.
(3) Output the aggregated value.
However, this traditional method can only reduce the random error but fails
to take the systematic error into consideration.
In this chapter, we propose a novel data fusion algorithm for solving the
conflicts of the real values. Our method models the systematic error (we call it
drift) of each data source.
Specifically, our method solves the following major challenges to fuse the
continuous values , namely:
1. Modeling the data source providing continuous data.
2. Representing the likelihood of the observed values.
3. Maximizing the likelihood of the observed values to estimate the true values.
Note that considering the copying relationship between two data sources
that provide continuous data is too complex and beyond the scope of this
chapter. We leave it as a future work.
Outline: In the rest of the chapter, Section 4.2 models the continuous data
provided by the data sources. Section 4.3 defines the problem based on the
data model and proposes the supervised learning method to solve the problem.
Section 4.4 reports experimental results and Section 4.5 concludes.
4.2 Data Model
In this section, we describe the data model of the continuous data sources and
describe two methods that we used to fusion the continuous conflicting data.
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4.2.1 Data Model
We adapt the idea of the data fusion method of categorical values as our data
model based on the following assumptions.
Assumption 4.1. There exist only one truth to for each object o.
Assumption 4.2. The observation v of source s on object o obeys a Gaussian
distribution, i.e. v ∼ G(to + s, σ2s).
Assumption 4.3. The data source independently provides data for each object,
i.e., the provided values are independent.
Assumption 4.4. For each object, the values provided by different data sources
are independent.
s represents the systematic error of the observation on v provided by source
s and σs captures the random error of the observation. The systematic error
s represents a drift of measuring the continuous data. Note that the drift s is
a intrinsic property of the data source S. Therefore, the drift of observing the
values of all objects on one data source are the same.
4.3 Data Fusion Method
In this section, we formally model the problem based on data model proposed in
Section 4.2 and propose our supervised learning method to solve the problem.
4.3.1 Estimation of the Drift of the Source
The two errors s and σs may significantly affect the quality of the data. To im-
prove the quality of data, these errors should be eliminated or reduced. Ideally
we could obtain the drift by comparing the observed value with the true value.
However, in most of the real world data, the accurate true value to cannot be
directly obtained. The major reason causing this problem is the randomness
in observing the data. As a result, given a data source, the difference between
the observed value and the true value may change for all the objects provided
by this data source.
To reduce the randomness of the observed data, we need to estimate the
the drift (i.e. s). Thereafter, by deducting the drift of each data source, the
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absolute error between the revised observed data and the true value would
be smaller. Therefore, the first key problem of reducing the errors is how to
estimate the drift of a data source given all observed values of each object.
Problem Definition 4.1 (Drift Estimation Problem). Given a set of data
source S = {S1, S2, · · ·Sn} and the observed values for source Si on each object
Vi = {v1i, v2i, · · · , vmi}, estimate the hidden parameters i, σi for each source
Si and tj for each object Oj with maximum likelihood. n and m are the number
of data sources and the number of objects respectively.
In the following part of this chapter, for the sake of brevity, we use −→ , −→σ
and
−→
t to represent all the respective parameters i, σi and tj.
Note that for every possible configuration of −→ , −→σ and −→t , we might have
the same observed values. Therefore, the estimation of the drift aims to find
the most likely configuration of the parameters in order to eliminate the effect
of the errors caused by the drift.
To solve this problem, we employ the maximum likelihood estimation to
find the configuration of the hidden parameters with maximum probability.
Specifically, we maximize the logarithm of the conditional probability of the
observation.
We denote the observation of the values provided by all the sources as Ω
and the observation of the values provided by a single source Si as Vi. We first
consider the probability density function f of the joint probability of observing
Vi. By Assumption 4.3, the values in Vi are independent, i.e.,




Given that the value vji obeys the Gaussian distribution G(tj + i, σ
2
i ) (As-
sumption 4.2), we have
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We use the f(Vi|−→t , i, σi) as the likelihood of the configuration of the pa-
rameters −→ , −→σ and −→t . We denote the likelihood of the observation on source
Si as
Li(−→ ,−→σ ,−→t ) = f(Vi|−→t , i, σi)
We consider the log-likelihood of Li, i.e.






(vji − tj − i)2
2σ2i
By Assumption 4.4, the data provided by the sources are independent.





As a result, the estimation problem of the hidden parameters becomes that
finding the configuration such that L is maximized, i.e.,
(−→ ∗,−→σ ∗,−→t ∗) = arg maxL(−→ ,−→σ ,−→t )
We consider the log-likelihood of the observation on all values lˆ, since
arg maxL(−→ ,−→σ ,−→t ) = arg max lnL(−→ ,−→σ ,−→t )
= arg max lˆ(−→ ,−→σ ,−→t )
Specifically, we know that the log-likelihood obeys the following rules:
61


























(vji − tj − i)2
2σ2i
Surprisingly, we can get the following theorem, which indicates the existing
conditions are not sufficient to find a unique configuration of parameters to
maximize the likelihood:
Theorem 4.1. There are infinite many configurations of the parameters −→ ,−→σ ,−→t
such that lˆ is maximized.
Proof. To find the maximum value of lˆ, we take the partial derivative over the




















i=1(vji − tj − i)
σ2i





















i=1(vji − tj − i)
σ2i
= 0 (4.3)
The equations in Equation 4.1 and 4.3 can be rewrite as the following equa-
tions:
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m 0 1 · · · 1
dimn... ...
... ...
0 m 1 · · · 1




1 · · · 1 0 n
, −→
X = (1, · · · , n, t1, · · · , tm)T
and −→
V = (A1, · · · , An, B1, · · · , Bm)T
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has infinite many solutions by showing that
rank(M) < m+ n







−→e i = −→0
Therefore, we have
rank(M) < m+ n





















has infinite many solutions.
As a result, there are infinite many configurations of the parameters−→ ,−→σ ,−→t
such that lˆ is maximized.
Theorem 4.1 indicates that the existing constraints is not enough to deduce
a unique configuration of the parameters with maximum likelihood. Therefore,
we still need to add more constraints.
To solve this issue, we propose one approach, namely the supervised learn-
ing method. We illustrate the ideas of our proposed method in the following
sections.
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4.3.2 Supervised Learning Method
In this subsection, we discuss the supervised learning method for solving the
parameter estimation problem. The word “supervised” means that we would
like to include some training data that indicate some of the parameters (e.g.
i). Having these training data, our supervised learning method could find the
unique solution for the parameter likelihood maximization problem.
Our intuition is that although the parameter likelihood maximization prob-
lem have infinite many solutions (as shown by rank(M) < m + n), we could
add some more constraints linearly independent to the existing constraints the
such that the parameters can be solved.
Specifically, we have the following theorem to show that we almost have all
constraints except for one more linearly independent constraint to get a unique
solution for maximizing the parameters.
Theorem 4.2. Consider the matrix M in Theorem 4.1,
rank(M) = m+ n− 1
Proof. In Theorem 4.1, we have proved that
rank(M) < m+ n
Now we just need to show that
rank(M) > m+ n− 1
to finish this proof.
We prove it by contradiction. We still denote the vectors representing the
rows in M as E = {−→e 1, · · · ,−→e m+n}. Considering removing any one vector −→e i
from E. We now seek for that if there exists a non-zero solution of a1, · · · , am+n
for the following equation:
a1
−→e 1 + · · ·+ ai−1−→e i−1 + ai+1−→e i+1 + · · ·+ am+n−→e m+n = −→0 (4.4)
We consider the following two cases:
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1. When 1 6 i 6 n, consider the Dimension 1 to n of Equation 4.4, we have
m× a1 + an+1 + · · ·+ an+m = 0 (4.5)
m× a2 + an+1 + · · ·+ an+m = 0 (4.6)
· · · (4.7)
m× ai−1 + an+1 + · · ·+ an+m = 0 (4.8)
m× ai+1 + an+1 + · · ·+ an+m = 0 (4.9)
· · · (4.10)
m× an + an+1 + · · ·+ an+m = 0 (4.11)
Comparing Equation 4.5 to 4.11, we have
a1 = a2 = · · · = ai−1 = ai+1 = · · · = an
Now we consider the Dimension n+ 1 to n+m of Equation 4.4, we have
a1 + a2 + · · ·+ ai−1 + ai+1 + · · ·+ an + n× an+1 = 0 (4.12)
· · · (4.13)
a1 + a2 + · · ·+ ai−1 + ai+1 + · · ·+ an + n× an+m = 0 (4.14)
Comparing Equation 4.12 to 4.14, we have
an+1 = · · · = an+m
Therefore, Equation 4.5 and 4.12 become:
m× a1 +m× an+1 = 0 (4.15)
(n− 1)× a1 + n× an+1 = 0 (4.16)
Hence, the solution for Equation 4.4 is
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a1 = a2 = · · · = ai−1 = ai+1 = · · · = an+m = 0
which contradicts with that a1, · · · , am+n is a non-zero solution.
2. When n + 1 6 i 6 n + m, the proof is similar as that in the case when
1 6 i 6 m.
In conclusion, we know that a non-zero solution of a1, · · · , am+n for Equation
4.4 does not exist. This indicates that the vectors in E − {−→e i} is linearly
independent for any i.
As a result,
rank(M) > m+ n− 1
Thus, we have
rank(M) = m+ n− 1
Theorem 4.2 shows that the matrix M is almost full rank such that the
parameter likelihood estimation problem has a unique solution. This theorem
also shows that we only need one more linearly independent constraint to get
the unique solution. This property is guaranteed by the following theorem:
Theorem 4.3. Suppose we replace −→e i in M to the vector −→v = (v1, · · · , vn+m)
such that ∀1 6 k 6 n + m, k 6= j, vk = 0 and vj = 1. We denote the modified
matrix as M∗. Furthermore, we replace Bi in
−→
V as v∗ to get a modified vector−→






Proof. We only need to prove that
rank(M∗) = m+ n













rank(M∗) = m+ n
by contradiction.
Suppose that
rank(M∗) < m+ n
That means the vectors in E∪ {−→v }− {−→e i} are linearly dependent. On the
other hand , the vectors in E − {−→e i} are linearly independent because these
vectors are also in M and rank(M) = m+n−1. As a result, we could conclude
that the vector −→v is a linear combination of the vectors in E−{−→e i}. Therefore,
these exists a set of non-zero parameters a1, · · · , ai−1, ai+1, · · · , an+m such that
−→v = a1−→e 1 + · · ·+ ai−1−→e i−1 + ai+1−→e i+1 + · · ·+ an+m−→e n+m (4.17)
We consider two cases:
1. When 1 6 i 6 n, consider the Dimension 1 to n, we have
m× a1 + an+1 + · · ·+ an+m = 0
· · ·
m× ai−1 + an+1 + · · ·+ an+m = 0
an+1 + · · ·+ an+m = 1
m× ai+1 + an+1 + · · ·+ an+m = 0
· · ·
m× an + an+1 + · · ·+ an+m = 0
Therefore, we know that
a1 = · · · = ai−1 = ai+1 = · · · = an = − 1
m
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On the other hand, consider the Dimension n+ 1 to n+m, we have
a1 + · · ·+ ai−1 + ai+1 + · · ·+ an + n× an+1 = 0
· · ·
a1 + · · ·+ ai−1 + ai+1 + · · ·+ an + n× an+m = 0
Thus, we know that
an+1 = · · · = an+m = 1
m
as
an+1 + · · ·+ an+m = 1
As a result,
a1 + · · ·+ ai−1 + ai+1 + · · ·+ an + n× an+1
= (n− 1)× (− 1
m







a1 + · · ·+ ai−1 + ai+1 + · · ·+ an + n× an+1 = 0
2. When n + 11 6 i 6 n + m, the proof is similar as that in the case when
1 6 i 6 n.
In conclusion, there does not exist a set of non-zero parameters a1, · · · , ai−1,
ai+1, · · · , an+m such that Equation 4.17 is satisfied.
As a result, the assumption that
rank(M∗) < m+ n
is wrong.
Therefore,
rank(M∗) = m+ n
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Algorithm 7: Supervised Learning Algorithm
Input : Observed values vij, constraints c
Output: Estimated parameters i, σi for each data source Si and tj for
each object Oj
1 Initialize −→ ,−→σ and −→t ;
2 Initialize M and
−→
V ;
3 Add the constraints c to M and
−→
V ;
4 M−1 ← pseudo inverse(M);
5
−→v ←M−1−→V ;
6 for i=1 to n+m do
7 if i 6 n then
8 i ← −→v i;
9 else
10 ti ← −→v i;
11 for i=1 to n do
12 val← 0;
13 for j=1 to m do











has a unique solution.
Theorem 4.3 provides a pragmatic approach to find a unique solution such
that lˆ is maximized. Note that the two replacement in the Theorem 4.3 actually
includes the new training data.
We have discussed the cases that we only add one more linearly independent
constraint. Usually the training data would include more than one record. In
this case, the modified matrix M∗ does not have an inverse matrix. Instead of













We show the supervised learning algorithm in Algorithm 7. Note that the
returned value
−→
t are the results of the estimated true values.
4.4 Experiments
In this section, we present the experimental studies to verify the performance
of our proposed method. Specifically, we measure the effectiveness and effi-
ciency of our proposed supervised learning method. We compare our proposed
method to two baseline methods, i.e., AVERAGE and MEDIAN, which naively
integrate the continuous values by getting the respective aggregated value of all
the values. We show that our proposed method significantly outperforms the
two baseline methods in terms of the absolute error of the fusion results.
4.4.1 Experiments setup
In this subsection, we describe the setup of the experimental studies we used
to validate our proposed method.
Dataset: We conduct the experiments on a synthetic dataset that simulates
multiple data sources which provide continuous data.
The major reason we choose do the experiments on a synthetic dataset
rather than a real world dataset is that the real world dataset containing con-
tinuous data (e.g. scientific data) usually does not have the golden truth for
each of the object. Therefore, it would be difficult for us to measure the effec-
tiveness of our proposed method. Moreover, the real world data sources may
only provide data for a part of the objects. Handling data sources with differ-
ent coverage is beyond the scope of this chapter. In conclusion, we conduct our
experiments on a synthetic dataset, as we can easily measure and compare the
performance of each method.
The synthetic dataset used in the experiments are generated with several
parameters, namely:
1. The size of the dataset including the number of sources and the number of
objects.
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2. The domain of true values. The true values are generated as Gaussian ran-
dom variables using the two parameters: mean of the true values and stan-
dard deviation of the true values.
3. The domain of the drifts of the sources. The value of drifts are also generated
as Gaussian random variables using the two parameters: mean of the drifts
and standard deviation of the drifts.
4. The domain of the random error of the sources. The value of the random
error are also generated as Gaussian random variables using the two pa-
rameters: mean of the random errors and standard deviation of the random
errors.
Methods: In our experiments, we use our proposed method with minimum
training data (i.e. 1 tuple) to compare with two baseline methods, namely
1. AVERAGE: returns the estimated true values as the average value of the
observed values for each object.
2. MEDIAN: returns the estimated true values as the median value of the
observed values for each object.
Note that the MODE method, which returns the value with maximum oc-
currence among the observed values, could also be a baseline method since it is
also used as a data analytic method. However, in our experiments, we choose
not to compare our supervised learning method with the MODE method be-
cause the MODE method usually treats the values as categorical data and finds
the value that appears the most times. In our synthetic dataset, all of the val-
ues are generated as a real number. Therefore, most of the values are distinct.
As a result, the MODE method can only make a random guess for most of the
cases. We thus do not compare our method with the MODE method.
Measurement: We measure the performance of the methods in two aspects,
namely the absolute error and the running time of the methods, which represent
the effectiveness and the efficiency of these methods. In our experiments, we
run every algorithms for 10 times in each single experiment and take the average
value of the absolute error and the running time of these methods.
Absolute Error: The absolute error is defined as the average difference be-
tween the returned results and the true values. Formally, it is defined in the
following equations:
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Figure 4.1: Absolute Error of the






















Figure 4.2: Running Time of the








where t∗j and tj represent the true value and the returned result for object
Oj and m represents the number of objects.
The absolute error indicates the average error in estimating the true values.
Therefore, the method with smaller absolute error is better.
Running Time: The running time in our experiments includes the fusion
processing only, i.e., the time of accessing data sources, data retrieving and
data processing is not included in the running time.
Parameters: In our experiments, we change the parameters of generating the
synthetic dataset , which has been illustrated in the dataset part, to show the
trends of each methods.
In the following subsections, we describe the results of the experiments to
show the performance of each method.
4.4.2 Varying the Number of Sources
Figure 4.1 and 4.2 show the absolute error and the running time of each method
when varying the number of sources.
In Figure 4.1, the absolute error of our supervised learning method is much
smaller than the other two baseline methods. Meanwhile, the absolute error of
the two baseline methods keeps around 1 but that of our supervised learning
method gradually drops slowly while the number of the sources is increased.
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Figure 4.3: Absolute Error of the






















Figure 4.4: Running Time of the
Methods When Varying the Number
of Objects
.
The reason is that when the number of sources is increased, our supervised
learning method obtains more correlation information between the true values
tj of the objects and the drifts i of the sources. Therefore, the estimation could
be more precise when the number of the sources is increased.
In Figure 4.2, the running time of the two baseline methods are almost linear
to the number of sources and are much smaller than the running time of our
supervised learning method when the number of the sources is increased. The
reason is that the two baseline methods only process the data in simple ways by
aggregating the data using the average and median values while our supervised
learning method needs complex matrix manipulations. However, the running
time of our supervised learning is acceptable although the supervised learning
method is mainly designed for oﬄine processing. For example, the running time
of the supervised learning method on 100K data (1000 sources and 100 objects)
is around 600 millisecond, which is quite fast even for online processing.
4.4.3 Varying the Number of Objects
Figure 4.3 and 4.4 show the absolute error and the running time of each method
when varying the number of objects. We can observe almost the same trends
for each method as the trends show in Figure 4.1 and 4.2. The reason of this
observation is that our supervised learning method does not distinguish the
number of sources with the number of objects much. Actually our method
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Figure 4.5: Absolute Error of the
Methods When Varying the Mean




















Figure 4.6: Running Time of the
Methods When Varying the Mean
Value of the Drift
.






where the dimensionality of the matrix M is the summation of the number of
sources and the number of objects. Therefore, we can exchange the number of
the sources and the number of objects to get similar results.
4.4.4 Varying the Drift of the Sources
Figure 4.5 and 4.6 show the absolute error and the running time of each method
when varying the mean value of the drift of the sources.
In Figure 4.5, the absolute error of our supervised learning method does not
change while the mean value of the drift is increased. However, the absolute
error of the two baseline methods is increased. This is because that our method
can effectively estimate the drift of the sources and remove the effect of the drift
in the fusion method. However, the two baseline methods failed to do so and are
more inaccurate when the data are more imprecisely observed. Furthermore, we
can also find that the absolute error of the two baseline methods grow linearly
to the mean value of the drift of the sources.
Figure 4.6 shows that the running time of all the methods almost do not
change while the parameter of the mean value of the drift of the sources is
increased. The major reason is that the running time of all methods mainly
depends on the size of the dataset instead of the parameters of the drift, random
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Figure 4.7: Absolute Error of the
Methods When Varying the Standard




















Figure 4.8: Running Time of the
Methods When Varying the Standard





















Figure 4.9: Absolute Error of the
Methods When Varying the Mean




















Figure 4.10: Running Time of the
Methods When Varying the Mean
Value of the Random Error
.
error and the true values.
Figure 4.7 and 4.8 show the absolute error and the running time of each
method when varying the standard deviation of the drift of the sources.
In Figure 4.7, the absolute error of our supervised learning method also
does not change while the mean value of the drift is increased, due to the same
reason we have explained for Figure 4.5. However, the absolute error of the two
baseline methods changes sharply. This phenomenon indicates that the two
baseline methods are not stable to find accurate result when the data are more
imprecisely observed.
The trends of Figure 4.8 can be explained similarly as that of Figure 4.6.
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Figure 4.11: Absolute Error of the
Methods When Varying the Standard




















Figure 4.12: Running Time of the
Methods When Varying the Standard
Deviation of the Random Error
.
4.4.5 Varying the Random Error of the Sources
Figure 4.9 and 4.10 show the absolute error and the running time of each
method when varying the mean value of the random error of the sources.
In Figure 4.9, the absolute error of our supervised learning method grows
while the mean value of the drift is increased. Meanwhile, the absolute error
of the two baseline methods is also increased. The major reason is that when
the mean value of the random error is increased, the data sources become more
inaccurate. Therefore, the data provided by them become more unreliable. As
a result, our estimation of the true values based on the observed values would
include more errors, which would lead to the increase of the absolute error.
Figure 4.11 and 4.12 show the absolute error and the running time of each
method when varying the standard deviation of the random error of the sources.
In Figure 4.11, we have the observation that the absolute error of our super-
vised learning method grows slowly while the standard deviation of the random
error is increased. The speed of the growth is much smaller than that when
the mean value of the random error is increased. The reason is that although
the mean value of the random error is increased, the expected random error of
each data source keeps the same. Therefore, the accuracy of the data provided
by the data sources does not change. However, as the standard deviation /
variance of the accuracy of the data provided by the data sources is increased.
The estimation of our supervised method could be affected by some extremely
inaccurate data sources. This would cause the absolute error of our supervised
learning method grows, but quite slowly. Moreover, in Figure 4.11, the perfor-
77


















Figure 4.13: Absolute Error of the
Methods When Varying the Mean




















Figure 4.14: Running Time of the
Methods When Varying the Mean




















Figure 4.15: Absolute Error of the
Methods When Varying the Standard




















Figure 4.16: Running Time of the
Methods When Varying the Standard
Deviation of the True Values
.
mance of the two baseline methods become unstable, due to the increase of the
parameters.
Figure 4.10 and Figure 4.12 show similar results as Figure 4.6.
4.4.6 Varying the True Values of the Sources
Figure 4.13 and 4.14 show the absolute error and the running time of each
method when varying the mean value of the true values of the sources. Figure
4.15 and 4.16 show the absolute error and the running time of each method
when varying the standard deviation of the true values of the sources.
The trends in these figures show that our supervised learning method does
not change when the true values of the sources has been changed. Therefore,
our supervised learning method can be applied for all true values.
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The experimental results in the above subsections show that our proposed
supervised learning method has a much smaller absolute error for most of the
configuration of the parameters. Moreover, the running time of our proposed
method is also acceptable.
4.5 Summary
In this chapter, we have presented a supervised data fusion method of con-
tinuous values. We addressed the motivation of the problem, the challenges
in designing such a method, including the formal modelling of the problem,
the infinite solutions of the likelihood maximization problem, the uniqueness of
adding more constraints and the designing of the algorithms. We implemented
a matrix equation solving algorithm-based supervised learning method to find
the best estimation of the true values for each object. The estimated true
values maximize the likelihood of the observed data. We conducted extensive
experimental studies to show that our proposed method significantly outper-
forms two baseline methods in terms of the absolute error. The possible future
work includes considering the copy relationship between sources for continuous
values, considering the coverage of the sources and designing online algorithms
to fusion the continuous data more efficiently.
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RESOLVING DATA CONFLICTS IN
CROWDSOURCING
Data fusion techniques proposed in Chapter 3 and 4 can be applied to other
related real world problems. Specifically, we aim to apply the data fusion
techniques in managing the crowdsourcing data.
Some complex problems, such as image tagging and natural language pro-
cessing, are very challenging for computers, where even state-of-the-art technol-
ogy is yet able to provide satisfactory accuracy. Therefore, rather than relying
solely on developing new and better algorithms to handle such tasks, the crowd-
sourcing solution – employing human participation – is proposed to make good
the shortfall in current technology. Crowdsourcing is a good supplement to
many computer tasks. A complex job may be divided into computer-oriented
tasks and human-oriented tasks, which are then assigned to machines and hu-
mans respectively.
To leverage the power of crowdsourcing, we apply our proposed data fusion
methods in Chapter 3 and 4 to design a framework to manage the data in the
crowdsourcing data analytics systems. Our proposed framework is designed
to support the deployment of various crowdsourcing applications. The core
part of our framework is a quality-sensitive answering model, which guides the
crowdsourcing engine to process and monitor the human tasks.
In this chapter, we introduce the principles of our quality-sensitive model
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and the application of our proposed data fusion methods in the framework.
To satisfy user required accuracy, the model guides the crowdsourcing query
engine for the design and processing of the corresponding crowdsourcing jobs. It
provides an estimated accuracy for each generated result based on the human
workers’ historical performances. When verifying the quality of the result,
the model employs an online strategy to reduce waiting time. To show the
effectiveness of the model, we implement and deploy two analytics jobs using
our framework, i.e., a twitter sentiment analytics job and an image tagging job.
We use real Twitter and Flickr data as our queries respectively. We compare our
approaches with state-of-the-art classification and image annotation techniques.
The results show that the human-assisted methods can indeed achieve a much
higher accuracy. By embedding the quality-sensitive model into crowdsourcing
query engine, we effectively reduce the processing cost while maintaining the
required query answer quality.
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5.1 Motivation
Crowdsourcing is widely adopted in Web 2.0 sites. For example, Wikipedia
benefits from thousands of subscribers, who continually write and edit articles
for the site. Another example is Yahoo! Answers, where users submit and an-
swer questions. In Web 2.0 sites, most of the contents are created by individual
users, not service providers. Crowdsourcing is the driving force of these web
sites. To facilitate the development of crowdsourcing applications, Amazon
provides the Mechanical Turk (AMT)1 platform. Computer programmers can
exploit AMT’s API to publish jobs for human workers, who are good at some
complex jobs, such as image tagging and natural language processing. The
collective intelligence helps solve many computationally difficult tasks, thereby
improving the quality of output and users’ experience. Figure 5.1 illustrates
the idea of using crowdsourcing techniques to divide up jobs. CrowdDB [32],
HumanGS [77] and CrowdSearch [104] are recent examples of applications on
Amazon’s AMT crowdsourcing platform.
Crowdsourcing relies on human workers to complete a job, but humans
are prone to errors, which can make the results of crowdsourcing arbitrarily
bad. The reason is two-fold. First, to obtain rewards, a malicious worker can
submit random answers to all questions. This can significantly degrade the
quality of the results. Second, for a complex job, the worker may lack the
required knowledge for handling it. As a result, an incorrect answer may be
provided. To address the above problems, in AMT, a job is split into many
HITs (Human Intelligence Tasks) and each HIT is assigned to multiple workers
so that replicated answers are obtained. If conflicting answers are observed, the
system will compare the answers of different workers and determine the correct
one. For example, in CrowdDB [32], the voting strategy is adopted.
The replication strategy, however, does not fully solve the answer diversity
problem. Suppose we want the precision of our image tags to be 95% and the
cost of worker per HIT is $0.01. If we assign each HIT to too many workers, we
will have to pay a high cost. On the other hand, if few workers provide tags, we
will not have enough clue to infer the correct tags. Given an expected accuracy,
we therefore need an adaptive query engine that guarantees high accuracy with
high probability and incurs as little cost as possible.
1https://www.mturk.com/mturk/welcome
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Figure 5.1: Crowdsourcing Application
In this chapter, we propose a quality-sensitive answering model for the
crowdsourcing platforms, which is designed to significantly improve the quality
of query results and effectively reduce the processing cost at the same time.
This model is the core of our proposed framework of managing the crowdsourc-
ing data analytics systems. Our framework exploits the crowd intelligence to
improve the performance of different data analytics jobs, such as image tag-
ging and sentiment analysis. Our framework transforms the analytics jobs into
human jobs and computer jobs, which are then processed by different mod-
ules. The human jobs are handled by the crowdsourcing engine, which adopts
a two-phase processing strategy. The quality-sensitive answering model is cor-
respondingly split into two sub-models, a prediction model and a verification
model. The sub-models are applied to different phases, respectively.
In the first phase, the engine employs the prediction model to estimate
how many workers are required to achieve a specific accuracy. The model
generates its estimation by collecting the distribution of all workers’ historical
performances. Based on the model’s result, the engine creates and submits the
HIT to the crowdsourcing platform. In the second phase, the engine obtains
the answers from the human workers and refines them as different workers
may return different results for the same question. To verify the answers from
different human workers, the voting strategy is used in CrowdDB to select
the correct one. In the simplest case, each HIT is sent to n workers (n is
odd). A result is assumed to be “correct” and accepted, if no less than dn
2
e
workers return it. The voting strategy is simple, but is not very effective in
the crowdsourcing scenario. Suppose we have a set of product reviews and
want to know the opinion of each review. We set the score to either “positive”,
“negative” or “neutral”. If 30% of the workers vote “positive”, 30% of the
83
CHAPTER 5. RESOLVING DATA CONFLICTS IN CROWDSOURCING
workers vote “negative” and the remaining workers vote “neutral”, the voting
strategy cannot decide which answer is more trustable. Moreover, even if more
than 50% of the workers vote “negative”, we cannot accept the answer directly
– some malicious workers may collude to produce a false answer. To improve
the accuracy of the crowdsourcing results, our framework applies a probabilistic
approach adopted from the data fusion methods proposed in Chapter 3 and 4.
We use the data fusion method of categorical values to illustrate our idea.
First, a verification model is employed to replace the voting strategy. It
relies on workers’ past performances (i.e., the workers’ accuracies for historical
queries) and combines vote distribution and workers’ performances. Intuitively,
the system is more likely to accept the answers provided by the worker with
a good accuracy. A random sampling approach is designed to estimate the
workers’ accuracies in each job. By applying the probability-based verification
model, we can significantly improve the result quality.
Second, instead of waiting for all the results, the adaptive query engine pro-
vides an approximate result with confidence and refines it gradually as more
answers are returned. This technique has been designed based on our obser-
vation that in AMT, workers finish their jobs asynchronously. Therefore, it
is important to offer the option of an approximate answer that is gradually
improved as more results are available, instead of letting the user wait for the
completion of the query. This strategy is similar to the traditional online query
processing in philosophy and serves to improve users’ experience.
To evaluate our model and the performance of our proposed framework,
we implement two practical crowdsourcing jobs, a twitter sentiment analytics
(TSA) job and an image tagging (IT) job. In TSA job, we submit a set of movie
titles as our queries and try to find the opinions of Twitter users. In IT job, we
use the images of Flickr as the queries and ask the human workers to choose
the correct tags. We will show the effectiveness of our crowdsourcing engine
based on the quality-sensitive answering model in the experimental section.
Outline: In the rest of this Chapter, Section 5.2 presents the architecture
of our proposed framework, and introduce the applications implemented using
our framework. Section 5.3 introduces our prediction model for estimating a
proper number of workers for each job. To improve the result accuracy, a
probability-based verification model adopted from the data fusion method is
proposed in Section 5.4 , which can be extended to support online processing.
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Figure 5.2: Framework Architecture
We evaluate the performance of our models of the framework in Section 5.5 and
we summarize this chapter in Section 5.6.
5.2 Overview
In this section, we introduce the architecture of our proposed framework for
managing the crowdsourcing data analytics systems and discuss how to imple-
ment applications on top of our framework.
5.2.1 Architecture of the Framework
Our framework exploits the crowdsourcing techniques to improve the perfor-
mance of data analytics jobs. The core difference between our framework and
the conventional data analytics systems lies in the processing mechanism. Our
framework employs human workers to assist the analytics tasks, while other sys-
tems rely solely on computer systems to answer the queries. Figure 5.2 shows
the architecture of the proposed framework. Our framework consists of three
major components: job manager, crowdsourcing engine and program executor.
The job manager accepts the submitted analytics jobs and transforms them into
a processing plan, which describes how the other two components (crowdsourc-
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ing engine and program executor) should collaborate for the job. In particular,
the job manager partitions the job into two parts, one for the computers and
one for the human workers. For example, in human-assisted image search, the
human workers are responsible for providing the tags for each image, while the
image classification and index construction are handled by the computer pro-
grams. In most cases, the two parts interact with each other during processing.
The program executor summarizes the results of crowdsourcing engine, and the
engine may change its job schedule due to the requests of program executor.
The crowdsourcing engine processes human jobs in two phases.
1. In the first phase, the engine generates a query template for the spe-
cific type of human jobs. The query template follows the format of the
crowdsourcing platform, such as AMT, and should be easily understood
by human workers. The engine then translates each job from the job
manager into a set of crowdsourcing tasks and publishes them into the
crowdsourcing platform. To reduce the crowdsourcing cost, the engine
employs a prediction model, which estimates the number of required hu-
man workers for a specific task based on the distribution of workers’
performance.
2. In the second phase, the human workers’ answers are returned to the
crowdsourcing engine, which combines the results and removes the ambi-
guity. A data fusion-based verification model is developed to select the
correct answer based on the probability estimation.
Sometimes, the human tasks need to disclose some sensitive data to the public.
We design a privacy manager inside the engine to address the problem. The
privacy manager may adaptively change the formats of the generated questions
for human workers. It may also reject some workers for a specific task.
The performance of crowdsourcing engine is determined by the two models,
the prediction model and verification model. We shall introduce the two models
in the following sections and discuss the implementation of two practical ap-
plications, a twitter sentiment analytics (TSA) job and an image tagging (IT)
job, to validate the performance of our models.
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Table 5.1: Users’ Opinion on iPhone4S
Opinions Percentages Reasons
Best Ever 60% Siri, iOS 5, Performance
Good 10% Siri, 1080P
Not Satisfied 30% iPhone4, Display, Battery
5.2.2 Deploying Applications using our framework
In this section, we use the TSA job as a running example to show how to
deploy an application using our framework. TSA job is typically processed
using machine learning and information retrieval techniques [13, 100]. However,
as shown in the experimental section, our framework can achieve a much higher
accuracy than some of these traditional approaches for the TSA job.
In the TSA job, the query is formally defined as follows.
Definition 5.1. Query in TSA
The query in TSA follows the format of (S,C,R, t, w), where S is a set of
keywords, C denotes the required accuracy, R is the domain of answers, t is the
timestamp of the query and w is the time window of the query.
For example, suppose the user wants to know the public opinions for iPhone4S
from Oct-14-2011 to Oct-23-2011, the corresponding query can be expressed
as: Q=({iPhone4S, iPhone 4S}, 95%, {Best Ever, Good, Not Satisfied}, Oct-
14-2011, 10). The answer to the query consists of two parts. The first part is
the percentage of each opinion and the second part comprises the reasons. For
the above query, one possible answer is that most people perceive iPhone4S
is a good product thanks to the features of Siri and iOS 5, while a smaller
but significant number of people are not satisfied with its display and battery
performance.
The query definition of TSA is registered in the job manager, which then
generates the corresponding processing plan. The program executor is respon-
sible for retrieving the twitter stream and checking whether the query keyword
(S = iPhone4S in above example) exists in a tweet. The candidate tweets are
fed to the crowdsourcing engine, which will generate a query template as shown
in Figure 5.3.
When the crowdsourcing engine collects enough tweets in its buffer, it starts
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Figure 5.3: Query Template
to generate the HIT (Human Intelligence Task). In particular, it creates an
HTML section (bounded by <div> and </div>) for each tweet using the
query’s template. For all the tweets in the buffer, we concatenate their HTML
sections to form our HIT description. Therefore, one HIT in the TSA job con-
tains questions for multiple tweets about the same product, movie, person or
event.
The HIT is then published into the AMT for processing. Algorithm 8 sum-
marizes the two-phase query processing in the crowdsourcing engine (note that
Algorithm 8 describes the general query processing strategy, not just for the
TSA job). In the preprocessing, the engine generates a HIT job for the tweets
using the query template (line 1-6). In the first phase, it applies the prediction
model to estimate the number of workers required to satisfy the predefined ac-
curacy (line 7). In the second phase, it submits the HIT to AMT and waits
for the answers (line 8-10). The verification model is used to select the correct
answers. In line 7, Q.C denotes the accuracy requirement specified by query
Q.
In Algorithm 8, the two models direct the whole procedure of query process-
ing, which are also the focus of this paper and will be presented in the following
sections.
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Algorithm 8: queryProcessing
Input : ArrayList< Tweet > buffer, Query Q
Output: Answer ans
1 HtmlDesc H ← new HtmlDesc();
2 for i = 0 tobuffer.size-1 do
3 Tweet t← buffer.get(i);
4 HtmlSection hs← new HtmlSection(Q.template(), t);
5 H.concatenate(hs);
6 HIT task = new HIT(H);
7 int n=predictWorkerNumber(Q.C);
8 submit(task,n);





5.3.1 Economic Model in AMT
The prediction model is designed to ensure high-quality answers and to re-
duce cost. It is highly related to how the crowdsourcing platform charges the
requesters. Therefore, we first briefly introduce the economic model of AMT.
In AMT, a HIT is published and broadcasted to all candidate workers.
Any candidate worker can accept the task. Thus, if n answers for a HIT are
required, there will be n random workers providing the answers. AMT charges
our framework for each HIT using the following rules:
1. Every worker is paid a fixed amount of money mc.
2. Our framework pays a fixed amount of money ms per worker to the AMT
system for each HIT.
Therefore, we spend (mc+ms)n for each HIT. Take query Q = (S,C,R, t, w)
in TSA as an example, if we get K available tweets for each time unit, the cost
of processing Q is (mc + ms)nKw. In our predication model, the number
of workers is correlated to the required accuracy C. We use function g to
denote the relationship between C and n. Consequently, the query cost can be
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represented as (mc + ms)wK × g(C). Before we present the technical details,
we summarize the notations used in this chapter in Table 5.2.
Table 5.2: Table of Notations
U the set of workers
ui the i-th worker
n the number of workers
Pn
2
the probability of at least dn
2
e
workers provide the correct answer
A the set of accuracy of workers
ai the accuracy of worker ui
µ the mean value of worker accuracy
f(ui) the answer provided by worker ui
Ω the observation of distribution of answers
P (r|Ω) the probability of answer r being correct
under the observation Ω
m the number of all possible answers
ci the confidence of worker ui
ρ(ri) the confidence of answer ri
5.3.2 Voting-based Prediction
Given n (n is odd) answers from workers U = {u1, u2, ..., un}, the voting strategy
accepts an answer if at least dn
2
e workers return the same answer. While the
voting strategy guarantees that no other answers have more votes of being the
correct answer, it however does not address the problem of how to select n.
To address the above problem, we propose a voting-based prediction model.
Given an accuracy requirement, the prediction model estimates the number of
workers required. That is, the goal of the prediction model is to derive the
function g for each query. We prove in Section 5.4 that the model can also
produce a bound for our probability-based verification approach.
A Conservative Estimation
We compute the probability that at least dn
2
e workers provide the correct an-
swer. We use Pn
2
to denote the probability. Suppose the accuracy of all n
workers are A = {a1, a2, · · · , an}, where the accuracy means the probability
90
CHAPTER 5. RESOLVING DATA CONFLICTS IN CROWDSOURCING
of a worker providing a correct answer. By the definition of Pn
2
















U denotes a subset of user set U with size no smaller than dn
2
e. The above equa-
tion enumerates all the possible cases that the correct answer can be obtained
by voting.
The workers of a HIT can be considered as random workers from AMT.
Let µ denote the mean value of the workers’ accuracy. We have the following
theorem to compute the expectation of the probability that at least dn
2
e workers
return the correct answer:













Proof. As all workers are randomly picked, ai and aj are independent for any













































We have E[ai] = µ and E[1− ai] = 1− µ. Therefore, E[Pn
2
] can be computed
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For a given query, we require E(Pn
2
) to be no less than a given accuracy C,
i.e., E(Pn
2
) > C. Furthermore, we derive a lower bound of E(Pn
2
) that can be
easily computed as follows.
Theorem 5.2. E[Pn
2
] > 1− e−2n(µ− 12 )2









µk(1− µ)n−k > 1− e−2n(µ− 12 )2
Moreover, for any odd n, we have
bn
2

























µk(1− µ)n−k > 1− e−2n(µ− 12 )2
By requiring 1 − e−2n(µ− 12 )2 > C, we guarantee that E[Pn
2
] > C (i.e., the
expected accuracy of the query result is no less than C). Consequently, we
obtain a sufficient condition for the quality of the crowdsourcing query engine:
92
CHAPTER 5. RESOLVING DATA CONFLICTS IN CROWDSOURCING
Algorithm 9: binarySearch
Input : Required Accuracy C
Output: Number of required workers e
1 int s = 1;





3 while s < e do






6 if Em > C then
7 e = m;
8 else
9 s = m+ 2;
10 return e;
Theorem 5.3. Given required accuracy C and the mean value of workers’
accuracy µ, choosing




workers ensures the expected accuracy of the crowdsourcing result no less than
C.





Optimization with Binary Search




c+1 ensures the expected accuracy of results. However,
it is well known that Chernoff Bound provides a tight estimation only for a
large enough n. In some HITs, only a few workers participate in processing.
Therefore, Theorem 5.3 generates a conservative estimation that may cause too
many workers to be involved. To address this problem, we use Theorem 5.3 as
an upper bound and apply a binary search algorithm (on odd numbers) to find
a tighter estimation, i.e. the minimum odd n that satisfies E[Pn
2
] > C.
Algorithm 9 shows the idea of binary search. We initialize the domain of n to




c+1] (line 1). At each step, we compute the expected accuracy
of using m workers (line 4), until we reach the minimum m that satisfies the
accuracy requirement. Algorithm 10 illustrates the process of computing the
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Algorithm 10: computeExpectedProb
Input : Number of workers x
Output: Expected probability E
1 double E=0;
2 δ=µx;
3 for int i=x to dx
2
e do
4 E = E + δ;
5 δ = δ × (1−µ)i
µ(x−i+1) ;
6 return E;
k+ 1). Obviously, the time complexity of Algorithm 10 is O(n). Therefore, we
can get a tighter bound of the number of workers required using Algorithm 9
in O(n log n) time.
5.3.3 Sampling-based Accuracy Estimation
In the previous two prediction models, we rely on the statistics of workers’
accuracy distribution. However, not all crowdsourcing platforms provide such
information due to the privacy issue. Even if some platforms provide certain
statistics, they cannot be directly used as workers’ accuracy. For example,
AMT system records the approval rate of each worker. Approval rate shows
the percentage of answers approved by the requester. However, we have ob-
served that the approval rate is not consistent with the accuracy of the worker
in our framework. There are two main reasons. First, the worker’s accuracy
may vary widely across jobs. Second, some requesters set automatic approval
for all answers without verification. The difference of approval rate and accu-
racy is studied through experiments. To resolve the above problem, we design a
sampling-based approach. Specifically, for a registered query, we randomly em-
bed m questions, whose ground truth are known beforehand. These questions
are used as our testing samples to estimate the workers’ accuracy.
Here we use TSA application to illustrate the sampling method. As men-
tioned previously, each HIT contains the questions of B tweets. To get unbiased
results, we randomly inject αB samples into a HIT. In other words, each HIT
has αB testing samples and (1− α)B new tweets. In our current implementa-
tion, α and B are set to 0.2 and 100, respectively. We evaluate the effect of
sampling rate α in our experiments, and the results confirm that even a low
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Algorithm 11: doSampling
Input : HIT H
Output: Sampled rate rate
1 WorkerSet U=H.getWorkers();
2 rate =new Double[U .size];
3 while H.nextQuestion() 6= null do
4 Question q = H.getNextQuestion();
5 if q is a testing sample then
6 for i = 0 to U .size do
7 Worker u = U .get(i);
8 if u.getAnswer(q)==q.groundTruth then
9 rate[i] = rate[i] + 1
αB.size ;
10 return rate
sampling rate can produce an acceptable estimation.
In the sampling process, our framework collects the accuracy of participating
workers. Algorithm 11 shows the procedure. After the sampling, the statistics
are used in both the prediction model and the verification model.
5.4 Verification Model
In the voting-based verification, if more than half of the workers return the
same answer, the query engine will accept it as the correct answer. Despite
the fact that our predication model tries to guarantee that at least half of the
workers submit the correct answer, the voting-based verification occasionally
fails to provide an answer.
For a specific question, different workers may provide different answers, and
in some cases, no answer gets an agreement above 50%. Moreover, the voting
strategy assumes that all the workers provide the correct answer with the same
probability, which is not true as the accuracy of different workers varies a lot
and the workers with higher accuracy are more trustable. In this section, we
propose a probability-based verification method adopted from our proposed
data fusion methods to determine the best answer.
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5.4.1 Probability-based Verification
Probability-based verification tries to evaluate the quality of answers through
workers’ historical performances (i.e. accuracy). In particular, given the prob-
ability distribution of workers’ performances, we apply the Bayesian theorem
to estimate the accuracy of each result. We adopt and extend the approach
proposed in Chapter 3 for integrating conflicting results in our framework. Note
that the data fusion method proposed in Chapter 4 can be adopted to integrate
continuous values in our framework. Here we use the categorical data as an
example to describe the idea.
Suppose a HIT is answered by n workers {u1, u2, · · · , un} with accuracy
{a1, a2, · · · , an}. We define function f(ui) to represent the answer provided by
worker ui. Based on Bayesian analysis, the probability of a specific answer r¯ ∈ R
being the correct answer given the observation of the answer’s distribution Ω
(i.e. the answers provided by n workers) can be computed as:




ri∈R P (Ω|ri)P (ri)
Suppose the size of the answer domain |R| = m. Without a priori knowledge,
each answer ri ∈ R appears with equal probability of 1m . Then the above
equation can be transformed into:
P (r¯|Ω) = P (Ω|r¯)∑
ri∈R P (Ω|ri)
(5.1)
Let r¯ be the correct answer. The probability for worker uj providing the correct
answer is aj (i.e. accuracy). Without any priori knowledge, each incorrect
answer provided by uj appears with equal probability
1−aj
m−1 . Therefore, P (Ω|r¯)
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For ease of illustration, we define the Worker Confidence for an answer as
follows.
Definition 5.2. Worker Confidence




1− aj = ln(m− 1) + ln
aj
1− aj
From the above definition, we can see that high-accuracy workers will get
large confidence values. This is consistent with the intuition that workers with
higher accuracy are more trustable.
Based on the definition of worker confidence and the equation 5.3, we define
the Answer Confidence as below.
Definition 5.3. Answer Confidence
The confidence of an answer r¯ equals to the probability of r¯ being the correct
answer:









In our framework, the answer with the highest confidence is accepted as the
final result. In fact, the confidence of an answer represents a variant of voting,
where ecj is used as the weight for worker uj. Apparently, the worker with a
higher confidence gets more weight. To speed up the computation of P (r¯|Ω),
we cache the value ln
aj
1−aj for each known worker.
We can prove that using Theorem 5.1 to estimate the number of workers
required also produces a quality bound for our probability-based verification
approach.
Theorem 5.4. If E[Pn
2
] > C and let r¯ be the correct answer, we have that our
probability-based verification model returns r¯ as the result with a probability no
less than C.
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µk(1− µ)n−k > C
Namely, the expected number of workers, who provide the correct answer, is
larger than n
2
with a probability larger than C. The confidences of all workers
are independent and identically distributed (i.i.d.), because the accuracies of
the workers are i.i.d. Let Ec denote the mean value of workers’ confidences. As













Note that in Equation 5.4, all answers share the same denominator. The value
of P (r¯|Ω) is proportional to e
∑
f(uj)=r¯
cj . Thus, r¯ is the answer with the largest
expected confidence and is returned as the result in expectation. Otherwise, if
another answer r′ has a larger expected probability than r¯, i.e.,





























This results in a contradiction that the sum of confidences of r¯ and r′ exceeds
the sum of all confidences. Therefore, our probability-based verification model
returns r¯ as the result with a probability no less than C.
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The only unknown parameter in Equation 5.4 is m, the size of R. We can
simply set m = |R|. However, in our experimental study, we have found that
not all answers in R are picked by the workers. For example, if a question asks
a worker to rank a product based on some tweets and the score ranges from 0
to 100, the scores will follow a very skewed distribution. Some low-probability
answers are never selected, but they do reduce the weight of a correct answer.
Thus, we need to select a good m to prune the noise.
After a HIT completes, the crowdsourcing engine gets k distinct answers
for a specific question from n workers (k ≤ n). In this observation, we select
k distinct answers among m possible ones. The probability of this selection
can be computed as
(mk)
mk
. Suppose this is not a very rare observation and the
probability of this observation is larger than  (e.g., we prune the low-probability
noise). The following lemma provides a lower bound for m.
Lemma 5.1. m >
k − 1
Hk−1 − (k − 1)(k) 1k−1
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Hk−1 − (k − 1)(k) 1k−1
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For a large k, the above lower bound is too loose. Instead, we propose a
tighter lower bound for m:









































m > max{ k − 1






Proof. Directly from Lemma 5.1 and 5.2.
In our verification model, we set  to 0.05 based on Fisher’s exact test [28],
which is widely adopted in practice. We then use Theorem 5.5 to estimate the
value of m.
We now give an example in TSA to show the benefit of applying our
probability-based verification model. Table 5.3 shows the example. Five work-
ers with different accuracies provide three different answers, namely Positive,
Neutral and Negative. The results of the three verification models are shown in
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Table 5.3: An Example of Workers’ Answers
Movie Title Green Latern
Tweet
Oh. My. GOD. “Green Lantern” movie is
terrible. Like, “Lost In Space” movie terrible.
Worker ID w1 w2 w3 w4 w5
Accuracy 0.54 0.31 0.49 0.73 0.46
Answer pos pos neu neg pos
Table 5.4: Results of Verification Models
pos neu neg Answer
Half-Voting 3 1 1 pos
Majority-Voting 3 1 1 pos
Verification 0.329 0.176 0.495 neg
Table 5.4. Both the Half-Voting model and the Majority-Voting model choose
Positive as the results since three workers out of five provide the answer Pos-
itive. However, our verification model can correctly choose Negative as the
result because the worker answering Negative has a much higher accuracy. As
a result, our verification model gets more accurate answers than the other two
voting-based models.
5.4.2 Online Processing
The workers submit their answers asynchronously in the AMT and our frame-
work has to wait for sufficient number of answers to be submitted. As a con-
sequence, query response time of our framework (and other crowdsourcing sys-
tems for that matter) is expected to be longer than that of non-crowdsourcing
systems. To alleviate such a problem and also to improve users’ experience, we
adopt online processing techniques in our framework. Instead of waiting for all
workers to complete their tasks, our framework provides an approximate result
based on the answers received so far. As we have previously discussed, uncer-
tainty and approximation cannot be avoided in crowdsourcing systems, which
makes online processing a perfect fit for the query processing in our framework.
To resolve the uncertainty, we extend the techniques of data fusion [21, 64]
and the techniques proposed in Chapter 3 to estimate the answer’s confidence.
However, the same approach cannot be directly applied to the online processing
in our framework, as in the crowdsourcing systems, the human workers compete
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for the tasks and our framework does not have the profile (i.e. accuracy) for a
specific user until he/she returns the answer. In our case, the accuracy of the
answer provided by an unseen worker can only be estimated by the distribution
of all workers’ accuracies.
Finding the Correct Answer Online
We apply Equation 5.4 to continuously update the probability of each received
answer. Suppose a HIT is assigned to n workers and the query engine receives
answers from n′ (n′ < n) workers. Unlike Equation 5.4, in this case, we only
receive a partial observation Ω′ for the answer distribution. For the remaining
n − n′ workers, we have no idea about what answers they may provide. Let s
denote a possible answer set by the remaining workers and we use S to represent
all the possible s.
Let A = {an′+1, an′+2, ..., an} be the accuracies of the remaining n − n′
workers. As we do not know the identities of the remaining n− n′ workers, we
consider all the possibilities. We use A to represent all the possible permutations
of A. The confidence of an answer r being the correct one can be estimated as
the expected probability P (r|Ω′, s) over S and A, i.e.,
ρ(r) = Es∈S,A∈A[P (r|Ω′, s)]
The following theorem shows that Equation 5.4 can be applied to compute
ρ(r).
Theorem 5.6. Assume that workers process the query independently and the
answers are submitted in a random order. ρ(r) = P (r|Ω′)
Proof. Based on the assumption, we have:
ρ(r) = Es∈S,A∈A[P (r|Ω′, s)]
= EA∈A[Es∈S [P (r|Ω′, s)]]
In fact, the answer set of the remaining workers s does not affect the compu-
tation of the above equation. As shown in Chapter 3,
Es∈S [P (r|Ω′, s)] = P (r|Ω′)
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The computation of ρ(r) can be further simplified as:
ρ(r) = EA∈A[Es∈S [P (r|Ω′, s)]]
= EA∈A[P (r|Ω′)]
= P (r|Ω′)
Theorem 5.6 shows that the confidence of a partial result can also be com-
puted by Equation 5.4. Therefore, we select the answer with maximal confi-
dence as our correct answer.
Early Termination
When the current answers are good enough, we can terminate the HIT to reduce
cost. The major challenge of early termination is how to measure the quality
of the current results. Intuitively, we can stop accepting answers from new
workers as soon as we are sure that the current result r will not change by the
answers we choose to forgo.
In particular, let r1 and r2 be the best and second best answers based on
their confidence, respectively. We have P (r1|Ω′) > P (r2|Ω′). Let (u1, u2, ..., un)
be the set of workers. Suppose n′ workers have submitted answers and n − n′
answers remain unfilled. Assume an answer set s = {f(ui) = r2|n′+1 6 i 6 n}.
Using similar techniques in Chapter 3, we can prove the theorem of minimal
possible value of P (r1|Ω) and the maximal possible value of P (r2|Ω):
minP (r1|Ω) = P (r1|Ω′, s) (5.5)
maxP (r2|Ω) = P (r2|Ω′, s) (5.6)
Note that minP (r1|Ω) and maxP (r2|Ω) are related to the random variables
an′+1, an′+2, · · · , an. In our algorithm, we use the expected value of minP (r1|Ω)
and maxP (r2|Ω), namely, EA∈A[minP (r1|Ω)] and EA∈A[maxP (r2|Ω)]. How-
ever, it is difficult to compute the expected values directly. Therefore, in prac-
tice, we use the approximate values of EA∈A[minP (r1|Ω)] andEA∈A[maxP (r2|Ω)].
We assume every remaining worker has the same accuracy E[ai] and use it in
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Algorithm 12: onlineProcessing
Input : Question q
Output: Answer ans
1 Set answer=new Set();
2 Map< Answer, float > result= new Map();
3 while not all answers are returned do
4 Answer A = getNextAnswer(q);
5 answer.add(A);
6 Set distinctAnswer = getDistinctAnswer(answer);
7 for i = 0to distinctAnswer.size-1 do
8 Answer A=distinctAnswer.get(i);
9 float confidence =computeConfidence(A);
10 result.put(A, confidence);
11 if canTerminate(result) then
12 break;
13 return result;
the Equation 5.5 and 5.6. Empirical results show that the approximations work
well in practice.
We propose three different strategies as the termination condition:
MinMax EA∈A[minP (r1|Ω)] > EA∈A[maxP (r2|Ω)]
MinExp EA∈A[minP (r1|Ω)] > P (r2|Ω′)
ExpMax P (r1|Ω′) > EA∈A[maxP (r2|Ω)]
MinMax guarantees that the answer output by our system is stable when the
termination condition is achieved. However, it is too conservative. MinExp and
ExpMax can terminate the processing much earlier, but may lead to low-quality
results. We study the effect of the three strategies in our experiments.
Algorithm 12 outlines the online processing strategy adopted in our frame-
work. The query engine continuously updates the confidence of each answer
(line 3-13) until the termination condition is satisfied. We apply Equation 5.4
to estimate the confidence of each answer (line 9) and apply one of the three
termination strategies to decide whether to stop the processing (line 11).
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Figure 5.4: Reviews for Kung Fu Panda 2
5.4.3 Result Presentation
In the onlineProcessing Algorithm (Algorithm 12), if there is an answer that
meets the termination condition, online processing will stop and our framework
will accept the answer. Otherwise, if none of the answers is good enough, our
framework will update the confidence of each answer according to Equation 5.4.
We take queries in TSA as an example to illustrate the result presentation.
Given a list of tweets t1, t2, ..., tN , let function hti(r) return the score of answer
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r for tweet ti. hti(r) is defined as follows:
hti(r) =

1 if r is accepted for ti
0 if another answer is accepted
ρti(r) none of the answers are accepted




we generate a set of keywords as reasons for each answer r. These keywords
are the most frequent keywords submitted by the workers who have provided
the answer r. The results are updated as new tweets are being streamed into
TSA.
Figure 5.4 shows the online processing interface of TSA for the review re-
sults of Kung Fu Panda 2. It summarizes Twitter users’ opinions into three
categories. The time window of the query is set to 12 minutes and in the elapsed
time (4 minutes), 20 tweets are fed to TSA, among which 70% of tweets say
Kung Fu Panda 2 is a good movie. TSA updates the result upon new tweets
arriving. Users can click an answer to expand the view. TSA will list the cor-
responding tweets for the answer. The tweets are sorted based on timestamps
from the newest to the oldest. The user can also check the progress of the
current running HIT.
5.5 Performance Evaluation
To evaluate the effectiveness of the quality-sensitive answering model in our
framework, we developed two crowdsourcing applications, a twitter sentiment
analytics (TSA) job and an image tagging (IT) job. We present the compre-
hensive experimental results over TSA, and provide the comparison with an
online image tagging toolkit for the IT application. The results for the other
experiments over IT exhibit similar trends to those of TSA.
By default, our approach applies the probability-based verification model
(denoted as Verification) to select the best answer. For comparison, the Half-
Voting and Majority-Voting models are used as two alternative verification
approaches. Suppose n (n is odd) workers are employed for a particular task.
In the Half-Voting model, the answer ri is accepted only if no less than
n
2
workers return it as their answers. In the Majority-Voting model, let v(ri)
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Figure 5.6: Number of Workers Re-
quired
denote the votes for answer ri. The answer ri is accepted if for any other
answer rj, v(ri) > v(rj).
5.5.1 Application 1: TSA
We deploy TSA on AMT and use 200 movie titles as our queries. The selected
titles are the most recent movies listed in IMDB (Internet Movie Database).
The query follows the format of Q=({movie name}, accuracy requirement,
{Positive, Neural, Negative}, Oct-1-2011, 1 day). Namely, the queries are
processed against one-day tweets. For each HIT, 30 workers are employed to
perform the review categorization task. We manually check each of the reviews
to generate our ground truth.
Crowdsourcing vs. SVM Algorithm
We first show the advantages of crowdsourcing techniques over computer pro-
grams. We compare the results of TSA with LIBSVM2. To build an automatic
classification model using LIBSVM, tweet reviews about five movies are selected
as the test data, and tweets about the rest 195 movies are used as training data.
After a stream of tweets passes the filters of TSA, we also send it to LIBSVM
and collect the corresponding results. We then compare the results against our
ground truth. In TSA, we vary the number of workers from 1 to 5. Figure
5.5 shows the accuracies of both methods for five movies, each with 200 tweet
reviews. In most cases, TSA can achieve a higher accuracy than LIBSVM, even
if only one worker is employed. This indicates that humans are much better at
2http://www.csie.ntu.edu.tw/∼cjlin/libsvm/
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Figure 5.7: Accuracy Comparison





















Figure 5.8: Accuracy Comparison
wrt. User Required Accuracy
natural language understanding than machines. For such tasks, if high accurate
results are required, crowdsourcing is a promising approach.
Accuracy Analysis
In TSA, we first apply Theorem 5.1 to estimate the number of workers required.
This is a conservative estimation. To reduce cost, binary search is used to
refine the estimation. Figure 5.6 compares the conservative estimation with
the refined estimation generated by the binary search. We change the user
required accuracy from 0.65 to 0.99 and find that the refined estimation is less
than half of the conservative estimation. In the remaining experiments, we use
the refined estimation to determine the number of workers required for each
HIT.
We next present the accuracy for the three verification models, namely Half-
Voting, Majority-Voting and our proposed Probability-based Verification model.
Figure 5.7 shows that when the number of workers increases, we can get a
higher accuracy. Among the three verification models, our probability-based
approach achieves a much higher accuracy than the other two. When 29 workers
are employed, the probability-based model improves the accuracy to 0.99. This
verifies the benefit of considering workers’ historical performance.
We proceed to investigate the effectiveness of the three verification models
with respect to a user required accuracy. Figure 5.8 shows the result. When the
requester specifies a required accuracy, TSA estimates the number of workers
needed to achieve that accuracy. The real accuracy is computed by comparing
the workers’ answers with the ground truth. The red line in the figure denotes
the user required accuracy. We observe that the probability-based verification
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Figure 5.9: Percentage of No-Answer


















Figure 5.10: Percentage of No-Answer
Reviews wrt. Number of Reviews
model always provides a satisfactory result while the results of the other two
models are below the required accuracy in most cases.
We can observe that the accuracy of the Half-Voting model is worse than our
estimation. The reason is as follows. First, the estimated number of workers
ties to users’ mean accuracy. The mean accuracy used in the prediction model
is an overall accuracy, which is collected across various questions. However, for
some difficult questions, workers’ accuracies could be much lower. As a result,
the number of workers needed in voting models is more than the estimated
number. For example, the following tweet about movie The Last Airbender
expresses a positive opinion whereas most workers classify it into the negative
category because of the word “sucks”.
My nephew just said that Avatar: The Last Airbender
sucks... I’m disowning him.
The second reason can be explained based on the results of Figure 5.9 and
Figure 5.10. Figure 5.9 shows the percentage of tweets with no answers in the
two voting-based models. In some cases, the Half-Voting and Majority-Voting
models fail to provide a result as none of the answers is discriminative (All
answers get no more than half votes or more than one answers get the same
number of votes). When the number of workers increases, Majority-Voting
can solve the tie more easily. However, for the Half-Voting strategy, there
are still about 15% of the tweets that cannot obtain answers with more than
half the amount of votes. In Figure 5.10, when we vary the number of tweet
reviews, we observe that the percentage of no-answer reviews is fairly stable.
This phenomenon indicates that the reviews with non-discriminative answers
are almost uniformly distributed among all reviews.
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Figure 5.12: Effect of Early Termina-
tion on Worker Number
Online Processing
One advantage of our crowdsourcing engine is its ability in supporting online
processing. It can provide an approximate result without waiting for all the
workers to finish their jobs. Specifically, TSA will generate an initial result as
soon as the first answer is returned. Then it will gradually refine the results as
more answers arrive until the termination condition is satisfied. This allows us
to terminate a HIT and cap the processing cost3.
One interesting observation in our experiments is that the accuracy of the
approximate result varies significantly for different answer arriving sequences.
Figure 5.11 shows the accuracy of the same HIT under four different answer
sequences. The red line is the user-required accuracy 0.94. Sequence 4 results
in a low starting accuracy because the first two workers of sequence 4 provide
incorrect answers. Therefore, in online processing, we must update the confi-
dence of the current result dynamically based on the answers received as early
termination may potentially degrade the accuracy.
We evaluate the three termination strategies as discussed in Section 5.4.2.
Figure 5.12 shows the effect of early termination on the number of workers.
The red line denotes the estimated number of workers via our refined prediction
model. The MinMax strategy generates the most conservative estimation, but
it still reduces the number of workers by 20%. The ExpMax strategy is the
most aggressive one, which can save more than 50% of workers. In Figure 5.13,
we show the accuracies of the different termination strategies. The x-axis is the
accuracy requirement specified by the user and the y-axis is the real accuracy
3In AMT, we can cancel a HIT when we detect that the answers are good enough. By
doing so, we do not need to pay workers who have yet submitted their answers.
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Figure 5.14: Worker Accuracy vs. Ap-
proval Rate
measured against the ground truth. We can see that the MinMax and ExpMax
strategies satisfy the user required accuracy (denoted as red line) in all cases
while MinExp fails to meet the requirement at a few points. In view of the
need for reducing the number of workers while maintaining good accuracy, we
propose to adopt the ExpMax termination strategy.
Effect of Sampling
TSA verifies the answers using the probability-based verification model, which
relies on workers’ historical performance. The AMT system records an approval
rate for each worker, which implies his accuracy in general. However, the
workers’ approval rates are not public due to privacy concerns. To collect the
statistics, we publish 500 HITs requiring workers to fill in their approval rate.
We also compute the workers’ accuracies of answering TSA queries. We observe
the distribution of their approval rate in AMT is very different from that of
real accuracy in TSA, as shown in Figure 5.14. The reasons are two-fold.
On one hand, there are various types of tasks in AMT and it is natural that
people cannot be experts in all domains. On the other hand, some requesters set
automatic approval for all workers without checking the answers. This results in
a high average approval rate in AMT. Therefore, we adopt a sampling approach
to estimate workers’ accuracy.
Given n works, we compute their accuracies Aj = {aj1, aj2,
..., ajn} under a sampling rate j%. We vary the sampling rate and plot the mean
accuracy µj and average absolute error errj in Figure 5.15, where µj and errj
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Figure 5.16: Effect of Sampling Rate
on Verification Accuracy












|aji − a100i |
As shown, both mean accuracy and average error are stable when the sam-
pling rate is higher than 10%. More precisely, mean accuracy remains nearly
constant and average error approaches 0.
We also study the effect of sampling rate on accuracy in our verification
model. Figure 5.16 plots the result. We vary the sampling rate from 5%,
10% to 20% and compare the result to 100%-sampling accuracy. The red line
represents the user required accuracy. We can see that the verification has a
better accuracy with a higher sampling rate. When the user required accuracy
is lower than 0.75, all sampling rates are satisfactory. The result meets all of the
user required accuracy only with a sampling rate no less than 20%. Moreover,
the accuracy under 20% sampling rate has only a small gap compared to that
under 100% sampling. We use 20% sampling rate in all of our verification
experiments.
5.5.2 Application 2: IT
In this experiment, we evaluate our model in the context of image tagging
application. We use 100 Flicker images as our queries. For each image, we
give a set of candidate tags and let 30 workers to choose the related ones. The
candidate tags include Flicker tags and some embedded noise tags.
Again, we first show the advantages of crowdsourcing over the applications
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Figure 5.18: Accuracy Obtained wrt.
User Required Accuracy
on dealing with image tagging task. We compare our result with ALIPR4.
ALIPR[62] is an automatic image annotation system which applies 2-D Hidden
Markov model and clustering techniques. The accuracy comparison result is
shown in Figure 5.17. We use 5 groups of images. Each group contains top
20 Flicker images returned by a tag. The figure clearly shows the accuracy
gap between ALIPR and crowdsourcing approach. ALIPR achieves its best
accuracy 30% on tag sun and has only 12.6% accuracy on tag apple, whereas
in our framework, we can reach more than 80% even with only one worker
employed.
We next study the effectiveness of our model. Recall that our model first
estimates the number of workers for a specified accuracy requirement and then
applies a probability-based model to verify the result. Figure 5.18 shows the
accuracy achieved with respect to the user required accuracy. As before, the
red line denotes the user required accuracy. It can be seen from the figure that
our model can always satisfy user’s requirement.
5.6 Summary
Crowdsourcing techniques allow application developers to harness the natural
expertise of human workers to perform complex tasks that are very challenging
for computers. However, as humans are prone to errors, there is no guarantee
for the results of crowdsourcing. In this chapter, we introduced the quality-
sensitive answering model and applied the proposed data fusion techniques in
our framework to manage crowdsourcing data analytics systems. The model
4http://alipr.com/
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guides the query engine to generate proper query plans based on the accuracy
requirement. It consists of two sub-models, the prediction model and the verifi-
cation model. The prediction model estimates the number of workers required
for a specific task while the verification model selects the best answer from all
returned ones. To improve users’ experience, when verifying the results, our
model embraces online processing techniques to update answers gradually. By
adopting the models, our framework can provide high-quality results for dif-
ferent crowdsourcing jobs. We have implemented a twitter sentiment analytics
job and an image tagging job using our framework. We used real Twitter data
and Flickr data as our queries. Amazon Mechanical Turk was employed as our
crowdsourcing platform. The results show that our proposed framework can




In this thesis, we aim to present the techniques of data fusion methods to
effectively and efficiently integrate conflicting data including both categorical
values and continuous values. Furthermore, we aim to apply the proposed data
fusion methods to manage the crowdsourcing data analytics systems.
To achieve this goal, we have proposed techniques to solve three sub-problems,
namely the online data fusion problem of categorical values, the data fusion
problem of continuous values and the applications of the data fusion in crowd-
sourcing. The following sections conclude our contribution on each of the sub-
problems.
6.1 Online Data Fusion of Categorical Values
We have proposed an online data fusion method to solve the data conflicts
effectively and efficiently. Our method has absorbed the idea of online aggrega-
tion [44] which also refreshes answers as more data are processed and outputs
confidence of the answers. To the best of our knowledge, our method is the
first data fusion method that solves the conflicts of data online. The novelty
of our work includes three aspects. First, we probe data from multiple sources
and describe source ordering techniques that enable quick return of the correct
answers and quick termination. Second, the data fusion techniques are very
different from statistics computation, leading to different ways of computing
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expected probabilities and probability ranges. Finally, we consider copying be-
tween sources, which raises new challenges such as vote counting when a copier
is probed before the copied source.
To solve this problem, we have
• proposed an online data fusion method which returns answers and likeli-
hood of each answer being correct as it probes new sources, and terminates
when the unprocessed sources are unlikely to change the answers.
• provided its expected probability, maximum probability, and minimum
probability based on our observation of the retrieved data and our knowl-
edge of source quality for each returned answer.
• proposed source ordering algorithms that can lead to early returning of
correct answers and quick convergence.
• tested our method on both real-world data and synthetic data, showing
that our methods can often return correct answers very quickly, terminate
fast without sacrificing the quality of the final answers, and are scalable.
Based on the experimental results, we have found that our proposed method
terminates fast while still providing very accurate results.
6.2 Data Fusion of Continuous Values
We have proposed a data fusion method on the new domain of data, i.e. the
continuous values, to solve the conflicts among the continuous values. The
novelty of our method includes
• Our method can model the continuous data provided by multiple data
sources well using the systematic error and random error model.
• Our method is able to effectively and efficiently identify the systematic
error as well as the random error using the observed values.
To solve this problem, we have
• modeled the systematic error and the random error data source that pro-
vides continuous values using a Gaussian model.
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• proved that the problem of identifying the systematic error and random
error by maximizing the likelihood of the observation has infinite solu-
tions.
• proposed a supervised learning method that can get a unique solution for
the likelihood maximizing problem using very few training data.
• conducted extensive experiments to validate the performance of our pro-
posed method including the absolute error and the running time.
The experiment results show that our proposed method can significantly
reduce the error in the data fusion results.
6.3 Applications of Data Fusion in Crowdsourc-
ing
We have designed a novel framework based on our data fusion methods to man-
age the crowdsourcing data analytics systems. We have proposed the quality-
sensitive answering model for our framework. To the best of our knowledge,
this proposed quality-sensitive model is the first model that considers the rela-
tionship between the quality and the cost of the crowdsourcing platforms. The
model guides the query engine to generate proper query plans based on the
accuracy requirement.
To solve this problem, we have
• proposed the prediction model that predicts the number of human workers
needed to be hired in the crowdsourcing system.
• adapted and applied the data fusion methods as the verification model
to find the correct answer among the conflicting answers given by human
workers.
• deployed application systems using our proposed framework to evaluate
the performance of our proposed models on real crowdsourcing data,
showing that our methods can guarantee the quality of the answers of
the crowdsourcing platform given a fixed amount of the cost.
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To evaluate the performance of our proposed method, we used real Twitter
data and Flickr data as our queries. Amazon Mechanical Turk was employed
as our crowdsourcing platform. The results show that our proposed model can
provide high-quality answers while keeping the total cost low. The experimental
results show that
• using our proposed framework, the accuracy of using crowdsourcing based
method is better than that of the machine learning methods.
• our framework requires the least number of the workers, which reduce the
cost the most.
• the accuracy of our framework satisfies the accuracy constraint.
To sum up, we have designed a data fusion-based framework to manage
the crowdsourcing data analytics systems. Our proposed framework achieves
a high accuracy and runs efficiently while only spending as little cost as need.
This framework can be extended to deploy a variety kinds of crowdsourcing
applications.
6.4 Future Work
The future work may include
• Combining our online data fusion techniques with those that consider
overlap between sources for online fusion. In our online categorical data
fusion, we only consider the dependency between a pair of data sources
using the copying probability. Furthermore, we could also consider the
overlap between a pair of data sources as the dependency. The overlap is
defined as the percentage of the objects that the two data sources share
the same value. Note that it is not necessary that a source copy from the
other source such that they provide the same value. Usually the overlap
information could be easier to be obtained than the copying probability.
One possible research direction is to exploit the overlap information to
improve the accuracy of the fusion results.
• Exploring other quality measures such as freshness of data in the online
data fusion method to improve the accuracy of results. In our work, we
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model the truth of each object as a fixed value in both categorical data
fusion and continuous data fusion. However, in real world, the true values
of a lot of objects may vary by time. For example, the price of stocks
may change sharply during one day. Therefore, it is crucial important to
fuse the conflicting data with timestamps efficiently and effectively. One
of possible research direction is to adapt our online data fusion method
to solve such kind of data fusion problem.
• Considering the copy relationship between sources providing continuous
values. It is quite complex to identify the copying relationship between
sources providing continuous values. There may be two types of copying.
The first type is that copying as categorical data such that the copied
value is exactly the same as the value being copied. The second type is
that copying with disturbance, i.e., the copied value could be different
from the original value. The detection of the copying as categorical data
is simple and it can be solved by adapting our method. Identifying the
copying with disturbance could be a new research direction.
• Considering the coverage of the sources and sort the sources. In our work,
our method support the fusion of data sources without full coverage, i.e.
the sources may not provide values for some objects. However, our source
ordering methods do not take the coverage into account. By considering
the coverage information, we could better sort the sources in order to
terminate earlier.
• Designing online algorithms to fusion the continuous data more efficiently.
Our continuous data fusion method works well in the oﬄine scenario. It
is important to design an online continuous data fusion algorithm to solve
the problem efficiently.
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