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ABSTRACT 
 
Deadlock occurs when each of the transaction involves is waiting to grant the data that 
has been locked by other transactions. This can lead to a circular wait called Wait-for 
Graph (WFG). Deadlock can make the transaction become an inactive, so other 
transaction is not able to perform any action and further cause unavailability of 
resources. Therefore, an action must be taken to detect and solve this problem. A new 
framework and algorithm called Neighbour Replication on Grid Deadlock Detection 
(NRGDD) has been developed to handle deadlock cycles that exist during the 
transaction in Neighbour Replication on Grid (NRG) environment. The aim of this 
research is to handle the deadlock problem in NRG to preserve the consistency of data 
and increase the throughput. The NRGDD simulation model has been developed to test 
the algorithm on NRG. Two experiments have been conducted to test the correctness of 
NRGDD algorithm. The first experiment is to detect two cycles of deadlock while the 
second experiment is to spot deadlock by using different number of transaction, from 
three to five transactions. The use of three to five transactions is in NRG the data will be 
replicated into three to five sites. Each site is locked by different set of transaction. 
Then, the transaction can send request to other site that is held by another transaction. 
So, circular wait is formed. Through this experiment, the NRGDD simulation model is 
able to detect multiple cycles of deadlock which exist on NRG. The NRGDD is 
compared with Multi-Cycle of Deadlock Detection and Recovery (MC2DR) algorithm 
based on the time required for both models to detect two deadlock cycles and using 
different numbers of transactions. The NRGDD achieved 27.5% improvement from 
MC2DR. From the experimental result, it is clearly shown that handling deadlock on 
NRG using NRGDD is able to preserve the data consistency and increase the throughput 
by maximizing the availability of resources. 
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ABSTRAK 
 
Kebuntuan terjadi apabila setiap traksaksi yang terlibat akan menunggu untuk 
mendapatkan data yang telah dipegang oleh transaksi yang lain. Ini boleh menyebabkan 
kitaran menunggu yang dipanggil Wait-for Graph (WFG). Kebuntuan akan membuatkan 
transaksi menjadi tidak aktif dan transaksi lain tidak dapat melakukan apa-apa kerana 
tiada sumber. Oleh itu, tindakan perlu diambil untuk mengesan dan menyelesaikan 
masalah tersebut. Rangka kerja dan algoritma baru yang dipanngil Neighbour 
Replication on Grid Deadlock Detection (NRGDD) telah dibina untuk mengawal 
kewujudan kitaran kebuntuan semasa transaksi berlaku dalam persekitaran Neighbour 
Replication on Grid (NRG). Tujuan penyelidikan ini adalah untuk mengawal masalah 
kebuntuan dalam NRG bagi memelihara data supaya konsisten dan meningkatkan kadar 
sumber yang ada. Model simulasi NRGDD dibina untuk menguji algoritma dalam NRG. 
Dua ekperimen di jalankan untuk menguji ketepatan algoritma NRGDD. Experiment 
pertama ialah untuk mengesan dua kitaran kebuntuan manakala ekperimen kedua ialah 
untuk mengesan kebuntuan menggunakan jumlah transaksi yang berbeza, dari tiga 
hingga ke lima transaksi. Penggunaan tiga hingga ke lima transaksi adalah dalam NRG 
data akan direplika ke dalam tiga hingga ke lima tempat. Setiap tempat dipegang oleh 
transaksi yang berbeza. Kemudian, transaksi boleh menghantar permintaan ke tempat 
yang lain yang telah dipegang oleh transaksi lain. Jadi, kitaran menunggu akan 
terbentuk. Melalui ekperimen ini, model simulasi NRGDD berkebolehan dalam 
mengesan lebih daripada satu kitaran kebuntuan yang wujud dalam NRG. NRGDD telah 
dibandingkan dengan algoritma Multi-Cycle of Deadlock Detection and Recovery 
(MC2DR) berdasarkan masa yang diperlukan untuk kedua-dua model dalam mengesan 
dua kitaran kebuntuan dan penggunaan jumlah transaksi yang berbeza. NRGDD telah 
mencapai 27.5% pembaikan dari MC2DR. Dari keputusan ekperimen, ia menunjukkan 
dengan jelas bahawa mengawal kebuntuan dalam NRG menggunakan NRGDD boleh 
memelihara konsisten data dan meningkatkan daya pemprosesan dengan 
memaksimumkan sumber yang ada. 
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CHAPTER 1 
 
 
INTRODUCTION 
 
 
1.1 BACKGROUND OF RESEARCH 
 
Due to the evolution of management in organizations or institutions, distributed 
database systems and grid systems need to support hundreds or even thousands of sites 
and millions of clients. Therefore, it will face tremendous scalability challenges with 
regard to performance, availability (Zhang et al., 2009; He et al., 2009), administrations 
(Alom et al., 2010), speed and reliability (Mohammed, 2007; Li et al., 2010). 
Furthermore, there is a tendency of storing, retrieving, and managing different types of 
data such as experimental data that are produced from many projects. These data play a 
fundamental role in all kinds of cross-organizational research and collaborations. For 
example, several scientific applications such as Particle Physics, High Energy 
Physics(Naseera et al., 2009; Ben Charrada et al., 2010a; 2010b; AL-Mistarihi et al., 
2009; Zhao et al., 2008; Allcock et al., 2003) and Genetics, earthquake engineering 
(Naseera et al., 2009; Barney et al., 2008), climate change modelling (AL-Mistarihi et 
al., 2009; Zhao et al., 2008), molecular docking, computer micro-tomography 
(Noraziah et al., 2010a; 2010b) and astronomy (Zhao et al., 2008, Du et al., 2011), to 
cite a few, manage and generate an important amount of data that can reach terabytes 
and even petabytes (Li et al., 2010), which need to be shared and analysed.  A 
community of hundreds or thousands of researchers distributed worldwide must share 
these datasets (Naseera et al., 2009; Ben Charrada et al., 2010a). It is difficult, even 
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impossible, to store such amount of data in the same location. Moreover, an application 
may need data produced by another geographically remote application. For this reason, 
data grid is suitable for the above situation to support the huge amount of data 
production by researchers. 
 
1.2 DATA GRID ENVIRONMENT 
 
A data grid is composed of hundreds of geographically distributed computers 
and storage resources usually located under different places, and enables users to share 
data and other resources. The users can access the information of data easily without 
knowing the resource position (Fard et al., 2008). The data grid is required because data 
is being produced at a tremendous rate and volume especially from scientific 
experiments (Noraziah et al., 2010a; 2010b). The grid computing requirements are more 
complex than distributed computing even though it is quite similar to normal distributed 
computing.  
 
The aim of the grid computing is to enable resource sharing and coordinated 
problem solving in dynamic, multi-institutional virtual organization (Foster et al., 2001; 
2002; 2008). Furthermore, the concept of the grid computing arose from the need to 
share computing power, mostly for the jobs that use read-only data sets as input (output 
from scientific experiments) (Noraziah et al., 2009a). Consequently, the primary design 
of data management tools for grid computing was used to manage read-only data sets.  
 
The major problem on grid environment is data management. In grid computing, 
there is no limitation on the number of users, departments or organizations. Besides 
that, the size of the data managed by data grid is continually growing (Pérez et al., 
2010). In the data grid, when a user requests a data, a large amount of bandwidth could 
be spent to send the data from the server to the client. Furthermore, the delay involved 
could be high (Bsoul et al., 2011). These problems can be solved through replication. 
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1.3 DATA REPLICATION 
 
In data replication architecture, the data will be replicated into several sites. If 
one of the sites has failed, it will fail independently and does not affect other replica 
site. Data replication is one of the techniques in distributed and grid systems to increase 
availability and reliability of the data. To speed up data access, the data can be 
replicated in multiple locations, so that a user can access the data from nearby locations 
(Sashi et al., 2011). Replication in distributed environment receives particular attention 
for providing efficient access to data, fault tolerance (Bsoul et al., 2011; Sathya et al., 
2010; Noraziah et al., 2010c) and can enhance the performance of the system (Gao et 
al., 2005; Noraziah et al., 2008; Tang et al., 2006; Latip et al., 2008). The replication 
strategy can minimize the time access to the file by creating many replicas and storing 
replicas in appropriate locations. Furthermore, using replication is to reduce bandwidth 
consumption (Naseera et al., 2009; Ben Charrada et al., 2010a; 2010b; Shorfuzzaman et 
al., 2010) to achieve efficient and dependable data access in grids, improve access time 
(Ben Charrada et al., 2010b; Zhao et al., 2008; Du et al., 2011) fault tolerance (Zhao et 
al., 2008; Bsoul et al., 2011; Shorfuzzaman et al., 2010) and load balancing (Pérez et 
al., 2010;). Organizations need to provide current data to users who may be 
geographically remote and request distributed data around multiple sites in data grid 
(Noraziah et al., 2010a).  
 
Replication strategies determine when and where to create a replica, taking into 
account of the factors such as the request number of the data, network conditions, 
storage availability of nodes, and others (Pérez et al., 2010; Sun et al., 2009). Other 
researchers that discussed on importance of data replication in distributed systems are 
Sashi et al. (2011), Ainul et al. (2011), Beg et al. (2010), Abdi et al. (2010), Li et al. 
(2010), Wong et al. (2009), Sun et al. (2009), Latip et al. (2008), Noraziah et al. (2007), 
and Wang et al. (2006).   
 
Managing transaction significantly become important in the replication in order 
to preserve the consistency of data. Although the transaction may perform all of its 
actions on the site that it granted, it may also perform actions on other than the granted 
site. Besides that, concurrent access to the data and deadlock problem are the most 
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important issues that must be considered when sharing information in distributed 
systems (Alom et al., 2010), especially in distributed database system (Atreya et al., 
2007; Hu et al., 2009). If the transactions have concurrent access to the data, the 
deadlock condition may occur. Usually, the deadlock also occurs on workflow models 
(Fan et al., 2010); technology that implement the automation of business processes in 
whole or part, embedded applications (Xiao et al., 2010; Xiao et al., 2011), automated 
manufacturing systems (Roszkowska, 2004), multitasking operating systems (Cheung et 
al., 2009), and streaming computations (Li et al., 2010). The deadlock problem is 
inherent in a distributed database system which employs locking (Clauss et al., 2010) as 
its concurrency control algorithm. Several researches have been carried out regarding 
the handling of deadlock problems which are by Alom et al, 2010; Olson et al., 2005; 
Wu et al., 2002; Atreya et al., 2007; Srinivasan et al., 2011; Jiang et al., 2008; 
Mohammed et al., 2007. 
 
1.4 PROBLEM STATEMENT 
 
Ensuring efficient access to such a huge network and widely distributed data is a 
challenge to those who design, maintain and manage the distributed database. In this 
system, several  characteristics are considered such  as:  (1) provides  an  interface  for  
the user  which  is  transparent  to where the data actually resides; (2) ability to locate 
the data; (3)  network-wide concurrency  control  and  recovery procedures;  (4) 
translation  of  queries  and  data between heterogeneous systems (Bhushan et al., 
2007). Replication in distributed environment receives particular attention for providing 
efficient access to data, fault tolerance and enhance the performance of the system (Gao 
et al., 2005; Tang et al., 2006).  
 
Even the replication gave more advantages; it still becomes a problem when the 
concurrent access happens to the data. The lock mechanism is used when the transaction 
makes request to get a data.  If the data is available, the transaction that makes a request 
will get a lock for that data, otherwise it will wait until the data is unlocked or released 
then it can be acquired again. In this situation, a deadlock may occur in which every 
transaction involved in the deadlock is waiting to grant the data that has been locked by 
another transaction that make a circular wait until an action is taken to detect and 
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resolve deadlock problems. A deadlock can reduce the throughput by minimizing the 
available resources, so it becomes an important resource management problem in 
distributed systems (Srinivasan et al., 2011). In order to manage the deadlock problems, 
a new deadlock detection and resolution algorithm will be proposed to preserve the 
consistency of data replication in a distributed environment. The proposed algorithm 
will be applied to Neighbour Replication on Grid (NRG) replication model. Before this, 
the researcher does not implement the deadlock detection and resolution on NRG.  
 
The NRG replication model is chosen because it can maximize the write 
availability with low communication cost due to the minimum number of quorum size 
required compared to other techniques such as Read-One-Write-All (ROWA), Branch 
Replication Scheme (BRS), and Hierarchical Replication Scheme (HRS). In ROWA 
technique (Noraziah et al., 2010d) read operation has low communication cost. This 
technique restricts the availability of write operations since they cannot be executed at 
the failure of any copy. In BRS technique (Pérez et al., 2010), the replicas are created as 
close as possible to the clients who request for the data file. The root replica grows 
towards the clients in a branching way, slip replicas into several sub replicas (Noraziah 
et al., 2010c). In this technique, the replica tree is grown based on the client needs. In 
HRS technique, a hierarchical replication consists of a root database server and one or 
more database servers organized into a hierarchy topology (Pérez et al., 2010). Using 
this technique, the data will be replicated or copied at all sites and has the highest 
storage of use. Besides that, the proposed algorithm will be done in order to preserve the 
data consistency and maximize data availability when the transactions concurrently 
want to update the data.  
 
1.5 AIM OF RESEARCH 
 
The aim of this research is to handle deadlock problem in replication data 
through Neighbour Replication on Grid environment in order to preserve the data 
consistency and increase the throughput by maximizing the availability of resources. 
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1.6 OBJECTIVES OF RESEARCH 
 
The objectives of the research are as follows: 
i. To propose a new framework to manage deadlock problems during 
transaction execution through Neighbour Replication on Grid (NRG) 
model. 
ii. To develop a new algorithm to manage deadlock problems during 
transaction execution through Neighbour Replication on Grid (NRG) 
model. 
iii. To compare Neighbour Replication on Grid Deadlock Detection 
(NRGDD) and Multi-cycle Deadlock Detection and Recovery Algorithm 
for Distributed System (MC2DR) 
iv. To test the new algorithm to ensure their correctness using two case 
studies. 
 
1.7 SCOPE OF RESEARCH 
 
The scope of this research is as follows: 
 
i. Design a new framework by extending the Multi-cycle Deadlock 
Detection and Recovery (MC2DR) algorithm in Neighbour Replication 
on Grid (NRG) replication model. 
ii. Develop a Neighbour Replication on Grid Deadlock Detection 
(NRGDD) algorithm for deadlock detection implemented on NRG. 
iii. Consider only non-failure cases. 
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1.8 ORGANIZATION OF THESIS 
 
This thesis has been prepared to give details on the definitions, facts, 
observations, arguments and procedures in order to meet its objectives. Chapter 1 
generally describes the brief background of data grid environments, data replication, the 
problem statement, objectives and scope of the research. Chapter 2 presents the 
literature review of replication, replication strategies, replication technique on grid, 
transaction handling, concurrency control, deadlock mechanism, deadlock detection 
model and comparison between the existing of replication model. Chapter 3 presents the 
new proposed algorithm, Neighbour Replication on Grid Deadlock Detection (NRGDD) 
to handle deadlock on Neighbour Replication on Grid environment. Framework, 
flowchart, development of NRGDD simulation model, example cases, comparison 
between NRGDD and MC2DR and correctness will also be presented in this chapter. 
Chapter 4 addresses the simulation results for detecting the deadlock existing cycles and 
compares the executing time taken to detect deadlock based on cycles and the number 
of transactions used. The conclusions of the present research are summarized and 
presented in Chapter 5. Research objective achievements and suggestion and 
recommendation for the future work are also presented in this chapter. 
 
  
 
CHAPTER 2 
 
 
LITERATURE REVIEW 
 
 
2.1 INTRODUCTION 
 
This chapter reviews literatures on replication including its general 
information, strategies and techniques implemented on grid. Besides that, the review 
is also done on transaction handling, concurrency control, and deadlock mechanism 
including its techniques in detecting deadlock occurrence. Figure 2.1 below shows 
the general to detail of the review that has been done. 
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Figure 2.1: General to detail of literature review 
 
2.2 REPLICATION 
 
Replication receives particular attention for providing high data availability, 
fault tolerance and performance enhancement of the system (Noraziah et al., 2007; 
Amjad et al., 2012). In replication, the identical data copies can be replicated to 
another site or place. Replication means that 100% of the same data is on other 
locations (Bost et al., 2009). It can enable organizations to provide users with access 
to current data where and when they need it. If one of the sites has failed, they can 
obtain data from an identical data from other sites and the failure of the system can 
be transparent for users and applications.  
 
In minimizing communication costs during data access, replication of data 
from the primary site to other locations can be an important optimization step to 
reduce the frequency of remote data access (Abdi et al., 2010; Zhang et al., 2009). 
Furthermore, it can improve performance by scaling the number of replicas with 
demand and by offering nearby copies of services distributed over the network 
(Noraziah et al., 2007). Huge datasets are collected and stored in different 
geographic locations, but are organized through a network with certain topological 
structures to provide reliable resources (Zhang et al., 2009).  
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In replication, the value of each logical item is stored in one or more physical 
data items. Each reads or writes operation on a logical data item must be mapped to 
corresponding operations on physical copies (Noraziah et al., 2007). Applications of 
such systems broaden across many domains, including business applications (e.g., 
Bank transactions, retail transactions, e-commerce, etc.), scientific applications (e.g., 
NASA's Earth Observing System, Sky Survey, etc.) (Zhang et al., 2009). 
Furthermore, through replication, various users can use the data in different locations 
which can decrease the latency and increase the reliability of data (Li et al., 2010). 
For example, almost every digital enterprise has a compelling reason to employ some 
form of database replication for disaster recovery or high availability (Wong et al., 
2009).  
 
Data replication can drive by programs which transfer data to some other 
location and then loaded at the receiving location and the data may be filtered and 
transformed during replication (Beg et al., 2010). The disadvantage of replication is 
it becomes more of a security risk. Handling security across several locations is more 
complicated (Alkhatib et al., 1995). But the biggest problem that data replication 
introduces is that of concurrency control. It isalready known that the concurrency 
control is an issue even without replicated tables; with replicated tables, it becomes 
even more complex. How do we ensure data consistency when it is replicated to 
more than one site? Without properly placing the replicas, the overall availability can 
be hindered because of data consistency requirements (Zhang et al., 2009).  
 
2.3 REPLICATION STRATEGIES 
 
Replication strategies can use either asynchronous or synchronous replication 
to copy data. 
 
2.3.1 Asynchronous Replication 
 
In asynchronous replication, changes are made after a certain time with a lot 
of data from the master site replicated to different other site (Beg et al., 2010). 
Normally, in asynchronous replication, such a transaction writes its commit record to 
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the redo logs, releases all locks, waits for an acknowledgement from the storage 
system, and finally sends an acknowledgement to the user.  
 
2.3.2 Synchronous Replication 
 
Synchronization mechanisms are needed to maintain the consistency and 
integrity of data among replicas when changes are made by the transactions 
(Noraziah et al., 2007). In (Beg et al., 2010) mentioned. With synchronous 
replication, changes are made immediately once some data transaction occurs to the 
master sites. Once the updated operation occurs on the primary copy, an update on 
the transaction results immediately replicates the update at all other sites which is 
identical to the primary copy.  It is the suitable solution for organizations which are 
seeking for the fastest possible data recovery, minimal data loss, and protection 
against database integrity problems (Beg et al., 2010).  
 
There are many examples of replication schemes in distributed file and 
database systems that are almost based on synchronous replicating, which deploy 
quorum to execute the operations with a high degree of consistency and ensure 
serializibility (Noraziah et al., 2007). Several schemes are used in synchronous 
replication, i.e., all-data-to-all-sites (full replication) and some-data-items-to-all-sites. 
The maximum approach of replicating every table at every site (full replication) is 
great for availability, but it is the absolute worst arrangement regarding concurrency 
control. Furthermore, it causes high update propagation and high storage capacity. 
The replication model that uses this scheme is ROWA (Noraziah et al., 2010d). A 
few studies have been done in partial replication technique based on some data items 
to all sites using the tree structure technique. However, this technique will cause high 
update propagation overhead. Therefore, some-data-items-to-all-sites scheme is not 
realistic.  Moreover, in many applications, there is update-intensive data, which 
should be replicated to very few sites.  
 
In this strategy, a user transaction is not allowed to commit except it is 
guaranteed that it will be successfully applied on all the replicas. This guarantee can 
be achieved by relying on the well-known two-phase commit protocol (Alkhatib et 
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al., 1995), or by middleware that imposes a global order on all user transactions via 
an atomic broadcast service (Wong et al., 2009). The main benefit of synchronous 
replication is the data can be recovered quickly and automatically handles concurrent 
conflicting transactions on different replica databases. The main disadvantage is that 
it greatly reduces the throughput of dependent transactions on each replica. The 
critical issue is the time period when a transaction is complete and is seeking to 
commit. The transaction must first broadcast its intention to commit to the other 
replicas and wait for an acknowledgement. The precise mechanics of this 
communication depend on the particular implementation, but in all implementations, 
database locks cannot be released until the minimum time required for one network 
round-trip has elapsed. This network round-trip means that dependent transactions 
can commit no faster than the network latency permits.  
 
2.4 REPLICATION TECHNIQUES ON GRID 
 
In managing the replication on the data grid, the replica placement strategy is 
important due to the limited storage use of data grids. There are three fundamental 
questions (Ben Charrada et al., 2010b; Zhao et al., 2010) that must be answerable to 
managing replica placement strategy in data grids: 
 
1. When should the replicas be created?  
2. Which files should be replicated?  
3. Where should the replicasbe placed? 
 
There is no restriction of users or originations in grid computing. Replication 
is one of the basic and the key aspects in grid computing. The importance of data 
replication in grid systems and distributed systems (Du et al., 2011) are as the 
following:  
 
1. It can effectively increase data access performance from different locations, 
and thus reduce data access time cost; 
2. It enables a system to handle more workload, as more nodes can be served at 
the same time; 
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3. It increases system availability;  
4. It can be treated as a backup, and thus ensures the dependability of the data. 
 
2.4.1 Neighbour Replication on Grid (NRG) 
 
In NRG model, all sites are logically organized in the form of a two-
dimensional grid structure (Noraziah et al., 2006; 2009b). As an example, if NRG 
consists of sixteen sites, it will logically organize in the form of 4 x 4 grid as shown 
in Figure 2.1. Each site contains a master data object. A site is either operational or 
failed and the state (operational or failed) of each site is statistically independent of 
the others (Noraziah et al., 2006; 2009b). The copy on the site is available when a 
site is operational, otherwise it is unavailable.  
 
A data at the primary site is replicated to the neighbouring sites. Let N = n2 be 
a set of all sites that are logically organized in two-dimensional grid structure (GS) 
form (Noraziah et al., 2009b). The N sites are labelled as n (i, j), where 1 ≤ i < n, 1 ≤ 
j < n (Noraziah et al., 2009b). The site n (i, j) will connects to its neighbours through 
two way links as long as there are sites in the grid, which are sites n (i ± 1, j) and n (i, 
j ± 1). The number of data replication is d ≤ 5. For example from Figure 2.2, data 
from site 2 will replicate to its neighbours which are site 1, site 3, and site 6. Site 6 
has four neighbours, which are sites 2, 5, 7, and 10. As such, site 6 has five replicas. 
Similarly, site 7, 10 and 11 also has four neighbours and five replicas. Each of the 
primary sites of any data object and its neighbours is assigned to vote one and if not 
vote zero. This vote assignment is called binary vote assignment on grid (Noraziah et 
al., 2006; 2009b). A neighbour binary vote grid assignment on the grid, B, is a 
function such that B (n(i, j)) ϵ {0, 1}, 1 ≤ i < n and 1 ≤ j < n, where B(n(j, j)) is the 
vote assigned to the site n (i, j) (Noraziah et al., 2009b). This assignment is treated as 
an allocation of replicated copies and a vote assigned to the site results in a copy 
allocated at the neighbour (Noraziah et al., 2006; 2009b).  
 
That is 1 vote ≡ 1 copy.  Let LB =  Where LB is the total 
number of votes assigned both to the primary site and its neighbours and it also 
equals the number of copies of an object allocated in the system. 
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Let us denote that r and w are the read and write quorums, respectively. The r 
+ w must be greater than the total number of copies (votes) assigned to all sites in 
order to ensure that the read operations always get an up-to-date value. The 
following conditions are used to ensure the consistency (Noraziah et al., 2009b): 
 
1 ≤ r ≤ LB, 1 ≤ w ≤ LB       (2.1) 
 
r + w = LB + 1        (2.2) 
 
The conditions (2.1) and (2.2) ensure that there is a non-empty intersection of 
copies between every pair of read and write operations. Therefore, this condition 
ensures that a read operation has access to the most recently updated copy of 
replicated data based on the timestamps (Noraziah et al., 2006). Timestamps are used 
to decide which copies are most recently updated.  
 
Let S (B) be the set of sites at which replicated copies are stored equivalent to 
the assignment. Then, S (B) = {n (i, j) | B (n (i, j)) = 1, 1 ≤ i ≤ n, 1 ≤ j ≤ n}. 
 
Let Q (B, q) be the quorum set with respect to the assignment B and quorum 
q, then Q(B, q) = {G|G ⊆ S (B) and |G| ≥ q} (Noraziah et al., 2009b). As an example, 
from Figure 2.2, let site 7 be the primary site of the primary data x. Its neighbours are 
sites 3, 6, 8, and 11. 
 
 
 
Figure 2.2: A grid organization of 16 copies of an object 
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