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An explicit formula for the transversal indices of the lifted
Dolbeault operators
Naoto Miseki
Abstract
In [2], Atiyah proved that the index of a transversally elliptic operator relative to a free action
can be computed by using indices of elliptic operators on the orbit manifold. In this paper, we
derive an explicit formula for the transversal indices on S1-bundles over CPn. Using this explicit
formula and the index map, we prove Lefschetz formula for CPn with the canonical action of
T n+1.
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1 Introduction
For elliptic pseudo-differential operators, Atiyah–Singer index theorem allows us to compute the
analytic indices of them by using the topological formula. When A is a transversally elliptic operator
relative to an action of a compact Lie group G, there are also cohomological formulae, which are
given by Berline and Vergne [10], Paradan and Vergne [13]. However these formulae do not allow
us to compute indices of transversally elliptic operators easily. This paper gives explicit expressions
of the analytic transversal indices of concrete examples and their application.
In general, it is not easy to compute transversal indices, however operators which are transver-
sally elliptic relative to free actions can be reduced to elliptic operators on the orbit manifolds. Let
us briefly explain that property. Let G and H be two compact Lie groups and P be a compact
manifold on which G×H acts smoothly. We assume that the action of H is free. Then M := P/H
1
is a compact manifold which is provided with an action of G and the quotient map p : P →M is a
principal H-bundle and G-equivariant. Let
A : Γ(M, E+)→ Γ(M, E−)
be a G-invariant elliptic operator on M . If P is trivial, i.e., P ∼=M×H, A lifts to A˜ on P naturally.
In the general case, using local trivializations of P and a partition of unity on M , and averaging on
G, A on M lifts to
A˜ : Γ(P, p∗E+)→ Γ(P, p∗E−),
which is aG×H-invariant H-transversally elliptic operator on P since A is elliptic onM . Conversely,
at the level of K-groups, G×H-invariant H-transversally elliptic operators on P can be represented
by lifts of G-invariant elliptic operators on M . See 2.3 for details.
We denote by D′(G × H) the space of distributions on G ×H. In [2], Atiyah proved that the
transversal index of the lifted operator A˜ is given by
indG×HA˜ =
∑
τ∈Hˆ
indG(A⊗ Vτ∗)χτ ∈ D
′(G×H),
where Hˆ is the set of equivalence classes of finite dimensional irreducible (complex) representations
of H, χτ is the character of a representation (τ, Vτ ) ∈ Hˆ. Vτ∗ is a complex vector bundle over M
defined by P ×
H
Vτ∗ and A⊗ Vτ∗ denotes the operator whose principal symbol is
σ(A)⊗ IdVτ∗ : π
∗(E+ ⊗Vτ∗)→ π
∗(E− ⊗Vτ∗),
which is G-invariant elliptic, where σ(A) is the principal symbol of A, and π : T ∗M → M is the
natural projection. In this way, the index of a transversally elliptic operator relative to a free action
can be computed by using indices of elliptic operators on the orbit manifold.
Let O(−1) be the tautological line bundle over CPn and O(k) := O(−1)⊗−k (k ∈ Z). We
denote by S(O(k)) the circle bundle of O(k) with respect to a certain Hermitian metric. Then
pk : S(O(k)) → CP
n is a principal S1-bundle. We give an action of T n+1 on S(O(k)) which is the
lift of the canonical action of T n+1 on CPn:
T n+1 ∋ (u1, . . . , un+1) : [z1 : · · · : zn+1] 7→ [u1z1 : · · · : un+1zn+1].
We consider the Dirac operator Dn := ∂¯+ ∂¯
∗
on CPn associated with the Dolbeault operator, which
is a T n+1-invariant elliptic operator, and defines an element [Dn] of KTn+1(T
∗
CP
n). As explained
above, the Dirac operator Dn lifts to a T
n+1 × S1-invariant S1-transversally elliptic operator on
S(O(k)) which defines an element of KTn+1×S1(T
∗
S1
S(O(k))). We denote the element by p∗k[Dn].
Here T ∗
S1
S(O(k)) is a subset of cotangent vectors which vanish on tangent vectors to the S1-orbits.
Our main theorem is the following:
Theorem 1.1. The transversal index of p∗k[Dn] ∈ KTn+1×S1(T
∗
S1
S(O(k))) is given by
indTn+1×S1 (p
∗
k[Dn]) =
(
n∑
l=0
(
n+1−l∑
i=1
(−1)i+l+1χn, ik si+l(t
k
1 , . . . , t
k
n+1)
)
tl
)
J(λn+1(k)) (1.1)
in D′(T n+1 × S1) for n ≥ 1, k ∈ Z.
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t1, . . . , tn+1 and t are the generators of the representation rings R(T
n+1) and R(S1) respectively,
χn, ik is the character of the representation of T
n+1 (see (3.4), Corollary 3.10), si+l(t
k
1 , . . . , t
k
n+1) is
the (i + l)-th elementary symmetric polynomial in variables tk1, . . . , t
k
n+1. In addition, λn+1(k) :=
n+1∏
j=1
(1− tkj t), and J(λn+1(k)) is the distribution on T
n+1 × S1 defined by
J(λn+1(k)) :=
n+1∏
j=1
[
1
1− tkj t
]t=0
−
n+1∏
j=1
[
1
1− tkj t
]t=∞
,
where
[
1
1−tkj t
]t=0
and
[
1
1−tkj t
]t=∞
are the Laurent expansions of 1
1−tkj t
at t = 0 and t = ∞ respec-
tively. For example, [
1
1− t
]t=0
= 1 + t+ t2 + t3 + · · ·[
1
1− t
]t=∞
= −t−1 − t−2 − t−3 − · · ·
then, we have [
1
1− t
]t=0
−
[
1
1− t
]t=∞
=
∑
m∈Z
tm.
This is the Fourier expansion of the delta function on S1 supported at 1 ∈ S1. See 3.4 for details.
In the last section, we give an application of our main theorem, in which we prove Lefschetz
formula for CPn with the canonical action of T n+1 as below.
Corollary 1.2. For any η = [E0]− [E1] ∈ KTn+1(CP
n),
indTn+1 ([Dn]⊗ η) = −
∑
t=ξ∈S1
Res
(
α(η)
λn+1(−1)
1
t
; ξ
)
∈ R(T n+1). (1.2)
where α is the ring isomorphism from KTn+1(CP
n) to R(T n+1 × S1)/(λn+1(−1)) (see Remark 4.4
for details).
In paticular, at (t1, . . . , tn+1) ∈ T
n+1 such that ti 6= tj(i 6= j),
indTn+1 ([Dn]⊗ η) (t1, · · · , tn+1) =
n+1∑
i=1
χ(E0|pi)− χ(E
1|pi)∏
j 6=i
(
1− t−1j ti
) ∈ C, (1.3)
where pi = [0 : · · · : 0 :
i
1˘ : 0 : · · · : 0] ∈ CPn (1 ≤ i ≤ n + 1) are the fixed points of the action of
T n+1 and χ
(
Ej |pi
)
is the character of the representation space Ej |pi of T
n+1.
Note that the assumption ti 6= tj for i 6= j is equivalent to the condition that the fixed point
set of (t1, . . . , tn+1) ∈ T
n+1 is a finite subset of CPn. The right hand side in (1.3) makes sense at
(t1, . . . , tn+1) ∈ T
n+1 such that ti 6= tj(i 6= j), however the right hand side in (1.2) makes sense
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at all points (t1, . . . , tn+1) ∈ T
n+1 even if its action on CPn has infinitely many fixed points. The
deformations proved in Proposition 3.28 and Lemma 4.2 have important roles in the proof of this
application.
Finally, let us briefly review the proof of the main theorem. As explained above, the transversal
index of p∗k[Dn] can be reduced to the indices of the elliptic operators:
indTn+1([Dn]⊗ t
−m) (m ∈ Z),
where t−m is a holomorphic line bundle over CPn (see 3.2). These indices can be computed by
Lefschetz formula, however in this paper, we compute them by using the fundamental tools in
Complex Geometry: Hodge decomposition, Serre duality and Kodaira vanishing theorem.
2 Index of transversally elliptic operator
2.1 Notations
Let G be a compact Lie group. We denote by Gˆ the set of equivalence classes of finite dimensional
irreducible (complex) representations of G. For τ ∈ Gˆ, we denote by Vτ the representation space
of τ and by χτ its character: χτ (g) = Tr(g : Vτ → Vτ ). More generally, we denote the character
of a representation space V of G by χG(V ), or simply χ(V ). Let the dual representation of τ in
V ∗τ = Hom(Vτ , C) be denoted by τ
∗. We denote by R(G) the representation ring of G.
Let D(G) be the space of C-valued smooth functions on G and D′(G) be the space of distributions
on G. D(G) is naturally a subspace of D′(G).
2.2 Indices of transversally elliptic operators
We recall the notion of transversally elliptic operator. See also [2] , [13].
LetM be a compact smooth manifold with a smooth action of a compact Lie group G. g denotes
the Lie algebra of G. For X ∈ g, we denote by V X the vector field on M defined by
(V X)x(f) =
d
dt
f (exp(−tX) · x)
∣∣∣∣
t=0
(x ∈M)
for any smooth function f defined around x. We consider the closed subset T ∗GM of the cotangent
bundle T ∗M , given by the union of the spaces (T ∗GM)x ⊂ T
∗
xM (x ∈ M) consisting of cotangent
vectors orthogonal to the tangent space at x to the orbit G · x, i.e.,
T ∗GM = {ω ∈ T
∗M |ω(V X) = 0, for all X ∈ g} .
Note that T ∗GM is not a subbundle of T
∗M in general since the dimension of the orbit may depend
on the base point x ∈M .
Let E± be two G-equivariant complex vector bundles over M , that is, G acts on total spaces E±
and M , and the actions of G on E± cover the action of G on M and are linear on fibers. We denote
by Γ(M, E±) the spaces of smooth sections of E±.
Let A : Γ(M, E+) → Γ(M, E−) be a G-invariant pseudo-differential operator of order m. Let
π : T ∗M →M be the natural projection. The principal symbol σ(A) is a bundle map π∗E+ → π∗E−
which is homogeneous of degreem, defined over T ∗M \M . The operator A is said to be transversally
elliptic relative to G, or simply G-transversally elliptic, if its principal symbol σ(A)(x, ξ) is invertible
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for all (x, ξ) ∈ T ∗GM such that ξ 6= 0. In paticular, we say that A is ellptic if its principal symbol
σ(A)(x, ξ) is invertible for all (x, ξ) ∈ T ∗M such that ξ 6= 0. When A is elliptic (or transversally
elliptic), if we choose G-invariant metrics on M and E±, the formal adjoint operator A∗ is also
elliptic (or transversally elliptic).
It is well-known that if A is a G-invariant elliptic operator, its kernel KerA is finite dimensional.
In addition, it is a representation space of G since A is G-invariant. Thus in this case, the equivariant
index of A is defined by
indGA := [KerA]− [KerA
∗] ∈ R(G).
Taking the trace of the above index, i.e., its character, indGA can be regarded as a smooth function
on G.
When A is a G-transversally elliptic operator, in general, KerA is not necessarily finite dimen-
sional. However, it has a generalized character. Indeed, for any irreducible representation (τ, Vτ )
of G, the multiplicity nτ (A) := dim (HomG(Vτ , KerA)) is finite, and the series∑
τ∈Gˆ
nτ (A)χτ
converges weakly in the space of distributions on G (see [2], [14]).
Definition 2.1. For a transversally elliptic operator A relative to G, we define the generalized
character of KerA as a distribution on G by setting
character(KerA) :=
∑
τ∈Gˆ
nτ (A)χτ .
And we also define the transversal index of A as follows:
indGA := character(KerA)− character(KerA
∗) ∈ D′(G).
As in [2] and [7], when A is G-invariant elliptic, its principal symbol σ(A) defines a class
[σ(A)] ∈ KG(T
∗M), and the index indGA depends only on this class [σ(A)]. Moreover each element
inKG(T
∗M) is represented by a class [σ(A)] of some G-invariant elliptic pseudo-differential operator
A. Thus we can define the index map:
indG : KG(T
∗M)→ D(G)
by setting indG([σ(A)]) := indGA. Similarly, when A is G-transversally elliptic, its principal symbol
σ(A) defines a class [σ(A)|T ∗
G
M ] ∈ KG(T
∗
GM), and the index indGA depends only on this class
[σ(A)|T ∗
G
M ]. In addition, each element in KG(T
∗
GM) is represented by a class [σ(A)|T ∗GM ] of some
G-transversally elliptic pseudo-differential operator A. Thus we can define the index map:
indG : KG(T
∗
GM)→ D
′(G)
by setting indG([σ(A)|T ∗
G
M ]) := indGA.
Remark 2.2. KG(T
∗
GM) is regarded as a module over the representation ring R(G) by using the
tensor products. We define an action of R(G) on D′(G) as multiplication by its character. Then it
turns out that indG : KG(T
∗
GM)→ D
′(G) is an R(G)-module homomorphism.
5
2.3 Free action property
Transversal index has several important properties. Let us introduce one of them which we will
use later. In [13], it is called “Free action property”. Since we have explained it roughly in the
introduction, we explain that property by using K-groups in this section.
Let G and H be two compact Lie groups, and P be a compact manifold on which G ×H acts
smoothly. We assume that the action of H is free. ThenM := P/H is a compact manifold provided
with an action of G and the quotient map p : P → M is a principal H-bundle with an opposite
action of H (see Remark 2.6 at the end of this section) and G-equivariant. In addition, the pull-back
of p induces the canonical isomorphism T ∗GM
∼=
(
T ∗G×HP
)
/H as G-equivariant vector bundles over
M . Thus there is an isomorphism
p∗ : KG(T
∗
GM)
∼=
→ KG×H(T
∗
G×HP ).
Note that this isomorphism gives a correspondence between G-transversally elliptic operators on
M = P/H and G×H-transversally elliptic operators on P . Let E± be two G-equivariant complex
vector bundles over M , and σ : π∗E+ → π∗E− be a G-transversally elliptic symbol. For any finite
dimensional irreducible representation (τ, Vτ ) of H, we construct a G-equivariant complex vector
bundle Vτ := P ×
H
Vτ = (P × Vτ )/(q, v) ∼
(
q · h, τ(h−1)(v)
)
over M . We consider the morphism
σ ⊗ IdVτ : π
∗(E+ ⊗ Vτ )→ π
∗(E− ⊗ Vτ ),
which is G-transversally elliptic. We denote by [σ]⊗Vτ the equivalence class [σ⊗IdVτ ] ∈ KG(T
∗
GM).
Theorem 2.3 ([2]). For any [σ] ∈ KG(T
∗
GM), we have
indG×H(p
∗[σ]) =
∑
τ∈Hˆ
indG([σ]⊗ Vτ∗)χτ ∈ D
′(G×H).
As a special case, we consider the isomorphism
p∗ : KG(T
∗M)
∼=
→ KG×H(T
∗
HP ).
This implies that operators on P which are G×H-invariant H-transversally elliptic can be reduced
to G-invariant elliptic operators on M .
Corollary 2.4 ([2]). For any [σ] ∈ KG(T
∗M), we have
indG×H(p
∗[σ]) =
∑
τ∈Hˆ
indG([σ]⊗ Vτ∗)χτ ∈ D
′(G×H).
Our explicit formula (Theorem 1.1) will be proved by using this corollary in the next section.
Remark 2.5. As Atiyah explained in [2], index of any element in KG×H(T
∗
HM) can be regarded
as a linear map as follows: If A is a transversally elliptic operator relative to H and G-invariant,
then it is of course transversally elliptic relative to G×H so indG×HA ∈ D
′(G×H). In this case,
however it is a distribution of special form as below. If we write
indG×HA =
∑
α, β
Cα, βχαχβ,
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where Cα, β ∈ Z, α ∈ Gˆ, β ∈ Hˆ (Note that by definition, indG×HA can be written in this form),
then the partial sums for a fixed β are finite, that is, Cα, β = 0 for all but finitely many α because
A is originally transversally elliptic relative to H. This means that indG×HA can be viewed as a
continuous linear map D(H)→ D(G) given by
ϕ 7→
∑
Cα, βχα
(∫
H
ϕχβ
)
.
If we denote this map by indG,HA : D(H)→ D(G), then
(indG×HA) (ψϕ) =
∫
G
ψ (indG,HA) (ϕ) ∈ C,
for ψ ∈ D(G) and ϕ ∈ D(H). Note that indG,HA is determined by its restriction to R(H) and that
χβ are mapped to
∑
Cα, βχα by indG,HA.
Our main theorem can be also viewed as an formula for linear maps D(S1)→ D(T n+1).
Remark 2.6. We always assume that actions of Lie groups on manifolds are left actions, and
actions on principal bundles are right actions. Under these conventions, when a manifold P has a
free (left) action of a compact Lie group G, π : P → P/G is a principal G-bundle with the following
right action of G:
p · g := g−1 · p (p ∈ P, g ∈ G).
In other words, taking a local trivialization of P:
φ : π−1(U)
∼=
→ U ×G,
we have φ(g−1 · p) = φ(p · g) = (x, ag) ,where φ(p) = (x, a).
Conversely, when a principal G-bundle P → M is given, and we regard the total space P as a
G-manifold, the left action of G is given by
g · p := p · g−1 (p ∈ P, g ∈ G).
3 The index formula
3.1 Settings
In this paper, to simplify the notations, we may identify an element of the representation ring R(G)
of a compact Lie group G with its virtual character via the following map:
R(G) ∋ [V 0]− [V 1] 7→ χ(V 0)− χ(V 1) ∈ D(G).
Let R(S1) and R(T n+1) be the representation rings of S1 and T n+1 respectively. Then the following
lemma is well-known.
Lemma 3.1. There are ring isomorphisms
R(S1) ∼= Z[t, t−1] , R(T n+1) ∼= Z
[
t1, t
−1
1 , . . . , tn+1, t
−1
n+1
]
.
(1) t corresponds to the character of the irreducible unitary representation (ρ1, C) of S
1 defined
by ρ1(u) := u ∈ U(1) (u ∈ S
1).
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(2) tj corresponds to the character of the irreducible unitary representation (ρj , C) of T
n+1 defined
by ρj(u) := uj ∈ U(1) (u = (u1, . . . , un+1) ∈ T
n+1).
Next, recall the tautological line bundle over CPn:
O(−1) :=
{
(l , v) ∈ CPn × Cn+1 | v ∈ l
}
as a subbundle of CPn × Cn+1, where we regard l ∈ CPn as a 1-dimensional linear subspace of
C
n+1. Moreover, recall that O(1) is the dual O(−1)∗. For k > 0, let O(k) be the line bundle O(1)⊗
· · · ⊗ O(1) (k-times). Analogously, for k < 0, we define O(k) = O(−k)∗ := O(−1) ⊗ · · · ⊗ O(−1)
(|k|-times), and for k = 0, we define O(0) as the trivial line bundle CPn × C.
Remark 3.2. Since O(−1) has the canonical Hermitian metric induced by the one of CPn×Cn+1,
also its dual O(1) has the canonical Hermitian metric. Hence, all of O(k) have the canonical
Hermitian metrics.
Let S (O(k)) denote the circle bundle of O(k), that is,
S (O(k)) := {v ∈ O(k) | ‖v‖ = 1 } ,
where ‖ · ‖ denotes the norm induced by the Hermitian metric. Then, for each k ∈ Z, we have
S1-principal bundle:
pk : S (O(k))→ CP
n
equipped with the right action of S1 on each fiber by scalar multiplication. Note that when S(O(k))
is regarded as a S1-manifold, the (left) action of S1 is given by multiplying by inverse: S1 ∋ a : v 7→
a−1v (see Remark 2.6).
The canonical action of T n+1 on Cn+1 \ {0} induces an action of T n+1 on CPn. The image of
the point l = [z1 : · · · : zn+1] ∈ CP
n under this action of u = (u1, . . . , un+1) ∈ T
n+1 is denoted by
u · l = [u1z1 : · · · : un+1zn+1]. Moreover, T
n+1 acts on the principal bundles pk : S (O(k)) → CP
n.
Indeed, for k < 0, u = (u1, . . . , un+1) ∈ T
n+1 acts on O(k) as follows:
O(k)|l = l
⊗|k| → O(k)|u·l = (u · l)
⊗|k|
v(1) ⊗ · · · ⊗ v(−k) 7→ (u · v(1))⊗ · · · ⊗ (u · v(−k)),
where v(i) = (v
(i)
1 , . . . , v
(i)
n+1) ∈ l ⊂ C
n+1, and u · v(i) := (u1v
(i)
1 , . . . , un+1v
(i)
n+1). Since these actions
are isometric (with respect to the Hermitian metrics which are explained in Remark 3.2), we can
restrict them to S(O(k)). When k > 0, we consider the dual action of the above one. Finally for
k = 0, the action of T n+1 on CPn induces the one on O(0) = CPn × C which are trivial on each
fiber. Thus pk : S (O(k))→ CP
n are T n+1-equivariant principal S1-bundles.
3.2 Dolbeault operator
We consider the Dolbeault complex. Let E+ :=
⊕
q:even
∧q
T ∗
C
CP
n, E− :=
⊕
q:odd
∧q
T ∗
C
CP
n, where
T ∗
C
CP
n is the holomorphic cotangent bundle of CPn. Since T n+1 acts on CPn as explained above,
E± are T n+1-equivariant complex vector bundles over CPn. Let us define the Dirac operator Dn on
CP
n associated with the Dolbeault operator ∂¯ on CPn by
Dn := ∂¯ + ∂¯
∗
: Γ(CPn, E+)→ Γ(CPn, E−).
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In this paper, we often call Dn simply the Dolbeault operator. Since ∂¯ on CP
n is elliptic and T n+1-
invariant, so is Dn. Then from Corollary 2.4, the transversal index of p
∗
k[Dn] ∈ KTn+1×S1(T
∗
S1
CP
n)
is given by
indTn+1×S1 (p
∗
k[Dn]) =
∑
m∈Z
indTn+1
(
[Dn]⊗ t
−m
)
tm. (3.1)
Here t−m is a complex line bundle over CPn defined by S(O(k)) ×
S1
t−m = (S(O(k)) × t−m) / ∼,
where the equivalence relation is given by
(v, ξ) ∼
(
av,
(
a−1
)−m
ξ
)
for some a ∈ S1.
In addition, this line bundle has the action of T n+1 induced by the action on S(O(k)).
Lemma 3.3. There is a T n+1-equivariant isomorphism of complex line bundles over CPn:
t−m = S(O(k)) ×
S1
t−m ∼= O(−km) (m ∈ Z)
In particular, t−m admits a structure of holomorphic line bundle.
Proof. This lemma follows from the more general statement below.
Let L be a complex line bundle over a complex manifoldM with a Hermitian metric, on which a
compact Lie group G acts isometrically. We denote by PL the principal S
1-bundle associated with
L, that is,
PL :=
⋃
x∈M
PL, x,
where PL, x is the space consisting of unitary isomorphisms φ from C to the fiber L|x of L on x ∈M .
The right action of S1 on PL is given by composing from right:
u : PL, x ∋ φ 7→ φ ◦ u ∈ PL, x (u ∈ S
1),
where each u ∈ S1 is regarded as a linear map C → C by scalar multiplication. In addition, let
S(L) be the circle bundle of L which is a principal S1-bundle with respect to the right action of S1
given by scalar multiplication. Since G acts on L isometrically, both PL and S(L) are G-equivariant
principal S1-bundles. Note that the actions of G on them are left actions. Then, the following
lemma holds.
Lemma 3.4. (1) There is a G-equivariant isomorphism of principal S1-bundles:
S(L) ∼= PL.
(2) For any l ∈ Z, there exists a G-equivariant isomorphism of complex vector bundles:
PL ×
S1
tl ∼= L⊗l.
Proof. (1) Let us define a map Φ: S(L) → PL as follows: For ux ∈ S(L|x) = S(L)|x ⊂ S(L),
define Φ(ux) ∈ PL, x by setting Φ(ux)(ξ) := uxξ ∈ L|x (ξ ∈ C). Since we can verify that Φ is
S1-equivariant and G-equivariant, this Φ gives a required isomorphism.
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(2) It is obvious that there exists an isomorphism if we forget the G-equivariance. In addition,
because G acts on L isometrically, under an isometric local trivialization, the action of g ∈
G is represented by the scalar multiplication of an element in S1. Thus we find that this
isomorphism is G-equivariant.
Lemma 3.5. For n ≥ 1, k, m ∈ Z, we have
indTn+1
(
[Dn]⊗ t
−m
)
=
n∑
q=0
(−1)qHq(CPn, O(−km)) ∈ R(T n+1). (3.2)
In particular,
indTn+1×S1 (p
∗
k[Dn]) =
∑
m∈Z

 n∑
q=0
(−1)qHq(CPn, O(−km))

 tm. (3.3)
Proof. First, (3.3) immediately follows from (3.1) and (3.2). We will verify the equation (3.2). From
Lemma 3.3, we find that [Dn] ⊗ t
−m ∈ KTn+1(T
∗
CP
n) is represented by the Dirac operator with
the coefficient O(−km):
Dn,O(−km) := ∂¯O(−km) + ∂¯
∗
O(−km) : Γ(CP
n, E+ ⊗O(−km))→ Γ(CPn, E− ⊗O(−km)),
which is T n+1-invariant and elliptic, where ∂¯O(−km) := ∂¯⊗ IdO(−km) and ∂¯
∗
O(−km) := ∂¯
∗⊗ IdO(−km).
In addition, using Hodge decomposition (see [11] for details), we have T n+1-equivariant isomor-
phisms:
Ker
(
Dn,O(−km) : Γ(CP
n, E+ ⊗O(−km))→ Γ(CPn, E− ⊗O(−km))
)
∼=
⊕
q:even
Hq(CPn, O(−km)),
Ker
(
D∗n,O(−km) : Γ(CP
n, E− ⊗O(−km))→ Γ(CPn, E+ ⊗O(−km))
)
∼=
⊕
q:odd
Hq(CPn, O(−km)).
These imply (3.2).
Let us introduce the following notation.
Definition 3.6. For n ≥ 1, l ∈ Z, we define
χn, l :=
n∑
q=0
(−1)qHq(CPn, O(l)) ∈ R(T n+1). (3.4)
Then, from (3.3), we can express the index of p∗k[Dn] ∈ KTn+1×S1(T
∗
S1
CP
n) as follows:
indTn+1×S1 (p
∗
k[Dn]) =
∑
m∈Z
χn,−km t
m. (3.5)
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3.3 Calculation of cohomology groups
In order to compute the transversal index of p∗k[Dn], we have to obtain the character of the repre-
sentation space Hq(CPn, O(m)) of T n+1. See also [11].
Lemma 3.7. Let Kn denote the canonical line bundle of CP
n. Then there is an isomorphism of
holomorphic vector bundles over CPn:
Kn ∼= O(−n− 1).
Proof. It is sufficient to check that O(n + 1) is isomorphic to the determinant bundle
∧n TCPn.
Thus computation of both transition functions gives the conclusion (see [11] for details).
Remark 3.8. There is no T n+1-equivariant isomorphism between Kn and O(−n − 1). Indeed,
since p1 := [1 : 0 : · · · : 0] ∈ CP
n is a fixed point of the action of T n+1, the fibers Kn|p1 and
O(−n − 1)|p1 on p1 are representation spaces of T
n+1. It is easy to check that the characters of
these representations are given by
tn1
t2 . . . tn+1
and tn+11 respectively.
Proposition 3.9. For n ≥ 1, and m ∈ Z, we have the following isomorphisms of representations
of T n+1:
• q = 0
H0(CPn, O(m)) ∼=
{
Sm((Cn+1)∗) (m ≥ 0) ,
0 (m < 0) ,
• 0 < q < n
Hq(CPn, O(m)) ∼= 0 ,
• q = n
Hn(CPn, O(m)) ∼=


0 (m > −n− 1) ,
(
∧n+1
C
n+1)⊗ S−m−n−1(Cn+1) (m ≤ −n− 1) ,
where Si(V ) is the symmetric algebra of a vector space V of degree i and we regard Cn+1 as a
representation space of T n+1 defined by a canonical action of T n+1:
T n+1 ∋ (u1, . . . , un+1) : (z1, . . . , zn+1) 7→ (u1z1, . . . , un+1zn+1).
The next corollary immediately follows from this proposition.
Corollary 3.10. Let n ≥ 1, and l ∈ Z. Then,
χn, l =


∑
r1+···+rn+1=l
r1, ..., rn+1≥0
t−r11 . . . t
−rn+1
n+1 (l ≥ 0) ,
0 (−n− 1 < l < 0) ,
(−1)nt1 . . . tn+1
∑
r1+···+rn+1=−l−n−1
r1, ..., rn+1≥0
tr11 . . . t
rn+1
n+1 (l ≤ −n− 1) .
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Remark 3.11. If we set n = 0 in the right hand side of the above equation, we obtain t−l1 for all
(l ∈ Z). This is why, we define
χ0, l := t
−l
1 ( l ∈ Z )
for convenience.
Proof of Proposition 3.9. Let us recall Kodaira vanishing theorem: for any positive line bundle L
over an n-dimensional compact Ka¨hler manifold M , we obtain Hq(M, ΩpM ⊗ L)
∼= 0 for p+ q > n.
Here we denote by ΩpM the space of holomorphic p-forms on M for p = 0, . . . , n. If 0 < q ≤ n and
m > −n− 1, then from Lemma 3.7 and Kodaira vanishing theorem, we have
Hq(CPn, O(m)) ∼= Hq(CPn, Kn ⊗O(m+ n+ 1)) ∼= 0.
Moreover if 0 ≤ q < n and m < 0, using Kodaira vanishing theorem, we have
Hq(CPn, O(m)) ∼= Hn−q(CPn, Kn ⊗O(−m))
∗ ∼= 0.
Here the first isomorphism follows from Serre duality, which claims that for any holomorphic vector
bundle E over an n-dimensional compact complex manifold M , there exist natural isomorphisms
Hq(M, ΩpM ⊗ E)
∼= Hn−q(M, Ω
n−p
M ⊗ E
∗)∗.
The rest cases follow from the below.
Lemma 3.12. For any integer m ≥ 0, we have an isomorphism of representations of T n+1:
H0(CPn, O(m)) ∼= Sm((Cn+1)∗) ,
where Cn+1 is provided with the canonical action of T n+1 (as in Proposition 3.9).
Proof. Let (z1, . . . , zn+1) be the standard global coordinate of C
n+1, and C[z1, · · · , zn+1]m be the
space of homogeneous polynomials of degree m. We can regard α ∈ C[z1, · · · , zn+1]m as a linear
function on (Cn+1)⊗m. Indeed, for 1 ≤ j1 ≤ j2 ≤ · · · ≤ jm ≤ n + 1, a homogeneous polynomial
zj1zj2 . . . zjm defines the following C-valued linear function on (C
n+1)⊗m:
zj1zj2 . . . zjm : v
(1) ⊗ v(2) ⊗ · · · ⊗ v(m) 7−→
1
m!
∑
σ∈Sm
zj1(v
(σ(1)))zj2(v
(σ(2))) . . . zjm(v
(σ(m)))
=
1
m!
∑
σ∈Sm
v
(σ(1))
j1
v
(σ(2))
j2
. . . v
(σ(m))
jm
,
where v(i) = (v
(i)
1 , · · · , v
(i)
n+1) denotes an element of C
n+1, and Sm denotes the m-th symmetric
group. Thus each α ∈ C[z1, · · · , zn+1]m defines a holomorphic map CP
n × (Cn+1)⊗m → C which
is linear on each fiber (Cn+1)⊗m. Since O(−m) is a subbundle of CPn × (Cn+1)⊗m, restricting to
O(−m), we get a holomorphic section of O(m). In this way, we can define a linear map
ϕ : C[z1, · · · , zn+1]m → Γhol(CP
n, O(m)) ∼= H0(CPn, O(m)).
Let us denote by sj1 · · · sjm the section corresponding to zj1 · · · zjm , i.e. ϕ(zj1 · · · zjm) = sj1 · · · sjm .
Actually, this map ϕ is bijective (see [11] Proposition 2.4.1 for details). Finally we calculate the
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characters of these representation spaces. In general, when E →M is a G-equivariant vector bundle,
G acts on the space of sections Γ(M, E) as follows:
(g · s) (x) := g
(
s(g−1 · x)
)
∈ Ex
for g ∈ G and s ∈ Γ(M, E). Let u = (u1, . . . , un+1) ∈ T
n+1. Then by the definition of si,
(u · si)(l) = u
−1
i (si(l)) ∈ O(1)|l = Hom(l, C) for l ∈ CP
n.
Analogously,
(u · (sj1 · · · sjm)) (l) = u
−1
j1
· · · u−1jm(sj1 · · · sjm)(l) ∈ O(m)|l = Hom(l
⊗m, C).
Thus we find that there exists an isomorphism H0(CPn, O(m)) ∼= Sm((Cn+1)∗) and their characters
are given by
∑
r1+···+rn+1=m
r1, ..., rn+1≥0
t−r11 · · · t
−rn+1
n+1 .
Lemma 3.13. For any integer m ≤ −n− 1, we have an isomorphism of representations of T n+1:
Hn(CPn, O(m)) ∼=
(∧n+1
C
n+1
)
⊗ S−m−n−1(Cn+1) ,
where Cn+1 is given the same action of T n+1 as in Lemma 3.12.
Proof. Let m ≤ −n− 1, then from Serre duality,
Hn(CPn, O(m)) ∼= H0(CPn, Kn ⊗O(−m))
∗. (3.6)
Since the pairing used in Serre duality is canonical, this isomorphism is T n+1-equivariant. In
addition, using Lemma 3.7, we have an isomorphism of vector spaces
H0(CPn, Kn ⊗O(−m)) ∼= H
0(CPn, O(−m− n− 1)). (3.7)
Here this isomorphism is not T n+1-equivariant because the isomorphism in Lemma 3.7 is not T n+1-
equivariant (see Remark 3.8). Thus we can not calculate the character of Hn(CPn, O(m)) from
the above isomorphism. However since −m − n − 1 ≥ 0, we can obtain only the dimension of
Hn(CPn, O(m)) from Lemma 3.12, (3.6) and (3.7) as follows:
dimHn(CPn, O(m)) = dimH0(CPn, O(−m− n− 1))∗ = dimS−m−n−1(Cn+1) =
(
−m−1
n
)
. (3.8)
We will construct holomorphic sections ofKn⊗O(−m) which form a basis ofH
0(CPn, Kn⊗O(−m)).
Let CPn =
n+1⋃
i=1
Ui, where Ui = {[z1 : · · · : zn+1] ∈ CP
n|zi 6= 0} be the standard open covering of
CP
n and ϕi : Ui → C
n be the standard local coordinate given by
ϕi ([z1 : · · · : zn+1]) =
(
z1
zi
, . . . ,
zi−1
zi
,
zi+1
zi
, . . . ,
zn+1
zi
)
.
Let (ζ
(i)
1 , . . . , ζ
(i)
n ) be the coordinate of Cn = ϕi(Ui), then we have(
ζ
(i)
1 , . . . , ζ
(i)
n
)
=
(
z1
zi
, . . . ,
zi−1
zi
,
zi+1
zi
, . . . ,
zn+1
zi
)
.
We will prove the following two claims at the end of this subsection.
13
Claim 3.14. On the intersection Ui ∩ Uj,
dζ
(i)
1 ∧ · · · ∧ dζ
(i)
n = (−1)
i+j
zn+1j
zn+1i
dζ
(j)
1 ∧ · · · ∧ dζ
(j)
n .
Let us define local sections of Kn ⊗O(−m) as follows: for 1 ≤ i ≤ n+ 1, and (r1, . . . , rn+1) ∈
Z
n+1
≥0 such that r1+ · · ·+ rn+1 = −m−n− 1, we define holomorphic sections on Ui of Kn⊗O(−m)
ωir1, ..., rn+1 := (−1)
i+1dζ
(i)
1 ∧ · · · ∧ dζ
(i)
n ⊗ s
n+1
i s
r1
1 . . . s
rn+1
n+1 .
For each (r1, . . . , rn+1) ∈ Z
n+1
≥0 such that r1+· · ·+rn+1 = −m−n−1, the family {ω
i
r1, ..., rn+1
}i=1, ..., n+1
of local sections provides a global section ωr1, ..., rn+1 of Kn ⊗O(−m), that is,
Claim 3.15. For (r1, . . . , rn+1) ∈ Z
n+1
≥0 such that r1 + · · · + rn+1 = −m − n − 1, the sections
{ωir1, ..., rn+1}i=1, ..., n+1 coincide on the intersections i.e.,
ωir1, ..., rn+1 = ω
j
r1, ..., rn+1
on Ui ∩ Uj .
Using these claims, we complete the proof of Lemma 3.13. Obviously, {ωr1, ..., rn+1} are lin-
early independent, thus these form a basis of H0(CPn, Kn ⊗ O(−m)) since we have proved that
dimH0(CPn, Kn⊗O(−m)) = (−m−1n ) in (3.8). Moreover since the action of any u = (u1, . . . , un+1) ∈
T n+1 preserves Ui, we can find out its action on ωr1, ..., rn in locally as follows:
u · ωr1, ..., rn
= (−1)i+1
ui
u1
. . .
ui
ui−1
ui
ui+1
. . .
ui
un+1
dζ
(i)
1 ∧ · · · ∧ dζ
(i)
n ⊗ u
−(n+1)
i u
−r1
1 . . . u
−rn+1
n+1 s
n+1
i s
r1
1 . . . s
rn+1
n+1
= (−1)i+1u−11 . . . u
−1
n+1u
−r1
1 . . . u
−rn+1
n+1 dζ
(i)
1 ∧ · · · ∧ dζ
(i)
n ⊗ s
n+1
i s
r1
1 . . . s
rn+1
n+1
= u−11 . . . u
−1
n+1u
−r1
1 . . . u
−rn+1
n+1 ωr1, ..., rn+1
on Ui. Thus for each (r1, . . . rn+1) ∈ Z
n+1
≥0 such that r1 · · · rn+1 = −m−n−1, the space 〈ωr1, ..., rn+1〉
which is spanned by ωr1, ..., rn+1 over C is a subrepresentation space of H
0(CPn, Kn ⊗ O(−m)) of
T n+1 and its character is t−11 . . . t
−1
n+1t
−r1
1 . . . t
−rn+1
n+1 . This implies that the character ofH
0(CPn, Kn⊗
O(−m)) is given by t−11 . . . t
−1
n+1
∑
r1+···+rn+1=−m−n−1
r1, ..., rn+1≥0
t−r11 . . . t
−rn+1
n+1 and
H0(CPn, Kn ⊗O(−m)) ∼= (
∧n+1
(Cn+1)∗)⊗ S−m−n−1((Cn+1)∗).
Therefore from (3.6), we conclude that
Hn(CPn, O(m)) ∼= H0(CPn, Kn ⊗O(−m))
∗ ∼=
(∧n+1
C
n+1
)
⊗ S−m−n−1(Cn+1)
and its character is equal to t1 . . . tn+1
∑
r1+···+rn+1=−m−n−1
r1, ..., rn+1≥0
tr11 . . . t
rn+1
n+1 .
Finally, let us verify Claim 3.14 and 3.15.
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Proof of Claim 3.14. According to general argument, we have
dζ
(i)
1 ∧ · · · ∧ dζ
(i)
n = det
∂ζ(i)
∂ζ(j)
dζ
(j)
1 ∧ · · · ∧ dζ
(j)
n ,
where det ∂ζ
(i)
∂ζ(j)
denotes the determinant of the Jacobian matrix. Thus it is sufficient to see that
det
∂ζ(i)
∂ζ(j)
= (−1)i+j
zn+1j
zn+1i
on Ui ∩ Uj.
We can assume that i < j without loss of generality. Since
(ζ
(i)
1 , . . . , ζ
(i)
i−1, ζ
(i)
i , . . . , ζ
(i)
j−2, ζ
(i)
j−1, ζ
(i)
j , . . . , ζ
(i)
n )
=
(
ζ
(j)
1
ζ
(j)
i
, . . . ,
ζ
(j)
i−1
ζ
(j)
i
,
ζ
(j)
i+1
ζ
(j)
i
, . . . ,
ζ
(j)
j−1
ζ
(j)
i
,
1
ζ
(j)
i
,
ζ
(j)
j
ζ
(j)
i
, . . . ,
ζ
(j)
n
ζ
(j)
i
)
on the intersection Ui∩UJ , from straightforward calculation, we have the Jacobian matrix as follows:

1
ζ
(j)
i
0 . . . 0 −
ζ
(j)
1
(ζ
(j)
i )
2
0 . . . . . . . . 0 0 . . . . . . . . 0
0 1
ζ
(j)
i
. . .
... −
ζ
(j)
2
(ζ
(j)
i )
2
...
. . .
...
...
. . .
...
...
. . .
. . . 0
...
...
. . .
...
...
. . .
...
0 . . . 0 1
ζ
(j)
i
−
ζ
(j)
i−1
(ζ
(j)
i )
2
0 . . . . . . . . 0 0 0 . . . 0
0 . . . . . . . . 0 −
ζ
(j)
i+1
(ζ
(j)
i )
2
1
ζ
(j)
i
0 . . . 0 0 . . . . . . . . 0
...
. . .
...
... 0 1
ζ
(j)
i
. . .
...
...
. . .
...
...
. . .
...
...
...
. . .
. . . 0
...
. . .
...
0 . . . . . . . . 0 −
ζ
(j)
j−1
(ζ
(j)
i
)2
0 . . . 0 1
ζ
(j)
i
0 . . . . . . . . 0
0 . . . . . . . . 0 − 1
(ζ
(j)
i )
2
0 . . . . . . . . 0 0 . . . . . . . . 0
0 . . . . . . . . 0 −
ζ
(j)
j
(ζ
(j)
i )
2
0 . . . . . . . . 0 1
ζ
(j)
i
0 . . . 0
...
. . .
...
...
...
. . .
... 0 1
ζ
(j)
i
. . .
...
...
. . .
...
...
...
. . .
...
...
. . .
. . . 0
0 . . . . . . . . 0 − ζ
(j)
n
(ζ
(j)
i )
2
0 . . . . . . . . 0 0 . . . 0 1
ζ
(j)
i


Thus the determinant of the Jacobian matrix is equal to (−1)i+j
zn+1j
zn+1i
.
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Proof of Claim 3.15. It is sufficient to check that(
ωir1, ..., rn+1(l)
)
(v(1) ⊗ · · · ⊗ v(−m)) =
(
ωjr1, ..., rn+1(l)
)
(v(1) ⊗ · · · ⊗ v(−m)) ∈ Kn|l
for any l = [z1 : · · · : zn+1] ∈ Ui ∩ Uj , where v
(k) ∈ l ⊂ Cn+1 (1 ≤ k ≤ −m). By definition and
Claim 3.14,(
ωir1, ..., rn+1(l)
)
(v(1) ⊗ · · · ⊗ v(−m))
= (−1)i+1(dζ
(i)
1 )l ∧ · · · ∧ (dζ
(i)
n )l ⊗ (s
n+1
i s
r1
1 . . . s
rn+1
n+1 )(v
(1) ⊗ · · · ⊗ v(−m))
= (−1)j+1
(
zj
zi
)n+1
(dζ
(j)
1 )l ∧ · · · ∧ (dζ
(j)
n )l ⊗ (s
n+1
i s
r1
1 . . . s
rn+1
n+1 )(v
(1) ⊗ · · · ⊗ v(−m)).
Moreover since v(k) ∈ l ⊂ Cn+1 for each k ∈ {1, . . . , −m}, we have
v
(k)
j
v
(k)
i
=
zj
zi
where v(k) =
(v
(k)
1 , . . . , v
(k)
n+1) ∈ C
n+1. Using these relations, we find that
(
zj
zi
)n+1
(sn+1i s
r1
1 . . . s
rn+1
n+1 )(v
(1) ⊗ · · · ⊗ v(−m)) = (sn+1j s
r1
1 . . . s
rn+1
n+1 )(v
(1) ⊗ · · · ⊗ v(−m)) ∈ C.
Thus we obtain the required equation.
3.4 The transversal index of the lifted Dolbeault operator
In this section, we give a proof of our main theorem. Firstly, let us prepare some notations.
Definition 3.16. For a ∈ C \ {0}, let us put
•
[
1
1− az
]z=0
:= 1 + az + a2z2 + a3z3 + · · · ,
•
[
1
1− az
]z=∞
:= −
(
a−1z−1 + a−2z−2 + a−3z−3 + · · ·
)
.
These are the Laurent expansions of
1
1− az
at z = 0 and ∞ respectively. More generally, for any
meromorphic function φ(z) on Riemann sphere, we denote the Laurent expansions of φ at z = 0
and z =∞ by [φ]z=0 and [φ]z=∞ respectively.
Let n ≥ 0. We denote
λn+1(k) :=
n+1∏
j=1
(1− tkj t) ∈ R(T
n+1 × S1).
J0(λn+1(k)) :=
[
1
λn+1(k)
]t=0
=
n+1∏
j=1
[
1
1− tkj t
]t=0
=
n+1∏
j=1
(
1 + tkj t+ t
2k
j t
2 + t3kj t
3 + · · ·
)
,
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J∞(λn+1(k)) :=
[
1
λn+1(k)
]t=∞
=
n+1∏
j=1
[
1
1− tkj t
]t=∞
= (−1)n+1
n+1∏
j=1
(
t−kj t
−1 + t−2kj t
−2 + · · ·
)
,
J(λn+1(k)) := J0(λn+1(k))− J∞(λn+1(k)) =
n+1∏
j=1
[
1
1− tkj t
]t=0
−
n+1∏
j=1
[
1
1− tkj t
]t=∞
.
Remark 3.17. (1) λn+1(k) are regarded as the characters of the exterior algebras of C
n+1 pro-
vided with the action of T n+1 × S1 whose weight is ((k, . . . , k︸ ︷︷ ︸
n+1
), 1).
(2) J0(λn+1(k)) and J∞(λn+1(k)) are the Fourier expansions of distributions on T
n+1×S1 which
can be regarded as linear maps from D(S1) to D(T n+1) since the coefficients of tm are Laurent
polynomials in variables tk1, . . . , t
k
n+1 (see also Remark 2.5).
(3) Since J0(λn+1(k)) and J∞(λn+1(k)) are the Laurent expansions of λn+1(k)
−1 at t = 0 and
t = ∞ respectively, λn+1(k)J0(λn+1(k)) = λn+1(k)J∞(λn+1(k)) = 1. In particular, we have
λn+1(k)J(λn+1(k)) = 0.
(4) We sometimes denote J0(λn+1(k)) by J0(λn+1(k))(t1, . . . , tn+1, t) to emphasize that it is the
Fourier expansion with respect to a coordinate (t1, . . . , tn+1, t) of T
n+1 × S1. The similar
notation is used for J∞(λn+1(k)).
Let us see the following fundamental relations of χn, l.
Lemma 3.18. For any integer n ≥ 1 , we have
(1) χn, l = χn−1, l + χn, l−1 t
−1
n+1 (l ∈ Z) ,
(2) χn, l =
j−1∑
i=0
χn−1, l−i t
−i
n+1 + χn, l−j t
−j
n+1 (l ∈ Z , j ≥ 1) ,
(3) χn, l =
l∑
i=0
χn−1, l−i t
−i
n+1 (l ≥ 0) ,
(4) χn, l = −
−l−1∑
i=1
χn−1, l+i t
i
n+1 (l ≤ −2) .
Proof. It is easy to prove them from Corollary 3.10. Indeed, (1) immediately follows from Corollary
3.10. (2) is verified by using (1) repeatedly. In addition, if we set j = l + 1 in (2), then we get (3)
because χn,−1 = 0. Let m ≤ −2. Setting l = −1, j = −m− 1 in (3), then
χn,−1 =
−m−2∑
i=0
χn−1,−1−i t
−i
n+1 + χn,m t
m+1
n+1 .
Multiplying the both side by t−m−1n+1 ,
χn,m = −
−m−2∑
i=0
χn−1,−1−i t
−i−1−m
n+1 = −
−m−1∑
j=1
χn,m+j t
j
n+1.
Thus we obtain (4).
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Lemma 3.19. We assume that n ≥ 1, k < 0. Then,
(1)
∑
m≥0
χn,−km t
m
=
∑
m≥0
χn−1,−km t
m +

|k|−1∑
j=0

∑
m≥0
χn−1,−km+j t
m

 tk+jn+1t

[ 1
1− tkn+1t
]t=0
=

(1− tkn+1t)∑
m≥0
χn−1,−kmt
m +
|k|−1∑
j=0

∑
m≥0
χn−1,−km+j t
m

 tk+jn+1t

[ 1
1− tkn+1t
]t=0
=



∑
m≥0
χn−1,−kmt
m +
|k|−1∑
j=1

∑
m≥0
χn−1,−km+j t
m

 tk+jn+1t

[ 1
1− tkn+1t
]t=0
(k ≤ −2) ,

∑
m≥0
χn−1,−kmt
m

[ 1
1− tkn+1t
]t=0
(k = −1).
(2)
∑
m<0
χn,−km t
m
=
∑
m<0
χn−1,−km t
m +

|k|−1∑
j=0
(∑
m<0
χn−1,−km+j t
m
)
tk+jn+1t

[ 1
1− tkn+1t
]t=∞
=

(1− tkn+1t)∑
m<0
χn−1,−kmt
m +
|k|−1∑
j=0
(∑
m<0
χn−1,−km+j t
m
)
tk+jn+1t

[ 1
1− tkn+1t
]t=∞
=



∑
m<0
χn−1,−kmt
m +
|k|−1∑
j=1
(∑
m<0
χn−1,−km+j t
m
)
tk+jn+1t

[ 1
1− tkn+1t
]t=∞
(k ≤ −2) ,
(∑
m<0
χn−1,−kmt
m
)[
1
1− tkn+1t
]t=∞
(k = −1).
Proof. Let us verify (1). Set k = −k0. From (3) in Lemma 3.18,
∑
m≥0
χn, k0m t
m =
∑
m≥0
(
k0m∑
i=0
χn−1, k0m−i t
−i
n+1
)
tm
=
∑
m≥0
χn−1, k0mt
m +
∑
m≥1
(
k0m∑
i=1
χn−1, k0m−i t
−i
n+1
)
tm
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=
∑
m≥0
χn−1, k0m t
m +
∑
m≥1


k0−1∑
j=0
∑
i≡j mod k0
1≤i≤k0m
χn−1, k0m−i t
−i
n+1

 tm
=
∑
m≥0
χn−1, k0m t
m +
∑
m≥1

k0−1∑
j=0
m∑
α=1
χn−1, k0m−(k0α−j) t
−(k0α−j)
n+1

 tm
=
∑
m≥0
χn−1, k0m t
m +
k0−1∑
j=0

∑
m≥1
m∑
α=1
χn−1, k0(m−α)+j t
m−α (t−k0n+1t)
α−1

 t−k0+jn+1 t
=
∑
m≥0
χn−1, k0m t
m +
k0−1∑
j=0



∑
l≥0
χn−1, k0l+j t
l



∑
α≥0
(t−k0n+1t)
α



 t−k0+jn+1 t.
=
∑
m≥0
χn−1, k0m t
m +

k0−1∑
j=0

∑
l≥0
χn−1, k0l+j t
l

 t−k0+jn+1 t



∑
α≥0
(t−k0n+1t)
α


=
∑
m≥0
χn−1, k0m t
m +

k0−1∑
j=0

∑
l≥0
χn−1, k0l+j t
l

 t−k0+jn+1 t

[ 1
1− t−k0n+1t
]t=0
In addition, since 1 = (1− t−k0n+1t)
[
1
1− t−k0n+1t
]t=0
, we have
∑
m≥0
χn, k0m t
m =
∑
m≥0
χn−1, k0m t
m +

k0−1∑
j=0

∑
l≥0
χn−1, k0l+j t
l

 t−k0+jn+1 t

[ 1
1− t−k0n+1t
]t=0
=

(1− t−k0n+1t)∑
m≥0
χn−1, k0m t
m +
k0−1∑
j=0

∑
l≥0
χn−1, k0l+j t
l

 t−k0+jn+1 t

[ 1
1− t−k0n+1t
]t=0
.
Similarly, we can prove (2) by using (4) in Lemma 3.18.
Lemma 3.20. For n ≥ 0, k < 0, 0 ≤ j ≤ |k| − 1, there exists a unique function Ajn, k on
T n+1 × S1 such that
(1)
∑
m≥0
χn,−km+j t
m = Ajn, k J0(λn+1(k)) ,
(2)
∑
m<0
χn,−km+j t
m = −Ajn, k J∞(λn+1(k)) .
Proof. The uniqueness of Ajn, k follows from the equation that λn+1(k)J0(λn+1(k)) = 1 (see Remark
3.17 (3)). Let us verify the existence of Ajn, k. If k = −1 and j = 0, by using Lemma 3.19 repeatedly,
we have
∑
m≥0
χn,m t
m =

∑
m≥0
χn−1,m t
m

[ 1
1− t−1n+1t
]t=0
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= · · · =

∑
m≥0
χ0, m t
m

[ 1
1− t−12 t
]t=0
· · ·
[
1
1− t−1n+1t
]t=0
.
Here, since ∑
m≥0
χ0, m t
m =
∑
m≥0
t−m1 t
m =
[
1
1− t−11 t
]t=0
,
we obtain ∑
m≥0
χn,m t
m = J0(λn+1(−1)).
Analogously, we have ∑
m<0
χn,m t
m = −J∞(λn+1(−1)).
Thus we can find A0n,−1 = 1.
Next let k ≤ −2 be fixed. We will construct Ajn, k by the induction on n and j. If n = 0, it is
easy to construct Aj0, k. Indeed, since χ0, l = t
−l
1 ,
∑
m≥0
χ0,−km+j t
m =
∑
m≥0
t
−(−km+j)
1 t
m = t−j1
∑
m≥0
(tk1t)
m = t−j1
[
1
1− tk1t
]t=0
= t−j1 J0(λ1(k)),
and∑
m<0
χ0,−km+j t
m =
∑
m<0
t
−(−km+j)
1 t
m = t−j1
∑
m<0
(tk1t)
m = −t−j1
[
1
1− tk1t
]t=∞
= t−j1 J∞(λ1(k)).
Thus we find Aj0, k = t
−j
1 for 0 ≤ j ≤ |k| − 1. Let n ≥ 1 and we assume that there exist A
j
n−1, k for
0 ≤ j ≤ |k| − 1 as in the Lemma. From Lemma 3.19 and the assumption of the induction,
∑
m≥0
χn,−km t
m =

∑
m≥0
χn−1,−kmt
m +
|k|−1∑
j=1

∑
m≥0
χn−1,−km+j t
m

 tk+jn+1t

[ 1
1− tkn+1t
]t=0
=

A0n−1, k J0(λn(k)) + |k|−1∑
j=1
Ajn−1, k t
k+j
n+1t J0(λn(k))

[ 1
1− tkn+1t
]t=0
=

A0n−1, k + |k|−1∑
j=1
Ajn−1, k t
k+j
n+1t

J0(λn+1(k))
and
∑
m<0
χn,−km t
m =

∑
m<0
χn−1,−kmt
m +
|k|−1∑
j=1
(∑
m<0
χn−1,−km+j t
m
)
tk+jn+1t

[ 1
1− tkn+1t
]t=∞
= −

A0n−1, k J0(λn(k)) + |k|−1∑
j=1
Ajn−1, k t
k+j
n+1t J∞(λn(k))

[ 1
1− tkn+1t
]t=0
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= −

A0n−1, k + |k|−1∑
j=1
Ajn−1, k t
k+j
n+1t

 J∞(λn+1(k)).
Therefore we can find that A0n, k = A
0
n−1, k +
|k|−1∑
j=1
Ajn−1, k t
k+j
n+1t. Moreover from (1) in Lemma 3.18
and the assumption of the induction,∑
m≥0
χn,−km+j t
m =
∑
m≥0
χn−1,−km+j t
m + t−1n+1
∑
m≥0
χn,−km+j−1 t
m
= Ajn−1, k J0(λn(k)) + t
−1
n+1A
j−1
n, k J0(λn+1(k))
=
(
(1− tkn+1t)A
j
n−1, k + t
−1
n+1A
j−1
n, k
)
J0(λn+1(k))
and ∑
m<0
χn,−km+j t
m =
∑
m<0
χn−1,−km+j t
m + t−1n+1
∑
m<0
χn,−km+j−1 t
m
= −Ajn−1, k J∞(λn(k)) − t
−1
n+1A
j−1
n, k J∞(λn+1(k))
= −
(
(1− tkn+1t)A
j
n−1, k + t
−1
n+1A
j−1
n, k
)
J∞(λn+1(k)).
Thus for 1 ≤ j ≤ |k| − 1, we can find that Ajn, k = (1− t
k
n+1t)A
j
n−1, k + t
−1
n+1A
j−1
n, k inductively.
Remark 3.21. From the above proof, we find that for k ≤ −2, Ajn, k satisfy the following relations:
A0n, k = A
0
n−1, k +
|k|−1∑
j=1
Ajn−1, k t
k+j
n+1t (3.9)
Ajn, k = (1− t
k
n+1t)A
j
n−1, k + t
−1
n+1A
j−1
n, k (1 ≤ j ≤ |k| − 1) (3.10)
for n ≥ 1, and Aj0, k = t
−j
1 (0 ≤ j ≤ |k| − 1). We also find that if k = −1, A
0
n,−1 = 1 for all n ≥ 0.
The following is a key lemma.
Lemma 3.22. Let n ≥ 0, k ∈ Z, j ∈ Z. Then the following equation holds:
n+1∑
i=0
(−1)iχn, ik+j si(t
k
1 , . . . , t
k
n+1) = 0,
where si(t
k
1 , . . . , t
k
n+1) are the i-th elementary symmetric polynomials in variables t
k
1, . . . , t
k
n+1.
Proof. • k < 0 : For any j ∈ Z, there exist integers α and j0 such that j = −kα + j0, and
0 ≤ j0 ≤ |k| − 1. From Lemma 3.20, we have∑
m∈Z
χn,−km+j0 t
m = Aj0n, k J(λn+1(k)).
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In addition, since λn+1(k)J(λn+1(k)) = 0,
λn+1(k)
∑
m∈Z
χn,−km+j0 t
m = 0.
Calculating the coefficient of tα in the left hand side, we find that
n+1∑
i=0
(−1)iχ, ik−kα+j0 si(t
k
1 , . . . , t
k
n+1) = 0.
Thus we obtain the required equation for k < 0.
• k = 0 : For any j ∈ Z, we have
n+1∑
i=0
(−1)iχn, j si(t
0
1, . . . , t
0
n+1) = χn, j
n+1∑
i=0
(−1)i
(
n+1
i
)
= χn, j(1− 1)
n+1 = 0.
• k > 0 : Let j ∈ Z. Since sα(t
k
1 , . . . , t
k
n+1) = t
k
1 . . . t
k
n+1sn+1−α(t
−k
1 , . . . , t
−k
n+1) for 0 ≤ α ≤
n+ 1,
n+1∑
α=0
(−1)αχn,αk+j sα(t
k
1 , . . . , t
k
n+1)
= tk1 . . . t
k
n+1
n+1∑
α=0
(−1)αχn,αk+j sn+1−α(t
−k
1 , . . . , t
−k
n+1)
= (−1)n+1tk1 . . . t
k
n+1
n+1∑
i=0
(−1)iχn, i(−k)+k(n+1)+j si(t
−k
1 , . . . , t
−k
n+1)
= 0.
The last equality follows from the case of k < 0.
Definition 3.23. For n ≥ 0, k ∈ Z, and 0 ≤ j ≤ max{0, |k| − 1}, we define the smooth functions
Bjn, k on T
n+1 × S1 as follows:
Bjn, k = B
j
n, k(t1, . . . , tn+1, t) :=
n∑
l=0
(
n+1−l∑
i=1
(−1)i+l+1χn, ik+j si+l(t
k
1, . . . , t
k
n+1)
)
tl,
where si+l(t
k
1, . . . , t
k
n+1) are the (i+l)-th elementary symmetric polynomials in variables t
k
1 , . . . , t
k
n+1.
Remark 3.24. From the above Lemma 3.22, Bjn, k can be expressed in another way as follows:
Bjn, k =
n∑
l=0
(
n+1−l∑
i=1
(−1)i+l+1χn, ik+j si+l(t
k
1 , . . . , t
k
n+1)
)
tl
=
n∑
l=0
(
l∑
α=0
(−1)αχn, (α−l)k+j sα(t
k
1 , . . . , t
k
n+1)
)
tl
22
Lemma 3.25. Let k ≤ −2 be fixed. For n ≥ 0, Bjn, k satisfy the following relations:
B0n, k = B
0
n−1, k +
|k|−1∑
j=1
Bjn−1, kt
k+j
n+1t, (3.11)
Bjn, k = (1− t
k
n+1t)B
j
n−1, k + t
−1
n+1B
j−1
n, k (1 ≤ j ≤ |k| − 1). (3.12)
Proof. By definition,
B0n−1, k +
|k|−1∑
j=1
Bjn−1, k t
k+j
n+1t =
n−1∑
l=0
(
n−l∑
i=1
(−1)i+l+1χn−1, ik+j si+l(t
k
1 , . . . , t
k
n)
)
tl
+
|k|−1∑
j=1
(
n−1∑
l=0
(
n−l∑
i=1
(−1)i+l+1χn−1, ik si+l(t
k
1 , . . . , t
k
n)
)
tl
)
tk+jn+1t.
(3.13)
From Lemma 3.22 and Corollary 3.10, the coefficient of t0 in the above equation is as follows:
n∑
i=1
(−1)i+1χn−1, ik si(t
k
1 , . . . , t
k
n) = χn−1, 0 = 1 = χn, 0 =
n+1∑
i=1
(−1)i+1χn, ik si(t
k
1 , . . . , t
k
n+1).
In addition, the coefficient of tn is
|k|−1∑
j=1
(−1)n−1χn−1, k+j sn(t
k
1 , . . . , t
k
n)t
k+j
n+1 = (−1)
n−1

|k|−1∑
j=1
χn−1, k+j t
j
n+1

 sn+1(tk1, . . . , tkn+1)
= (−1)nχn, ksn+1(t
k
1 , . . . , t
k
n+1).
Here we used (4) in Lemma 3.18. If n ≥ 2, the coefficients of tl (1 ≤ l ≤ n − 1) are calculated as
follows:
n−l∑
i=1
(−1)i+l+1χn−1, ik si+l(t
k
1 , . . . , t
k
n) +
|k|−1∑
j=1
n+1−l∑
i=1
(−1)i+lχn−1, ik si+l−1(t
k
1 , . . . , t
k
n)t
k+j
n+1
=
n−l∑
i=1
(−1)i+l+1χn−1, ik si+l(t
k
1 , . . . , t
k
n) +
n+1−l∑
i=1
(−1)i+l

|k|−1∑
j=1
χn−1, ik t
k+j
n+1

 si+l−1(tk1 , . . . , tkn).
(3.14)
Here from (2) in Lemma 3.18, we have
|k|−1∑
j=1
χn−1, ik t
k+j
n+1 = χn, (i−1)k − χn, ik t
k
n+1 − χn−1, (i−1)k.
Using this equation, (3.14) is deformed as follows:
n−l∑
i=1
(−1)i+l+1χn−1, ik si+l(t
k
1 , . . . , t
k
n) +
n+1−l∑
i=1
(−1)i+l

|k|−1∑
j=1
χn−1, ik t
k+j
n+1

 si+l−1(tk1 , . . . , tkn)
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= (−1)lsl(t
k
1 , . . . , t
k
n) +
n+1−l∑
i=1
(−1)i+lχn, (i−1)k si+l−1(t
k
1, . . . , t
k
n)
+
n+1−l∑
i=1
(−1)i+l+1χn, ik si+l−1(t
k
1 , . . . , t
k
n) t
k
n+1
=
n+1−l∑
i=1
(−1)i+l+1χn, ik
(
si+l(t
k
1 , . . . , t
k
n) + si+l−1(t
k
1 , . . . , t
k
n) t
k
n+1
)
=
n+1−l∑
i=1
(−1)i+l+1χn, ik si+l(t
k
1, . . . , t
k
n+1).
Therefore we have equation (3.11). Next by definition and (3.18) in (1) in Lemma 3.18,
Bjn, k =
n∑
l=0
(
n+1−l∑
i=1
(−1)i+l+1χn, ik+j si+l(t
k
1 , . . . , t
k
n+1)
)
tl
=
n∑
l=0
(
n+1−l∑
i=1
(−1)i+l+1χn−1, ik+j si+l(t
k
1 , . . . , t
k
n+1)
)
tl + t−1n+1B
j−1
n, k .
In order to prove the equation (3.12), it is sufficient to check the following:
n∑
l=0
(
n+1−l∑
i=1
(−1)i+l+1χn−1, ik+j si+l(t
k
1 , . . . , t
k
n+1)
)
tl = (1− tkn+1t)B
j
n−1, k. (3.15)
However this is very easy. Indeed, since
si+l(t
k
1 , . . . , t
k
n+1) = si+l(t
k
1 , . . . , t
k
n) + si+l−1(t
k
1, . . . , t
k
n) t
k
n+1,
the left hand side in (3.15) is equal to
n∑
l=0
(
n+1−l∑
i=1
(−1)i+l+1χn−1, ik+j si+l(t
k
1 , . . . , t
k
n)
)
tl
+ tkn+1
n∑
l=0
(
n+1−l∑
i=1
(−1)i+l+1χn−1, ik+j si+l−1(t
k
1 , . . . , t
k
n)
)
tl.
The first term is equal to Bjn−1, k because sn+1(t
k
1 , . . . , t
k
n) = 0. Moreover from Lemma 3.22, we
know that the coefficient of t0 in the second term in the above is 0. Thus by setting l − 1 = l˜, the
second term is equal to −tkn+1tB
j
n−1, k. Therefore we obtain the equation (3.12).
Proposition 3.26. For n ≥ 0, k < 0, and 0 ≤ j ≤ max{0, |k| − 1}, we have
Ajn, k = B
j
n, k ∈ D(T
n+1 × S1).
Proof. When k = −1, by definition and Corollary 3.10, B0n,−1 = 1 for n ≥ 0. Thus we have
A0n,−1 = B
0
n,−1. Let k ≤ −2. Since the both initial values A
j
0, k and B
j
0, k are equal to t
−j
1 for
0 ≤ j ≤ |k|−1, in addition both satisfy the same recurrence relations (see Remark 3.21 and Lemma
3.25), we have Ajn, k = B
j
n, k for n ≥ 0 and 0 ≤ j ≤ |k| − 1.
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Remark 3.27. We can prove this proposition without using Lemma 3.25 as follows. Since we know
that λn+1(k)J(λn+1(k)) = 1 (see Remark 3.17), multiplying the both sides in (1) in Lemma 3.20 by
λn+1(k), we obtain
Ajn, k = λn+1(k)
∑
m≥0
χn,−km+j t
m
=
(
n+1∑
α=0
(−1)αsα(t
k
1 , . . . , t
k
n+1)t
α
)∑
m≥0
χn,−km+j t
m
=
n∑
l=0
(
l∑
α=0
(−1)αχn, (α−l)k+j sα(t
k
1 , . . . , t
k
n+1)
)
tl
= Bjn, k.
Here, we used Lemma 3.22.
Proposition 3.28. For n ≥ 0, k ∈ Z, 0 ≤ j ≤ max{0, |k| − 1}, we have
(1)
∑
m≥0
χn,−km+j t
m = Bjn, kJ0 (λn+1(k)) , and
(2)
∑
m<0
χn,−km+j t
m = −Bjn, kJ∞ (λn+1(k)) .
In particular, the following equation holds:∑
m∈Z
χn,−km+j t
m = Bjn, k J (λn+1(k)) .
Proof. If k < 0, these immediately follow from Lemma 3.20 and Proposition 3.26. It is sufficient to
verify them for k ≥ 0. When k = 0, we can see them by the straightforward calculation. Since
B0n, 0 =
n∑
l=0
(
n+1−l∑
i=1
(−1)i+l+1χn, 0 si+l(t
0
1, . . . , t
0
n+1)
)
tl
=
n∑
l=0
(
n+1−l∑
i=1
(−1)i+l+1
(
n+1
i+l
))
tl
=
n∑
l=0
(
n
l
)
(−t)l
= (1− t)n,
we obtain
B0n, 0J0(λn+1(0)) = (1− t)
n
[
1
(1− t)n+1
]t=0
=
[
1
1− t
]t=0
=
∑
m≥0
tm
−B0n, 0J∞(λn+1(0)) = (1− t)
n
[
1
(1− t)n+1
]t=∞
=
[
1
1− t
]t=∞
=
∑
m<0
tm.
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Let k > 0, and set t = s−1, then from the case of k < 0,∑
m>0
χn,−km+j t
m =
∑
m>0
χn,−km+j s
−m =
∑
m˜<0
χn, km˜+j s
m˜
= −Bjn,−k(t1, . . . , tn+1, s)J∞(λn+1(−k))(t1, . . . , tn+1, s). (3.16)
Since [
1
1− az
]z=∞
= −a−1z−1
[
1
1− a−1z−1
]z−1=0
(a ∈ C \ {0}),
we obtain
J∞(λn+1(−k))(t1, . . . , tn+1, s) =
n+1∏
j=1
[
1
1− t−kj s
]s=∞
= (−1)n+1tk1 . . . t
k
n+1 s
−(n+1)
n+1∏
j=1
[
1
1− tkj s
−1
]s−1=0
= (−1)n+1tk1 . . . t
k
n+1 t
n+1J0(λn+1(k))(t1, . . . , tn+1, t). (3.17)
Moreover
−Bjn,−k(t1, . . . , tn+1, s) (−1)
n+1tk1 . . . t
k
n+1 t
n+1
= (−1)ntk1 . . . t
k
n+1
n∑
l=0
(
n+1−l∑
i=1
(−1)i+l+1χn,−ik+j si+l(t
−k
1 , . . . , t
−k
n+1)
)
sl
= (−1)ntk1 . . . t
k
n+1
n+1∑
i=1
(−1)i+1χn,−ik+j si(t
−k
1 , . . . , t
−k
n+1)
+ (−1)n
n∑
l=1
(
n+1−l∑
i=1
(−1)i+l+1χn,−ik+j sn+1−i−l(t
k
1, . . . , t
k
n+1)
)
tn+1−l
= χn, j
n∑
α=0
(−1)α sα(t
k
1, . . . , t
k
n+1) t
α − χn, jλn+1(k) +
n∑
α=1
(
α∑
i=1
(−1)i+αχn,−ik+j sα−i(t
k
1, . . . , t
k
n+1)
)
tα
= χn, j +
n∑
α=1
(
(−1)αχn, jsα(t
k
1 , . . . , t
k
n+1) +
α∑
i=1
(−1)i+αχn,−ik+j sα−i(t
k
1 , . . . , t
k
n+1)
)
tα − χn, jλn+1(k)
= χn, j +
n∑
α=1
(
α∑
i=0
(−1)i+αχn,−ik+j sα−i(t
k
1 , . . . , t
k
n+1)
)
tα − χn, jλn+1(k)
= χn, j +
n∑
α=1

 α∑
β=0
(−1)βχn, (β−α)k+j sβ(t
k
1 , . . . , t
k
n+1)

 tα − χn, jλn+1(k)
=
n∑
α=0

 α∑
β=0
(−1)βχn, (β−α)k+j sβ(t
k
1 , . . . , t
k
n+1)

 tα − χn, jλn+1(k)
= Bjn, k(t1, . . . , tn+1, t)− χn, jλn+1(k). (3.18)
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Thus from (3.16), (3.17) and (3.18), we have∑
m>0
χn,−km+j t
m = −Bjn,−k(t1, . . . , tn+1, s)J∞(λn+1(−k))(t1, . . . , tn+1, s)
= −Bjn,−k(t1, . . . , tn+1, s) (−1)
n+1tk1 . . . t
k
n+1 t
n+1 J0(λn+1(k))(t1, . . . , tn+1, t)
=
(
Bjn, k(t1, . . . , tn+1, t)− χn, jλn+1(k)
)
J0(λn+1(k))(t1, . . . , tn+1, t)
= Bjn, k(t1, . . . , tn+1, t)J0(λn+1(k))(t1, . . . , tn+1, t)− χn, j .
Similarly using the relation
[
1
1− az
]z=0
= −a−1z−1
[
1
1− a−1z−1
]z−1=∞
(a ∈ C \ {0})
and (3.18), we obtain the following:∑
m≤0
χn,−km+j t
m =
∑
m˜≥0
χn, km˜+j s
m˜
= Bjn,−k(t1, . . . , tn+1, s)J0(λn+1(−k))(t1, . . . , tn+1, s)
= Bjn,−k(t1, . . . , tn+1, s) (−1)
n+1tk1 . . . t
k
n+1 t
n+1 J∞(λn+1(k))(t1, . . . , tn+1, t)
=
(
−Bjn, k(t1, . . . , tn+1, t) + χn, jλn+1(k)
)
J∞(λn+1(k))(t1, . . . , tn+1, t)
= −Bjn, k(t1, . . . , tn+1, t)J∞(λn+1(k))(t1, . . . , tn+1, t) + χn, j.
Thus we get the required equations.
Our main theorem immediately follows from the above proposition.
Proof of Theorem 1.1. Let n ≥ 1, k ∈ Z. Then, from (3.5) and Proposition 3.28, we verify the
following:
indTn+1×S1 (p
∗
k[Dn]) =
∑
m∈Z
χn,−km t
m
=
(
n∑
l=0
(
n+1−l∑
i=1
(−1)i+l+1χn, ik si+l(t
k
1, . . . , t
k
n+1)
)
tl
)
J(λn+1(k))
=
(
n∑
l=0
(
l∑
α=0
(−1)αχn, (α−l)k sα(t
k
1 , . . . , t
k
n+1)
)
tl
)
J(λn+1(k)).
The last equality follows from Remark 3.24.
4 Application
In this section, let us give an application of our main theorem. Firstly, recall Lefschetz formula (see
[4] for details):
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Theorem 4.1 (Lefschetz formula for group actions). Let M be a compact manifold on which a
compact Lie group G acts smoothly. For a G-invariant elliptic operator A : Γ(M, E+)→ Γ(M, E−),
the following equation holds
indG ([σ(A)]) (g) =
∑
p∈Mg
χ (E+|p) (g) − χ (E
−|p) (g)
det
(
1− g|TpM
) ∈ C
for g ∈ G such that the fixed point set Mg := {x ∈M | g · x = x} is finite.
In particular, if we consider the Dolbeault complex, the above formula can be deformed as
follows: Let M be a compact complex manifold provided with a holomorphic action of a compact
Lie group G and E+ :=
⊕
q:even
∧q
T ∗
C
M , E− :=
⊕
q:odd
∧q
T ∗
C
M be two G-equivariant vector bundles
over M , where T ∗
C
M is the holomorphic cotangent bundle ofM . We assume that the Dirac operator
D := ∂¯+∂¯∗ associated with the Dolbeault operator onM isG-invariant. In addition, let [E0]−[E1] ∈
KG(M). Then since we have that
χ
(
E+|p ⊗ E
i|p
)
(g)− χ
(
E−|p ⊗ E
i|p
)
(g) = χ
(
Ei|p
)
(g) detC(1− g|T ∗
C
M |p
)
and
detR(1− g|TM |p) = detC(1− g|TCM |p)detC(1− g|TCM |p)
for each fixed point p ∈Mg, it follows from Lefschetz formula that
indG
(
[D]⊗
(
[E0]− [E1]
))
(g) = indG
(
[D]⊗ [E0]
)
(g) − indG
(
[D]⊗ [E1]
)
(g)
=
∑
p∈Mg
χ
(
E0|p
)
(g) − χ
(
E1|p
)
(g)
detC(1− g|TCM |p)
for g ∈ G such that Mg is finite.
As a special case, we consider CPn on which T n+1 acts canonically (as in the previous sections)
and the Dirac operator Dn associated with the Dolbeault operator. Then we have the following:
For (t1, . . . , tn+1) ∈ T
n+1 such that ti 6= tj(i 6= j),
indTn+1
(
[Dn]⊗
(
[E0]− [E1]
))
(t1, . . . , tn+1) =
n+1∑
i=1
χ(E0|pi)− χ(E
1|pi)∏
j 6=i
(
1− t−1j ti
) ∈ C (4.1)
for any T n+1-equivariant complex vector bundles Ei(i = 0, 1) over CPn, where pi’s are the fixed
points [0 : · · · : 1 : · · · : 0] ∈ CPn(1 ≤ i ≤ n+ 1).
We derive the above equation (4.1) by using our main theorem. In this section, we regard the
transversal index of an element in KTn+1×S1(T
∗
S1
S(O(k))) as a continuous linear map D(S1) →
D(T n+1) (see Remark 2.5). Analogously, J0(λn+1(k)), J∞(λn+1(k)) and J(λn+1(k)) are regarded
as linear maps D(S1)→ D(T n+1) (see Remark 3.17).
We denote by HomC
0 (
D(S1), D(T n+1)
)
the space of continuous linear maps D(S1)→ D(T n+1).
We define an action of the representation ring R(T n+1×S1) on HomC
0 (
D(S1), D(T n+1)
)
as follows:
((fg) Φ) (ϕ) := fΦ (gϕ) (ϕ ∈ D(S1))
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for f ∈ R(T n+1), g ∈ R(S1) and Φ ∈ HomC
0 (
D(S1), D(T n+1)
)
. Then it turns out that
indTn+1×S1 : KTn+1×S1(T
∗
S1S(O(k))) → Hom
C0
(
D(S1), D(T n+1)
)
is an R(T n+1 × S1)-module homomorphism (see Remark 2.2 and 2.5).
Lemma 4.2. For any analytic function ϕ on S1,
J(λn+1(k))(ϕ) = −
∑
t=ξ∈S1
Res
(
ϕ(t)
λn+1(k)
1
t
; ξ
)
∈ D(T n+1).
Additionally, for any f = f(t1, . . . , tn+1, t) ∈ R(T
n+1 × S1),
(fJ(λn+1(k))) (ϕ) = −
∑
t=ξ∈S1
Res
(
f(t1, . . . , tn+1, t)ϕ(t)
λn+1(k)
1
t
; ξ
)
∈ D(T n+1),
where Res(φ ; ξ) is the residue of φ at ξ.
Proof. By definition, J(λn+1(k)) = J0(λn+1(k))− J∞(λn+1(k)) and J0(λn+1(k)) , J∞(λn+1(k)) are
the Laurent expansions of 1
λn+1(k)
at t = 0 and t = ∞, so these can be written by the following
forms:
J0(λn+1(k)) =
∑
m∈Z
c0mt
m, c0m :=
1
2πi
∫
Γ1−ǫ
t−m
λn+1(k)
dt
t
,
J∞(λn+1(k)) =
∑
m∈Z
c∞m t
m, c∞m :=
1
2πi
∫
Γ1+ǫ
t−m
λn+1(k)
dt
t
,
where 0 < ǫ < 1 and Γr is the circle centered at the origin with radius r > 0. Since ϕ is analytic, if
we write ϕ =
∑
m∈Z
ϕmt
m using the Fourier expansion, then
J(λn+1(k))(ϕ) =
∑
m∈Z
(
c0−m − c
∞
−m
)
ϕm
=
∑
m∈Z
1
2πi
∫
Γ1−ǫ−Γ1+ǫ
ϕmt
m
λn+1(k)
dt
t
=
1
2πi
∫
Γ1−ǫ−Γ1+ǫ
ϕ(t)
λn+1(k)
dt
t
= −
∑
t=ξ∈S1
Res
(
ϕ(t)
λn+1(k)
1
t
; ξ
)
.
Moreover any element in R(T n+1 × S1) can be written in the form f =
∑
l∈Z
alt
l (al ∈ R(T
n+1)),
where al = 0 for all but finitely many l ∈ Z. Then by definition and the above computation, we
have
(fJ(λn+1(k))) (ϕ) =
∑
l∈Z
al J(λn+1(k))(t
lϕ)
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= −
∑
l∈Z
al
∑
t=ξ∈S1
Res
(
tlϕ(t)
λn+1(k)
1
t
; ξ
)
= −
∑
t=ξ∈S1
Res
((∑
l alt
l
)
ϕ(t)
λn+1(k)
1
t
; ξ
)
.
From now on, we set k = −1. We simply denote by p the projection p−1 : S(O(−1)) → CP
n.
Note that since O(−1) is a subbundle of CPn × Cn+1, the projection CPn × Cn+1 → Cn+1 induces
the natural T n+1 × S1-equivariant isomorphism S(O(−1))
∼=
−→ S2n+1 as follows:
([z1 : · · · : zn+1], (v1, . . . , vn+1)) 7→ (v1, . . . , vn+1) .
Recall that the action of T n+1 × S1 on S(O(−1)) ∼= S2n+1 ⊂ Cn+1 is given by
(z1, . . . , zn+1) 7→ (u1u
−1z1, . . . , un+1u
−1zn+1)
for (z1, . . . , zn+1) ∈ S
2n+1 and (u1, . . . , un+1, u) ∈ T
n+1 × S1.
Next we compute K-groups. See [3], [12].
Lemma 4.3. There exist the following ring isomorphisms:
(1) p∗ : KTn+1(CP
n)
∼=
−→ KTn+1×S1(S(O(−1))) and
(2) β0 : R(T
n+1 × S1)/(λn+1(−1))
∼=
−→ KTn+1×S1(S(O(−1))),
where (λn+1(−1)) is an ideal of R(T
n+1 × S1) generated by λn+1(−1).
Proof. Since the action of S1 on S(O(−1)) is free, there exists the above isomorphism. More
precisely, the pull-back of p induces the above ring homomorphism and its inverse map is given by
taking the quotient by the action of S1.
Let us regard V := Cn+1 a representation space of T n+1×S1 on which the action is the natural
extension of one on S2n+1 = S(O(−1)), and B2n+2 be the closed unit ball of V . We consider the
following exact sequence for the pair (B2n+2, S2n+1):
K0
Tn+1×S1(B
2n+2, S2n+1) −−−−→ K0
Tn+1×S1(B
2n+2)
β˜0
−−−−→ K0
Tn+1×S1(S
2n+1)x y
K1
Tn+1×S1(S
2n+1) ←−−−− K1
Tn+1×S1(B
2n+2) ←−−−− K1
Tn+1×S1(B
2n+2, S2n+1)
Here, since B2n+2 is T n+1-equivariant contractible, we have that
K0Tn+1×S1(B
2n+2) ∼= K0Tn+1×S1(pt)
∼= R(T n+1 × S1).
In addition, using Thom isomorphim, we obtain the followings
K1Tn+1×S1(B
2n+2, S2n+1) ∼= K1Tn+1×S1(V )
∼= K1Tn+1×S1(pt)
∼= 0,
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K0Tn+1×S1(B
2n+2, S2n+1) ∼= K0Tn+1×S1(V )
∼= K0Tn+1×S1(pt) · λV
∼= R(T n+1 × S1)λV ,
where λV ∈ K
0
Tn+1×S1(V ) is the Thom class of V → pt. Then, since the ristriction of λV to pt is
n+1∑
i=0
(−1)i
[∧i
V ∗
]
∈ KTn+1(pt), its character is equal to λn+1(−1). Thus β˜0 induces the required
ring isomorphism β0.
Remark 4.4. (1) It immediately follows from this Lemma that λn+1(−1)·KTn+1×S1 (S(O(−1))) =
0. Moreover since KTn+1×S1(T
∗
S1
S(O(−1))) is a module over KTn+1×S1 (S(O(−1))), we have
λn+1(−1) ·KTn+1×S1(T
∗
S1
S(O(−1))) = 0. Then it turns out that the map
indTn+1×S1 : KTn+1×S1(T
∗
S1S(O(−1)))→ N
is a R(T n+1 × S1)/(λn+1(−1))-module homomorphism, where N is the image of indTn+1×S1.
(2) We denote by β the isomorphism given by the composition
β := β0 ◦ (p
∗)−1 : R(T n+1 × S1)/(λn+1(−1))
∼=
−→ KTn+1(CP
n)
and also denote by α the inverse map of β:
α := β−1 : KTn+1(CP
n)
∼=
−→ R(T n+1 × S1)/(λn+1(−1)).
From the above proof, we can describe the isomorphism β explicitly as follows: For [V 0] −
[V 1] mod λn+1(−1),
β
(
[V 0]− [V 1] mod λn+1(−1)
)
=
[
S2n+1 ×
S1
V 0
]
−
[
S2n+1 ×
S1
V 1
]
∈ KTn+1(CP
n),
where S2n+1 ×
S1
V j :=
(
S2n+1 × V j
)
/ ∼ and the equivalent relation is given by
(v, ξ) ∼ (u−1v, u · ξ) for some u ∈ S1.
Let 1 ≤ i ≤ n+ 1. If we denote by ιpi : {pi} = {[0 : · · · : 1 : · · · : 0]} →֒ CP
n the inclusion map,
then the following map
KTn+1(CP
n)
ι∗pi−−→ KTn+1(pi) = R(T
n+1)
χ
−−−−−−→
character
D(T n+1)
is given by [E0]− [E1] 7→ χ(E0|pi)− χ(E
1|pi).
On the other hand, since we identify R(T n+1× S1) and R(T n+1) with Z
[
t±1 , . . . , t
±
n+1, t
±
]
and
Z
[
t±1 , . . . , t
±
n+1
]
respectively, the substitution t = ti induces the ring homomorphism
· |t=ti : R(T
n+1 × S1)→ R(T n+1).
In addition, this lifts to the ring homomorphism
µi : R(T
n+1 × S1)/(λn+1(−1))→ R(T
n+1)
because λn+1(−1)|t=ti = 0. µi is also denoted by · |t=ti .
Then we can identify ι∗pi with µi via the above ring isomorphism α, that is,
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Lemma 4.5. There exists a commutative diagram of rings:
KTn+1(CP
n)
α
−−−−→
∼=
R(T n+1 × S1)/(λn+1(−1))yι∗pi y·|t=ti
KTn+1(pi) R(T
n+1)
In other words, for any [E0]− [E1] ∈ KTn+1(CP
n), the following equation holds:
χ(E0|pi)− χ(E
1|pi) = α([E
0])|t=ti − α([E
1])|t=ti
in R(T n+1) ∼= Z
[
t±11 , . . . , t
±1
n+1
]
for 1 ≤ i ≤ n+ 1.
Proof. If we write
α([E0]− [E1]) = [V 0]− [V 1] mod λn+1(−1) (4.2)
for some finite dimensional representation spaces V 0, V 1 of T n+1×S1, by the definition of µi = ·|t=ti ,
we have
α([E0])|t=ti − α([E
1])|t=ti = χ(V
0)|t=ti − χ(V
1)|t=ti .
Thus it is sufficient to verify the following:
χ
(
E0|pi
)
− χ
(
E1|pi
)
= χ(V 0)|t=ti − χ(V
1)|t=ti . (4.3)
From (4.2),
[E0]− [E1] = β
(
[V 0]− [V 1] mod λn+1(−1)
)
=
[
S2n+1 ×
S1
V 0
]
−
[
S2n+1 ×
S1
V 1
]
in KTn+1(CP
n). Let V j =
⊕
l∈Z
W jl ⊗ t
l (j = 1, 2), where W jl are finite dimensional representation
spaces of T n+1. As V j are finite, W jl = 0 for all but finitely many l ∈ Z. Then S
2n+1 ×
S1
V j can be
written in the following form:
S2n+1 ×
S1
V j ∼=
⊕
l
Wjl ⊗ L(l),
where Wjl are trivial vector bundles over CP
n whose fibers are W jl , and L(l) are complex line
bundles defined by S2n+1 ×
S1
tl. Note that since the actions of S1 on S2n+1 × tl are given by
S1 ∋ a : (v, ξ) 7→ (a−1v, alξ) (v, ξ) ∈ S2n+1 × tl,
each L(l) is isomorphic with O(l) as line bundles. However the actions of T n+1 on fibers over fixed
points pi are different from each other. Indeed, if we use the following local trivializations of L(l):(
S2n+1 × tl
)∣∣∣
Ui
∋ [v, ξ] 7−→
(
[v],
(
vi
|vi|
)l
ξ
)
∈ Ui × C,
where each Ui is an open set of CP
n used in the proof of Lemma 3.13 and v = (v1, . . . vn+1) ∈ S
2n+1,
we obtain that χ(L(l)|pi) = t
l
i (incidentally, χ(O(l)|pi) = t
−l
i ). Therefore we have (4.3) as follows:
χ
(
E0|pi
)
− χ
(
E1|pi
)
= χ
((
S2n+1 ×
S1
V 0
)∣∣∣∣
pi
)
− χ
((
S2n+1 ×
S1
V 1
)∣∣∣∣
pi
)
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= χ

(⊕
l
W0l ⊗ L(l)
)∣∣∣∣∣
pi

− χ

(⊕
l
W1l ⊗ L(l)
)∣∣∣∣∣
pi


=
∑
l
χ(W 0l )t
l
i −
∑
l
χ(W 1l )t
l
i
= χ(V 0)|t=ti − χ(V
1)|t=ti
for 1 ≤ i ≤ n+ 1.
Finally, we prove Corollary 1.2.
Proof of Corollary 1.2. From Lemma 4.3 and Remark 4.4 (1), for any η = [E0]−[E1] ∈ KTn+1(CP
n),
we have
indTn+1×S1 (p
∗[Dn]⊗ p
∗η) = α (η) indTn+1×S1 (p
∗[Dn]) (4.4)
as linear maps D(S1) → D(T n+1). Moreover if we denote by [Dηn] the class of [Dn] ⊗ η in
KTn+1(T
∗
CP
n), then p∗[Dn]⊗ p
∗η = p∗[Dηn]. Thus from Corollary 2.4, we obtain that
indTn+1×S1 (p
∗[Dηn]) =
∑
m∈Z
indTn+1
(
[Dηn]⊗ t
−m
)
tm
and from Theorem 1.1, we obtain that
indTn+1×S1 (p
∗[Dn]) = J(λn+1(−1)).
Thus substituting the constant function 1 on S1 for (4.4) and using Lemma 4.2, we have
indTn+1 ([Dn]⊗ η) = −
∑
t=ξ∈S1
Res
(
α(η)
λn+1(−1)
1
t
; ξ
)
.
If ti 6= tj for i 6= j, the residues in the above are computable explicitly. Indeed, since λn+1(−1) =
n+1∏
j=1
(1 − t−1j t) and α(η) is a Laurent polynomial in variables t1, . . . , tn+1 and t, we conclude that
α(η)
λn+1(−1)
1
t
does not have poles anywhere except at t = ti(i = 1, . . . , n + 1) and the orders at these
points are at most 1. Then using Lemma 4.5, we have
−Res
(
α([E0])− α([E1])
λn+1(−1)
1
t
; ti
)
=
χ(E0|pi)− χ(E
1|pi)∏
j 6=i
(
1− t−1j ti
)
for i = 1, . . . , n+ 1.
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