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RESUMO
A popularidade dos dispositivos móveis, imensamente populares e equipados com
sistemas de posicionamento global e conectividade com a Internet, propulsionaram o
uso de serviços baseados em localização. Estes serviços promovem uma interação
personalizada  com o  ambiente,  com isso  as  pessoas  podem encontrar  a  exata
localização  em  um  mapa,  descobrir  a  melhor  rota  entre  dois  pontos,  buscar  e
oferecer serviços e produtos próximos. Entretanto, os ambientes  indoor ainda não
possuem uma solução padrão para localização estabelecida, devido `as dificuldades
de  inferir  o  posicionamento  no  interior  das  construções.  Alternativas  utilizando
técnicas de posicionamento visual, empregando a câmera do dispositivo, vêm sendo
concebidas.  Este  trabalho  analisou  o  uso  da  câmera  de  um  smartphone como
sensor de movimento em ambientes indoor, através da odometria visual. Além disso
foram empregadas técnicas CBIR para reconhecimento da localização a partir de
imagens.  Um  aplicativo  para  Android  foi  criado  baseado  no  modelo  de
desenvolvimento híbrido. Os resultados dos testes relacionados a odometria visual
mostraram  que  a  técnica  é  capaz  de  captar  o  movimento  do  agente,  porém o
experimento não foi capaz de reproduzi-la com a precisão adequada. Contudo, foi
possível verificar o desempenho do WebAssembly no processamento de imagens,
desenvolvendo um algoritmo com a biblioteca OpenCV, portando o código C++ para
web.
Palavras-chave: sistemas baseados em localização. Wayfinding. desenvolvimento híbrido. odometria
visual. WebAssembly. CBIR
ABSTRACT
Mobile devices,  largely popular and  equipped with global positioning systems and
Internet  connectivity,  have  boosted  the  location-based  services  usage.  These
services promote a personalized interaction with the environment, thus people can
find the exact location on a map, find the best route between two points, search for
and offer services and products nearby. However, indoor environments don’t have an
established standard solution yet, due to the difficulties of inferring the positioning
inside the buildings. Alternatives using visual positioning techniques, employing the
device's camera, have been designed. This work analyzed the use of a smartphone
camera  as  a  motion  sensor  in  indoor  environments  through  visual  odometry.  In
addition,  CBIR techniques  were  used  to  recognize  the  location  from images.  An
Android app was created based on the hybrid development model. The tests results
related  to  visual  odometry  showed  that  the  technique  was  able  to  capture  the
movement of the agent, but it was not able to reproduce it with the proper precision.
However,  it  was  possible  to  verify  the  WebAssembly  performance  in  image
processing, developing an algorithm with the OpenCV library, porting the code C ++
to the web.
Keywords: location-based systems. Wayfinding. hybrid development. visual odometry. WebAssembly.
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1 INTRODUÇÃO
Conforme  Werner  (2014)  os  desafios  inerentes  ao  posicionamento  e
navegação sempre estiveram presentes na vida da sociedade. Atualmente, com a
utilização de sistemas globais de navegação, com auxílio de satélites, a navegação
em ambientes externos, se tornou algo comum. Dispositivos móveis equipados com
GPS  (Global  Position  System)  impulsionaram  o  uso  de  serviços  baseados  em
localização no mundo inteiro.
Segundo Springer (2012), a navegação e localização  indoor,  no interior de
construções, com auxílio de dispositivos móveis, é um tema com bastante evidência
no mundo da computação. Uma vez que as pessoas passam a maior parte do seu
tempo em ambientes fechados, faz grande sentido a utilização de mecanismos que
facilitem, agilizem a locomoção e enriqueçam a experiência do usuário dentro destes
ambientes (SUDHAKARAN, 2014).
Lugares públicos como shoppings, hospitais e universidades podem fornecer
uma maneira fácil para que os seus frequentadores encontrem direções para lojas,
banheiros, salas de aula, localização de pessoas, monitoramento e rastreamento da
movimentação. Uma das grandes dificuldades encontradas em áreas fechadas é a
falta  de  um  sistema  de  posicionamento  global,  diferentemente  dos  ambientes
abertos, que podem fazer uso de sistemas como o GPS (WERNER, 2014).
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De acordo  com  Springer  (2012),  técnicas  vêm  sendo  desenvolvidas  para
ambientes internos com objetivo de fornecer o posicionamento similar ao GPS. É
possível  destacar  atualmente  as  tecnologias  wireless,  que  utilizam  Wi-Fi
fingerprinting,  Bluetooth ou RFID (Radio-Frequency IDentification),  para estimar a
posição baseando-se na triangulação e proximidade do sinal (MAUTZ, 2012). Hu
(2015) mostra que um grande número de pesquisas baseiam-se na utilização de
marcos  visuais,  que  são  extraídos  das  imagens,  e  possibilitam  o  seu
reconhecimento.  A implementação  consiste  em capturar  imagens  do  ambiente  e
comparar com imagens previamente registradas, que contenham as coordenadas de
referência (HU, 2015). 
Szelinski (2011) cita que a computação visual é a área que busca descrever o
mundo  com  base  em  imagens  e  reconstruir  as  suas  propriedades  de  forma,
iluminação e cor.  Algumas de suas aplicações são o reconhecimento de lugares
baseado em imagem e a detecção de movimentos. A utilização da câmera como
sensor de movimentação é o principal tema da odometria visual. Comumente usada
na área da robótica, a odometria visual tenta traçar a posição e trajetória de um
agente, analisando as imagens obtidas de câmeras (SIEGWART; NOURBAKHSH;
SCARAMUZZA, 2011).
Técnicas de busca,  em que a imagem possa ser pesquisada diretamente,
utilizando  as  informações  presentes  nela  mesmo  ao  invés  de  suas  descrições
textuais,  vêm ganhando espaço. Neste campo vem se destacando o conceito de
CBIR (Content-Based Image Retrieval), envolvendo as tecnologias que auxiliam a
organização  das  imagens  digitais,  baseadas  no  seu  conteúdo  visual  (BHARTI;
WADHWA, 2013).
O desenvolvimento de aplicativos para dispositivos móveis, empregando um
modelo  híbrido,  surgiu  para  facilitar  a  construção  e  manutenção  de  aplicativos
mobile multiplataforma (LOPES, 2016). Com o atual poder de processamento dos
dispositivos móveis, a possibilidade de executar algoritmos de visão computacional,
no lado do cliente, tornou-se viável. Muitas aplicações complexas podem agora ser
realizadas  no  navegador  de  Internet,  sem  a  necessidade  de  instalações  extras
(AKHMADEEV,  2015).  Recentemente  os  representantes  dos quatro  navegadores
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mais populares (Chrome, Microsoft Edge, Firefox e WebKit/Safari), entraram em um
consenso sobre o WebAssembly. Esta nova tecnologia, que já está presente nos
navegadores, deve permitir a execução de aplicações na web com o desempenho
similar às aplicações nativas (CLARK, 2017a).
O trabalho apresentou uma proposta prática para o problema da navegação
indoor, na tentativa de oferecer aos frequentadores dos espaços internos, uma forma
inteligente de  wayfinding.  Um aplicativo para  smarphones Android foi desenvolvido
através do modelo híbrido, utilizando somente a câmera como sensor de movimento.
Com  isto  foi  possível  fazer  uma  análise  sobre  a  efetividade  do  algoritmo  de
odometria  visual  e  demonstrar  uma  aplicação  prática  das  técnicas  CBIR.  Foi
possível também verificar o desempenho do WebAssembly, para processamento de
imagens, explorando a eficiência desta nova tecnologia,  portando o código escrito
em C++ para web.
1.1 Objetivo geral
O  presente  trabalho  teve  como  objetivo  geral  desenvolver  uma  solução
computacional que auxilie no processo de localização em ambientes internos, com
base na aquisição de imagem da câmera de um smartphone. Com isto foi possível
fazer uma análise sobre a efetividade do algoritmo de odometria visual, empregando
a homografia, bem como demonstrar uma aplicação prática das técnicas CBIR. Além
disso, foi possível explorar o desenvolvimento e o desempenho do WebAssembly,
para processamento de imagens, portando o código escrito em C++ para web.
1.2 Objetivos Específicos
Como objetivos específicos do trabalho podem ser citados:
a) Pesquisar  bibliografias  que  abordem  os  assuntos  relacionados  ao
desenvolvimento da aplicação proposta;
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b) Identificar, desenvolver e aplicar as teorias relacionadas a odometria visual
monocular;
c) Analisar  o  desempenho  do  WebAssembly  e  portar  o  algoritmo  de
processamento  de  imagens,  escrito  em  C++,  empregando  a  biblioteca
OpenCV, para web;
d) Explorar as funcionalidades dos sistemas CBIR;
e) Criar a arquitetura do aplicativo, projetar a usabilidade e as funcionalidades
necessárias, seguindo o modelo de desenvolvimento mobile híbrido;
1.3 Motivação
Atualmente os espaços indoor não possuem uma solução de posicionamento
estabelecida, nestes ambientes não é possível contar com sinal GPS. Este trabalho
tem como motivação principal propor um sistema de localização indoor, empregando
uma  tecnologia  de  posicionamento  que  não  precise  de  investimento  para
implantação. Outro ponto de interesse é a comprovação de que a odometria visual
pode ser implementada em um dispositivo móvel, utilizando WebAssembly, portando
as funcionalidades da biblioteca OpenCV (OPENCV, 2017a) para web.
1.4 Estrutura do Trabalho
O primeiro capítulo faz uma introdução sobre o trabalho em linhas gerais,
demonstrando  a  importância  dos  assuntos  envolvidos  no  campo  da  localização
indoor.  São  apresentados  os  objetivos  do  trabalho,  justificativa  e  a  estrutura  do
estudo.  O  segundo  capítulo  compõe-se  de  um  estudo  bibliográfico,  onde  os
assuntos  teóricos  são revisados,  a  fim de situar  e  esclarecer  o  leitor  quanto  as
matérias que nortearão o trabalho. Pretende-se explicar de forma clara os aspectos
relacionados  aos  sistemas  de  localização,  posicionamento,  wayfinding,  visão
computacional e odometria visual. Além disso, o segundo capítulo apresenta alguns
conceitos relacionados as tecnologias empregadas no trabalho, como os sistemas
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de localização baseada em imagem, construção de aplicativos híbridos e o novo
formato WebAssembly. 
O capítulo três busca elencar os trabalhos relacionados a localização visual
indoor, utilizando dispositivos móveis. No capítulo quatro são abordas a metodologia
e o funcionamento do experimento, delimitando o cenário de testes e as atividades
realizadas. O quinto capítulo detalha e discute os resultados obtidos. Finalizando, no
capítulo seis, são apresentadas as conclusões e considerações finais, juntamente às
propostas para trabalhos futuros.
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2 REFERENCIAL TEÓRICO
Nesse capítulo, pretende-se realizar uma revisão da literatura, dos assuntos
que oferecem suporte ao desenvolvimento do experimento proposto. Primeiramente
serão  tratados  os  aspectos  relevantes  aos  sistemas  de  localização,  com
apresentação dos sistemas de posicionamento utilizados atualmente em ambientes
indoor. Posteriormente serão introduzidos os conceitos e aplicações relacionados a
computação visual e odometria visual,  com o objetivo de demonstrar as técnicas
aplicadas  a  estimativa  de  trajetória,  empregando  a  câmera  como  sensor  de
movimento. Na parte final serão apresentados o modelo de desenvolvimento mobile
híbrido e as bibliotecas JavaScript utilizadas para computação visual no ambiente
web, além de embasar o leitor a respeito do novo formato WebAssembly.
2.1 Sistemas baseados em localização
Um LBS (Location-Based System), é um sistema que provê funcionalidades
específicas,  baseado  na  localização  da  entidade  portadora  do  dispositivo  móvel
(WERNER,  2014).  Exemplos  deste  tipo  de  aplicação  incluem  serviços  de
emergência, sistemas de navegação, sistemas colaborativos, guia de turismo e rede
social (SCHILLER; VOISARD, 2004). 
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Um dos fatores que impulsionaram o desenvolvimento de aplicações LBS foi
o  aumento  na venda  de  smartphones,  onde  em 2010 o  número  de  dispositivos
móveis vendidos já ultrapassava o de desktops (EXAME, 2010). Em maio de 2016 o
número  de  smartphones em  uso  no  Brasil  chegava  a  casa  dos  168  milhões,
conforme  a  27º  Pesquisa  Anual  de  Administração  e  Uso  da  Tecnologia  da
Informação nas Empresas, realizada pela fundação Getúlio Vargas de São Paulo
(FOLHA, 2016).
A junção destes fatos cria a oportunidade para desenvolvimento e adoção dos
sistemas baseados em localização, que fazem uso de dispositivos móveis, redes de
comunicação  wireless e sistemas de posicionamento, para entregar e gerar valor
para os usuários. A possibilidade de criar uma interação personalizada vem atraindo
a atenção do mercado. Atualmente, companhias como Google e Facebook utilizam
dados de localização para recomendação de produtos, serviços e eventos, com o
objetivo de melhorar a experiência do usuário e propiciar maior interação nas redes
sociais (FACEBOOK, 2015). 
Com auxílio dos sistemas baseados em localização é possível encontrar a
exata localização em um mapa, descobrir a melhor rota entre dois pontos, buscar e
oferecer  serviços e produtos  próximos.  Comumente estes tipos de sistemas são
empregados  em  ambientes  outdoor,  e  utilizam  para  isso  serviços  como
OpenStreetMaps  (OPENSTREETMAP,  2017)  e  Google  Maps  (GOOGLE,  2017),
entre  outros,  para  disponibilizar  o  mapeamento.  O posicionamento  é geralmente
obtido com uso de GPS ou triangulação Wi-Fi (SPRINGER, 2012). 
Os  sistemas  de  localização  vêm sendo  utilizados  desde  a  década  de  70,
quando  o  departamento  de  defesa  dos  Estados  Unidos  passou  a  utilizar  sua
infraestrutura de satélites global para encontrar a posição de pessoas e objetos. Em
1980  o  governo  americano  decidiu  liberar  para  fins  não  militares.  Somente  na
década de 90, com o advento das redes móveis, houve um grande salto no uso dos
serviços de localização (SCHILLER; VOISARD, 2004). 
Analogamente,  há  a  existência  dos  ambientes  indoor,  no  interior  das
construções. Shoppings, hospitais, museus e prédios públicos necessitam de uma
forma  para  informar  as  direções  aos  usuários,  mostrar  o  caminho  que  leva  a
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determinada sala, encontrar banheiros e escadas, lojas ou obras de arte. Projetos
para resolver estas questões vêm sendo desenvolvidos, testados e implementados.
A maior diferença entre os sistemas  indoor e  outdoor são as dificuldades técnicas
apresentadas no âmbito  indoor. Não existe no momento uma solução padrão para
disponibilização dos serviços de mapeamento,  posicionamento e localização, nos
mesmos moldes com que acontece no meio outdoor (SPRINGER, 2012).
Grandes  empresas  têm  mostrado  interesse  crescente  no  mercado  de
navegação indoor. Em 2014 a Apple adquiriu a empresa WIFISlam, especialista em
navegação  indoor, por aproximadamente U$$ 20 milhões. Outro investimento foi a
empresa PrimeSense 3D, por  um valor  informado de U$$ 360 milhões.  Hoje as
novas aplicações baseadas em localização estão limitadas apenas pela criatividade
dos  desenvolvedores,  empresas  vêm  investindo  constantemente  no  setor,  a
empresa de pesquisa ABI Reserach estima que o mercado de mapeamento indoor
valerá cerca de US$ 4 bilhões até 2018 (SUDHAKARAN, 2014).
De acordo com Werner (2014, p.5): 
os  serviços  de  localização  envolvem  três  aspectos  básicos:  a
habilidade de inferir  a  localização,  a  habilidade de comunicar  a
informação e a habilidade de utilizar a informação com objetivo de
prover o serviço.
Com o  objetivo  de  delimitar  e  entender  as  tarefas  dentro  de  um LBS,  é
comum a divisão entre as seguintes características (WERNER, 2014):
a) Terminal: dispositivo móvel capaz de se movimentar no ambiente
b) Localizador:  sistema que habilita  a  inferência da localização do dispositivo
móvel;
c) Provedor  de  serviço:  serviço  que  manipula  e  explora  as  informações  de
localização coletadas e gera valor adicional;
d) Usuário do serviço: usuário utilizador do serviço;
É possível também fazer uma classificação quanto ao modo de operação. No
modelo  orientado  a  pessoa,  as  aplicações  são  voltadas  ao  usuário,  onde  a
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localização é utilizada de acordo com as suas necessidades, um exemplo é a busca
por  amigos  próximos.  Já  no  modelo  orientado  ao  dispositivo,  normalmente  os
usuários não controlam o serviço nem o dispositivo, pode-se citar como exemplo o
rastreamento de carros (SCHILLER; VOISARD, 2004).
BUCZKOWSKI  (2012),  ASHWINI  e  USHA (2014)  compartilham  uma  ideia
semelhante  quanto  aos  componentes  da  infraestrutura,  necessários  a
disponibilização um serviço LBS. A Figura 1 expõem visualmente os componentes
do sistema.
Figura 1 - Componentes de uma arquitetura LBS
Fonte: Adaptado de (BUCZKOWSKI, 2012)
1)  Sistema  de  posicionamento:  sistema  que  permite  a  localização  tanto
outdoor como indoor. Satélite, rastreio celular, RFID, Bluetooth e redes Wi-Fi;
2) Rede de Comunicação: utilizada para transmitir dados entre dispositivos e
o servidor;
3) Serviço de aplicação: responsável por analisar os dados de localização e
retornar informações úteis aos usuários;
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4)  Provedor  de  conteúdo:  órgãos  do  governo,  empresas  de  comércio  e
indústria que disponibilizam os dados e mapas;
5)  Dispositivos  móveis:  qualquer  dispositivo  que  possa  utilizar  os
componentes mencionados acima;
6)  Usuário:  portador  do  dispositivo,  que  recebe  as  informações  úteis  em
relação a sua localização.
Quanto as técnicas utilizadas para o posicionamento, em relação ao local de
operação, os serviços de localização são divididos em outdoor e indoor. O sucesso
das aplicações criadas para o meio outdoor tem gerado grande interesse, empresas
e  pesquisadores  tentam  estender  estas  funcionalidades  para  o  meio  indoor.
Entretanto, vários desafios precisam ser ultrapassados, a complexidade para gerar e
manter os mapas internos dos prédios de uma forma automatizada e a maneira para
obter a posição no interior das construções, são alguns dos desafios (WERNER,
2014).
2.2 Posicionamento Indoor
Segundo Werner (2014, pg. 73) ”o posicionamento indoor é a tarefa de inferir
a  localização  de  um  dispositivo  móvel  dentro  de  um  prédio”.  No  processo  de
determinar  a  localização,  dois  termos são utilizados  constantemente  e  de  forma
similar, posicionamento e localização. Posicionamento é o comumente utilizado para
descrever  a  posição  da  entidade,  com  precisão,  e  indicar  a  movimentação  em
direção  a  certo  local.  Já  a  localização  é  associado  estimativa  do  local  onde  a
entidade  se  encontra,  onde  a  precisão  exata  não  é  tão  importante  ou  até
indisponível (MAUTZ, 2012).
Os mecanismos para posicionamento indoor sofrem com a falta de precisão.
Os cálculos a fim de estimar a exata posição do objeto sofrem com a calibração
inadequada dos sensores de medição. Além disso, a infraestrutura construída, para
auxiliar  no  serviço  de  posicionamento  sofre  com  interferências.  É  importante
mencionar  também  a  presença  de  diferentes  elementos  dentro  da  construção,
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inclusive  a  presença  de  outras  pessoas,  que  podem  interferir  nas  medições
captadas pelos sensores (STOJKSKA; KOSOVIC; JAGUST, 2016).
Ainda assim, apesar dos obstáculos, as tecnologias voltadas à localização
indoor estão evoluindo.  Com o aperfeiçoamento dos equipamentos e técnicas,  a
precisão vêm aumentando, proporcionando novas aplicações. É possível destacar
atualmente as tecnologias  wireless,  que utilizam Wi-Fi  fingerprinting,  Bluetooth ou
RFID, para estimar a posição baseando-se na triangulação e proximidade do sinal
(MAUTZ, 2012).
Há outras soluções desenvolvidas recentemente, utilizadas em menor escala,
como  a  localização  magnética,  que  utilizam  o  sensor  bússola,  presente  em
dispositivos  móveis  atuais  (KARIMI,  2015).  A  empresa  IndoorAtlas  é  uma  das
pioneiras neste tipo de implementação, que é capaz de reconhecer as variações no
campo  magnético  da  terra,  causadas  pelas  distorções  e  interferências,  geradas
pelas estruturas metálicas, presentes nas construções. Estas variações criam um
tipo de impressão digital  do prédio, o que possibilita calcular a movimentação do
dispositivo (STERLING, 2014).
É  possível  encontrar  também  soluções  que  se  baseiam  na  utilização  de
sensores IMU (Inertial Measurement Unity). A grande maioria dos dispositivos atuais
possuem uma unidade de medição interna IMU, que consiste em um conjunto de
acelerômetros e giroscópios e em alguns casos magnetrômetros, capazes de medir
o  ângulo,  direção  e  força  do  movimento.  A  técnica  chamada  de  Sistema  de
Navegação Inercial  utiliza estes sensores para computar a posição, velocidade e
orientação  do  dispositivo.  O  processo  para  calcular  a  posição  atual  é  sempre
baseado na posição anterior, o que pode gerar desvios, de acordo com a quantidade
de interferência aferida pelos sensores (MAUTZ, 2012).
Iniciativas recentes têm demonstrado a combinação de várias tecnologias
para  determinar  o  posicionamento  indoor.  A  fusão  dos  dados  coletados  pelos
sensores  é  utilizada  de  uma  forma  complementar.  Liu  et  al  (2015)  propõe  uma
solução híbrida para  smartphones,  utilizando técnicas de posicionamento Wi-Fi  e
sensores IMU. Kanaris et al (2017) apresentam um sistema baseado em marcadores
bluetooth e  mapas  de  sinal  Wi-Fi.  Wang  et  al  (2016)  mostram um método  que
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mescla o reconhecimento dos passos da pessoa que está portando o smartphone,
empregando os sensores IMU e a detecção da proximidade dos access points Wi-Fi.
A  popularidade  e  o  aumento  na  capacidade  de  processamento  dos
smartphones, em combinação com as câmeras integradas cada vez mais precisas,
vêm tornando viáveis o aparecimento das técnicas visuais de posicionamento. Um
grande número de pesquisas baseiam-se na utilização de marcos visuais, que são
extraídos  das  imagens  e  possibilitam  o  seu  reconhecimento.  A implementação
consiste em capturar imagens do ambiente e comparar com imagens previamente
registradas, que contenham as coordenadas de referência (HU, 2015). 
2.3 Wayfinding 
O termo  wayfinding foi introduzido no final da década de 70, com intuito de
conceitualizar  os  estudos  relacionados  a  compreensão  da  movimentação  das
pessoas e a interação com o ambiente. Para Athur e Passini (1992) o  wayfinding
procura entender a movimentação das pessoas e a sua relação com o espaço, a
tendência do homem em entender onde está, para onde ir, e como obter o melhor
caminho entre o início e o fim do destino. Adicionalmente, O’Grady J. V. e O’Grady
K. V. (2008, p. 72) complementam o significado de wayfinding “como um indivíduo se
orienta  em um ambiente  desconhecido,  e  os  processos  cognitivos  usados  para
determinar e seguir uma rota ou travessia de um ponto ao outro”. 
Conforme Satalich (1995) o processo de wayfinding ocorre em quatro etapas: 
• Orientação: o  usuário  deve ser  capaz de reconhecer  sua localização em
relação aos objetos vizinhos e o destino;
• Escolha da rota: relaciona-se a escolha do caminho que conduz ao destino
desejado, deve-se preferir a indicação de caminhos curtos possíveis;
• Observação  da  rota: observação  em  tempo  real  da  trajetória,  para
confirmação de que o caminho está sendo seguido corretamente;
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• Reconhecimento  do  destino: para  confirmação  da  chegada  ao  destinho
final é imprescindível identificá-lo.
Karimi  (2015)  descreve  as  diferenças  entre  navegação  e  wayfinding,
frenquentemente  utilizados  como  mesmo  sentido.  O  wayfinding refere-se  ao
estabelecimento de rotas entre dois locais diferentes. Já a navegação consiste em
receber notificações em tempo real, com orientações que servem como guia, para
percorrer a rota determinada.
Conforme  Foltz  (1998),  são  utilizados  três  critérios  para  definir  a
navegabilidade de um lugar. Primeiro deve ser possível inferir a localização inicial,
segundo, definir se a rota para o destino final pode ser encontrada, por fim deve-se
verificar  a  qualidade das informações presentes  no  ambiente  e  que auxiliam no
processo de wayfinding. Os princípios envolvidos no wayfinding, a fim de melhorar a
navegação a partir das informações do ambiente, são descritos por Foltz (1998):
a) Criar uma identidade em cada local: é preciso dar a cada espaço navegável
uma identidade única capaz de distingui-lo dentro do ambiente. 
b) Utilizar pistas de orientação:  locais precisam ser de fácil  reconhecimento e
memorização.
c) Criar  caminhos  bem  estruturados:  os  caminhos  devem  ser  contíguos  e
apresentar o progresso ao percorrê-lo.
d) Criar regiões visualmente diferenciáveis:  dividir as regiões do ambiente com
uma identidade visual distinta entre si.
e) Restringir  ao  usuário  as  opções  de  navegação:  estipular  de  preferência
somente um caminho principal entre início e destino.
f) Utilizar pesquisa visual: mostrar um mapa que mostre o ponto de vista do
indivíduo,  com isso  a  tarefa  de  saber  o  que  há  ao  seu  redor  e  destinos
próximos e a distância até o destino.
g) Fornecer  sinais  que  auxiliem  a  decisão:  criar  pontos  onde  o  indivíduo
precisará tomar uma decisão, seguir em frente ou mudar de direção.
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2.4 Visão Computacional
A visão humana é um sistema refinado, capaz de sentir e agir de acordo com
estímulos visuais, seu estágio atual é resultado de milhões de anos de evolução
(NIXON; AGUADO, 2012). Da mesma forma que o homem vê e visualmente sente o
ambiente, a visão computacional é a ciência que tem como objetivo principal, dotar
computadores e outras máquinas com visão ou a habilidade de ver (RYAN, 2012). A
computação visual foca na extração, análise e compreensão de informações úteis, a
partir de imagens (BMVA, 2017).
Apesar de a visão computacional tentar recriar as funcionalidades da visão
humana,  ainda  não  é  possível  reconstituir  exatamente  todas  as  peculiaridades
existentes na atividade da percepção visual humana (NIXON; AGUADO, 2012). A
complexidade é relacionada à percepção do mundo real, o processo de entender as
informações  visuais,  buscar  significados  e  estabelecer  modelos  físicos  e
probabilísticos que descrevam a cena. Descrever o mundo com base em imagens, e
reconstruir  as  suas  propriedades  de  forma,  iluminação  e  cor  pode  parecer  uma
tarefa simples para humanos e animais, mas para os computadores ainda é uma
atividade sujeita a falhas (SZELISKI, 2011). 
Várias aplicações têm sido desenvolvidas nos últimos anos, de acordo com
Szielinski (2011):
• Reconhecimento de caracteres 
• Inspeção de produtos manufaturados na indústria e controle de qualidade
• Construção de modelos 3D a partir de imagens coletadas da superfície dos
objetos
• Análise de exames médicos
• Veículos autônomos
• Detecção e captura de movimento
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• Reconhecimento biométrico
A computação visual pode ser comparada inversamente com a computação
gráfica. Na computação gráfica são produzidas imagens a partir  de modelos 3D,
enquanto  que  a  computação  visual  procura  encontrar  modelos  com  base  em
imagens. Por ser um campo de estudo relativamente novo, nos anos 70 surgiram os
primeiros estudos relativos ao assunto. Não existe no momento uma abordagem
padrão de como os problemas devem ser resolvidos (RYAN, 2012). 
Por ser uma área de conteúdo extenso e interdisciplinar, é comum a divisão
em subdomínios de pesquisa, dentre os quais é possível citar a reconstrução de
cena,  detecção  de  eventos,  rastreamento  de  vídeo,  reconhecimento  de  objetos,
estimativa de movimento, indexação, aprendizado e restauração de imagens. Em
grande parte das aplicações, as funções envolvidas nos sistemas de computação
visual, podem ser divididas em: aquisição da imagem, pré-processamento, extração
de  características,  detecção/segmentação,  processamento  alto  nível  e
reconhecimento de imagem (RYAN, 2012). 
A visão baseia-se primordialmente na aquisição de imagens. A qualidade da
obtenção depende diretamente da iluminação, para gerar imagens detalhadas e com
contraste, indispensável a eficácia dos algoritmos de visão computacional (DAVIES,
2012).  O  pré-processamento  é  empregado  para  equalizar,  corrigir  e  aperfeiçoar
aspectos da imagem. Nesta etapa acontece correção na iluminação, desfocagem,
redimensionamento da imagem, entre outros (KRIG, 2014). 
No estágio de extração de caraterísticas são detectados os atributos que se
destacam na  imagem,  pontos  dos  cantos  de  objetos  ou  linhas,  que  podem ser
utilizados para estimar movimento e reconhecer imagem (KRIG, 2014). Em alguma
parte do processo, para delimitar a área de interesse, é comum segmentar parte da
imagem. Nas duas últimas etapas, processamento alto nível e reconhecimento, os
algoritmos normalmente  trabalham apenas com pontos  específicos das imagens,
para determinar modelos probabilísticos, estimar movimento ou o reconhecimento
dos objetos (RYAN, 2012).
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2.5 Odometria Visual
Odometria visual compreende o processo de calcular a posição e recriar a
trajetória de um agente (humano, veículo, robô), a partir de um fluxo de imagens
captados utilizando uma ou mais câmeras. O funcionamento baseia-se na estimativa
incremental  da  posição,  levando  em  conta  as  mudanças  que  a  movimentação
provoca  na  imagem.  Para  o  seu  funcionamento  é  essencial  uma  iluminação
adequada e quantidade suficiente de texturas do ambiente. Além disso, o fluxo de
imagens captadas ou frames precisa ter um mínimo de sobreposição, para permitir a
comparação da cena (SIEGWART; NOURBAKHSH; SCARAMUZZA, 2011). 
A odometria é muito utilizada no campo da robótica, onde um dos principais
desafios é inferir com precisão a localização do veículo em relação ao tempo. Uma
das alternativas mais simples é a odometria baseada no giro da roda. No entanto,
esta técnica sofre com o erro acumulado, em virtude de desníveis no terreno ou
deslize das rodas (SIEGWART; NOURBAKHSH; SCARAMUZZA, 2011). A odometria
visual não é suscetível ao terreno, por este motivo foi utilizada pela NASA, em duas
missões de exploração a Marte (NASA, 2005). Além disso, a odometria visual é mais
barata  e  precisa  do  que  técnicas  baseadas  em GPS,  sensores  IMU,  odometria
baseada no giro da roda, com um erro relativo variando de 0.1% a 2% (SIEGWART;
NOURBAKHSH; SCARAMUZZA, 2011). 
Para  resolução  dos  problemas  inerentes  a  odometria  visual,  é  comum a
distinção entre três abordagens para extração do movimento, manipulando o fluxo
de  imagens:  o  método  baseado  na  extração  de  características,  que  utiliza  um
conjunto de pontos correlatos entre imagens consecutivas; o método baseado na
aparência,  que  determina  a  movimentação  de  câmera  a  partir  do  gradiente  de
intensidade dos pixels da imagem; e o método híbrido, que utiliza uma combinação
de extração de características e aparência (AQEL et al., 2016) . 
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2.5.4 Odometria visual monocular e estéreo
A maioria dos métodos propostos utiliza uma ou duas câmeras para aquisição
das  imagens,  sendo  classificados  como  odometria  visual  monocular  e  estéreo
respectivamente. Na odometria visual estéreo, a estimativa de profundidade e escala
são  possíveis  analisando  apenas  um  único  quadro  da  imagem,  através  de  um
processo de triangulação onde a distância entre as câmeras é conhecido. Com isso
é possível calcular o deslocamento em unidades de medida, como centímetros ou
metros (AQEL et al., 2016). 
Entretanto, o uso de duas câmeras se torna mais caro, há a necessidade de
um passo extra de calibração e o consumo de recursos de processamento é maior.
O emprego de apenas uma câmera é mais barato, facilita o desenvolvimento e é
mais popular, visto que a maioria dos dispositivos móveis possui uma câmera. Não
há necessidade de calibração e sincronização entre duas fontes de imagens. Na
abordagem monocular  a  estimativa de profundidade não é possível  com apenas
uma imagem, é necessário a comparação entre vários quadros (AQEL et al., 2016).
Neste caso a escala absoluta pode ser estimada empregando sensores inerciais,
conhecendo a dimensão de outros objetos na cena ou a distância entre a câmera e
o chão (SIEGWART; NOURBAKHSH; SCARAMUZZA, 2011). 
2.5.5 Formulação do problema
Dado um fluxo de imagens capturado pela câmera de um dispositivo, em
instantes  adjacentes  k-1 e  k,  sendo  representadas  pelas  imagens  Ik e  IK-1.  A
concatenação das transformações relativas de Tk, k-1 , relacionadas a transformação
do corpo rígido, entre as duas imagens, são utilizadas para reconstituir a trajetória
da  câmera  C.  (SCARAMUZZA;  FRAUNDORFER,  2011).  A  Figura  2  ilustra  o
paradigma da odometria visual, onde as transformações e posição da câmera são
obtidas a partir da extração de características. 
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Figura 2 - Posições da câmera obtidas através da concatenação de transformações
Fonte: (SCARAMUZZA; FRAUNDORFER, 2011)
O algoritmo de odometria visual monocular, exibido na Figura 3, geralmente
segue cinco passos. Inicialmente uma nova imagem Ik é obtida , na sequência é feita
a detecção e a correspondência ou rastreamento das caraterísticas com a imagem
anterior  Ik-1.  No  terceiro  passo  é  feito  o  cálculo  da  transformação  relativa  aos
instantes k-1 e k , o resultado é então utilizado para atualizar a posição da câmera
no instante Ck. No estágio final, por questões de aperfeiçoamento, é possível realizar
um  ajuste  iterativo  a  fim  de  melhorar  a  precisão  da  posição  (SCARAMUZZA;
FRAUNDORFER, 2011). 
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Figura 3 - Passos relacionados ao algoritmo de odometria visual monocular
Fonte: (SCARAMUZZA; FRAUNDORFER, 2011)
2.5.6 Extração de pontos característicos
Pontos  característicos  de  uma  imagem  podem  ser  exemplificados  como
padrões  salientes,  que  se  diferenciam  quanto  a  cor,  intensidade  e  textura,  em
relação a suas proximidades (SCARAMUZZA; FRAUNDORFER, 2012). Os melhores
pontos  característicos  são  aqueles  que  apresentam  facilidade  de  distinção  em
comparação com o ambiente. Geralmente estas características se apresentam como
objetos, linhas, pontos, cantos, círculos ou polígonos (SIEGWART; NOURBAKHSH;
SCARAMUZZA, 2012). A maioria das pesquisas levam em consideração a detecção
de cantos ou linhas. Os algoritmos que encontram estes padrões na imagem são
chamados de detectores de características (SHELLEY, 2014). 
Um canto pode ser definido como a intersecção de dois contornos, onde há
uma grande variação de intensidade dos pixels em todas as direções. Basicamente
os algoritmos de extração de cantos devem proporcionar precisão na localização,
quantidade de detecções suficientes para possibilitar a análise da correspondência
entre imagens, invariância quanto a perspectiva da câmera, iluminação e mudança
de escala. Além disso, a técnica precisa ser eficiente em termos de processamento e
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apresentar  robustez  quanto  a  interferências  e  nitidez  da  imagem  (SIEGWART;
NOURBAKHSH; SCARAMUZZA, 2011). 
O  FAST  (Features  from  Accelerated  Segment  Test)  é  um  algoritmo  de
detecção muito utilizado em aplicações de odometria visual por sua velocidade e alta
taxa de detecção. Seu funcionamento tem como princípio a comparação dentro de
uma janela circular de 16 pixels, marcados em vermelho, conforme Figura 4. Se pelo
menos 9 pixels contíguos da janela tiverem uma intensidade maior ou menor que um
limite determinado, em relação ao centro da janela, o  pixel central  p é eleito como
um possível canto (HASSABALLAH; ABDELMGEID; ALSHAZLY, 2016). 
O detector FAST possui alguns pontos fracos, da mesma forma que outros
algoritmos,  ele  depende de superfícies  com textura  e  imagens com boa  nitidez.
Ambientes onde há apenas paredes brancas e corredores, assim como imagens
desfocadas,  dificultam  a  detecção  de  pontos  (HASSABALLAH;  ABDELMGEID;
ALSHAZLY, 2016). 
Figura 4 - Identificação da janela circular utilizada pelo algoritmo FAST
Fonte: Adaptado de (HASSABALLAH; ABDELMGEID; ALSHAZLY, 2016)
2.5.7 Correspondência ou rastreamento dos pontos característicos
Existem basicamente  duas  técnicas  para  encontrar  pontos  característicos
correspondentes  entre  as  imagens.  A  primeira  implica  em  encontrar  pontos
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característicos  na  imagem anterior,  e  depois  pesquisar  a  ocorrência  na  imagem
posterior.  A segunda consiste  em encontrar  os  pontos  característicos  em ambas
imagens,  e  posteriormente  empregar  métricas  de  similaridade  baseada  em
descritores (SCARAMUZZA; FRAUNDORFER, 2012). Um descritor  é uma função
aplicada  a  uma  área  da  imagem,  a  fim  de  descrevê-la,  de  forma  que  o
reconhecimento  seja  invariável  a  rotação,  iluminação  e  ruído   (HASSABALLAH;
ABDELMGEID; ALSHAZLY, 2016).
Descritores binários, como o BRIEF (Binary Robust Independent Elementary
Features), são gerados a partir da vizinhança do ponto característico, comparando a
intensidade dos pixeis próximos, criando uma espécie de identidade binária única
para cada ponto. O descritor ORB (Oriented FAST and Rotated BRIEF), baseado no
BRIEF, acrescenta tolerância a rotação, sendo capaz de realizar a correspondência
mesmo com mudanças de orientação da câmera (SHELLEY, 2014). 
A comparação entre pontos similares é empregado em várias aplicações de
computação visual. Após gerados os descritores de ambas imagens, as melhores
correspondências  são  escolhidas,  em  termos  de  distância  e  similaridade
(HASSABALLAH;  ABDELMGEID;  ALSHAZLY,  2016).  A  Figura  5  mostra  a
correspondência entre pontos descritos em diferentes imagens.
Figura 5 - Duas imagens distintas e seus descritores associados
Fonte: (HASSABALLAH; ABDELMGEID; ALSHAZLY, 2016)
Associações  equivocadas  ou  ambiguidade  entre  pontos  descritos,  podem
ocorrer. Algoritmos de extração de pontos característicos e descrição podem falhar
ao  serem aplicados  em imagens  distorcidas  ou  com baixa  qualidade.  Possíveis
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causas  para  isso  são  ruídos  nas  imagens,  imagens  desfocadas,  mudanças  na
iluminação  e  posição  da  câmera.  Para  definir  as  associações  com  mais
assertividade,  testes  de  consistência  podem  ser  usados.  Uma  das  táticas  mais
eficientes,  consiste  em  pesquisar  as  potenciais  correspondências  nas  áreas  da
imagem  onde  elas  supostamente  estariam.  Ao  invés  de  pesquisar  todos  os
descritores encontrados na imagem, para descobrir a correspondência de um ponto
(SCARAMUZZA; FRAUNDORFER, 2012). 
Para que a movimentação da câmera possa ser estimada corretamente, é
importante a remoção destes erros ou anomalias de associação. Para esta tarefa, no
campo da odometria visual, o método RANSAC (Random Sample Consensus)  vem
sendo  estabelecido  como  padrão.  (SCARAMUZZA;  FRAUNDORFER,  2012).  O
RANSAC é um método probabilístico e não determinístico, utilizado para remoção
de  anomalias.  Sua função  é  identificar  os  pontos  correspondentes,  em imagens
diferentes,  que  satisfaçam  um  modelo  matemático  pré-definido,  como  a
movimentação seguindo o modelo de corpo rígido (HASSABALLAH; ABDELMGEID;
ALSHAZLY, 2016).
2.5.8 Projeção perspectiva
O modelo de câmera pinhole, ou câmera obscura, foi o primeiro exemplo de
câmera, que levou a invenção da fotografia. O funcionamento é baseado em uma
pequena abertura, feita em um dos lados de uma caixa, sem permitir a entrada de
outra fonte de luz. Os raios de luz entram somente por um orifício central, fazendo
uma projeção da imagem do lado oposto. É utilizada como base para demonstrar a
projeção perspectiva dos pontos 3D vistos no mundo, em pontos 2D na imagem
(SIEGWART; NOURBAKHSH; SCARAMUZZA, 2011).
 As coordenadas  X, Y, Z têm como ponto de referência o centro óptico C.
Considerando C como origem, o plano Z = f, conhecido como plano da imagem ou
plano  focal,  é  posicionado  em frente  ao  centro  de  projeção,  a  uma distância  f,
denominada distância focal. Perpendicular ao plano de imagem, a linha que parte o
ponto  C e intercepta o centro do plano de imagem p, é chamado eixo principal ou
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eixo óptico. A Figura 6 demonstra um ponto X = [X,Y,Z] da cena projetado no ponto x
= [x, y] do plano de imagem.
Figura 6 - Modelo de câmera pinhole
Fonte: Adaptado de (HARTLEY, ZISSERMAN, 2004)
A câmera  pinhole modela uma equação para representação dos pontos no
espaço, e o seu respectivo mapeamento na imagem. A formulação da equação, por
motivos de simplificação, é representada através de matrizes. No formato de matriz,
os  pontos  podem ser  representados  em coordenadas euclidianas ou  através  de
coordenadas homogêneas. 
A  geometria  projetiva  é  algebricamente  representada  pelo  sistema  de
coordenadas  homogêneas.  Com  a  utilização  de  coordenadas  homogêneas  as
transformações  da  imagem,  rotação,  escala  e  projeção  se  tornam  simples
multiplicações  de  matrizes  (NIXON;  AGUADO,  2012).  De  acordo  com Hartley  e
Zissermann  (2004),  considerando  que  o  centro  de  projeção  está  localizado  na
origem do sistema de coordenadas 3D e o eixo óptico é colinear ao eixo  Z, como
mostra a Figura 6, um ponto no espaço com coordenadas (X, Y, Z)T é mapeado para
um ponto no plano da imagem (u, v)T por meio da seguinte equação:
 (u, v) T = (fX/Z, fY /Z) T                                                                       (1)
Se  os  pontos  no  espaço  3D  e  os  pontos  no  plano  da  imagem  são
representados  por  coordenadas  homogêneas,  a  equação 1  pode  ser  escrita  em
notação matricial como:
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                                                                  (2)
em que λ = Z é o fator de escala homogêneo. 
2.5.9 Estimativa de movimento
A estimativa do movimento é o cerne dos algoritmos de odometria visual.
Nele  as  alterações causadas pela  movimentação da câmera são analisadas em
cada imagem captada. A movimentação percebida é então concatenada, para formar
a trajetória do agente. Portanto, o problema da estimativa de movimento pode ser
expresso  como a  tentativa  de  obter  a  transformação  TK da  câmera,  entre  duas
imagens  subsequentes  Ik-1 e  Ik,  computadas  através  da  extração  de  pontos
característicos  fk-1 e  fk,  em  instantes  k-1 e  k (SCARAMUZZA;  FRAUNDORFER,
2012).
No trabalho pioneiro de Nistér et al. (2004) foi desenvolvido um sistema de
odometria  visual  em tempo real,  utilizando um aparato de câmera monocular  ou
estéreo. A posição da câmera era estimada através da projeção de pontos 3D da
cena em pontos 2D da imagem. O algoritmo consistia em três fases, a detecção de
pontos  característicos,  rastreamento  de  pontos  característicos  e  estimativa  de
movimento. 
Não é possível recuperar informações de profundidade de pontos visualizados
pela  câmera  utilizando  somente  uma  imagem.  Entretanto,  coordenadas  3D  de
pontos característicos podem ser recuperados com informações presentes em mais
de uma imagem. No caso monocular, o movimento pode ser estimado através de
imagens capturadas em posições e orientações diferentes da câmera. A geometria
que restringe pontos em duas imagens, chamada de geometria epipolar, pode ser
utilizada para obter o movimento relativo da câmera como a estrutura 3D da cena
visualizada (SCARAMUZZA; FRAUNDORFER, 2012).
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Considerando  duas  imagens  capturadas  da  mesma  cena,  em  posições
diferentes,  cada  par  de  imagem  capturado  por  essa  câmera  representa  duas
perspectivas  diferentes  de  uma  mesma  cena  estática.  A  geometria  epipolar
estabelece uma relação geométrica entre duas vistas capturadas nessas condições.
Tradicionalmente,  esta  geometria  é  empregada  na  busca  por  pontos
correspondentes em algoritmos de visão estéreo (HARTLEY, ZISSERMAN, 2004).
Um ponto X no ambiente, as suas projeções na primeira e segunda imagem x
e  x´, tendo como centros ópticos das câmeras em  C e  C´. A união destes pontos
forma o chamado plano epipolar.  A Figura 7 exemplifica a formação do plano, e
mostra também os epipolos  e e  e´,  projeção dos centros ópticos nos planos de
imagem, e as linas epipolares ex e e´x´ .
Em  termos  de  algoritmos  de  visão  estéreo  destinados  à  computação  de
correspondências de pontos, o benefício proporcionado pela geometria epipolar é
que,  dado  um  ponto  x referente  à  primeira  vista,  a  busca  por  pontos
correspondentes na segunda vista não precisa cobrir toda a imagem e restringe-se
apenas a uma linha. Esta restrição também é conhecida na literatura como restrição
epipolar (HARTLEY, ZISSERMAN, 2004).
Figura 7 - Formação do plano epipolar
Fonte: Adaptado de (HARTLEY, ZISSERMAN, 2004)
De acordo  com  Hartley,  Zissermann  (2004)  a representação  algébrica  da
geometria  epipolar  pode  ser  obtida  a  partir  da  matriz  fundamental.  A  matriz
fundamental representa um mapeamento projetivo de pontos de uma imagem para
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linhas epipolares de outra. Segundo  Siegwart, Nourbakhsh, Scaramuzza (2011) a
partir  da matriz  essencial,  derivada  da matriz  fundamental,  é  possível  extrair  os
movimentos  de  rotação  e  translação  da  câmera.  A  matriz  essencial  pode  ser
computada utilizando o algoritmo de cinco pontos, utilizado por Nistér (2004).  As
coordenadas de escala, para inferir a movimentação para frente o para trás, podem
ser obtidas através da triangulação de pontos correspondentes, em no mínimo três
imagens subsequentes (SCARAMUZZA; FRAUNDORFER, 2012).
2.5.10 Homografia
De acordo  com Dos  Santos  (2012)  a  homografia  ‘”é  uma  transformação
projetiva  planar  que mapeia  pontos  de um plano em outro”.  Considerando duas
imagens registradas de um diferente ponto de vista, a relação entre elas pode ser
descrita matematicamente por uma matriz 3x3 chamada de matriz de homografia.
Esta matriz, multiplicada pela representação homogênea de um ponto da imagem,
resulta   em  outro  ponto  projetado  no  segundo  plano  (HARTLEY,  ZISSERMAN,
2004). A Figura 8 mostra a equação onde um conjunto de pontos, um ponto p = (x, y,
w) sobre um plano π é mapeado em um plano π’ , sobre o ponto correspondente p’ =
(x’, y’, w’).
Figura 8 - Mapeamento de um ponto homográfico
Fonte: (HARTLEY, ZISSERMAN, 2004)
A Figura  9  exemplifica  o  mapeamento  dos  pontos  em  planos  distintos.
Traçando-se uma reta a partir da origem “O”, a linha intercepta os planos π e π’ nos
pontos x’ e x .
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Figura 9 - Planos homográficos
Fonte: (HARTLEY, ZISSERMAN, 2004)
Esta relação permite que, com um mínimo de quatro pontos homográficos
encontrados  entre  os  planos,  sejam  estabelecidas  as  transformações  projetivas
entre as imagens. A Figura 10 mostra uma transformação homográfica de escala, o
projetor A, mais afastado da tela de projeção, exibe a imagem em uma escala maior.
Opostamente, o projetor B está mais perto da tela, mostrando a projeção em uma
escala maior.
Figura 10 - Exemplo de transformação homográfica de escala
Fonte: Adaptado de (DALLING, 2017)
2.6 Localização baseada em imagens
Hoje em dia é comum a pesquisa de imagens informando alguma descrição
textual  ou  metadados  associados.  Nos  últimos  anos  o  número  de  imagens
produzidas e armazenadas, com a massificação da Internet e dispositivos móveis,
vem crescendo consideravelmente. A demanda por maneiras mais inteligentes de
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busca tem aumentado. Técnicas de busca em que a imagem possa ser pesquisada
diretamente,  utilizando as informações presentes nela mesmo, ao invés de suas
descrições textuais, vem ganhando espaço. Neste campo vem se descantando o
conceito de CBIR (Content-Based Image Retrieval), envolvendo as tecnologias que
auxiliam  a  organização  das  imagens  digitais,  baseadas  no  seu  conteúdo  visual
(BHARTI; WADHWA, 2013).
Para Santhi e Acharjya (2016) CBIR é definido como um conjunto de técnicas
para  recuperação  de  imagens  de  um  banco  dados  considerando  a  extração
características. Características como o conteúdo, histograma e disposição de cores,
textura e formas, são utilizadas como parâmetro para distinção entre imagens.
Inicialmente,  os  sistemas  CBIR  aplicam  algoritmos  de  processamento  de
imagem,  onde  são  criados  descritores  para  as  características  das  imagens.  Os
descritores  codificam  as  características  e  geram  um  vetor  que  representa
abstratamente  a  imagem.  Desta  maneira  o  vetor  pode ser  comparado utilizando
técnicas de similaridade. As funções de similaridade comparam os vetores e indicam
a probabilidade de correspondência entre eles (SANTHI; ACHARJYA, 2016). 
A Figura 11 mostra a arquitetura do sistema. Como entradas o CBIR deve
proporcionar meios de cadastrar novas imagens e fazer a pesquisa. O núcleo do
sistema é responsável por extrair o vetor de representação das imagens, pesquisar
vetores  semelhantes  no  banco  de  dados  e  estabelecer  uma  classificação  dos
resultados  encontrados  para  exibição  ao  usuário.  No  banco  de  dados  são
armazenados somente os vetores de representação das imagens.
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Figura 11 - Arquitetura de um sistema CBIR
Fonte: Adaptado de (TORRES; FALCÃO, 2006)
2.7 Desenvolvimento mobile híbrido
O desenvolvimento híbrido surgiu para facilitar a construção de aplicativos
mobile multiplataforma. Um aplicativo híbrido é codificado utilizando linguagens web
como HTML, CSS e JavaScript ao invés da programação tradicional, utilizando a
linguagem nativa do dispositivo. Com isso é possível utilizar o código em diversas
plataformas, reduzindo o tempo de desenvolvimento (LOPES, 2016). Diversos são
os desafios encontrados para criação de um aplicativo, cada plataforma tem filosofia
de  desenvolvimento  independente  e  maneiras  distintas  de  lidar  com problemas.
Desenvolver, testar e manter uma aplicação nativa tende a ser cara (SALEH et al.,
2016). 
Quando  um  aplicativo  híbrido  é  executado,  um  componente  chamado
WebView é utilizado para exibir o conteúdo da página HTML na janela da aplicação.
41
O  WebView  funciona  como  um  browser que  é  executado  dentro  da  aplicação
(SALEH et  al.,  2016).  Segundo Lopes (2016),  do ponto de vista  técnico,  para o
usuário final não diferença entre a aplicação nativa e híbrida. O aplicativo híbrido, se
bem construído, integra-se a plataforma da mesma forma que o nativo. Aplicativos
nativos  são  mais  utilizados  quando  há  a  necessidade  de  extrair  o  máximo  do
hardware, caso dos jogos e aplicações que necessitem de multithreading.
2.8 WebAssembly
O WebAssembly ou wasm é um novo formato para representação de código
baixo nível, muito parecido com Assembly, que pode ser executado em  browsers
modernos.  Seu  principal  objetivo  é  permitir  que  outras  linguagens  possam  ser
empregadas para o desenvolvimento web, além do JavaScript. Criada para ser um
alvo  de  compilação  para  linguagens  como C e  C++,  programas escritos  nestas
linguagens podem ser simplesmente traduzidos e executados em ambiente web. Por
ser um formato binário e compacto, sua execução e performance assemelha-se ao
código de máquina nativo. Desta maneira, o ganho de desempenho acontece por
que o navegador consegue decodificar e executar as instruções binárias muito mais
rápido que o JavaScript (MOZILLA, 2017c). 
A Figura 12 detalha o fluxo de desenvolvimento, primeiramente o código fonte
em C ou C++ é compilado para uma representação intermediária (RI) comum. O
código intermediário é então traduzido para wasm. O wasm não é a representação
das  instruções  para  máquina  física,  mas  sim  instruções  para  uma  máquina
conceitual, implementada pelo próprio motor JavaScript, que faz a tradução para a
arquitetura da máquina do usuário (CLARK, 2017b). 
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Figura 12 - Estrutura de desenvolvimento WebAssembly
Fonte: Do autor (2017)
De acordo com o site oficial, o WebAssembly é um novo formato, portável,
leve e com tempo de carregamento eficiente, adequado para compilação na Web.
Assim como o  formato  JavaScript,  com extensão  “.js”,  o  WebAssembly  utiliza  o
“.wasm”.  Foi  desenhado  para  rodar  eficientemente  em  diferentes  sistemas
operacionais e arquiteturas. Seu tempo de carregamento tende a ser mais rápido, já
que  assume  uma  representação  binária  com tamanho  de  arquivo  menor  que  o
JavaScript. Apesar de todas estas melhorias, o WebAssembly não pretende ser uma
substituição ao JavaScript,  mas ser  um complemento,  preenchendo os  espaços,
onde  é  necessário  uma  maior  eficiência  no  processamento  no  lado  do  cliente
(WEBASSEMBLY, 2017).  
Recentemente, mais precisamente no final de fevereiro de 2017, os quatro
maiores fabricantes de browsers, anunciaram um consenso sobre o WebAssembly.
Os desenvolvedores do Chrome, Edge, Firefox e WebKit definiram as especificações
iniciais,  ou  MVP  (Minimum  Viable  Product),  com  as  características  e  objetivos
básicos do novo formato (CLARK, 2017a). Isto define uma versão zero ou base,
para  que  o  WebAssembly  possa  se  tornar  utilizável  nos  navegadores.  O
WebAssembly está sendo desenvolvido como um padrão aberto, por um grupo da
comunidade W3C. Seus principais objetivos são (MOZZILLA, 2017b):
• Rapidez,  eficiência  e  portabilidade:  possibilidade  de ser  executado  a  uma
velocidade praticamente nativa por diferentes plataformas;
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• Legibilidade e de fácil análise: apesar de ser um formato binário, possuir uma
representação que possa ser escrita e depurada;
• Segurança: execução em um ambiente separado, com as mesmas restrições
de origem e permissões do navegador;  
• Integração:  ser  desenvolvida  de  maneira  que  interação  com  outras
tecnologias web e retrocompatibilidade seja mantida.
 Os navegadores mais populares já contam com suporte ao WebAssembly, de
acordo com o site Caniuse (CAN, 2017) o WebAssembly já está presente em 61%
dos  navegadores  utilizados  atualmente.  O  site  mostra  também um comparativo,
mostrando um histórico das versões suportados. A Figura 13 relaciona os principais
navegadores, em verde estão marcadas as versões habilitadas com WebAssembly,
em  vermelho  aparecem  as  versões  que  não  oferecem  suporte.  O  Firefox  por
exemplo, oferece suporte desde a sua versão 52 lançada em março de 2017. O
Chrome por sua vez, desde a versão 57 lançada em 8 de março de 2017.




O  algoritmo  A*  ou  A  estrela,  é  provavelmente  um  dos  algoritmos  mais
utilizados para encontrar o mínimo caminho em mapas, amplamente empregado no
desenvolvimento de jogos. É uma evolução do algoritmo de Dijkstra, adicionando
uma etapa de decisão heurística para escolher o melhor nodo para avançar.  No
algoritmo de Dijkstra, a cada iteração são analisados todos os nodos adjacentes, de
modo que toda vizinhança é explorada, e o avanço é baseado na soma dos custos.
Entretanto,  o  algoritmo A*  pesquisa  o  nodo  baseado,  por  exemplo,  na  distância
euclideana,  em  relação  ao  destino.  Com  isso  o  algoritmo  explora  os  nodos
avançando em direção ao destino final (CELES; CERQUEIRA; RANGEL, 2016). 
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3 TRABALHOS RELACIONADOS
Este  capítulo  lista  os  estudos  que  aplicam  conceitos  semelhantes  aos
empregados  neste  trabalho.  Muitas  são  as  pesquisas  relacionadas  a  odometria
visual e reconhecimento de imagens para localização indoor.
3.1 HyMoTrack
Gerstweiler,  Vonach  e  Kaufmann  (2015)  desenvolveram  um  sistema
chamado  HyMoTrack,  para  navegação  indoor,  utilizando  dispositivos  móveis.  O
algoritmo emprega sensores inerciais, câmera e marcos visuais do ambiente para
localização,  todo o processamento é feito  localmente no dispositivo.  No primeiro
estágio, existe um mapeamento do ambiente, um computador e uma câmera são
utilizados para gravar informações espaciais, com ajuda de um algoritmo de SLAM
(Simultaneous localization and mapping).  Nesta etapa os marcos visuais  2D são
registrados para auxiliar na obtenção das coordenadas. 
No segundo estágio de navegação foi desenvolvido um aplicativo Android.
Nesta  etapa  as  imagens  do  ambiente  são  capturadas  e  comparadas  com  as
informações visuais adquiridos na fase de mapeamento. O usuário ao deslocar-se
no ambiente  indoor,  com a câmera do dispositivo captando imagens do espaço,
pode visualizar setas e placas indicativas, sobrepostas na tela do dispositivo, com
auxílio de realidade aumentada. Se houver alguma falha na navegação visual, os
dados dos sensores inerciais são utilizados.
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Os testes foram realizados no Aeroporto Internacional  de Viena,  em uma
área onde costumeiramente os passageiros tem dúvidas sobre sua orientação. A
Figura 14 exemplifica o uso da aplicação. Uma pessoa se desloca pelo aeroporto e
vê na tela  do  tablet as indicações de direção,  exibidas com auxílio  de realidade
aumentada.
Figura 14 - HyMoTrack utilizado no Aeroporto de Viena
Fonte: Adaptado de (GERSTWEILER, VONACH e KAUFMANN, 2015)
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3.2 Localização baseada em imagem para ambientes indoor utilizando 
dispositivo móvel
Huang et al.  (2015) propõe um sistema onde o usuário pode se localizar
registrando apenas uma imagem do seu entorno. O resultado é alcançado utilizando
correspondência e técnicas de pesquisa em um banco de imagens pré capturadas e
referenciadas  com  coordenadas.  Todo  o  processo  ocorre  no  dispositivo,  vários
algoritmos para a análise das texturas e detecção de pontos característicos foram
testados. 
No experimento proposto, várias imagens de um trajeto indoor são registradas
perpendicularmente,  com  uma  sobrexposição  de  mínimo  de  70%  e  iluminação
adequada. A Figura 15 expõe a sequência de imagens capturadas de um estande de
exibição, cada uma foi registrada a partir de uma posição diferente. 
Figura 15 - Conjunto de imagens e posição de captura
Fonte: Adaptado de (HUANG ET. AL, 2015)
As imagens vizinhas são alinhadas a partir da extração e rastreio de pontos
característicos. Isto permitiu estimar a posição relativa da câmera para cada par de
imagem. Os pontos das imagens e as posições da câmera são inseridas em um
banco de dados estruturado, para possibilitar a pesquisa de posição.  Na etapa de
localização, o usuário é capaz de obter o seu local atual com um registro de uma
imagem da cena indoor. 
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3.3 Odometria visual monocular para robôs
No trabalho de Villanueva-Escudero et al. (2014) um sistema de odometria
visual monocular é proposto. A Figura 16 mostra o sistema construído, que utiliza um
smartphone Android para controlar um pequeno robô com duas rodas e estimar a
odometria  visual.  A  partir  do  fluxo  de  imagens  adquiridos  pela  câmera  do
smartphone, são extraídos pontos característicos com o algoritmo FAST. O cálculo
de movimentação tem como base o algoritmo de cinco pontos, proposto por Nistér
(2004). O experimento utilizou o SDK OpenCV para Android.
Figura 16 - Mini robô diferencial
Fonte: (VILLANUEVA-ESCUDERO ET AL. ,2014)
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4 METODOLOGIA
Neste  capítulo  serão  contextualizados  os  processos  e  ferramentas  para
desenvolvimento  do  trabalho,  bem como  uma  breve  introdução  sobre  o  tipo  de
pesquisa relativa ao projeto.
Considerando  áreas  envolvidas,  esta  pesquisa  pode  ser  considerada
exploratória,  de modo que pretende-se verificar e conhecer o funcionamento das
ferramentas e teorias abordadas. Segundo GIL (2008, p. 27):
As  pesquisas  exploratórias  têm  como  principal  finalidade
desenvolver, esclarecer e modificar conceitos e ideias, tendo em
vista  a  formulação  de  problemas  mais  precisos  ou  hipóteses
pesquisáveis para estudos posteriores.
Paralelamente, o estudo apresentado tem o caráter experimental. GIL (2008,
p. 51) define que:
o delineamento experimental consiste em determinar um objeto de
estudo, selecionar as variáveis que seriam capazes de influenciá-
lo, definir as formas de controle e de observação dos efeitos que a
variável produz no objeto. 
4.1 Organização da Pesquisa
Inicialmente foi analisada a viabilidade de implementação da odometria visual,
utilizando apenas o caso monocular.  Detectou-se a possibilidade técnica, visto  a
quantidade significativa de trabalhos relatando sucesso na execução. Em seguida,
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procurou-se  uma  ferramenta  ou  biblioteca  que  disponibilizasse  os  algoritmos  e
recursos necessários a construção de um aplicativo para  smartphones Android. A
grande  maioria  das  implementações  utiliza  a  biblioteca  de  visão  computacional
OpenCV (OPENCV, 2017a). Originalmente escrita com a linguagem de programação
C++,  esta  biblioteca  disponibiliza  um  SDK  (Software  Development  Kit)  para
plataforma Android. 
Neste  momento,  buscou-se  encontrar  alternativas  que  facilitassem  o
desenvolvimento. Foram encontradas bibliotecas JavaScript voltadas a computação
visual. Estas bibliotecas disponibilizam vários recursos necessários a implementação
da  odometria,  além  de  facilitar  a  instalação,  visto  que  são  executadas  em  um
ambiente  web,  necessitando  apenas  um  navegador.  Sendo  assim,  decidiu-se
desenvolver o aplicativo para Android em uma plataforma híbrida, utilizando apenas
HTML, CSS e JavaScript. 
No entanto, após alguns testes, foi detectado que as bibliotecas JSFeat e
Tracking.JS não possuíam um desempenho satisfatório para o processamento da
odometria visual. O processamento do algoritmo, a análise dos quadros da imagem,
utilizando JavaScript mostrou uma baixa taxa de FPS (Frames Per Second), o que
inviabilizou  o  seu  uso.  Neste  momento  surgiu  a  possibilidade  do  uso  do
WebAssembly, com a finalidade de trazer maior performance e possibilitar o uso da
funções da biblioteca OpenCV,  proporcionando a  utilização dos seus recursos e
algoritmos de visão computacional.
O próximo passo foi propor uma emprego prático da odometria visual. Surgiu
então a ideia de utilizá-la em um aplicativo de navegação  indoor no  smartphone.
Com isso os usuários podem acompanhar em tempo real o seu deslocamento dentro
do ambiente. Os últimos desafios encontrados foram o desenvolvimento do sistema
de  wayfinding e a forma de inferir  a localização inicial,  visto  que o único sensor
utilizado  é  a  câmera.  A solução  para  o  sistema  de  wayfinding foi  uso  de  uma
biblioteca JavaScript que implementa o algoritmo de busca A* (A star). Para a inferir
localização inicial, um sistema CBIR fez o reconhecimento da posição a partir de
uma imagem registrada pelo aplicativo.
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4.2 Ferramentas
Esta  seção  lista  as  ferramentas  envolvidas  no  trabalho.  A  interface do
aplicativo foi codificada com HTML, JavaScript e CSS. O Framework7 auxiliou na
estruturação da aplicação, através da padronização de componentes e estilos de
renderização. Para implementar o mapa e a pesquisa do melhor trajeto, entre os
pontos de origem e destino, foi utilizada a biblioteca JavaScript javascript-astar. O
framework Cordova foi o responsável pela construção do aplicativo híbrido. 
No processo de localização inicial, a seleção do ponto de origem  empregou
o CBIRest. O teste preliminar, para estimativa de movimento, foi  realizado com as
bibliotecas JSFeat e TrackingJS. Na segunda experimentação, utilizando a biblioteca
OpenCV,  as  ferramentas  CMake,  Ninja  e  Emscripten  foram  utilizadas  para
complilação do projeto C++ e geração do “.wasm”.
4.2.4 Framework Cordova
O Apache Cordova é um framework de código aberto, para desenvolvimento
mobile híbrido. O papel do Cordova é encapsular o código web e executá-lo dentro
de um navegador, bem como permitir o acesso a recursos nativos do dispositivo. Ele
fornece  uma  maneira  de  desenvolver  aplicações  mobile  independentes  da
plataforma. Disponibilizando todas as ferramentas para empacotamento do código
em aplicativo nativo, capaz de abrir uma WebView e executar o código HTML, CSS
e  JavaScript.  Os  recursos  nativos  do  dispositivo  são  acessíveis  por  meios  de
plugins. O framework Cordova disponibiliza um grande repositório, onde é possível
encontrar  plugins para,  por  exemplo,  manipular  os  sensores,  câmera,  lista  de
contatos, dentro outros (APACHE, 2017). 
Antes  de  ser  Apache  Cordova,  o  framework chamava-se  PhoneGap
(PHONEGAP,  2017).  O PhoneGap foi  criado  em 2009 pela  empresa  Nitobi.  Em
2011, a empresa Adobe comprou a empresa mas doou todo o código para o projeto
Apache. A versão atual, estável, utilizada neste projeto é a 7.0.
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4.2.5 Bibliotecas JavaScript
O JavaScript  é uma linguagem de programação criada para navegadores,
com o objetivo de proporcionar maior interatividade às páginas web, é suportada
hoje por todos os navegadores (MOZILLA, 2017a). Em um ranking elaborado pelo
GitHub  (GITHUB,  2017a)  mostra  a  liderança  do  JavaScript  em  número  de
repositórios abertos, sugerindo a preferência dos desenvolvedores pela linguagem.
Atualmente o JavaScript é linguagem mais popular, de acordo com artigo publicado
em janeiro de 2017, através de um cruzamento de dados de popularidade do  site
Stack Overflow (STACKOVERFLOW, 2017) e do GitHub (REDMONK, 2017).
Com o  poder  de  processamento  dos  dispositivos  móveis  e  computadores
pessoais crescendo consideravelmente, a possibilidade de executar algoritmos de
visão  computacional,  no  lado  do  cliente,  tornou-se  viável.  Muitas  aplicações
complexas  podem  agora  ser  realizadas  no  navegador  de  Internet,  sem  a
necessidade de instalações extras (AKHMADEEV, 2015). 
4.2.5.1 Biblioteca JSFeat
A biblioteca JavaScript JSFeat (INSPIRIT, 2017) reúne alguns dos algoritmos
mais avançados utilizados para visão computacional. Funcionalidades como funções
matemáticas,  processamento  de  imagem,  detecção  e  descrição  de  pontos
característicos, e fluxo óptico estão presentes (AKHMADEEV, 2015). Esta biblioteca
foi criada por apenas um desenvolvedor russo, chamado Eugene Zatepyakin. Seu
repositório no GitHub mostra que o desenvolvimento iniciou por volta de 2012. A
última atualização do repositório constatada foi em dezembro de 2015.
4.2.5.2 Biblioteca Tracking.JS
Assim  como  a  JSFeat,  a  biblioteca  Tracking.JS  (TRACKINGJS,  2017)  é
voltada para visão computacional, em especial a detecção de faces, cores e objetos.
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4.2.5.3 Biblioteca javascript-astar
O  mapa  de  navegação  será  representado  através  de  uma  matriz  de  bi-
dimensional. A biblioteca  javascript-astar  (GRINSTEAD, 2017) fornece um meio de
exibir um labirinto baseando-se em uma matriz, onde o algarismo 0 representa um
obstáculo e o 1 um caminho livre. Além disso, ela implementa o algoritmo de busca
A*,  a  partir  de um ponto  de origem e destino,  ela  busca e exibe visualmente  o
caminho encontrado.
4.2.6 Aplicação CBIRest
Para a tarefa de reconhecimento de imagem será empregado o software
CBIRest  (CBIREST,  2017),  opensource e  desenvolvido  em  Java.  Sua  forma
amigável  de  implantação,  sua  API  (Application  Programming  Interface) REST
(Representational  State  Transfer)  para  manipulação  das  informações  e  a
possibilidade  de  acrescentar  metadados  foram  alguns  dos  motivos  para  sua
utilização neste projeto. Através de requisições HTTP são possíveis o cadastro de
novas imagens e posterior pesquisa baseada no conteúdo da imagem. Além disso o
CBIRest fornece também uma aplicação web para administração e manipulação das
imagens.
4.2.4 OpenCV
O  OpenCV  é  uma  biblioteca  de  computação  visual  e  aprendizado  de
máquina open source, escrita em C e C++. Lançada em 1999, com suporte inicial da
Intel, um dos principais objetivos é prover uma infraestrutura simples e sólida para
auxiliar no desenvolvimento de aplicações relacionadas a visão computacional. Seu
uso abrange áreas como  reconhecimento de face humana e classificação de ações,
identificação de objetos, rastreamento de movimento e processamento de imagens.
Atualmente conta com uma comunidade com mais de quarenta e sete mil usuários e
apoio de grandes empresas como Google, Yahoo, Microsoft, Intel, IBM, Sony, Honda
e Toyota (OPENCV, 2017b).
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4.2.5 Framework7
A interface da aplicação foi confeccionada com o auxílio  framework HTML
Framework7.  Ele  facilita  e  agiliza  o  desenvolvimento  de  aplicativos  híbridos,
fornecendo  uma  infinidade  de  componentes  pré-prontos,  integrando-se
perfeitamente ao visual das plataformas iOS e Android.
4.2.6 CMake, Ninja e Emscripten
O CMake é um sistema que gerencia o processo de  build,  compilação e
linkedição de uma aplicação, para que esta possa se tornar executável. É um projeto
open  source,  desenhado  para  ser  utilizado  independentemente  do  sistema
operacional ou compilador  (CMAKE, 2017). Diferentemente de outros sistemas, o
CMake não executa o processo de build, mas sim traduz uma descrição de build alto
nível em um formato baixo nível aceito por outras ferramentas. No sistema Linux, por
exemplo, o CMake pode traduzir as definições em um makefile, pronto para uso da
ferramenta GNU Make (SMITH, 2011).
O projeto Ninja (NINJA, 2017) dedica-se a criar um sistema de build com foco
em  desempenho.  Projetado  para  receber  como  entrada  arquivos  gerados  por
ferramentas alto nível, como o CMake.
Emscripten  (EMSCRIPTEN,  2017)  é  um  compilador  de  bytecode  LLVM
(LLVM, 2017) para JavaScript. Qualquer linguagem que possa traduzida para LLVM
pode ser portada para JavaScript. Por padrão o Emscriptem gera código compatível
com asm.js, o suporte a WebAssembly  pode ser adicionado a partir da instalação do
compilador Binaryen (BINARYEN, 2017). 
4.3 Ambiente de desenvolvimento
O desenvolvimento foi realizado em um Notebook Lenovo S400, processador
CoreI5, 4GB de memória RAM (Random Access Memory) e armazenamento SSD
(Solid State Drive). Neste equipamento, com sistema operacional Linux Mint 16.04,
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foram instalados o framework de desenvolvimento Cordova, a aplicação CBIRest e a
biblioteca OpenCV. Foi necessário também a instalação do Java SDK, Android SDK
e Gradle,  requisitos para funcionamento do Cordova.
Para  os  testes,  foi  utilizado o  smartphone ASUS Zenfone 3,  processador
Qualcomm Snapdragon 625 Cortex A53, com 8 núcleos. O aparelho possui 4GB de
memória RAM, armazenamento de 64GB e sistema operacional Android 7.0 Nougat.
No experimento foi utilizada a câmera traseira de 16 Megapixel.
Para codificação foi  utilizado a IDE (Integrated Development Environment)
Visual  Studio  Code,  ela  possui  suporte  a  todas  as  linguagens  utilizadas  neste
projeto, através da adição de plugins. Na parte de debug foi utilizado basicamente o
console do Google Chrome através da conexão  com dispositivos remotos. A Figura
17  mostra  as  ferramentas  para  desenvolvedor  do  Chrome  e  a  possibilidade  de
conexão a dispositivos remotos.
Figura 17 - Console Google Chrome
Fonte: Do autor (2017)
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5 ATIVIDADES
Neste  capítulo  serão  detalhadas  as  atividades  relacionadas  ao
desenvolvimento do aplicativo e o seu funcionamento. O processo foi dividido em
fases distintas, inicialmente foi realizada a construção do sistema de  wayfinding e
exibição do mapa 2D, seguindo da pesquisa baseada em imagem com o CBIRest.
Por fim foram realizados os ensaios com a odometria visual. O resultado do trabalho
foi  dividido  em  dois  repositórios  distintos  do  GitHub,  um  denominado  AppTcc
(GITHUB,  2017b)  e  outro  chamado  AppTcc-wasm  (GITHUB,  2017c).  O  primeiro
contém o código do aplicativo híbrido em si,  que é instalado no  smatphone.  No
segundo está o projeto C++ que gera o “.wasm”, utilizando as funções da biblioteca
OpenCV, que faz o processamento da odometria visual.
O experimento evoluiu até os testes com a odometria visual, onde foi possível
captar o fluxo de imagem da câmera e fazer o processamento via WebAssembly. No
entanto, não foi viável a integração desta parte com a exibição no mapa, visto que
não foi possível atingir um nível de acuracidade nas estimativas de movimento. Nas
seções seguintes são descritos os detalhes da implementação.
5.1 Desenvolvimento do aplicativo mobile
O  experimento  possui  um  cadastro  prévio  dos  locais,  registrados
estaticamente na própria aplicação mobile, juntamente às suas coordenadas X e Y,
com referência a um mapa 2D. O mapa 2D é uma representação simulada de um
ambiente, onde a parte branca representa uma área livre para deslocamento e a
parte  preta  um  obstáculo.  A  Figura  18  mostra  a  lista  de  locais  previamente
cadastrados. Neste protótipo não é permitido ao usuário cadastrar novos locais, é
possível apenas a inclusão de imagens relacionadas ao local. 
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Na Figura 19 é apresentado o mapa de um ambiente simulado, a parte escura
equivale as paredes e a parte branca os corredores.
Figura 18 - Lista de locais
Fonte: Do autor (2017)
Figura 19 - Mapa 2D 
Fonte: Do autor (2017)
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 Após  esta  primeira  fase,  com  relacionamento  entre  imagem  e  local,  os
usuários  podem efetuar  pesquisa  com base na imagem registrada do ambiente.
Com isso, ao clicar no botão “Origem”, mostrado na Figura 19, a interface da câmera
abre,  possibilitando  a  captura  de  uma  imagem.  Esta  imagem  é  utilizado  como
parâmetro de pequisa.
O  processo  de  cadastro  de  imagens  e  pesquisa  acontecem  no  servidor
CBIRest. A Figura 20 exemplifica o processo de pesquisa, onde o aplicativo envia a
imagem ao  servidor  CBIRest,  via  rede.  O  CBIRest  faz  a  busca,  com base  nas
imagens cadastradas, retornado o registro mais similar, juntamente à coordenadas X
e  Y do  local.  Ao  receber  as  coordenadas,  esta  posição  é  exibida  no  mapa,  na
indicação de um ponto verde, conforme Figura 21.
Figura 20 - Arquitetura da pesquisa CBIRest
Fonte: Do autor (2017)
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Figura 21 - Ponto de origem exibido no mapa
Fonte: Do autor (2017)
Após definir a origem, o usuário tem a possibilidade de selecionar um destino,
clicando no botão “Destino”, exibido na Figura 19. A Figura 22 mostra a tela onde é
feita a seleção do ponto de destino, através de uma pesquisa textual pelo nome do
local.
Figura 22 - Seleção de destino
Fonte: Do autor (2017)
Estabelecida  a  origem e  o  destino,  o  usuário  pode  então  solicitar  que  o
aplicativo trace a melhor caminho entre os dois pontos. Clicando no botão “Buscar”,
que aparece na Figura 16, uma rota é traçada entre estes dois pontos. A pesquisa
do melhor caminho é feita utilizando o algoritmo A* (A star). A Figura 23 apresenta,
na cor amarela, a rota entre a origem e o destino. 
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Figura 23 - Caminho entre origem e destino
Fonte: Do autor (2017)
5.2 Integração com aplicação CBIRest
A comunicação entre o aplicativo e a aplicação CBIRest é feita através de
requisições HTTP. O CBIRest fornece uma API para manipulação das imagens, o
principal  desafio  então  foi  implementar  o  lado  do  cliente,  no  aplicativo.  Foram
necessários  a  instalação  de  alguns  plugins do  Cordova  para  possibilitar  a
comunicação:
• cordova-plugin-http: habilita comunicação utilizando protocolo HTTP;
• cordova-plugin-file-transfer:  proporciona  o  upload e  download de  arquivos
através das requisições HTTP POST e PUT;
• cordova-plugin-camera:  oferece  uma  API  para  registrar  fotos  utilizando  a
câmera.
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A  instalação  da  aplicação  CBIRest  pode  ser  encontrada  no  site  do
desenvolvedor (CBIREST, 2017). Consiste basicamente em baixar a aplicação web
Java, extensão “.war”, e executá-la utilizando comando “java -jar”. 
5.3 Criação do mapa 2D e exibição do melhor caminho
Para  criação  do  mapa  foi  feita  uma  adaptação  do  exemplo  proposto  por
Grinstead (2017). O código HTML gerado para visualização da grade foi ajustado
para exibição em um smarphone. Foram feitas modificações no estilo CSS, para dar
a impressão que as células estivessem homogeneamente concatenadas. O mapa
exibido no aplicativo não é uma imagem, mas sim uma representação HTML de uma
grade. A Figura 24 exemplifica o resultado obtido após ajuste do CSS.
Figura 24 - Exemplo de uma grade e o mapa após ajuste do CSS
Fonte: Do autor (2017)
Para facilitar o desenho do mapa, criou-se um script JavaScript que lê uma
imagem preto e branco e gera uma representação textual da mesma. Cada pixel da
imagem é analisado, se for uma cor preta gera uma saída 0, caso for cor branca
gera saída 1. Com isso é possível desenhar o ambiente simulado mais facilmente. A
Figura  25  mostra  o  resultado  gerado  após  a  conversão  de  uma  imagem.  Esta
representação textual é então carregada pela biblioteca javascript-astar, no formato
de um vetor, que a partir disso cria o mapa 2D da aplicação.
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Figura 25 - Resultado do script que gera o mapa a 
partir de imagem
Fonte: Do autor (2017)
 O  cálculo  do  caminho  e  a  exibição  no  mapa  é  feito  inteiramente  pela
biblioteca javascript-astar. A Figura 26 mostra um exemplo básico, ilustrando o seu
uso.  Após  a  definição  do  array (linha  1)  representando  o  mapa,  com base  nas
coordenadas início (linha 2) e fim (linha 3), o algoritmo faz a pesquisa e retorna o
array contendo o melhor caminho entre os pontos.
Figura 26 - Código exemplo biblioteca javascript-astar
Fonte: Do autor (2017)  
5.4 Portando OpenCV para web
O processo para  permitir  o  uso da biblioteca OpenCV na  web,  utilizando
WebAssembly, foi baseado em uma publicação do blog VideoCortex (SHAVIT, 2017).
63
No texto o autor descreve os passos e as dificuldades encontradas durante sua
experiência, na criação de um experimento prático utilizando OpenCV. Inicialmente o
artigo mostra como deve ser feita a compilação do OpenCV utilizando CMake, Ninja
e o Emscripten como  toolchain.  Posteriormente é detalhada a construção de um
projeto para processamento de arquivo de vídeo, utilizando o OpenCV, diretamente
no navegador, portando o algoritmo C++ para web.
Foram  realizadas  algumas  adaptações  para  aplicação  neste  trabalho.
Basicamente houveram alterações para que fosse feito o processamento do vídeo
proveniente da câmera, e para que o resultado da compilação gerasse o “.wasm”. O
APÊNDICE  A descreve  as  configurações  na  preparação  da  biblioteca  OpenCV,
enquanto que o APÊNDICE B descreve o desenvolvimento do projeto C++ que é
compilado para “.wasm”.
5.5 Estimativa de movimento
Para  esta  fase  de  desenvolvimento,  que  envolve  o  WebAssembly,  foram
criados dois projetos. Um compreendendo a parte web, contendo os arquivos HTML
e  scripts JavaScript,  responsável por obter fluxo de vídeo da câmera, carregar e
compilar o módulo WebAssembly e exibir os resultados. O outro é o projeto C++ que
gera o “.wasm”, onde todo algoritmo de processamento dos  frames e cálculo do
movimento acontece.
O processo tem início na parte  web, onde o fluxo de vídeo proveniente da
câmera é adquirido. Foi  desenvolvido um código JavaScript  que aloca e copia o
array que contém as informações da imagem, para dentro do espaço de memória do
WebAssembly, retornando um ponteiro. Atualmente não é possível enviar e retornar
estruturas de dados ou tipos complexos, como um  array ou  string diretamente de
uma função WebAssembly.  Somente são aceitos tipos primitivos como inteiros e
números  de  ponto  flutuante.  Desta  forma,  este  ponteiro  é  a  referência  para  a
imagem, que é passada como parâmetro da função chamada via WebAssembly, e
que pode ser manipulado dentro da função C++. 
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Na Figura 27 é apresentado o código JavaScript onde é feita a chamada da
função  WebAssembly.  A  função  “_vo_homography”  é  invocada  na  linha  368,
recebendo como parâmetros:  a largura da imagem, altura da imagem e ponteiro
para matriz que representa a imagem. Além disso são enviados o número do frame
atual e o tamanho do vetor que conterá o resultado da homografia. Entre as linhas
378 e 381 é feita a população de um vetor, cujos índices são obtidos a partir do
ponteiro retornado pelo método “vo_homography”.
Figura 27 - Chamada função WebAssembly no JavaScript
Fonte: Do autor (2017)
A  função  C++  analisa  a  homografia  entre  os  frames.  Para  isso  são
empregadas  a  funções  da  biblioteca  OpenCV,  que  fazem a  extração  de  pontos
característicos  da  imagem,  rastreamento  de  pontos  e  extração  da  matriz  de
homografia. 
A Figura 28 mostra a função “vo_homography” no lado C++. Ela é invocada
na  parte  web,  na  Figura  27  linha  368,  e  recebe  os  parâmetros  enviados  pelo
JavaScript.  Na  função  “vo_homography”,  Figura  28,  linha  184,  é  criada  uma
representação do  frame.  O tipo “Mat” é uma estrutura de dados do OpenCV que
serve como um contêiner para as informações da imagem. Na linha 188 é feito um
pré-processamento da imagem, uma conversão para escala de cinza, para facilitar o
trabalho do algoritmo FAST. O método “computeHomography”, linha 191, foi criado
para  computar  a  homografia,  ela  recebe a  imagem e o contador  do  número de
frames, retornando a matriz de homografia. Esta matriz é utilizada para preencher o
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vetor de retorno, entre as linas 194 e 203. Por fim, na linha 206 é criado o ponteiro
para o primeiro elemento do vetor, utilizado como valor de retorno da função.
Figura 28 - Função vo_homography
Fonte: Do autor (2017)
Dentro da função “computeHomography”, Figura 29, a cada quinze  frames
provenientes da câmera, um é definido como base. Do frame base são extraídos e
descritos pontos, através do algorimo FAST e ORB respectivamente. Estes pontos
são  rastreados  nos  frames subseguistes.  Na  Figura  30,  os  pontos  com  mais
precisão  na  associação  são  utilizados  para  o  cálculo  da  homografia  através  da
função “findHomography” do OpenCV. 
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Figura 29 - Função computeHomograhy
Fonte: Do autor (2017)
Figura 30 - Final da função computeHomography
Fonte: Do autor (2017)
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6 DISCUSSÃO DOS RESULTADOS
Neste capítulo são apresentados alguns dos resultados obtidos após ensaios
com  o  reconhecimento  baseado  em  imagem  e  odometria  visual.  A  primeira
simulação apresenta testes com a aplicação CBIRest. Algumas imagens de placas
informativas,  presentes  em  um  prédio,  foram  retratadas  em  diferentes  ângulos.
Foram  feitas  pesquisas  com  imagens  da  mesma  placa,  só  que  em  posições
diferentes. O teste mostrou que o CBIRest conseguiu estabelecer uma similaridade
entre  as  imagens,  mesmo  de  pontos  de  vista  distintos.  A Figura  31  mostra  o
resultado  de  uma  pesquisa  por  imagem.  A  placa  identificada  como  “Suporte
Informática”,  no  topo ao centro,  foi  utilizada como entrada.  A lista  de  resultados
mostra que imagem mais similar, com pontuação de 0.000211, é justamente a placa
“Suporte Informática”,  vista  de um ângulo frontal.  Do mesmo modo,  a  Figura 32
mostra o resultado para a placa “Segurança do trabalho”. 
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Figura 31 - Ensaio CBIRest, placa "Suporte Informática"
Fonte: Do autor (2017)
Figura 32 - Ensaio CBIRest, placa "Segurança do Trabalho"
Fonte: Do autor (2017)
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Em relação  a  odometria  visual,  foram avaliadas  duas  técnicas,  utilizando
funções da biblioteca OpenCV.  Os testes foram realizados em laboratório, em um
ambiente controlado, com iluminação e texturas adequadas, permitindo a extração e
correspondência de 100 pontos em média, para cada quadro do vídeo.
A primeira tentativa baseou-se na homografia. Através das propriedades de
transformação homográfica,  de escala e translação, com o objetivo de estimar o
movimento da câmera. No experimento, o vídeo da câmera foi adquirido com uma
resolução de 160 x 120  pixel.  O processamento atingiu em média 20 FPS, o que
mostra a superioridade do WebAssembly, em relação a biblioteca JSFeat. 
A transformação de translação permitiu verificar o deslocamento para direita
ou esquerda. A Figura 33 mostra duas capturas de tela do  smartphone  exibindo a
aplicação. Em um primeiro instante (a), a câmera está parada. No instante (b) o
smartphone é rotacionado para direita. Neste momento o quadro de transformação
homográfica, no topo, mostra o deslocamento estimado. Pode-se perceber que ele
foi  translado  para  o  lado  esquerdo,  contrário  ao  movimento.  No  quadrado
quadriculado ao centro é exibido um triângulo azul, mostrando o movimento.
Figura 33 - Resultado transformação homográfica de translação
Fonte: Do autor (2017)
O  movimento  de  baseado  na  transformação  de  escala,  para  indicar
movimento  pra  frente  ou  pra  trás,  não  pode  ser  calculado  com precisão,  até  o
momento da entrega do trabalho. Alternativas, propostas como trabalho futuro, são
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análise  mais  aprofundada  sobre  as  transformações  de  escala,  juntamente  à
decomposição da matriz homográfica em vetores de rotação e translação. 
O  segundo  teste,  com  objetivo  encontrar  uma  solução  mais  precisa,
fundamentou-se no trabalho de Maidana (2015),  com cerne no cálculo da matriz
essencial. Foi adaptado o algoritmo para processamento em tempo real, analisando
os frames conseguintes em uma espécie de janela deslizante de duas posições. Os
testes realizados não puderam ser  concluídos em tempo hábil  até  a entrega do
trabalho.
Cabe também ressaltar o sucesso na portabilização do OpenCV para  web.
Com a utilização do Emscripten foi possível utilizar todas as funções da biblioteca,
necessárias  a  implementação  deste  projeto.  Isso  indica  que  em  breve,  com  a
popularização do WebAssembly,  outras  bibliotecas C++ estarão disponíveis  para
criação de aplicações cada vez mais sofisticadas. Os ensaios realizados mostraram
a sensibilidade do algoritmo de  odometria  em relação a  qualidade das  imagens
captadas. Durante o deslocamento em áreas com pouca diferenciação de cor ou
contraste, como paredes lisas, o cálculo da homografia não pode ser computada.
Todo o processo de extração e comparação de pontos, quadro a quadro, requer um
alto  desempenho,  desta  maneira  a  execução em dispositivos  mais  antigos,  com




Com o  objetivo  de  conceber  uma alternativa  para  a  navegação  indoor,  o
presente trabalho apresentou uma proposta prática, para o uso da odometria visual
e  de  sistemas  de  busca  baseado  em imagem.  Paralelamente,  a  construção  da
solução, baseada no desenvolvimento mobile híbrido, permitiu pesquisar e explorar
as características do WebAssembly. Além disso foi possível verificar o desempenho
deste novo formato, no processamento de imagens relacionada a odometria visual,
utilizando a biblioteca OpenCV , portando código C++ para web.
Durante  a  pesquisa  foram  apresentadas  as  dificuldades  relacionadas  a
navegação  indoor. Juntamente às tecnologias que vêm sendo desenvolvidas, para
permitir o correto posicionamento de um agente, dentro de prédios e construções.
Este trabalho teve como princípio o desenvolvimento de um aplicativo, que pudesse
usar somente a câmera do smartphone como sensor de movimento e inferência da
posição inicial. Além disso, a aplicação apresentou uma forma de wayfinding, com a
exibição do melhor trajeto entre dois pontos, em um mapa.
Foi  possível  verificar  a  acuracidade  da  aplicação  CBIRest  para  pesquisa
baseada em imagem. Empregada no reconhecimento do ponto inicial de navegação,
a CBIRest demonstrou acerto nos testes de reconhecimento, utilizando marcos e
placas  presentes  no  ambiente.  O  uso  da  odometria  visual  em um  smartphone,
conforme  ensaios  realizados,  mostrou-se  inviável  em  um  primeiro  momento.  As
técnicas visuais, para estimativa do movimento, são muito suscetíveis ao ambiente e
necessitam um poder de processamento considerável. Depende-se muito da 
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iluminação e das texturas presentes no espaço, para que o algoritmo de extração e
rastreio de pontos possa ter efetividade. 
Simultaneamente, o cálculo para estimar o movimento, a partir da homografia,
mostrou-se  inconclusivo.  São  necessários  estudos  mais  aprofundados  sobre  o
assunto.  Algumas funções do OpenCV,  relacionadas a transformações projetivas
poderiam ser usadas, na tentativa de melhorar os resultados. Outro ponto negativo é
dificuldade de estimar a escala de movimento, empregando apenas uma câmera.
Contudo,  o  experimento  proporcionou  um  estudo  e  implementação  do
WebAssembly  em  um  caso  prático.  Esta  nova  tecnologia,  que  está  sendo
desenvolvida em conjunto, pelas grandes empresas desenvolvedoras de browsers,
promete elevar a web a um outro nível. Foi possível constatar, no ato, o aumento de
desempenho no processamento da odometria visual baseada na homografia, após a
implementação com o WebAssembly. Outro ponto interessante foi a possibilidade de
trazer para web, todas as funcionalidades da biblioteca OpenCV, escrita em C++.
Propõe-se,  como  trabalhos  futuros,  o  aperfeiçoamento  do  processo,
empregando a odometria visual inercial. Esta técnica consiste na fusão de dados
vindos  dos  sensores  giroscópio  e  acelerômetro  juntamente  para  auxiliar  no
processamento  visual.  A  odometria  visual-inercial  fornece  maior  precisão,
principalmente para estimar a escala e complementar as medidas de deslocamento,
nos casos onde a odometria visual,  por si  só, não consegue resolver. Sugere-se
também a revisão do algoritmo apresentado por Maidana (2015) e aperfeiçoamento
dos resultados obtidos com a análise homográfica de movimento. Em relação ao
desempenho,  a  odometria  visual  poderia  ser  testada  através  de  uma  aplicação
Android nativa, utilizando o OpenCV SDK.
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APÊNDICE A – Preparação biblioteca OpenCV
O  primeiro  passo  diz  respeito  a  construção  das  bibliotecas  estáticas  do
OpenCV com o CMake, Ninja e Emscripten. Para isso foram realizados as seguintes
ações:




4) Instalação Emscripten: O Emscripten possui uma versão portable, as instruções
para  instalação  estão  em:  https://kripken.github.io/emscripten-
site/docs/getting_started/downloads.html
5)  Configurar  sistema  de  build: Abrir  o  CMake,  configurar  o  projeto  OpenCV
utilizando o ninja e selecionando o toolchain Emscripten.
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• Neste passo são necessários informar o local dos arquivos fonte da biblioteca
OpenCV e o diretório onde serão gerados a saída compilada. Após isso deve
ser feita a configuração do projeto, clicando no botão “Configure”.
• Na tela de configuração, selecionar o o Ninja como gerador para este projeto.
Marcar também a opção para especificar um toolchain de compilação.
82
• Especificar  o  caminho  para  o  Emscripten  toolchain.  Ele  é  fornecido
juntamente com a instalação do Emscripten Portable.
• Após isso o CMake fará alguns testes. Se não ocorrerem erros o projeto pode
ser configurado.





















-  Para  as  diretivas  CPU_BASELINE  e  CPU_DISPATCH  devem  ser
selecionas as opções em branco.
- Mudar a diretiva CMAKE_BUILD_TYPE para “Release”
- Configurar as opções do compilador Emscripten CMAKE_CXX_FLAGS and
CMAKE_C_FLAGS para:
--llvm-lto  1  --bind  -s  WASM=1  -s  ALLOW_MEMORY_GROWTH=1  -s
DISABLE_EXCEPTION_CATCHING=0 -s ASSERTIONS=2 --memory-init-file 0 -O3
- Setar a variável OPENCV_EXTRA_MODULES_PATH com o diretório onde estão
os módulos extras
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Após  as  alterações  o  projeto  deve  ser  reconfigurado,  clicando  no  botão
“Configure”  novamente.  Quando  o  processo estiver  pronto  basta  clicar  no  botão
“Generate”.  Para  finalizar  basta  rodar  o  comando  ninja  dentro  da  pasta
OPENCV_DIR/build. Com isso as bibliotecas OpenCV estarão compiladas para uso.
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APÊNDICE B – Projeto C++ utilizando o OpenCV
Este passo a passo tem o objetivo de descrever o projeto C++ e a geração
do “.wasm” que é carregado pelo navegador. Serão apresentadas o processo de
configuração e compilação do projeto C++ , até a integração e uso do WebAssembly
em uma página web. Da mesma forma que o processo de compilação apresentado
no APÊNDICE A, este roteiro necessita a instalação do CMake, Ninja e Emscripten.
1) Criação do projeto, com a seguinte estrutura:
• CmakeLists.txt: contém as regras para construção do projeto
• app_tcc.cpp: arquivo principal que contém a função que será chamado via
JavaScript, responsável por fazer o processamento dos frames do vídeo
• VO.cpp: contém a classe com funções relacionadas a analise e rastreio de
pontos nas imagens
• VO.h: headers da classe contida no arquivo VO.cpp
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2) Configuração do sistema de build: O arquivo CmakeLists.txt contém as regras
para  geração  do  projeto  utilizando  o  CMake,  onde  são  definidas  dependências,
bibliotecas e o executável gerado. 
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• A configuração e geração dos arquivos de configuração com CMake
precisa ser feito apenas na inicialização do projeto. Inicialmente, com
o CMake aberto,  basta informar o diretório fonte e o diretório onde
será  construído  o  projeto.  Neste  exemplo  foi  definido  o  diretório
“/var/www/html/AppTcc-wasm”.
• Em seguida, ao clicar em “configure”, é preciso especificar o ”Ninja”
como alvo para geração do projeto e marcar  a  opção que permite
especificar um toolchain para compilação.
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• Aqui  é  preciso  especificar  o  Emscripten  como  toolchain para
compilação,  informando  o  caminho  do  arquivo  “Emscripten.cmake”.
Este arquivo encontra-se no diretório do Emscripten Portable.
• O  CMake  fará  algumas  checagens  do  ambiente  de  desenvolvimento.  É
preciso definir  a diretiva “OpenCV_DIR” com o caminho da pasta onde foi
gerado o projeto OpenCV (ver APÊNDICE A). Neste exemplo o foi utilizado o
diretório “/home/francisco/Documentos/TCC/OpenCV-3.0.0/build”
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• Ao  final  da  configuração  basta  gerar  os  arquivos  que  definem  a
construção do projeto clicando no botão “Generate”
3) Compilar projeto: Após a gerar os arquivos de configuração é o momento
de fazer a compilação, executando o comando ”ninja” de dentro da pasta raiz do
projeto.
Serão  gerados  dois  novos  arquivos  como  resultado  da  compilação,  o
“app_tcc_wasm.js” e o “app_tcc_wasm.wasm”. O “.js” é uma espécie de cola, que
contém todo o código responsável por instanciar o módulo WebAssembly a partir do
“.wasm”, configurar a memória e tornar disponível as funções escritas em C++.
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4) Integração HTML: O exemplo abaixo mostra a integração do .wasm em
uma  página  HTML  e  um  trecho  de  código  JavaScript  chamando  a  função
WebAssembly. 
