Abstract. A collocation procedure is developed for the initial value problem u (t) = f (t, u(t)), u(0) = 0, using the globally defined sinc basis functions. It is shown that this sinc procedure converges to the solution at an exponential rate, i.e., O(M 2 exp(−κ √ M )) where κ > 0 and 2M basis functions are used in the expansion. Problems on the domains R = (−∞, ∞) and R + = (0, ∞) are used to illustrate the implementation and accuracy of the procedure.
Introduction
In this paper a collocation procedure for the numerical solution of the initial value problem (1.
du(t) dt = f (t, u(t)), u(a)
2)
The sinc functions form an interpolatory set of functions, i.e., since the assumed approximate solution (1.5) has this behavior. For this introductory material it is assumed that the solution of (1.4) satisfies (1.6) . This assumption, (1.6), will be removed in §2 with the introduction of an auxiliary basis function in the expansion (1.5) .
A collocation scheme is defined by substituting (1. The procedure then is to solve the system (1.7) for the m × 1 vector of coefficients w in (1.5). The discrete system in (1.7) can also be obtained via a Sinc-Galerkin procedure as outlined in [5, pp. 136-138] . Furthermore, the sinc discretization of differential equations, whether by Galerkin or collocation procedures, has been addressed by a number of authors. In particular, Sinc-Collocation procedures for the eigenvalue problem have been addressed in [6, 3] , and for the two-point boundary value problem in [8, 1] and [9] . These procedures, as well as an extensive summary of properties of sinc approximation, can be found in [10] .
It is shown in §2 that if the function f (x, u(x)) is continuously differentiable and u(x), the solution of (1.4), is sinc approximable then there exists a unique solution w to (2.7) so that
t . Furthermore, the error between the approximation defined by (1.5) and the solution u(x) to (1.4) satisfies
where K, K and κ are positive constants. The notation · denotes the discrete or continuous two-norm. The proof of the estimate (1.11) depends on, among other things, the spectrum of I 1 m , and in turn, on the Toeplitz structure of I 1 m . This spectral study is also carried out in §2.
In the case that f (s, u) = g(s), a connection with the method of Stenger, [11] , can be developed by integrating (1.4) from −∞ to a node x k , giving
If the w j in (1.5) are replaced by g(jh) and the resulting sinc expansion of g(s) is substituted in the right-hand side, then the approximation 
It is shown in [10, p. 175 ] that the error in approximating u(x) by (1.5), where the coefficients are the components of u, satisfies the exponential convergence rate (1.10). Within this exponential accuracy these two methods are the same. This is numerically illustrated in each of the examples in §2.
The convergence proof which gives the order statement in (1.10) also applies to problems on an interval [a, b) via the method of conformal mapping. The case of the mapping x = φ(t) = ln(t), t ∈ (0, ∞), is addressed in §3. The main motivation for restricting to the half-line is for implementation in the numerical solution of parabolic partial differential equations, where the convergence to an asymptotic state may be at an algebraic rate.
If the time domain is the half-line, the sinc basis functions in (1.2) are replaced by
With this alteration, the approximation procedure is the same: assume an approximate solution of (1.1) of the form
substitute (1.14) into (1.1) and collocate at the nodes
This leads to the equation
where, given a function g(t) defined on the nodes t k , k = −M, . . . , M − 1, the notation D(g) denotes a 2M × 2M diagonal matrix with the k th diagonal entry given by g(t k ). One of the implementation conveniences of this sinc procedure is that the only alteration to the numerical procedure given by (1.7) is the introduction of a diagonal matrix on the right-hand side of (1.15). This procedure has the same rate of convergence as the procedure for the real line. Another convenience in the implementation of the method is that, in the case of using Newton's method, the Jacobian update is simply a diagonal matrix evaluation. This method is implemented and illustrated in §3.
The method of this paper is not limited to the scalar initial value problem (1.1). Indeed, for the initial value problem y (t) = f(t, y) , y(t) ∈ R n , t > 0, the development leading to (1.15) gives the n systems
where f j denotes the j th component of f . As in the previous paragraph, the implementation of Newton's method for (1.16) is simplified, owing to the diagonal matrix evaluations in the Jacobian update.
Collocation on R 1
In this section the convergence rate given in (1.10) is obtained for the problem
The space of functions where the sinc approximant given by (1.5) yields an exponential discretization error is given in the following definition. 
and
There are many properties of the sinc expansion of functions in the class H 2 (D d ). A complete development is found in the text [10] . For the present paper the following interpolation and quadrature theorems play a key role.
and 
is made in the finite sinc interpolant
Upon differentiating (2.2) one obtains the identity 
(2.10)
A short calculation gives the bound
Combining this inequality with (2.4) gives the following bound on the truncation error:
where the inequality
yields the first inequality in the last line of (2.11). The initial value problem (2.1) gives u (
, so that, evaluating (2.9) at the nodes, and using the inequalities in (2.10) and (2.11), one can show that the k th component of
is bounded by
where the mesh selection h in (2.5) was substituted in the first inequality to obtain the second inequality. Therefore, the vector N m ( u), in the two-norm, is bounded by
From (2.12) and the inequality (2.13), an estimate of the error in the approximation requires a bound on the norm of the inverse of the matrix I 1 m , m = 2M. It has been numerically shown that this matrix is invertible for all M ≤ 250 and the sixth column of Table 2 in Example 2.10 numerically supports this invertibility. These numerics, as well as analytic evidence supporting the invertibility of I 1 2M , motivates the assumption: 
where the coefficients are determined by solving the equation
t is the vector of coefficients in the sinc expansion (2.6), then the equality of function and vector norms,
follows from the orthogonality of the sinc basis,
Hence, the triangle inequality takes the form
where the last inequality follows from (2.7). It remains to bound the error in the coefficients w − u , and this is addressed in the following two lemmas. 
The idea of the proof is to use the Contraction Mapping Principle. This argument requires an estimate on the norm of the inverse of the matrix 
Proof. Since I 1 m has real entries and is skew-symmetric, its eigenvalues are purely imaginary. To see the first inequality, let v be a unit eigenvector of I 1 m corresponding to the eigenvalue ie 1 . For an arbitrary unit vector z ∈ C 2M one has
since the entries in D and e 1 are real. This implies (2.21) which completes the proof of Lemma 2.7.
Proof of Lemma 2.6. Let B r ( u) denote a ball of radius r in R 2M about u. Consider the fixed point problem
20) exists and is bounded by
where the mesh size in (2.5) yields the last inequality. It follows that a fixed point of F m gives a solution of (2.16). Let v ∈ B r ( u); then the calculation
follows from the Taylor polynomial for the function N m and the triangle inequality. The first term following the inequality sign in (2.23) can be bounded by the product of the right-hand sides of (2.13) and (2.22). Consider bounding the second term following the inequality sign on the righthand side of (2.23). Using the assumed Lipschitz continuity of f u yields
(2.24) Substituting (2.24) in the right-hand side of (2.23) leads to the inequality
where (2.13) and (2.22) yield the second inequality. The quadratic inequality
is satisfied for all r ∈ (r 0 , r 1 ), where
Next it is shown that on B r ( u), for r sufficiently small, F m is a contraction mapping. Let w, v ∈ B r ( u); then
where K L is a Lipschitz constant for f u . By choosing
√ M it follows from the inequalities in (2.26) and (2.22) that F m is a contractive map on B r ( u), so that F m has a unique fixed point. Furthermore, from (2.25), one can choose
This completes the proof of Lemma 2.6.
In order to provide support for the assumed invertibility of the matrix I To see that zero is not in the above list, consider the function
whose Fourier coefficients are given by g ±1 = ± 1 2i , and g n = 0 if n = ±1, so that the Toeplitz matrix C m (g) is given by the matrix
The eigenvalues of the real skew-symmetric matrix iC m (g) also occur in conjugate pairs {±ic It has been shown that the inequality (2.32) holds for g(x) = sin(x) and f(x) = x for all corresponding matrices up to size 500 × 500. Assuming this holds, it follows that and the second column in Table 1 displays the error between the solution at the nodes and the coefficients,
which, owing to the factor M 2 in (2.19) and the inequality in (2.18), represents the dominant error contribution to u − w m . 
Now replace g(x) in (2.38) by the finite sinc expansion (2.39) integrate this expression from −∞ to the node x k , and define the approximation
The numbers δ (−1) jk take the form The development up to this point has assumed that the solution of the initial value problem (2.1) vanishes at infinity. This limit assumption is removed by appending an auxiliary basis function to the sinc expansion in (2.15). Define the basis function ω(x) = e x e x + e −x and form the augmented approximate sinc solution 
Add this equation to the solution procedure to obtain the approximate value for c ∞ . Since the error in the quadrature theorem is the square of the error of interpolation, this introduces no more error than the error in the method defined by (2.16).
Incorporating the above side condition in the approximate method to determine the coefficients in (2.44) is less convenient to implement than the following approach. Directly substitute the augmented approximate sinc solution (2.44) into the differential equation ( where the matrix T ω is defined by
Since the matrix T ω has the explicit inverse
one may regard either the vector c or w a as the unknown in (2.49). The system in (2.48) is solved for the coefficients by applying Newton's method to the function
If the matrix A satisfies the conclusion of Lemma 2.7, then Theorem 2.5 applies to the function N m so that the rate of convergence of the present method is also given by (2.17). Although an argument implying the validity of Lemma 2.7 for the matrix A does not seem to be an immediate corollary of the argument implying its validity for I 
The coefficients c in the approximation w a (x) are found by solving (2.52), which takes the form
The matrix D (T ω c) 2 is the diagonal matrix whose k th diagonal entry is given by the square of the k th component of the vector T ω c. This system is solved by Newton's method, and the number of iterations n used in the calculations is recorded in Table 2 . As in the last example, the error of the method,
is displayed in the third column of Table 2 . The method of [10] discussed in the previous example was also applied and the ratio of the errors defined in (2.43) are recorded in the fifth column of Table 2 . Table 2 . Errors in the computed solution of (2.51) To amplify the remarks preceding the opening of this example, the final two columns in Table 2 compare the ratios
For this example the rank-one change from the matrix I 1 m to A has not, in magnitude, altered the norm in any significant manner. Indeed, since the matrix A in (2.52) is independent of the problem (it only depends on the choice of ω(x)), this comparison remains the same for other initial value problems.
Collocation on R

+
The procedure and the proof of convergence in the last section applies to the problem
via the method of conformal mapping. Specifically, the map
is a conformal equivalence of the strip D d in Definition 2.1 onto the wedge A sinc approximate solution of (3.1) takes the form
where the basis functions for the half-line are defined by the composition
With this alteration, the derivation of the approximation procedure is the same as it was in §2. Substitute w m into (3.1) and evaluate at the m = 2M sinc nodes (3.6) then the sinc interpolant to u(t) also satisfies (2.7) and (2.9). Since u (t k ) = f(t k , u(t k )), it again follows that the error in the k th component of the function
Finally, the mesh selection
, when substituted into the right-hand side of (3.7), leads to the bound in (2.13) for N m ( u) in (3.7). 
The proof of this again follows from Lemma 2.6 and Lemma 2.7, both of which remain valid with the stated assumptions and owing to the fact that the coefficient matrix in (3.5) remains the same as in §2.
Since the functions S j • φ(t) have the property lim t→∞ S j • φ(t) = 0, the assumed approximate w m (t) in (3.3) has the same property so that the method can only be expected to approximate initial value problems with this added assumption. This limit assumption is removed by appending an auxiliary basis function to the sinc expansion in (3.3) much as in the last section, and is discussed in the next example.
Example 3.3. Let γ be a real parameter in the family of initial value problems
The solution is given by
and satisfies
This example serves to illustrate that the procedure not only tracks a nonzero limit value (γ = 1), but also that the method still tracks a zero steady state (γ = 1).
As discussed in the lines following (2.47), add the additional basis function ω(t) = t t + 1 (3.10) to the sinc approximate (3.3) to obtain the augmented sinc approximant 
is the same as in (2.50) with ω replaced by (3.10) . It is important that the system (3.12) calculates the limit value when γ = 1, namely zero. For purposes of illustration, the system (3.5), without the augmented basis function has also been computed and the results of solving that system for the coefficients in (3.3) are given in Table 3 as well. If the bound on the inverse of A in (3.13) satisfies the conclusion of Lemma 2.7, then the results displayed in the above table are not specific to this example.
In the general case, the discretization of the problem (3.1) takes the form
from which the coefficients in (3.11) are calculated and the approximation to the solution at the nodes is given by w a (t k ) = c k + c ∞ ω(t k ). In each of the following examples, Newton's method is applied to the function
The vector c 0 = 1 initializes the Newton iteration c n+1 = c n + δ n , (3.16) where the update δ n is given by (3.17) and the Jacobian of (3.15) is
Note that besides the exponential rate of convergence given by (3.8), the computation involved for the Jacobian of the nonlinear system is straightforward. In fact, from (3.18), the update of the Jacobian is simply a diagonal evaluation. The results in Table 4 display the number of Newton steps, n, in (3.16) and the two-norm error ERR(M ) = w a − u . A particularly useful application of the present procedure is to those initial value problems where the convergence to the asymptotic state is only of an algebraic rate. For example, an autonomous differential equation that has a nonhyperbolic rest point. The sinc approximation to such solutions also assumes algebraic decay at infinity, so that the convergence estimate in (3.8) is maintained. This is illustrated in the following example. shows the algebraic rate of approach to the asympototic state. In particular, for small β, this rate is is quite slow compared to the rate of approach in the previous example, given by (3.20) .
In Table 5 the error in the calculated solution of (3.21) is displayed for several values of β. As one reads the table from left to right (decreasing β), there are fewer Newton steps computed to achieve the error, owing to the decreased accuracy in the computed solution. The reason for this decrease in accuracy can be traced to the truncation error, which is bounded by the second term on the right-hand side of (3.7). For t large, the inequality in (3.6) implies u(t) − 1 ∼ K 1 1 t α . As seen from (3.22), K 1 ∼ 1/β. Hence, as β is decreasing, the constant K 1 is increasing. In these cases of an algebraic rate of approach to the asymptotic state, a simple change in the definition of the mesh selection (3.9) yields an accuracy bounded by exp(−(δ √ M )) where δ ≤ α. This alternative mesh selection, which defines a mesh reallocation, is also used, for example in boundary layer problems, and forms a portion of [2] .
