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Examples of dynamical degree equals arithmetic degree
SHU KAWAGUCHI AND JOSEPH H. SILVERMAN
Abstract. Let f : X 99K X be a dominant rational map of a pro-
jective variety defined over Q¯. An important geoemtric-dynamical
invariant of f is its (first) dynamical degree δf = lim ρ((f
n)∗)1/n.
For points P ∈ X(Q¯) whose forward orbits are well-defined, there
is an analogous arithmetic degree αf (P ) = lim suphX
(
fn(P )
)1/n
,
where hX is an ample Weil height on X . In an earlier paper, we
proved the fundamental inequality αf (P ) ≤ δf and conjectured
that αf (P ) = δf whenever the orbit of P is Zariski dense. In this
paper we show that the conjecture is true for several types of maps.
In other cases, we provide support for the conjecture by proving
that there is a Zariski dense set of points with disjoint orbits and
satisfying αf (P ) = δf .
Introduction
Let X/C be a projective variety, let f : X 99K X be a dominant
rational map, and let f ∗ : NS(X)R → NS(X)R be the induced map on
the Ne´ron–Severi group NS(X)R = NS(X) ⊗ R. Further let ρ(T, V )
denote the spectral radius of a linear transformation T : V → V . Then
the (first) dynamical degree of f is the quantity
δf = lim
n→∞
ρ
(
(fn)∗,NS(X)R
)1/n
.
Dynamical degrees have been much studied over the past couple of
decades; see [17] for a partial list of references.
In two earlier papers [17, 21], the authors studied an analogous arith-
metic degree, which we now describe. Assume thatX and f are defined
over Q¯, and write X(Q¯)f for the set of points P whose forward f -orbit
Of(P ) = {P, f(P ), f 2(P ), . . .}
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is well-defined. Further, let hX : X(Q¯)→ [0,∞) be a Weil height on X
relative to an ample divisor, and let h+X = max{1, hX}. The arithmetic
degree of f at P ∈ X(Q)f is the quantity
αf(P ) = lim
n→∞
h+X
(
fn(P )
)1/n
, (1)
assuming that the limit exists. We also define upper and lower arith-
metic degrees by the formulas
αf(P ) = lim sup
n→∞
h+X
(
fn(P )
)1/n
and αf(P ) = lim inf
n→∞
h+X
(
fn(P )
)1/n
.
It is proven in [17] that the values of αf(P ) and αf(P ) are independent
of the choice of the height function hX .
A principal result of [17] is the fundamental inequality
αf (P ) ≤ δf for all P ∈ X(Q)f . (2)
The papers [17, 21] also contain a number of conjectures, which we
recall here. The conjectures give additional properties and relations
for arithmetic and dynamical degrees.
Conjecture 1. Let X/Q¯ be a (normal) projective variety, let f : X 99K
X be a dominant rational map defined over Q¯, and let P ∈ X(Q¯)f .
(a) The limit (1) defining αf (P ) exists.
(b) If Of (P ) is Zariski dense in X, then αf (P ) = δf .
(c) αf(P ) is an algebraic integer.
(d) The collection of arithmetic degrees{
αf (Q) : Q ∈ X(Q¯)f
}
is a finite set.
In [17], we stated without proof a number of cases for which we could
prove Conjecture 1, and we promised that the proofs would appear in a
subsequent publication. This paper, which is that publication, contains
proofs of the following results.
Theorem 2. Conjecture 1 is true in the following situations :
(a) f is a morphism and NS(X)R = R.
(b) f is the extension to PN of a regular affine automorphism AN →
AN .
(c) X is a smooth projective surface and f is an automorphism.
(d) f : PN 99K PN is a monomial map and we consider only points P ∈
GNm(Q¯).
Proof. The proofs of (a), (b), (c), and (d) are given, respectively, in
Theorems 6, 8, 10, and 12. 
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The following weaker result, which provides some additional evidence
for Conjecture 1, was also stated without proof in [17]. The proof is
given in this paper.
Theorem 3. Let f : A2 → A2 be an affine morphism defined over Q¯
whose extension to f : P2 99K P2 is dominant. Assume that either of
the following is true:
(a) The map f is algebraically stable, i.e., for all n ≥ 1 we have
(f ∗)n = (fn)∗ on NS(P2)R.
(b) deg(f) = 2.
Then {
P ∈ A2(Q¯) : αf(P ) = δf
}
contains a Zariski dense set of points having disjoint orbits.
The proof of Theorem 3 uses p-adic methods, weak lower canonical
heights, and Guedj’s classification of degree 2 planar maps [11]. The
tools that we develop, specifically Proposition 14 and Theorem 19, can
be used to prove Theorem 3 more generally for affine morphisms having
a periodic point in the hyperplane at infinity.
Remark 4. We also note that Jonsson and Wulcan [13] have proven a
result on dynamical canonical heights that implies parts of Conjecture 1
for polynomial morphisms ϕ : A2 → A2 of small topological degree.
These are maps satisfying #f−1(Q) < δf for a general point Q ∈
A2(Q¯). Their proof uses a recent dynamical compactification of P2(C)
due to Favre and Jonsson [9].
Remark 5. We also mention the following related result from [16]. If
f : X → X is a morphism and Pic0(X)R = 0, then for all P ∈ X(Q¯),
the limit defining αf (P ) exists, and further the set
{
αf(Q) : Q ∈
X(Q¯)
}
is a finite set of algebraic integers. In other words, under these
hypotheses, Conjecture 1(a,c,d) is true; but we are not able to prove
Conjecture 1(b).
Acknowledgements. The authors would like to thank ICERM for pro-
viding a stimulating research environment during their spring 2012 vis-
its. The authors would also like to thank the organizers of conferences
on Automorphisms (Shirahama 2011), Algebraic Dynamics (Berkeley
2012), and the SzpiroFest (CUNY 2012), during which some of this
research was done.
1. Proof of Theorem 2
In this section we prove the various parts of Theorem 2, which give
cases in which Conjecture 1 is true. We remark that the maps in
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Theorem 2(a,b,c) are algebraically stable, i.e., (fn)∗ = (f ∗)n. This is
automatic for morphisms, and it is also a standard fact that it is true
for regular affine automorphisms. Further, if f is algebraically stable,
then
δf = lim
n→∞
ρ
(
(fn)∗
)1/n
= lim
n→∞
ρ
(
(f ∗)n
)1/n
= ρ(f ∗),
so δf is automatically an algebraic integer. Monomial maps are not, in
general, algebraically stable, but their dynamical degrees are known to
be algebraic integers [12]. Thus in the proof of Theorem 2, if we prove
that αf(P ) = δf , then we also know that αf(P ) is an algebraic integer.
1.1. Proof of Theorem 2(a). We start with a result that is somewhat
more general than Theorem 2(a).
Theorem 6. Let X/Q¯ be a (normal) projective variety, let f : X → X
be a morphism defined over Q¯, and suppose that there is an ample
divisor class D ∈ NS(X)R satisfying
f ∗D ≡ δfD.
Let P ∈ X(Q¯). Then
αf(P ) =
{
1 if P is preperiodic,
δf if P is wandering.
Proof. If P is preperiodic, then directly from the definition we see
that αf(P ) = 1. Next, if δf = 1, then the fundamental inequal-
ity αf(P ) ≤ δf from (2) gives
1 ≤ αf (P ) ≤ αf(P ) ≤ δf = 1.
Hence αf(P ) exists and is equal to both δf and 1.
We assume now that P is not preperiodic and that δf > 1. The fact
that δf > 1 and f
∗D ≡ δfD means that we are in the situation to apply
the canonical height hˆD,f described in [17, Theorem 5]. Since we have
assumed that the divisor D is ample and that P is not preperiodic, we
see from [17, Theorem 5(d)] that hˆD,f(P ) 6= 0. Then [17, Theorem 5(c)]
tells us that αf (P ) ≥ δf . But (2) says that αf (P ) ≤ δf , which shows
that the limit defining αf(P ) exists and satisfies αf (P ) = δf . 
We next use Theorem 6 to prove Theorem 2(a).
Proof of Theorem 2(a). Let D be an ample divisor on X . The assump-
tion that NS(X)R = R implies that f
∗D ≡ dD + T for some d ∈ R
and T ∈ NS(X)tors. Replacing D by a multiple, we may assume
that T = 0, so f ∗D ≡ dD. Since f is a morphism, we have (fn)∗D ≡
(f ∗)nD ≡ dnD, so d = δf . We are thus in exactly the situation to
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apply Theorem 6. We conclude that αf(P ) = 1 or δf , respectively,
depending on whether P is or is not preperiodic. 
Remark 7. We mention that for a variety such as PN , which has
Pic(X)R = NS(X)R = R, Theorem 6 is an immediate consequence of
the classical theory of canonical heights for polarized dynamical sys-
tems; see for example [7, 20]. Thus f ∗D is linearly equivalent to dD
with d = δf , and the associated canonical height hˆD,f satisfies
h
(
fn(P )
)
= hˆD,f
(
fn(P )
)
+O(1) = dnhˆD,f(P ) +O(1).
Hence
αf(P ) = lim
n→∞
h+
(
fn(P )
)1/n
=
{
d if hˆD,f(P ) > 0,
1 if hˆD,f(P ) = 0.
This completes the proof, since hˆD,f(P ) > 0 if P is wandering and
hˆD,f(P ) = 0 if P is preperiodic.
1.2. Proof of Theorem 2(b). The next result on regular affine au-
tomorphisms implies Theorem 2(b).
Definition. Let f : X 99K X be a rational map. The indeterminacy
locus of f , which we denote If , is the subvariety of X on which f is
not well-defined.
Definition. Let f : AN → AN by an automorphism. By abuse of
notation, we write f and f−1 also for the extensions of f and f−1 to
rational maps PN 99K PN , and we write If and If−1 for their inde-
terminacy loci in PN . The map f is a regular affine automorphism if
If ∩ If−1 = ∅.
Theorem 8. Let f : AN → AN be a regular affine automorphism of
degree d ≥ 2 defined over Q¯, and let g denotes the restriction of f to
PN rAN . Then
αf(P ) =


1 if P is periodic,
δf if P ∈ AN (Q¯) is wandering,
δg if P ∈ (PN rAN)(Q¯)f is wandering.
Proof. If P is periodic, it is clear from the definition that αf(P ) = 1.
We assume henceforth that P is wandering.
If P ∈ AN(Q¯), the proof is similar to the proof sketched in Remark 7,
using the theory of canonical heights for regular affine automorphisms
developed by the first author. It is proven in [15] that for all Q ∈
AN(Q¯), the limit
hˆ+(P ) = lim
n→∞
1
dn
h
(
fn(P )
)
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exists and satisfies
hˆ+(Q) = 0 ⇐⇒ Q is periodic.
Since P is assumed wandering, we have hˆ+(P ) > 0. Choose an n0 so
that h
(
fn(P )
) ≥ (dn/2)hˆ+(P ) for all n ≥ n0. Then
αf(P ) = lim inf
n→∞
h+
(
fn(P )
)1/n ≥ lim inf
n→∞
(
dn
2
hˆ+(P )
)1/n
= d.
Hence αf(P ) ≥ δf , and combined with (2), we deduce as usual that
αf(P ) exists and equals δf .
It remains to deal with wandering points in PN(Q¯)f r A
N(Q¯), i.e.,
points P lying on the hyperplane at infinity. To ease notation, we let
X = If−1 ⊂ PN rAN
be the indeterminacy locus of f−1. A theorem of Sibony [18, Proposi-
tion 2.5.3] says that the restriction of f to X is a surjective morphism
g = f |X : X → X.
We claim that for P ∈ X(Q¯), the map g satisfies
αg(P ) =
{
δg if P is wandering,
1 if P is preperiodic.
(3)
We will verify this claim by using Theorem 2(a).
Let ℓ = dimX . By [18, Proposition 2.5.4] there exists an equidimen-
sional surjective morphism π : Pℓ → X . Let X˜ be the normalization
of X . Since Pℓ is normal, the map π lifts to a surjective morphism
π˜ : Pℓ → X˜ . We are going to show that
π˜∗ : NS(X˜) −→ NS(Pℓ)
is injective.
Let D ∈ NS(X˜) with π˜∗(D) = 0 ∈ NS(Pℓ). Let C be a curve on X˜
and choose a curve C˜ ⊂ Pℓ with π˜∗(C˜) = C. Then
0 = π˜∗(D) · C˜ = D · π˜∗(C˜) = D · C.
This is true for every curve C on X˜ , and hence D = 0 ∈ NS(X˜),
which proves the injectivity of π˜∗. Since NS(Pℓ) = Z, we conclude
that NS(X˜) = Z.
Let g˜ : X˜ → X˜ denote the morphism induced by g : X → X , and let
p : X˜ → X denote the normalization morphism. Chooose any ample
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divisor D on X . The fact that NS(X˜) = Z implies that p∗D is ample
on X˜ . Let P ∈ X(Q¯) and choose a point Q ∈ p−1(P ) ⊂ X˜(Q¯). Then
hp∗D
(
g˜n(Q)
)
= hD
(
p ◦ g˜n(Q))+O(1) = hD(gn(P ))+O(1),
wehre the O(1) is independent of n, P , and Q. It follows directly
from the definition that αg˜(Q) exists if and only if αg(P ) exists, and
if they exist, then they are equal. It is also clear from the geometry
that δg = δg˜; and since g˜ is a morphism, its dynamical degree is equal
to ρ(g˜∗), which is an algebraic integer.
Since p∗D is ample, the inverse image p−1(P ) is a finite set, so P
is preperiodic if and only if Q is preperiodic. The assertion (3) now
follows from Theorem 2(a).
We now resume the proof of Theorem 8, where we recall that we are
reduced to the case that P ∈ PNf r AN . From [18, Proposition 2.5.3]
we have
f
(
PN r (AN ∪ If )
)
= If−1 , (4)
so the fact that If−1 ∩ If = ∅ (which is the definition of regularity)
implies that if Q /∈ If , then the entire forward orbit of Q is well-defined,
i.e.,
PN(Q¯)f = P
N(Q¯)r If .
In any case, from (4) we see that our wandering point P satisfies f(P ) ∈
If−1 = X , so the assertion (3) gives
αg
(
f(P )
)
= δg.
Since g = f |X and since we can compute the arithmetic degree using
the height associated to any ample divisor, we can compute αg using a
very ample height on X that is the restriction of a very ample height
on PN . Thus
αg
(
f(P )
)
= αf
(
f(P )
)
= αf(P ),
where the last equality is [17, Lemma 12]. Hene αf(P ) = δg. 
1.3. Proof of Theorem 2(c). In order to prove Theorem 2(c), which
deals with automorphisms of smooth projective surfaces, we use the
following construction of the first author [14], which generalized the
second author’s construction on K3 surfaces [19]. We also refer the
reader to [13], which gives results for surface maps of small topological
degree.
Theorem 9. ([14]) Let X be a smooth projective surface defined over Q¯,
and let f : X → X be an automorphism with δf > 1.
(a) There are only finitely many f -periodic irreducible curves in X.
Let Ef be the union of these curves.
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(b) There are divisors D+ and D− in Div(X)R and associated canon-
ical height functions hˆ+ and hˆ− satisfying
hˆ± = hD± +O(1) and hˆ
± ◦ f±1 = δf hˆ±.
(c) hˆ+ + hˆ− is a Weil height for a divisor in Div(X)R that is nef and
big.
(d) hˆ+(P ) ≥ 0 and hˆ−(P ) ≥ 0 for all P ∈ X(Q¯).
(e) Let P ∈ (X r Ef)(Q¯). Then
hˆ+(P ) = 0 ⇐⇒ hˆ−(P ) = 0 ⇐⇒ P is periodic.
Proof. (a) is [14, Proposition 3.1]. The rest of Theorem 9 is [14, The-
orem 5.2] (including the proof) and [14, Proposition 5.5]. 
Theorem 10. Let X be a smooth projective surface defined over Q¯,
let f : X → X be an automorphism, and let Ef be the union of the
f -periodic irreducible curves in X as in Theorem 9. Then for all P ∈
X(Q¯),
αf(P ) =
{
1 if P is periodic or P ∈ Ef ,
δf if P is wandering and P /∈ Ef .
Proof. If δf = 1, then using (2), we have as usual
1 = δf ≥ αf (P ) ≥ αf (P ) ≥ 1,
so αf(P ) = δf = 1. Similarly, if P is a periodic point, then directly
from the definition we have αf(P ) = 1.
We assume henceforth that δf > 1 and that P is not periodic. If Ef
is non-empty, let ϕ : Ef → Ef denote the restriction of f to Ef .
Writing E =
⋃
Ci as a finite union of irreducible curves, there is an
iterate ϕm such that ϕm ∈ Aut(Ci) for all i. Considering the three
cases of genus 0, 1, and greater than 1, we see that automorphisms of
curves have dynamical degree 1, so δfm(Ci) = 1. It follows as above
that αfm(P ) = 1, since we can restrict an ample height onX to each Ci.
Replacing P by f i(P ) for 0 ≤ i < m, we deduce that αf (P ) = 1.
We are now reduced to the case that δf > 1, P /∈ Ef , and P is not
periodic. Let hˆ± be the canonical heights associated to D± as described
in Theorem 9. In particular, we have
hˆ+(P ) > 0, hˆ+
(
fn(P )
)
= δnf hˆ
+(P ), and hˆ−
(
fn(P )
)
= δ−nf hˆ
−(P ).
We set hX = hˆ
+ + hˆ−, which is a Weil height associated to a divisor
that is big and nef. This allows us to compute
αf (P ) = lim inf
n→∞
h+X
(
fn(P )
)1/n
Dynamical degree equals arithmetic degree 9
= lim inf
n→∞
(
hˆ+
(
fn(P )
)
+ hˆ−
(
fn(P )
))1/n
= lim inf
n→∞
(
δnf hˆ
+(P ) + δ−nf hˆ
−(P )
)1/n
= δf ,
where to deduce the final equality, we are using the fact that Theorem 9
tells us that hˆ+(P ) > 0.
On the other hand, we know from (2) that the upper arithmetic
degree satisfies δf ≥ αf (P ), so we have proven that
αf(P ) ≥ δf ≥ αf(P ) ≥ αf(P ). (5)
Hence all of these quantities are equal, which proves that the limit
αf(P ) exists and is equal to δf . 
Remark 11. Interesting cases to which Theorem 10 applies are compo-
sitions of noncommuting involutions of K3 surfaces in P2×P2 and P1×
P1×P1. The height theory of these maps was studied in in [2, 3, 19, 22],
and Theorem 10 for K3 surfaces in P2 × P2 was already proved by a
similar argument in [21, Section 12]. There are also higher dimensional
versions of these constructions in which the associated involutions are
rational maps, not morphisms. It would be interesting to study αf(P )
for these reversible dynamical systems on Calabi–Yau varieties.
1.4. Proof of Theorem 2(d). The case of monomial maps described
in Theorem 2(d) is an immediate consequence of results in [21].
Theorem 12. Let A = (aij) be an N-by-N matrix with integer coeffi-
cients and det(A) 6= 0, and let fA : PN 99K PN be the associated momo-
nial map extending the endomorphism of GNm → GNm defined by A, i.e.,
extending the map
(t1, . . . , tN) 7−→ (ta111 ta122 · · · ta1NN , . . . , taN11 taN22 · · · taNNN ) .
(a) The set of arithemtic degrees of fA for points in G
N
m(Q¯) satisfies{
αfA(P ) : P ∈ GNm(Q¯)
} ⊂ {eigenvalues of A}.
In particular, αfA(P ) is an algebraic integer.
(b) If P ∈ GNm(Q¯) has Zariski dense orbit, then αfA(P ) = δfA.
(c) If P ∈ GNm(Q¯) satisfies αfA(P ) < δfA , then the orbit of P lies in a
proper fA-invariant algebraic subgroup of G
N
m.
Proof. This (and more) is proven in [21]. In particular, (a) follows
from [21, Corollary 32], and (b) and (c) follow by combining [21, Propo-
sition 19(d) and Corollary 29]. 
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2. Large Sets of Points Satisfying αf(P ) = δf
In this section we describe our main results concerning large sets
for which we can prove that αf (P ) = δf . The proofs are given in
subsequent sections. We begin with a standard definition.
Definition. Let f : X 99K X be a dominant rational map. The map f
is said to be algebraically stable (in codimension 1) if the induced maps
on NS(X)R satisfy (f
∗)n = (fn)∗ for all n ≥ 1.
We note that one consequence of algebraic stability is that δf is
simply the largest eigenvalue of f ∗. In particular, if X = PN and f is
algebraically stable, then δf = deg(f).
We recall that Theorem 3 states that for certain affine morphisms
f : A2 → A2, there is a large set of points P such that αf(P ) = δf .
Our proof of Theorem 3 actually yields a stronger result, which we now
describe.
Definition. Let f : X 99K X be a rational map defined over Q¯ with
dynamical degree δf > 1, and let D ∈ Div(X)R. The weak lower
canonical height associated to f and D is the function
hˆ
◦
f,D : X(Q¯)f −→ R ∪ {∞}, hˆ
◦
f,D(P ) = lim inf
n→∞
hD
(
fn(P )
)
δnf
.
Here hD is any Weil height associated to D. Since any two such heights
differ by O(1), we see that the value of hˆ
◦
f,D(P ) is independent of the
choice of hD. We also note that ∞ is an allowable value of hˆ◦f .
Remark 13. The canonical height associated to eigendivisors of mor-
phisms was defined in [7]. A more general definition for rational maps
f : PN 99K PN , described by the second author in [21], is
hˆf (P ) = lim sup
n→∞
h
(
fn(P )
)
nℓδnf
,
where ℓ ≥ 0 is determined by the conjectural estimate deg(fn) ≈ nℓδnf
as n → ∞. The function hˆ◦f differs from hˆf in two ways. First, it is
defined using the liminf, rather than the limsup. Second, the denom-
inator includes only δnf , it has no n
ℓ correction factor. The utility of
the weak lower canonical height in studying arithmetic degrees is ex-
plained below in Proposition 14. See also [13] for additional material
on canonical heights attached to dominant rational maps.
For self-maps of PN , it is proven in [21] that
hˆf(P ) > 0 =⇒ αf(P ) = δf , (6)
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so the positivity of hˆf (P ) is at least as strong as the equality of the
dynamical degree and the upper arithmetic degree. The proof works,
mutatis mutandis, to show that if hˆ
◦
f (P ) > 0, then αf (P ) ≥ δf , and
combined with (2), this implies that αf(P ) = δf , as in the following
useful result.
Proposition 14. Let f : X 99K X be a dominant rational map defined
over Q¯ with dynamical degree satisfying δf > 1, let D ∈ Div(X)R be
any divisor, and let P ∈ X(Q¯)f . Then
hˆ
◦
f,D(P ) > 0 =⇒ αf (P ) = δf .
In particular, the limit (1) defining αf(P ) converges.
Proof. The assumption that hˆ
◦
f,D(P ) > 0 implies in particular that P
is a wandering point. Further, since by definition the height hˆ
◦
f,D(P ) is
the liminf of δ−nf hD
(
fn(P )
)
, we can find an integer n0 so that
δ−nf hD
(
fn(P )
) ≥ 1
2
hˆ
◦
f,D(P ) > 0 for all n ≥ n0.
It follows that
lim inf
n→∞
hD
(
fn(P )
)1/n ≥ lim inf
n→∞
δf
(
1
2
hˆ
◦
f,D(P )
)1/n
= δf .
Let H ∈ Div(X) be an ample divisor such that H−D is also ample.
Then hH ≥ hD − C for a constant C, so
αf (P ) = lim inf
n→∞
h+H
(
fn(P )
)1/n
≥ lim inf
n→∞
(
hD
(
fn(P )
)− C)1/n
≥ δf .
This lower bound, combined with the upper bound αf (P ) ≤ δf
from (2), implies that αf(P ) exists and equals δf ; cf. The final set (5)
in the proof of Theorem 10. 
Question 15. In the context of Proposition 14, if αf (P ) = δf , is it
true that there exists a divisor D ∈ Div(X)R such that hˆ◦f,D(P ) > 0?
Using Proposition 14, we see that Theorem 3 is an immediate con-
sequence of the following result.
Theorem 16. Let K/Q be a number field, and let f : A2 → A2 be
an affine morphism defined over K whose extension to f : P2 99K P2
is dominant and satisfies δf > 1. Assume that one of the following is
true:
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(a) The map f is algebraically stable.
(b) deg(f) = 2.
Then there is a finite extension K ′ of K, a prime p of K ′ and a p-adic
neighborhood U ⊂ P2(K ′
p
) such that
hˆ
◦
f (P ) > 0 for all P ∈ U ∩ A2(K ′).
Before starting the proof of Theorem 16, we give two lemmas. The
first is the well-known characterization of algebraic stabilty in the case
of affine morphisms, and the second describes how the dynamical degree
and the canonical height change when f is replaced by an iterate.
Lemma 17. Let f : AN → AN be an affine morphism, and by abuse of
notation, let f : PN 99K PN also denote the rational map obtained by
extending f to PN . Define inductively a sequence of subvarieties of PN
by
V0 = P
N r AN and Vn+1 = f(Vn r If ),
where the overline indicates to take the Zariski closure. Then
f is algebraically stable ⇐⇒ Vn 6= ∅ for all n ≥ 0.
Proof. This is well-known, but for the convenience of the reader, we
give the short proof. If Vn 6= ∅, we write ξn for the generic point of Vn.
Then ξn = f
n(ξ0).
Directly from the definition, we have that the map f is algebraically
stable if and only if deg(fn+1) = deg(fn) deg(f) for all n ≥ 1. For
polynomial maps f, g : AN → AN , we have in general that
deg(f ◦ g) = deg(f) deg(g) ⇐⇒ g(PN r (AN ∪ Ig)) 6⊆ If .
Applying this with g = fn, we have
deg(fn+1) = deg(fn) deg(f) ⇐⇒ fn(V0 r Ifn) 6⊆ If
⇐⇒ fn(ξ0) /∈ If
⇐⇒ Vn 6⊆ If for all n ≥ 0, since the
Zariski closure of ξn = f
n(ξ0) is Vn
⇐⇒ Vn 6= ∅ for all n ≥ 0.
This conclude the proof of Lemma 17. 
Lemma 18. Let f : X 99K X be a dominant rational map, and
let m ≥ 1.
(a) The dynamical degree satisfies
δfm = δ
m
f .
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(b) Assume that X and f are defined over Q¯ and that δf > 1, and
let P ∈ X(Q¯)f . Then
hˆ
◦
f(P ) = min
0≤i<m
δ−if hˆ
◦
fm
(
f i(P )
)
.
Proof. (a) To ease notation, we write ρ(fn) for the the magnitude of
the largest eigenvalue of (fn)∗ acting on NS(X)R. Then by definition δf
is the limit of ρ(fn)1/n as n→∞. It is known that this limit exists, so
any subsequence also converges to δf . Hence
δf = lim
k→∞
ρ(fmk)1/mk =
(
lim
k→∞
ρ
(
(fm)k
)1/k)1/m
= δ
1/m
fm .
(b) The lower canonical height is defined as a liminf, so we can’t restrict
to a subsequence as in (a). Instead we apply the definition of the
canonical height to each of the points P, f(P ), . . . , fm−1(P ). Thus
hˆ
◦
f (P ) = lim inf
n→∞
h
(
fn(P )
)
δnf
= lim inf
k→∞
min
0≤i<m
h
(
fkm+i(P )
)
δkm+if
= min
0≤i<m
lim inf
k→∞
h
(
(fm)k(f iP )
)
δkfm · δif
from (a),
= min
0≤i<m
δ−if hˆ
◦
fm
(
f i(P )
)
,
which completes the proof of Lemma 18. 
3. Canonical heights, p-adic neighborhoods, and periodic
points
The following result provides our primary tool for proving Theo-
rem 16.
Theorem 19. Let K/Q be a number field, and let f : AN → AN be
an affine morphism defined over K whose extension f : PN 99K PN
is dominant and satisfies δf > 1. Suppose that there exists an integer
m ≥ 1 and a point Q0 ∈ PN(K) lying on the hyperplane at infinity
such that fm is defined at Q0 and such that f
m(Q0) = Q0. Then there
is a prime p of K and a p-adic neighborhood U ⊂ PN (Kp) of Q0 such
that
hˆ
◦
f(P ) > 0 for all P ∈ U ∩ AN(K).
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Remark 20. The study of algebraic points on varieties via p-adic
neighborhoods that are mapped into themselves by algebraic maps,
as in Theorem 19, has a long history. One might start by citing the
Skolem–Lech–Mahler theorem on linear recurrences and Chaubauty’s
result on rational points on curves [8], as well as more recent results
in arithmetic dynamics, including for example papers on the dynam-
ical Mordell–Lang conjecture [5, 6, 10] and applications to potential
density [1].
Example 21. We note that it is possible for fm to be defined at Q0
even if some lower iterate of f is not defined at Q0. For example, the
extension of the map
f : A2 −→ A2, f(x, y) = (y2, x)
to P2 has the form
f
(
[X, Y, Z]
)
= [Y 2, XZ, Z2].
Its second iterate is
f 2
(
[X, Y, Z]
)
= [X2Z2, Y 2Z2, Z4] = [X2, Y 2, Z2],
so [1, 0, 0] ∈ If , but f 2
(
[1, 0, 0]
)
= [1, 0, 0]. For this example, the
map f 2 is a morphism on P2, so δf2 = deg(f
2) = 2, and Lemma 18(a)
tells us that δf = δ
1/2
f2 =
√
2.
Remark 22. Under the assumptions of Theorem 19, the map fm is
algebraically stable. To see this, we inductively define subvarieties
V0 = P
N r AN and Vn+1 = fm(Vn r Ifm).
The assumption that fm(Q0) = Q0 implies that Q0 ∈ Vn for all n, and
then Lemma 17 tells us that fm is algebraically stable.
Example 23. It is easy to construct examples of affine morphisms that
do not have any periodic points. For example, consider the map
f : A2 −→ A2, f(x, y) = (xy, y + 1).
Then
fn(x, y) =
(
xy(y + 1) · · · (y + n− 1), y + n)
so f has no periodic points in A2. The extension of f to P2 satisfies
fn
(
[X, Y, Z]
)
=
[
XY (Y + Z) · · · (Y + (n− 1)Z), Y Zn + nZn+1, Zn+1],
so the only possible periodic point of f in P2rA2 is the point [1, 0, 0].
But f is not defined at [1, 0, 0], and hence f has no periodic points in P2.
Of course, the map f is not algebraically stable, since deg(fn) = n+1,
so we already know from Remark 22 that Theorem 19 does not apply
to f .
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Example 24. Let a ∈ Q¯∗ be a number that is not a root of unity. The
map
f : P2 −→ P2, f([X, Y, Z]) = [aX2Y,XY 2, Z3],
which extends the affine morphism
A2 −→ A2, (x, y) 7−→ (ax2y, xy2),
gives an example of an algebraically stable affine morphism having no
periodic points on the line {Z = 0} at infinity. Indeed, if we let
e(n) =
1
2
(3n + 1) and u(n) =
1
4
(3n − 1 + 2n),
then one easily checks that
fn
(
[X, Y, Z]
)
=
[
au(n)Xe(n)Y e(n)−1, au(n)−nXe(n)−1Y e(n), Z3
n]
,
so deg(fn) = 3n = deg(f)n, which shows that f is algebraically stable.
The indeterminacy locus of f is
If =
{
[1, 0, 0], [0, 1, 0]
}
.
Suppose that [α, β, 0] /∈ If is a periodic point lying on the line at
infinity. Then αβ 6= 0, so using the formula for fn, we must have
au(n)αe(n)βe(n)−1
au(n)−nαe(n)−1βe(n)
=
α
β
.
This implies that an = 1, contradicting our choice of a as a non-root of
unity. Hence f has no periodic points on the line at infinity. Of course,
it does have periodic points in A2. More precisely, it has exactly one
periodic point, namely the fixed point (0, 0).
Proof of Theorem 19. Lemma 18(b) says that
hˆ
◦
f(P ) = min
0≤i<m
δ−if hˆ
◦
fm
(
f i(P )
)
.
So if we can prove the theorem for fm, then we can apply the theorem
to the map fm and each of the points P, f(P ), f 2(P ), . . . , fm−1(P ) to
deduce that the theorem is true for the map f and the point P . We may
thus replace f with fm, which reduces us to the case that Q0 is a fixed
point of f . Then, as noted in Remark 22, the map f is automatically
algebraically stable, i.e., δf = d = deg(f).
We let X1, . . . , XN ,W be projective coordinates on P
N , with the
hyperplane at infinity being the set {W = 0}. Making a change of
coordinates, we move Q0 to the point
Q0 = [1, 0, 0, . . . , 0] ∈ PN .
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Then the assumptions that f : AN → AN and f(Q0) = Q0 imply that f
can be written in the form
f = [aXd1 +G1, G2, . . . , GN ,W
d] (7)
with a ∈ K∗ and G1, . . . , GN ∈ K[X1, . . . , XN ,W ] homogeneous poly-
nomials of degree d that vanish at Q0, i.e., G1, . . . , GN are in the ideal
generated by X2, . . . , XN ,W .
For any prime p of K, we let
Rp = {x ∈ Kp : |x|p ≤ 1} and Mp = {x ∈ Kp : |x|p < 1}
denote, respectively, the ring of integers of Kp and the maximal ideal
of Rp. We choose a prime p of K such that
a ∈ R∗
p
and G1, . . . , GN ∈ Rp[X, Y ],
and we consider the p-adic neighborhood of Q0 defined by
U =
{
[x1, x2, . . . , xN , w] : x1 ∈ R∗p and x2, . . . , xN , w ∈Mp
}
.
Using (7) and the facts that a ∈ R∗
p
and G1, . . . , GN are in the ideal
generated by X2, . . . , XN , it is clear that f(U) ⊂ U . More precisely, if
we choose a point
P = [α1, . . . , αN , β] ∈ U with α1 ∈ R∗p and α2, . . . , αN , β ∈Mp,
then we can write fn(P ) as
fn(P ) = [α
(n)
1 , . . . ,α
(n)
N , β
dn] ∈ U
with α
(n)
1 ∈ R∗p and α(n)2 , . . . , α(n)N , β ∈Mp.
The key point to note here is that we cannot cancel any factors of p from
these homogeneous coordinates of fn(P ), because the first coordinate
is a unit.
We now compute
h
(
fn(P )
)
= h
(
[α
(n)
1 , . . . , α
(n)
N , β
dn]
)
= h
([
α
(n)
1
βdn
, . . . ,
α
(n)
N
βdn
, 1
])
=
∑
v∈MK
logmax
{∥∥∥∥∥α
(n)
1
βdn
∥∥∥∥∥
v
, . . . ,
∥∥∥∥∥α
(n)
N
βdn
∥∥∥∥∥
v
, 1
}
≥ logmax


∥∥∥∥∥α
(n)
1
βdn
∥∥∥∥∥
p
, . . . ,
∥∥∥∥∥α
(n)
N
βdn
∥∥∥∥∥
p
, 1


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= log ‖β‖−dnp since ‖α(n)1 ‖p = 1 and ‖α(n)i ‖p ≤ 1 for all i,
= dn log ‖β‖−1
p
.
Note that this inequality holds for all n ≥ 0. We are given that β ∈ Mp,
so log ‖β‖−1p > 0. Hence
hˆ
◦
f (P ) = lim inf
n→∞
h
(
fn(P )
)
δnf
= lim inf
n→∞
h
(
fn(P )
)
dn
≥ log ‖β‖−1
p
> 0.
This concludes the proof of Theorem 19. 
4. Algebraically stable affine maps on A2
In this section we use Theorem 19 to prove Theorem 16(a). We use
the assumed algebraically stability of f and a case-by-case analysis to
find the required periodic point lying on the line at infinity.
Proof of Theorem 16(a). If δf = 1, then (2) and the fact that αf(P ) is
always greater than or equal to 1 implies the αf(P ) = 1. We may thus
assume that δf > 1. Let d = deg(f). We write f in homogeneous form
as
f(X, Y, Z) =
[
F (X, Y ) + ZF1(X, Y, Z), G(X, Y ) + ZG1(X, Y, Z), Z
d
]
.
Since f has degree d, we see that at least one of F and G is nonzero.
Changing coordinates, we may assume that F 6= 0.
Let H = gcd(F,G) ∈ K[X, Y ], and write
F = HF0 and G = HG0 with gcd(F0, G0) = 1,
so the map f has the form
f(X, Y, Z) =
[
H(X, Y )F0(X, Y ) + ZF1(X, Y, Z),
H(X, Y )G0(X, Y ) + ZG1(X, Y, Z), Z
d
]
.
We consider three subcases, depending on the degree of F0.
Case 1. deg(F0) ≥ 2
Since
degG0 = degG− degH = d− degH = deg F − degH = degF0,
we have a well-defined map
ϕ = [F0, G0] : P
1 −→ P1
of degree at least 2. Such a map ϕ has infinitely many distinct periodic
orbits in P1(Q¯) [4], while there are only finitely many points in P1
satisfying H(X, Y ) = 0. (IfH is constant, there will be no such points.)
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So after replacing K by a finite extension, we can find a ϕ-periodic
point Q0 = [x0, y0] ∈ P1(K), say of period m, such that
H
(
ϕi(Q0)
) 6= 0 for all 0 ≤ i < m. (8)
By abuse of notation, we also write Q0 = [x0, y0, 0] ∈ P2, using the
natural identification of P1 with the line Z = 0 in P2. We note that (8)
implies that
f(Q0) = f
(
[x0, y0, 0]
)
=
[
H(x0, y0)F0(x0, y0), H(x0, y0)G0(x0, y0), 0
]
=
[
F0(x0, y0), G0(x0, y0), 0
]
is well-defined, since F0 and G0 have no nontrivial common roots, and
more generally (8) ensures that f i(Q0) is well-defined for all i ≥ 0.
With the identification P1 = {Z = 0} ⊂ P2, we have
f i(Q0) = ϕ
i(Q0) for all i ≥ 0,
and hence the point Q0 ∈ P2(K) is anm-periodic point for f . It follows
from Theorem 19 that there is a prime p and a p-adic neighborhood
Q0 ∈ U ⊂ P2(Kp) such that hˆ◦f (P ) > 0 for all P ∈ U ∩ A2(K).
Case 2. deg(F0) = 0
Again by degree considerations we see that G0 is also constant, so f
has the form
f =
[
αH(X, Y ) + ZF1(X, Y, Z), βH(X, Y ) + ZG1(X, Y, Z), Z
d
]
for some [α, β] ∈ P1. If β 6= 0, we conjugate f by the map
ψ(X, Y, Z) = [Y, βX − αY, Z],
to obtain
fψ = ψ◦f ◦ψ−1 = [βH◦ψ−1+ZG1◦ψ−1, Z(βF1◦ψ−1−αG1◦ψ−1), Zd].
So in all cases, after possibly changing corodinates and relabeling, we
are reduced to studying maps of the form
f(X, Y, Z) =
[
H(X, Y ) + ZF1(X, Y, Z), ZG1(X, Y, Z), Z
d
]
.
Case 2.a. H(1, 0) = 0
Then f is not defined at [1, 0, 0], i.e., [1, 0, 0] ∈ If , and hence
f
({Z = 0}r If) = {[1, 0, 0]} ⊂ If .
It follows from Lemma 17 that f is not algebraically stable. In fact,
already at the second iterate we have deg(f 2) < deg(f)2.
Case 2.b. H(1, 0) 6= 0
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Then f is defined at [1, 0, 0], and [1, 0, 0] is a fixed point of f , so we
can take Q0 = [1, 0, 0] and m = 1 in Theorem 19 to obtain the desired
conclusion.
Case 3. deg(F0) = 1
In this case the map
ϕ = [F0, G0] : P
1 −→ P1
has degree 1. Thus ϕ is a linear fractional transformation, so after a
change of coordinates (of P2 that maps the line at infinity to itself),
the map ϕ may be put into one of the following two forms:
ϕ(X, Y ) = [aX, Y ] or ϕ(X, Y ) = [X + bY, Y ] with a, b ∈ Q¯∗.
We note that for any γ ∈ PGL3(Q¯), we have
δγ◦f◦γ−1 = δf and αγ◦f◦γ−1(P ) = αf(γP ),
so it is permissible to make this change of coordinates. We write
H(X, Y ) = ckX
kY d−1−k + · · · with k ≥ 0 and ck 6= 0.
We note that unless a = 1, the map ϕ has either one or two fixed
points, and no other periodic points. If one of those fixed points is not
in If , then we can apply Theorem 19 to conclude the proof. However,
if the fixed points are in If , i.e., if H(X, Y ) vanishes at the fixed points,
then f has no periodic points on the line at infinty, so we cannot use
Theorem 19. We give an alternative argument that works in all cases.
Let K be a number field containing the coefficients of the polyno-
mials defining f , and let p be a nonarchimedean place such that the
nonzero coefficients of H,F0, F1, G0, G1 have p-adic absolute value 1.
We consider the p-adic open set
U =
{
P = [x, y, z] ∈ P2(Kp) : |x|p > |y|p > |z|p and |y|dp > |x|d−1p |z|p
}
.
We note that a point [α, β, 1] ∈ A2(Kp) is in U if and only if
|α|p > |β|p > 1 and |β|dp > |α|d−1p . (9)
We are going to prove that
αf(P ) = δf for all P ∈ U ∩ A2(K).
Let P ∈ U ∩ A2(Kp) and write P and f(P ) as
P = [α, β, 1] and f(P ) = [α′, β ′, 1].
We claim that
f(P ) ∈ U and |β ′|p ≥ |β|dp. (10)
The assumption that P ∈ U tells us that we can write
|β|p = R and |α|p = RS with R > 1, S > 1, and R > Sd−1. (11)
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We now verify (10) for the two cases for ϕ.
Case 3.a. deg(F0) ≥ 1 and ϕ = [aX, Y ]
We estimate the size of the two terms in the first coordinate of f(P )
as∣∣F0(α, β)H(α, β)∣∣p = |aα|p|ckαkβd−1−k|p = |α|k+1p |β|d−1−kp = RdSk+1
and∣∣F1(α, β, 1)∣∣p ≤ max0≤i≤d−1 |α|ip|β|d−1−ip = max0≤i≤d−1Rd−1Si = (RS)d−1.
We know from (11) that Rd > (RS)d−1, so the ultrametric inequality
gives
|α′|p =
∣∣F0(α, β)H(α, β)+F1(α, β, 1)∣∣p = ∣∣F0(α, β)H(α, β)∣∣p = RdSk+1.
(12)
Similarly, the second coordinate of f(P ) has the two terms∣∣G0(α, β)H(α, β)∣∣p = |β|p|ckαkβd−1−k|p = |α|kp|β|d−kp = RdSk ≥ Rd
and∣∣G1(α, β, 1)∣∣p ≤ max0≤i≤d−1 |α|ip|β|d−1−ip = max0≤i≤d−1Rd−1Si = (RS)d−1.
Again using Rd > (RS)d−1 from (11), we have
|β ′|p =
∣∣G0(α, β)H(α, β) +G1(α, β, 1)∣∣p = ∣∣G0(α, β)H(α, β)∣∣p = RdSk.
(13)
Using the formulas |α′|p = RdSk+1 and |β ′|p = RdSk from (12)
and (13), it is now easy to verify the claims in (10). First, we check
that f(P ) ∈ U . We have
|β ′|p = RdSk ≥ Rd > 1 and |α
′|p
|β ′|p = S > 1,
and further
|β ′|d
p
|α′|d−1p
=
Rd
Sd−k−1
≥ R
d
Sd−1
> Rd−1 > 1.
(We have used the inequality R > Sd−1 from (11).) This shows that
f(P ) satisfies (9), so f(P ) ∈ U . Finally, we have
|β ′|p = RdSk ≥ Rd = |β|dp,
which completes the proof of (10) in Case 3a.
Case 3.b. deg(F0) ≥ 1 and ϕ = [X + b, Y ]
The proof is similar, so we just quickly sketch. We have∣∣F0(α, β)H(α, β)∣∣p = |α + b|p|ckαkβd−1−k|p = |α|k+1p |β|d−1−kp = RdSk+1
Dynamical degree equals arithmetic degree 21∣∣F1(α, β, 1)∣∣p ≤ max0≤i≤d−1 |α|ip|β|d−1−ip = max0≤i≤d−1Rd−1Si = (RS)d−1,∣∣G0(α, β)H(α, β)∣∣p = |β|p|ckαkβd−1−k|p = |α|kp |β|d−kp = RdSk ≥ Rd,∣∣G1(α, β, 1)∣∣p ≤ max0≤i≤d−1 |α|ip|β|d−1−ip = max0≤i≤d−1Rd−1Si = (RS)d−1.
These are the same estimates that we proved in Case 3a, so the rest of
the proof of Case 3a carries over verbatim.
We now resume the proof of Case 3. We let P = [α0, β0, 1] ∈ U ∩
A2(K), and for n ≥ 0 we write
fn(P ) = [αn, βn, 1].
Using (10), we see by induction that for all n ≥ 0 we have
fn(P ) ∈ U and |βn|p = |β0|dnp .
Now the usual calculation gives
h
(
fn(P )
)
=
1
[K : Q]
∑
v∈MK
logmax
{|αn|v, |βn|v, 1}
≥ 1
[K : Q]
logmax
{|αn|p, |βn|p, 1}
≥ 1
[K : Q]
log |β0|dnp
= dn
log |β0|p
[K : Q]
.
Hence
αf(P ) = lim sup h
+
X
(
fn(P )
)1/n ≥ d.
On the other hand, from (2) we have αf(P ) ≤ δf ≤ d, which completes
the proof in Case 3 that αf(P ) = δf for all P ∈ U ∩ A2(K). (We
remark that in Case 3 it is easy to check that f is algebraically stable,
so δf = d; but in any case, one always has the inequality δf ≤ d, which
is all that we need here.)
Cases 1, 2, and 3 cover all of the possibilities for the map ϕ, which
completes the proof of Theorem 16(a). 
5. Degree 2 affine maps on A2
In this section we give the proof of Theorem 16(b), which deals with
degree 2 affine morphism of A2. The proof is a case-by-case analysis, us-
ing the classification of dominant quadratic polynomial maps of A2(C)
due to Guedj. We note that Guedj’s proof works over any algebraically
closed field of characteristic 0, so in particular it is valid over Q¯. We
also note that it suffices to prove Theorem 16(b) for maps that are
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not algebraically stable, since algebraically stable maps of Ad are cov-
ered by Theorem 16(a). It is worth noting that some non-algebraically
stable maps actually have no periodic points on the line at infinity,
so we cannot directly apply Theorem 19 to these maps. However, in
each case we are able to prove the desired growth of h+X
(
fn(P )
)
in an
appropriate p-adic neighborhood, leading to the desired conclusion.
Remark 25. As noted earlier, there are maps f : A2 → A2 to which
Theorem 19 does not apply. For example, consider the map f(x, y) =
(y, xy). It is easy to see that deg(fn) is the (n+2)nd-Fibonacci number,
so δf =
1+
√
5
2
. If Theorem 19 were valid for f , then there would be
an integer m ≥ 1 and a point Q0 on the line at infinity with the
property that fm(Q0) = Q0. It would follow from Remark 22 that f
m
is algebraically stable, so δfm = deg(f
m), and then Lemma 18 would
say that δf = δ
1/m
fm = deg(f
m)1/m is the mth-root of an integer. This
contradicts δf =
1+
√
5
2
. Of course, for this easy example, one can give
an explicit formula for fm and check directly that fm has no fixed
points on the line at infinity. But our indirect argument is more widely
applicable.
Theorem 26. (Guedj [11]) Let f : A2 → A2 be a dominant quadratic
polynomial map defined over Q¯. Then f is conjugate by a Q¯-linear
automorphism of A2 to one of the maps described in Table 1.
Proof of Theorem 16(b). For a given point P = (x0, y0) ∈ A2(K), we
write
fn(P ) = (xn, yn).
As in the proof of Theorem 19, our aim is to find a prime p of K and
points P such that
lim inf
n→∞
logmax
{|xn|p, |yn|p, 1}
δnf
> 0.
For such P we have
hˆ
◦
f (P ) = lim inf
n→∞
h
(
fn(P )
)
δnf
= lim inf
n→∞
1
δnf [K : Q]
∑
w∈MK
logmax
{|xn|p, |yn|p, 1}
≥ lim inf
n→∞
logmax
{|xn|p, |yn|p, 1}
δnf [K : Q]
> 0,
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Case f(x, y) Conditions δf
1.1 (y + c1, xy + c2) c1, c2 ∈ Q¯ 1+
√
5
2
1.2 (y + c1, y(y − ax) + by + c2) a, b, c1, c2 ∈ Q¯
(a, b) 6= (0, 0) 2
2.1a (ax+ c1, x
2 + by + c2)
a, b, c1, c2 ∈ Q¯
ab 6= 0 1
2.1b (ax+ c1, xy + c2)
a, c1, c2 ∈ Q¯
a 6= 0 1
2.2a (f1(x), f2(x, y))
deg(f1) = 2
deg(f2) = 2
degy(f2) = 1
2
2.2b (f1(x), f2(x, y))
deg(f1) = 1
deg(f2) = 2
degy(f2) = 2
2
2.2c (y, f2(x, y))
deg(f2) = 2
degx(f2) = 2
degy(f2) = 2
2
2.2d (xy + c1, x(x+ ay) + bx+ c2) a, b, c1, c2 ∈ Q¯ 2
3.1 (y, x2 + ay + c) a, c ∈ Q¯ √2
3.2 (ay + c1, x(x− y) + c2) a, c1, c2 ∈ Q¯
a 6= 0
1+
√
5
2
3.3 (ax2 + bx+ c1 + y, x(y + αx) + c2)
a, b, c1, c2, α ∈ Q¯
a 6= 0 2
3.4 (xy + c1, x(x+ ay) + bx+ c2 + αy)
a, b, c1, c2, α ∈ Q¯
α 6= 0 2
3.5 f is a morphism of P2 2
Table 1. Guedj’s classification [11] of dominant qua-
dratic maps A2 → A2
which suffices to prove the theorem. We fix a prime p such that every
nonzero coefficient of f has p-adic norm equal to 1. We consider each
of the cases in Guedj’s classification (Table 1).
Theorem 16(a) covers all maps in Guedj’s table that are algebraically
stable, i.e., maps satisfying δf = 2, while maps with δf = 1 always
have αf (P ) = 1, by (2) and the fact that αf(P ) ≥ 1. We are thus re-
duced to studying maps satisfying 1 < δf < 2, which are Cases 1.1, 3.1,
and 3.2 in Guedj’s classification. We consider each in turn.
24 SHU KAWAGUCHI AND JOSEPH H. SILVERMAN
Case 1.1: Take P = (x0, y0) ∈ A2(K) with |x0|p = |y0|p > 1, and to
ease notation, let R = |x0|p = |y0|p. For n ≥ 1, an easy induction shows
that
|xn|p = RFn+1 and |yn|p = RFn+2,
where Fn is the n
th Fibonacci number. Hence
lim inf
n→∞
logmax
{|xn|p, |yn|p, 1}
δnf
= lim inf
n→∞
Fn+2 logR
δnf
=
δ2f logR√
5
> 0,
since δf =
1
2
(1 +
√
5) and Fn = (δ
n
f − δ−nf )/
√
5.
Case 3.1: Although f is not a morphism of P2, its second iterate
f 2
(
[X, Y, Z]
)
=
[
X2+ aY Z + cZ2, aX2 + Y 2 + a2Y Z + (a+1)cZ2, Z2
]
extends to a morphism of P2. Let ξ be a root of ξ2 − ξ + a = 0 and
replace K with K(ξ). Then the point [1, ξ, 0] is a fixed point of f 2
lying on the line at infinity, so we can apply Theorem 19 to obtain the
desired result.
Case 3.2: Take P = (x0, y0) ∈ A2(K) with 1 < |x0|p < |y0|p, and let
R = |y0|p. For n ≥ 1, we claim that |xn|p = RFn+1 and |yn| = RFn+2,
where Fn is the n-th Fibonacci number. Indeed, by induction we find
that
|xn+1|p = |ayn + c|p = |yn|p = RFn+2
and
|yn+1|p = |xn(xn − yn) + c2|p = |xnyn|p = RFn+1+Fn+2 = RFn+3.
Hence just as in Case 1.1 we have
lim inf
n→∞
logmax
{|xn|p, |yn|p, 1}
δnf
= lim inf
n→∞
Fn+2 logR
δnf
=
δ2f logR√
5
> 0.
The completes the proof of Theorem 16(b). 
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