The results of previous studies have suggested that to optimize the decoding of visual information, global contents of a scene are analyzed before local features (global precedence hypothesis). Evidence supporting this hypothesis has been provided for identification of characters, faces, hybrid stimuli, and simple objects. In the present study, we examined identification of highand low-pass filtered natural pictures. Despite the radical differences in the type of information conveyed by global and local features, confident and accurate identification was achieved on the basis of either kind of information when an intermediate range of spatial frequencies was preserved. The present data are consistent with the notion of global precedence in scene identification.
Humans can accurately identify visual scenes, even when incoming visual information is degraded. For instance, fewer fine-grained details are perceivable in a distant as compared with a near object, or when the contrast is lowfor example, when it is foggy. Nevertheless, some objects can be identified even with degraded visual conditions. Which kinds of information are critical for scene identification? In the present study, we examined the role of global and local information in the identification of natural scenes.
It has been proposed that in order to achieve efficient object identification, the human visual system analyzes the contents of visual scenes in a temporal order defined by the spatial characteristics of its elements (Navon, 1977) . More specifically, the richness of details that populate a visual scene can be organized by spatial scale, which ranges continuously from "global" to "local" properties (see Fig. 1 ). Global features of a scene describe coarse characteristics such as the division between the sky and the landscape, whereas local features involve brightness changes across a small amount of space and convey information about fine-grained details such as spots on a cheetah's back. Global and local characteristics can also be described as changes in an image's spatial frequenciesthat is, in the number of times one detail can be repeated in a unit of space (Shulman & Wilson, 1987) . In particular, low and high spatial frequencies describe respectively elements that cover large areas of an image (low spatial frequencies or global features) or small portions of a scene (high spatial frequencies or local features). It has been suggested that in order to optimize efficiency in scene recognition, a sequence of stages analyzes progressively smaller portions of the visual field, resulting in earlier identification of global than of local stimulus features (Bar, 2004; Navon, 1977) .
Evidence supporting the hypothesis that processing of global elements precede processing of local details has been obtained in a number of studies investigating identification of digits, numbers, line drawings, and faces (Loftus & Harley, 2004; Navon, 1977; Sanocki, 1993) . Typically in these studies, a first stimulus that is either global or local is presented for a variable exposure time, followed by a test stimulus that has to be matched to the first stimulus. These studies demonstrate an advantage for global as compared with local stimuli at short exposure times, and this advantage is interpreted as reflecting a processing sequence whereby global processing precedes local processing (Loftus & Harley, 2004 ). In addition, some studies have investigated the identification of hybrid images, which are composed of a low-spatial-frequency version of one picture (e.g., a city landscape) superimposed on a high-spatial-frequency version of a different picture (e.g., a close-up view of a house). When such hybrid pictures are shown for short durations, the lowspatial-frequency picture is usually perceived, whereas with longer durations, the high-spatial-frequency picture is usually perceived (Schyns & Oliva, 1994) . Finally, psychophysiological evidence has suggested a feedback model of visual analysis, where early global information biases subsequent finer scale processing (Bar, 2004; Bullier, 2001; Fabre-Thorpe, 2003) . In this model, a scene is initially analyzed to extract global information, and the result of this raw analysis is projected to brain structures which bias further fine-scale fine-scale processing based on task relevance or emotional value of the scene (Bar, 2004) .
The present study was aimed at assessing the identification of natural pictures by their global or local properties. Previous work has reported evidence supporting the global precedence hypothesis in the identification of impoverished, simple, or artificial stimuli (line drawings, digits, hybrid images; Loftus & Harley, 2004; Navon, 1977; Sanocki, 1993; Schyns & Oliva, 1994) . A straightforward prediction of the global precedence hypothesis is that even when viewing highly complex stimuli such as natural scenes, a temporal advantage for global as compared with local features will be observed. To this end, low-and high-passed versions of natural scenes were presented at an either short or long exposure time, and picture identification was assessed.
Method
For clarity, we will briefly describe the general design and the tasks used in this study before going into their details.
Task and design synopsis
On each of a series of trials, a naturalistic scene was presented in one of-depending on the task-either 12 or 16 conditions defined by either three or four levels of desired performance level, along with two levels of filter type (high pass vs. low pass), and two levels of picture exposure duration (0.1 s or 1 s). Desired performance levels were achieved by adaptively varying the filter's strengththat is, the range of spatial frequencies eliminated by the filter.
The study was aimed at investigating the role of spatial frequencies in gist understanding. To this end, three tasks were designed that differed only in how gist understanding was assessed. We used three different tasks for generalitythat is, to limit the possibility that results were related to specific features of a task such as the specific verbal DC-YN ("Description correct-yes or no"). A naturalistic scene was shown to a participant along with a brief description. The participant's task was to judge, with a yes-no response, whether the description matched the scene's gist. DC-C ("Description correct-confidence"). A naturalistic scene was shown to a participant, along with a brief description. The participant's task was to provide a confidence rating of whether the description matched the scene's gist. UG-YN ("Understand gist-yes or no"). A naturalistic scene was shown to a participant. The participant's task was to judge, with a yes-no response, whether he or she understood the scene's gist.
Participants
A total of 120 students (66 females, 54 males, mean age = 19.1, SD = 1.54) from the University of Washington, participating for course credit, were randomly assigned to one of the three task conditions. Because of the failure of the data acquisition algorithm, data in some blocks were not estimated. Participants who had missing data were excluded from analysis. Final ns were: DC-YN = 28; DC-C = 52; UG-YN = 40.
Stimuli and equipment
A total of 350 grayscale pictures representing objects, people, urban, or naturalistic scenes were selected. For each picture, a verbal descriptor was created (descriptor length M = 1.92 words, SD = 1.1). Visual angle subtended by pictures was 21.07°horizontal x 15.62°vertical. Pictures were presented on eMac computers using the Psychophysics Toolbox (Pelli & Zhang, 1991) . Examples of two of the stimuli, along with gist descriptors, are provided in Fig. 1 .
Filter parameters
The low-pass filter has been described in previous work (De Cesarei & Codispoti, 2008 , 2010 Loftus & Harley, 2005) : Its value was 1.0 (spatial frequencies were passed) up to some image spatial-frequency value F 0 cycles/image, then declined parabolically with log spatial frequency, reaching zero at spatial frequency F 1 = 3·F 0 , and remaining at zero for all spatial frequencies greater than F 1 . The highpass filter was identical to the low-pass filter, mirror-imaged on the frequency axis; thus, it was zero up to F 1 , then rose parabolically and asymptoted at 1.0 at 3·F 1 . A graphical description of the filter can be found in a previous study (Loftus & Harley, 2005) . Through the remainder of the article, a filter will be described by its direction (low pass or high pass) and its filter strength, defined as its cutoff value, F 1 . Note that "greater filter strength" implies larger cutoff values for low-pass stimuli and smaller cutoff values for high-pass stimuli. Procedure A staircase procedure was applied (Levitt, 1971) , which allows one to estimate the magnitude of some perceptual parameter-in our case, filtering strength, implemented in terms of filter cutoff -that leads to some prespecified performance level. This is done by adaptively varying filtering strength over trials according to a set of probabilistic rules. In general, the procedure is biased toward lower filter strengths for better identification accuracy, and higher filter strengths for poorer identification accuracy.
Separate blocks were run for each accuracy level, exposure duration, and filter type. Block order was randomized. Each block started from an initial cutoff value of 50.2 cpi (low-passed pictures) or 99.7 cpi (high-passed pictures), and initial step value was 2 octaves.
1 On each trial within a block, an image was online filtered using either high-pass or high-pass filter with the appropriate filter cutoff (F 1 ) value, and presented for either 0.1 s or 1 s. After each picture, identification accuracy was assessed as described below. Depending on identification after each trial, filter magnitude was increased, decreased, or left unchanged. On the next trial, a different picture was presented, and no picture was presented more than once. Whenever the filter magnitude changed direction (i.e., increased after having decreased, or vice-versa), step size was halved. After six direction changes, the procedure terminated, and the next block was started. On average, each block lasted 61.23 (DC-YN), 51.75 (DC-C), or 44.56 (UG-YN) pictures.
Estimation of filter magnitudes in the three tasks
In the DC-YN task, a descriptor was presented after each picture, and participants responded whether the description was correct or not. Participants were allowed to guess whether the picture and the descriptor matched, and 50% accuracy was defined as "no memory." The psychophysical procedure was set to estimate filter strengths that implied accuracies of 70%, 80%, and 85%.
In the DC-C task, participants rated their confidence that the picture matched the descriptor on a 1 to 5 scale, where the confidence responses were defined as follows: 1 = Correct, 2 = Probably correct, 3 = I don't know, 4 = Probably wrong and 5 = Wrong. In the adaptive procedure, (Probably) correct and (Probably) wrong responses were treated as correct for match and mismatch trials, respectively. I don't know responses were treated as incorrect. These scoring conventions were chosen to ensure that participants' responses were not influenced by guessing when they did not know how to answer the question. Accordingly, 0% accuracy corresponded to "no memory." With "accuracy" thus defined, the psychophysical procedure was set to estimate filter strengths that implied accuracies of 15%, 30%, 50%, and 85%.
Finally, in the UG-YN task, participants were asked whether they were able to understand picture content or not by pressing one of two keys. As with DC-C, 0% accuracy indicated failure to identify scene contents. The psychophysical procedure was set to estimate filter strengths that implied accuracies of 15%, 30%, 50%, and 85%.
Data analysis
As was suggested by Levitt (1971) , initial values to the first two changes in direction were excluded to increase estimation efficiency. The resulting cutoff value was then defined as the mean of the remaining values. All resulting cutoff values greater than two standard deviations from the session mean were marked as outliers and discarded from analysis.
Our analysis relied mainly on the fitting of Weibull cumulative functions relating identification accuracy to filter cutoff. We assumed that that no identification resulted from filtering out of the whole picture, and 100% accuracy resulted from leaving the picture intact. The Weibull fits provided threshold and slope estimates (Pelli, 1987) . Specifically, the threshold value indicates cutoff values that imply 80% (DC-YN) or 55% (DC-C and UG-YN) identification accuracy. The slope parameter differentiates steep functions-in which identification accuracy varies from no identification to perfect identification over a small frequency range-from shallow functions, in which identification accuracy varies from no identification to perfect identification over a larger frequency range. To increase the signal-to-noise ratio in function fitting, and to be able to calculate confidence intervals around the estimated function values, a jackknife approach was used. Values for each individual participant were replaced by the average value of the remaining n -1 participants. Variances in each condition were then multiplied by (n -1) 2 to correct for the artificially small variances (Ulrich & Miller, 2001 ). Figure 2 shows the fitted psychometric functions for all tasks, performance levels, and exposure durations, averaged across all participants. Note that when a low-pass spatial filter is applied (left panels), all spatial-frequency information exceeding the cutoff value is lost, leaving only lower spatial frequencies available for scene recognition. As the cutoff value is increased, more of the original picture content is preserved, and accuracy in scene identification increases. The opposite effect occurs for high-pass filtering (right panels): All frequencies below the filter cutoff are lost, and recognition becomes more difficult as the cutoff is shifted upward. A common feature of all tasks and conditions was the log-frequency symmetry of the psychometric functions estimated for high-and low-passed filtered stimuli: In particular, the average slope for low-passed pictures was 1.69 (SEM = 0.24) and for high-passed pictures it was 1.70 (SEM = 0.3).
Results
In all tasks, the psychometric function shifted, with greater duration, to the more extreme portion of the frequency spectrum-that is, toward low spatial frequencies for low-pass filters, and toward high spatial frequencies for high-pass filters. In all task conditions, this effect was more pronounced for the high-passed than for the low-passed pictures, as is shown in Fig. 3 and in Table 1 .
In DC-C and UG-YN, shallower slopes were observed when pictures were briefly presented, as compared with the longer exposure duration condition. Moreover, although in the brief exposure duration condition lower spatial frequencies exhibited a steeper slope than did higher spatial frequencies, the opposite was observed in the longer exposure duration condition (Table 2) . Although only a trend in this direction was observed in DC-C, this effect was particularly pronounced in UG-YN. No changes in the slope of the psychometric function were observed in DC-YN.
Discussion
In three different tasks, high-and low-pass filter strengths were identified, which led to similar scene identification. Despite the radical differences in the type of information conveyed by high and low spatial frequencies, participants could nevertheless make efficient use of the available perceptual data to achieve semantically correct and confident representations of natural scenes.
Global precedence for natural images
The present study allowed a test of whether the use of lower and higher spatial frequencies varied with exposure duration. It did. In all tasks, the effects of exposure duration on identification accuracy were more pronounced for highthan for low-passed pictures, as indicated by the threshold shift of the psychometric functions. These results indicate Psychon Bull Rev that low-spatial-frequency information was available earlier in time, whereas high-spatial-frequency information needed more time to be processed. More specifically, if low spatial frequencies are mostly analyzed early in time, then there is little space for identification improvement if longer exposure duration is allowed. However, if processing of high spatial frequencies is carried out later, then prolonged exposure duration can (and does) allow better identification. Our results support this scenario, indicating global precedence in the analysis of natural scenes (Kimchi, 1992; Loftus & Harley, 2004; Navon, 1977; Sanocki, 1993) .
The slope of the psychometric function describes the gathering of information from spatial frequencies. In particular, shallow functions indicate that information is Fig. 2 Cutoff (F 1 ) values and error bars for low-passed pictures (left panels) and highpassed pictures (right panels) for the three conditions. a description correct-yes or no; b description correct-confidence; c understand gist-yes or no. Dashed lines through the data points are best-fitting Weibull functions. Cutoff values are shown both in log 2 CPI (upper) scales and linear CPI (bottom) scales Psychon Bull Rev spread across a relatively wide range of frequencies, whereas steep functions indicate that a restricted set of frequencies is sufficient for scene identification (Patterson, Foster, & Heron, 1980; Strasburger, 2001) . That is, shallow functions indicate that little information is gained from spatial frequency information (less efficiency), whereas steep functions are associated with greater identification increases as a function of spatial frequency information (more efficiency). In UG-YN, the psychometric function slope was more affected by exposure duration in the highthan in the low-spatial-frequency range; in particular, steeper (more efficient) functions were observed for longer than for shorter exposure duration. Also, in both UG-YN and DC-C, psychometric functions were steeper for low spatial frequencies than for high spatial frequencies at brief exposure durations, whereas the opposite pattern was observed at longer exposure durations, providing further support to the idea that processing of low spatial frequencies temporally precedes processing of higher spatial frequencies.
UG-YN (Understand gist-yes or no) Condition
Taken together, the present data supplement previous results investigating the temporal order of analysis of spatial frequency information, demonstrating that the use of spatial frequencies proceeds from low to high in face, digit, and scene identification (Hughes, Nozawa, & Kitterle, 1996; LaGasse, 1993; Loftus & Harley, 2004; Sanocki, 1993) . Converging evidence from neural models of visual processing (e.g., Bar, 2004; Bullier, 2001; Fabre-Thorpe, 2003 ) also suggests that low and high spatial frequencies are interactively processed, with low spatial frequencies exerting a priming effect on the subsequent processing of fine-grained high spatial frequencies, eventually maximizing identification efficiency.
The present results focus on the role of spatial frequencies in understanding the gist of natural, nonhybrid scenes. However, the visual system is continuously engaged in a variety of tasks (categorization, visual search, etc.) , and it has recently been suggested that the use of spatial frequencies may vary depending on the task being carried out (flexible usage hypothesis; Morrison & Schyns, 2001 ). Therefore, a natural continuation of this work would be to generalize the present results to other tasks, focusing on those that presumably rely more on local than on global features.
Image statistics and information gathering
In all three tasks, psychometric functions for high-and lowpassed pictures were remarkably symmetric. This result suggests a link between the statistical properties of natural images and the way the visual system processes the visual input. In particular, previous results have shown that the integrated contrast energy over a frequency range depends only on the log width of the frequency range itself, and is hence constant for equal-ratio frequency ranges. For instance, integrated contrast energy in the 4-8 cycles/degree (cpd) range is approximately equal to that in the 16-32 cpd range (Field 1987; Hughes et al., 1996) . This interesting statistical property of natural images provides a basis for scale invariance, since the integrated contrast energy of a frequency band does not vary when a stimulus is moved Fig. 3 Absolute threshold change (long exposure -short exposure) for high-and low-passed images, in all task conditions. Error bars represent SEMs away from the observer and its retinal spatial frequency increases (Field, 1987) . Several results suggest that this statistical property of visual images may be represented in the functioning of the visual system (Hughes et al., 1996; Van Hooser, 2007) . In particular, to support the integration of contrast changes over frequency intervals that are spaced on a ratio scale, one possibility is that the visual system analyzes the incoming input according to spatial frequency channels whose width is proportional to the central frequency. This possibility is consistent with the observation that in humans, as well as in several mammals, the bandwidth of spatial frequency channels is best described by a ratio scale and is approximately constant for high and low spatial frequencies (Stromeyer & Klein, 1974; Van Hooser, 2007) .
The present data are in good agreement with the possibility of constant ratio bandwidth across spatial frequencies. More specifically, since integrated contrast energy is approximately constant across the spatial frequency spectrum, the hypothesis that spatial frequency channels are distributed on a ratio scale predicts that the amount of information gathered from a filtered version of a picture is proportional to the width of the frequency range examined, but not to its type (low or high pass). This is exactly what was observed, and psychometric functions for low-and high-passed pictures were symmetric on a logarithmic scale.
Finally, in the present study, psychometric functions exceeded 80% accuracy (55% in DC-YN, when guessing was allowed) in a range of approximately 16 to 90 cpi. This result suggests that the availability of these intermediate frequencies, embedded in an either low-passed or highpassed picture, may allow for the identification of visual scenes (Gold, Bennett, & Sekuler, 1999; Parish & Sperling, 1991) . Converging evidence supporting this possibility comes from the finding that, in the primate visual cortex, most cells are tuned to intermediate spatial frequencies, whereas fewer cells are selective for extremely low or high spatial frequencies (Silverman, Grosof, De Valois, & Elfar, 1989) .
Conclusion
The results of the present study indicated that, on the basis of the different types of information conveyed by low and high spatial frequencies, participants could confidently and accurately identify natural scenes following either highpassed or low-passed versions of the same pictures, with very similar psychometric functions. Supporting the notion of global precedence in the identification of natural scenes, processing of high spatial frequencies was more hindered than that of low spatial frequencies when temporal availability of a visual scene was reduced.
