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La generazione di codice runtime è stato un campo di ricerca per svariati anni ma il 
suo uso pratico è stato in qualche modo limitato a causa dello sviluppo di tool 
dipendenti dal linguaggio di programmazione utilizzato e anche dalla particolare 
piattaforma. Prendendo come esempio un linguaggio di programmazione come il C il 
cui codice sorgente viene compilato in linguaggio macchina dipendente 
dall’architettura su cui viene eseguito dobbiamo tenere in considerazione le specifiche 
del compilatore e le convenzioni adottate dal sistema operativo. 
Un modo per essere liberi da questi vincoli imposti dall’architettura 
dell’elaboratore è stato quello di generare codice runtime su sistemi di esecuzione 
basati sul bytecode, purtroppo però le prestazioni di tali programmi non erano 
paragonabili a quelli generati in codice nativo dovendo attraversare una fase 
interpretativa che consentisse di interpretare da una macchina virtuale le istruzioni 
scritte in bytecode per poter essere eseguite dalla macchina sottostante. 
L’obbiettivo è stato quindi quello di combinare i vantaggi della generazione di 
codice in bytecode ( consente una facile generazione e permette la portabilità del 
codice su differenti architetture ) con la generazione del codice in linguaggio 
macchina ( permette una notevole velocità del codice generato ). Questo è stato 
possibile con l’arrivo delle nuove piattaforme di esecuzione basate sul bytecode come 
la Java Virtual Machine ed il Common Language Runtime di Microsoft che 
contengono un Just-in-Time compiler che genera codice macchina ottimizzato dal 
bytecode a runtime. Un compilatore just-in-time o JIT permette un tipo di 
compilazione, conosciuta anche come traduzione dinamica, con la quale è possibile 
aumentare le performance dei sistemi di programmazione che utilizzano il bytecode, 
traducendo il bytecode nel codice macchina nativo in fase di run-time. Grazie 
all’introduzione dei sistemi JIT è stato possibile combinare i vantaggi della 









Nella fase di compilazione del bytecode è eseguita la maggior parte del lavoro più 
pesante come analisi sintattica e semantica del codice sorgente. La compilazione da 
bytecode a codice nativo invece è molto più veloce ed i relativi compilatori molto più 
semplici da realizzare in quanto il lavoro più complesso è eseguito dal compilatore che 
ha prodotto il bytecode. 
Sia la JVM che il CLR fanno parte di una classe di supporti run-time chiamata 
ambiente di esecuzione fortemente tipato ( Strongly Typed Execution Envinronments, 
STEE ) che implementa una macchina virtuale che fornisce un sistema di tipi 
estendibile, supporto alla reflection e il modello di esecuzione garantisce che i tipi dei 
valori che vengono eseguiti possono essere sempre stabiliti e l’accesso a questi valori 
può essere effettuato soltanto utilizzando gli operatori definiti su di essi. 
Il supporto alla reflection è garantito da questi ambienti di esecuzione poiché 
contengono informazioni sui tipi utilizzati dai programmi e sulla loro struttura, questi 
ambienti sono in grado di riflettere i tipi e i loro metodi ai programmi in esecuzione. 
L’input di un STEE è un programma espresso in un linguaggio chiamato 
linguaggio intermedio, il Common Language Runtime esegue programmi scritti in 
Common Intermediate Language mentre la Java Virtual Machine esegue il bytecode, 
l’esecuzione inizia da un metodo che può invocare altri metodi, ogni invocazione di un 
metodo porta all’aggiunta di un stack frame che contiene variabili locali e argomenti 
di input. 
La libreria CodeBricks sviluppata utilizzando il linguaggio di programmazione C# 
estende il supporto alla reflection fornito da un ambiente STEE definendo il nuovo 
tipo Code. I code value che rappresentano le istanze di questo nuovo tipo code 
possono essere viste come delle scatole nere che rappresentano il corpo di un metodo. 
Questi valori sono forniti di un operatore chiamato Bind che permette di manipolare 
code values fornendo un sistema per la generazione di codice durante la fase di 
esecuzione, meta-programmazione e programmazione multi-stage.  
Questo meccanismo è potente e facile da usare poiché è esposto come tipo nel 
linguaggio di programmazione utilizzato e da l’impressione al programmatore che la 
combinazione di codice avvenga a livello sorgente nascondendo il fatto che la 









1.1 Stesura della tesi       
 
 
L’obbiettivo della tesi è di estendere il meccanismo fornito dalla libreria 
CodeBricks per permettere la gestione delle eccezioni. Verrà estesa la classe Code con 
le informazioni necessarie per ricostruire la tabella delle eccezioni associata al metodo 
che il code value rappresenta. Inoltre l’operatore di Bind dovrà permettere di 
determinare la tabella delle eccezioni per il code value creato partendo dalle tabelle 
delle eccezioni dei code value dai quali l’operazione di combinazione di codice viene 
performata.  
La tesi è stata suddivisa nei seguenti capitoli: 
Capitolo 2: Questo capitolo si focalizzerà sulle tecnologie di base di questa tesi. 
Verranno presentate le caratteristiche di base dell’ambiente di esecuzione esteso dalla 
libreria CodeBricks, ovvero il Common Language Runtime. Quindi presenteremo il 
tipo code e il funzionamento dell’operatore Bind fornendo alcuni esempi.  
Capitolo 3: Questo è il capitolo centrale della tesi, verrà presentato il meccanismo 
di gestione delle eccezioni fornito dal Common Language Runtime e presentato una 
panoramica della soluzione adottata e discussi alcuni aspetti dell’implementazione con 
l’aiuto di esempi.  
Capitolo 4:  Viene presentato ed esteso il modello formale di code value e Bind 
definito in [1] per tenere conto delle modifiche apportate nel capitolo precedente. 






































































CodeBricks è una libreria sviluppata con il linguaggio di programmazione C# ed 
estende il supporto alla reflection fornito dal .NET Common Language Runtime. In 
questo capitolo ci preoccuperemo di descrivere le tecnologie sulle quali si basa 
CodeBricks, vedremo in cosa consiste il .NET CLR e da quali componenti è costituito 
descrivendo anche il supporto che fornisce alla reflection.  
Nella seconda parte del capitolo ci concentriamo invece sulla classe attorno alla 
quale la libreria è stata costruita, ovvero il tipo Code,  analizzando e fornendo esempi 
sull’applicazione dell’unico operatore che consente di manipolare Code Values, 































2.1 Common Language Runtime 
 
 
Il Common Language Runtime è il motore d'esecuzione della piattaforma .Net 
esegue cioè codice IL (Intermediate Language) compilato con compilatori che 
possono avere come target il CLR. Tale componente si occupa di compilare Just-In-
Time (al volo) il codice IL in linguaggio comprensibile dalla CPU (linguaggio 
Macchina). Il codice a cui il runtime si riferisce e la cui esecuzione è gestito da esso 
viene detto codice gestito (managed code), ogni volta che viene utilizzato un 
compilatore che ha come target il CLR viene creato un managed module. 
 
      
 Fig. 2.1: Compilare sorgenti in Managed module. 
 
 
Il ruolo critico del CLR è il fatto che fornisce un ambiente di runtime unificato 
comune a tutti i linguaggi di programmazione. Il CLR può essere visto come uno 
strato posto al di sopra del sistema operativo che è responsabile dell’esecuzione vera e 
propria delle applicazioni, inoltre il common language runtime fornisce servizi di base 
al managed code come la gestione della memoria, esecuzione dei thread e del codice e 
altri servizi di sistema. 
Il CLR è composto dai seguenti cinque componenti: 
• CTS – Common Type System 
• CLS – Common Language Specification 
 
 14 





• CIL – Common Intermediate Language 
• JIT – Just In Time Compiler 
• VES – Virtual Execution System 
 
 
2.1.1  Common Type System 
 
 
Il runtime obbliga il codice ad avere un comportamento robusto attraverso 
l’infrastruttura di verifica del codice e del tipo chiamata Common Type System.  Tutti i 
compilatori generano managed code conforme al CTS che descrive come i tipi sono 
definiti ed il loro comportamento; esso specifica cosa un tipo può contenere e le regole 
di visibilità ed accesso ai membri. Il CLR si basa sui tipi, essi espongono funzionalità 
all’applicazione e ad altri tipi; inoltre sono il meccanismo che permette a programmi 
scritti in differenti linguaggi di poter comunicare tra loro. Il CTS supporta due 
categorie generali di tipi  ognuno dei quali è suddiviso in sottocategorie: 
Value Types: Contengono direttamente il dato, e le istanze di questi tipi vengono 
allocati direttamente nello stack. 
Reference Types: Contengono un riferimento al valore della memoria indirizzata, 
sono allocati nello heap. 
 
  
  Fig. 2.2: Relazione tra i tipi.  
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2.1.2  Common Language Specification 
 
 
Quando siamo interessati a definire oggetti che interagiscano con altri 
indipendentemente dal linguaggio con il quale sono stati implementati dobbiamo 
garantire che questi espongano al chiamante solo quelle caratteristiche che sono 
comuni a tutti i linguaggi con i quali dovrà collaborare. Il CLS è stato definito per 
questo motivo, è una serie di caratteristiche di base dei linguaggi necessari ad alcune 
applicazioni. 
 Tutti i componenti definiti che rispettano le caratteristiche CLS sono in grado di 
essere accessibili da altri linguaggi di programmazione che supportano il CLS. La 
figura seguente evidenzia da un punto di vista insiemistica come i vari linguaggi 




Fig 2.3: Vista insiemistica delle caratteristiche dei linguaggi di programmazione. 
 
Quando implementiamo un componente che vogliamo sia utilizzato da un altro 










2.1.3  Common Intermediate Language 
 
 
Il risultato della compilazione del source code è  un MSIL (Microsoft Intermediate 
Language) che è una serie di istruzioni indipendente dalla CPU. Il codice MSIL è una 
serie di istruzioni stack-based progettate per essere facilmente generata dal codice 
sorgente con l’uso di compilatori e altri tool. Esso include diversi tipi di istruzioni, 
istruzioni per caricare, memorizzare, chiamare metodi e oggetti oltre alle istruzioni 
matematiche e logiche. Questo formato intermedio ha punti in comune con il 
tradizionale linguaggio Assembly, per esempio opera sui dati con istruzioni di tipo 
“push” e “pop” poiché gira su un ambiente di esecuzione basato sullo stack, a 
differenza del linguaggio assembly non fa riferimento a nessuna piattaforma hardware 
particolare.  
Il linguaggio intermedio esprime un programma eseguito da un thread, l’esecuzione 
inizia da un metodo che può invocare altri metodi. Ogni volta che viene invocato un 
metodo si aggiunge uno stack frame contenente le variabili locali e gli argomenti di 
input. 
 
                 
      Fig 2.4: Modello della macchina a stati 
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Come viene schematizzato in fig 2.4 il common language runtime gestisce diversi 
thread di controllo, più managed heap e uno spazio di indirizzamento condiviso. Un 
thread di controllo tiene traccia della lista linkata di stati dei metodi che viene 
utilizzata per consentire l’esecuzione del programma, un nuovo stato viene creato e 
concatenato dietro lo stato corrente ogni volta che viene eseguita una istruzione di 
chiamata ad un metodo.  
Un method state è un astrazione dello stack frame e descrive l’ambiente entro il 
quale un metodo viene eseguito, elenchiamo di seguito i principali campi che 
compongono lo stato di un metodo: 
• Un puntatore istruzione ( IP ) che indica la prossima istruzione MSIL da 
essere eseguita dal CLR nel metodo presente. 
• Un evaluation stack. Lo stack è vuoto al momento dell’entrata nel metodo e 
il suo contenuto è completamente locale al metodo e preservato tra le varie 
chiamate di metodi. 
• Un array di variabili locali alle quali si accede utilizzando le istruzioni 
ldloca. Una variabile locale può avere solo un tipo di dato e i suoi valori 
sono preservati tra le varie chiamate di metodi. 
• Un array di argomenti ai quali si accede utilizzando le istruzioni ldarga.  
 
Molte delle istruzioni del linguaggio intermedio recuperano i loro argomenti 
dall’evaluation stack e posiziona il valore di ritorno sullo stack. Anche gli argomenti 
passati agli altri metodi ed il loro valore di ritorno. Quando un metodo viene chiamato 
gli argomenti per il metodo chiamato diventano gli argomenti di input per il metodo 
costituendo l’array di argomenti presente nel method state. Durante l’esecuzione di un 
metodo sono coinvolte tre categorie di memoria locale del metodo più una categoria di 
memoria esterna che comprende i campi a cui il meotodo può accedere. Le tre 
categorie di memoria locale includono l’array degli argomenti, delle variabili locali 
più lo stack di valutazione . 
Consideriamo come esempio un metodo che esegue la somma di due valori interi 
ricevuti come argomenti di input, di sicuro ci aspetteremo che lo stack frame associato 
a questo metodo contenga un array degli argomenti di lunghezza 2 in quanto contiene 
soltanto due argomenti.    
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Di seguito mostriamo il metodo scritto con un linguaggio ad alto livello con 
accanto la sua possibile compilazione in codice MSIL: 
 
  Source Code       MSIL Code  
public static int add(int i, int j)      ldarg.0 
    {             

neCompilazio
  ldarg.1 
        return i+j;           add 
    }            ret 
 
Le prime due istruzioni leggono gli argomenti dal method state associato e gli 
caricano sull’evaluation stack, l’istruzione add legge due valori sullo stack, ne fa la 
somma e il risultato è messo in cima allo stack. L’istruzione ret infine permette 
l’uscita dal metodo e restituisce il valore al chiamante. Se questo metodo fosse stato 
chiamato da un altro metodo allora il valore restituito veniva inserito in cima 
all’evaluation stack del metodo chiamante e il method frame del metodo chiamato 
eliminato. Guardando il codice, sia il sorgente che il risultato della compilazione in 
codice MSIL ci rendiamo conto che non vengono utilizzate variabili locale ( nel 
codice intermedio non vengono utilizzare istruzioni ldloca per caricare delle variabili 
nell’evaluation stack ) di conseguenza il vettore che contiene le variabili locali nel 
method state del metodo sarà vuoto.    
Il linguaggio intermedio non contiene istruzioni per manipolare registri il chè 
permette ai compilatori di produrre codice IL in poco tempo e facilmente; un altro 
grande vantaggio è che IL fornisce robustezza e sicurezza. Infatti durante il processo 
di compilazione da IL a istruzioni per CPU il CLR esegue una operazione di verifica 
del codice per assicurare che qualsiasi cosa il codice faccia sia sicuro; durante questa 
fase di verifica controlla che ogni metodo sia chiamato con il giusto numero di 
parametri e di tipo corretto, controlla l’uso corretto di puntatori e assicura che non 










2.1.4  Just In Time Compiler 
 
 
Una volta compilato il codice sorgente e ottenuto il relativo MSIL code un ulteriore 
passo è necessario prima che il codice possa essere eseguito, il MSIL deve essere 
convertito in codice specifico per la particolare architettura dell’elaboratore, questo 
compito è effettuato dal JIT compiler. La compilazione just in time si affida al 
presupposto che non tutto il codice verrà richiamato durante l’esecuzione e quindi 
piuttosto che convertire tutto il MSIL in un'unica passata in codice nativo converte 
soltanto il codice MSIL necessario durante la sua esecuzione e ne conserva il codice 
nativo per le eventuali chiamate successive.  Consideriamo un semplice programma: 
 
static void Main() 
( 
    Console.WriteLine(“Chiama il JIT”); 
    Console.WriteLine(“NATIVO”);  
  ) 
 
Un attimo prima che il metodo Main venga eseguito il CLR rileva tutti i tipi riferiti 
da Main e viene creata una struttura dati interna usata per gestire gli accessi ad altri 
tipi; nel nostro esempio viene riferito soltanto un tipo, Console, in questo modo si 
alloca soltanto una struttura dati interna che contiene un entry per ogni metodo 
definito dal tipo Console. Ogni entry fornisce l’indirizzo dell’implementazione del 
metodo. Quando la struttura viene inizializzata ogni entry viene settata a una funzione 
interna poiché il metodo non è ancora stato convertito in codice nativo. Alla prima 
chiamata del metodo WriteLine, grazie alla struttura dati interna utilizzando l’entry 
associata al metodo viene richiamata la funzione JIT Compiler che si occuperà di 
convertire il metodo in codice nativo e memorizzarlo in un blocco dinamico di 
memoria. Viene registrato l’indirizzo del blocco nell’entry relativa al metodo 
chiamato all’interno della struttura dati interna. In questo modo alla seconda chiamata 
del metodo WriteLine leggerò nella struttura dati interna l’indirizzo del blocco di 
memoria dove si trova il codice nativo del metodo. 
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2.1.5  Virtual Execution System 
 
 
Il virtual execution system è l’equivalente della java virtual machine per l’ambiente 
di esecuzione di java; il VES si occupa di caricare ed eseguire i programmi scritti per 
il common language runtime.  
Esegue le funzionalità di Loader utilizzando le funzionalità contenute nei metadati 
e permette di integrare moduli compilati separatamente che possono anche essere 
scritti in differenti linguaggi di programmazione. Come funzionalità aggiuntive 
durante l’esecuzione del codice il VES si occupa della gestione automatica della 
memoria utilizzando meccanismi di tipo garbage collection e fornisce servizi per 
l’interoperabilità con codice di tipo unmanaged.  
 
 
2.2 Managed Module 
 
 
Un applicazione .NET dal punto di vista del common language runtime consiste di 
uno o più managed module ognuno dei quali contiene metadati e codice intermedio, il 
managed code viene generato durante la fase di compilazione. Il formato di un 
managed module è un estensione dello standard Microsoft Windows Portable 
Executable e Common Object File Format (PE/COFF).  
 
                           
      Fig 2.5: Struttura di un Managed Module 
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Tutti i file immagine contengono: 
• Intestazioni PE/COFF che descrivono le sezioni e le informazioni 
importanti presenti all’interno. Indica anche su quale sistema operativo 
l’applicazione deve essere eseguita e di che tipo di file si tratta più altre 
informazioni come la data di creazione del modulo. 
• Intestazione runtime, che contiene tutte le informazioni che lo rendono un 
managed module. L’instestazione include la versione del CLR richiesto, 
qualche flag e il methodDef metadata token del punto di entrata del modulo 
per il metodo main. Questa intestazione deve risiedere in una sezione di sola 
lettura del file immagine. 
• Una sezione contenente i dati utilizzati dal CLR come il codice prodotto 
dalla compilazione del codice sorgente, informazioni riguardo alla gestione 
delle eccezioni ed i metadati. 
 
 
2.2.1  Metadati 
 
 
Oltre che alla generazione del codice intermedio un compilatore che ha come target 
il common language runtime deve produrre i metadata all’interno di ciascun managed 
module. In breve i metadati sono delle tabelle di dati che descrivono cosa è definito 
all’interno del modulo, ogni tipo e membro utilizzati dal programma. Quando il 
managed module è in esecuzione il runtime utilizza i metadati per ottenere 
informazioni circa le classi, membri, eredità etc. 
All’interno del managed module i metadata sono organizzati in database relazionali 
che comprendono un certo numero di tabelle. Ogni tabella dei metadata contiene dati 
o riferimenti alle righe di altre tabelle e non esistono duplicati dello stesso campo 
poiché ogni categoria dei dati risiede soltanto in una sola tabella del database. I 
metadati possono essere suddivisi in due categorie, metadata heaps e metadata tables, 
entrambi sono rappresentati come stream di byte; i metadata heaps sono quattro e 









• #Strings: Contiene stringhe che indicano i nomi dei metodi, nomi dei file 
etc.  
• #GUID (Globally Unique Identifier): Contiene tutti gli identificatori unici. 
• #Blob: Contiene dati binary riferiti dall’assembly per esempio la segnatura 
dei metodi e delle variabili locali di un metodo. 
• #UserString: Sono presenti tutte le stringhe definite all’interno del codice 
utente. Queste stringhe non sono mai riferite dalle tabelle ma possono 
essere indirizzate dal codice intermedio tramite l’istruzione ldstr. 
 
                   
      Fig 2.6: Struttura generale dei metadati. 
 
Lo stream del metadata table contiene un vasto insieme di tabelle piuttosto 
importanti che definiscono il contenuto dei .NET Assembly ( l’unità di sviluppo 
fondamentale delle applicazioni .NET, vedi paragrafo 2.2.2 ). Lo stream può essere di 
due tipi #~ oppure #-; #~ è una versione ottimizzata del metadata dove ogni insieme di 
records è disposto in maniera ordinata.  
Vediamo alcune di queste tabelle: 
• AssemblyRef: Include la lista degli assembly esterni dai quali questo 
assembly dipende.  
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• MethodRef: Include la lista di tutti i metodi esterni utilizzati. 
• MethodDef: Contiene tutti i metodi definiti nell’assembly.  
• Param: Questa tabella contiene tutti i parametri di tutti i metodi definiti 
nella tabella MethodDef. 
 
Concentriamo la nostra attenzione in particolare sulla tabella dei metodi: ogni riga 
della tabella dei metodi contiene un RVA ( Relative Virtual Address, ) del metodo, 
alcuni flag ( implementativi e del metodo ), il nome del metodo, un offset nel #Blob 
heap alla segnatura del metodo e un indice all’interno della tabella Param che 
contiene il primo parametro della funzione. Un RVA è l’indirizzo virtuale di un 
oggetto del file una volta caricato in memoria con l’indirizzo base del file immagine 
sottratto da esso, in questo caso indica il corpo del metodo in codice intermedio.I flag 
di implementazione specificano se si tratta di un applicazione nativa o managed, se è 
un metodo speciale o normale ect. La segnatura del metodo specifica la convenzione 
di chiamata, il tipo restituito e i tipi dei parametri.  
 
        Fig 2.7: Relazione tra i metadati. 
 
In figura è mostrato un semplice schema di come le metadata tables possano 
riferirisi a vicenda e riferire anche ai metadata heaps e alle sequenze di istruzioni di un 
metodo in linguaggio intermedio. 
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Grazie anche al fatto che rappresentano tutte le informazioni sui dati di un 
applicazione forniscono uno strumento importante per facilitare il meccanismo della 
reflection, interrogare e ricavare informazioni utili sulla struttura dei dati e del corpo 
dei metodi durante la fase di esecuzione. Possedere la capacità e gli strumenti per 
poter accedere a tutte le sezioni degli assembly apre al programmatore nuove 
possibilità  e tecniche programmative. 
 
 
2.2.2  Assembly 
 
 
Il common language runtime non lavora con i managed module bensi con 
assemblies. L’assembly è un unità di sviluppo, costituisce i blocchi delle 
applicazioni .NET e logicamente rappresenta un raggruppamento di managed modules 
e risorse. Gli assembly sono completamente autodescrittivi grazie ai metadati 
contenuti in esso, include anche informazioni sulla versione che permette al common 
language runtime di usare una versione specifica di un assembly per una particolare 
applicazione. Gli assembly possono essere privati o condivisi a seconda che sia 
permesso a differenti applicazioni di utilizzare lo stesso assembly.        
 
           
   Fig 2.8: Combinare managed modules e risorse in un assembly. 
 
 25 





Ogni assembly che viene costruito può essere o un applicazione eseguibile o una 
libreria DLL contenente una serie di tipi utilizzati da un applicazione. Ci sono vari 
modi per costruire un assembly, si possono raggruppare gli elementi costitutivi di un 
assembly ( managed modules e risorse ) in un singolo file oppure possono essere 
contenuti in più file. 
 
          
Fig 2.9: Assembly singolo e multiplo. 
 
Ogni assembly contiene una collezione di dati che descrivono come gli elementi 
nell’assembly sono in relazione l’uno con l’altro, queste informazioni sono contenute 
nell’assembly manifest. Esso contiene tutti i metadata per specificare la versione 
dell’assembly, i suoi requisiti e tutti i metadati necessari a definire le componenti e 
risolvere i riferimenti alle risorse e classi. 
Ogni manifest assolve le seguenti funzionalità: 
• Enumera i file che compongono l’assembly. 
• Permette gli accessi ai tipi e alle risorse dell’assembly al file che contiene la 
sua dichiarazione e implementazione. 
• Enumera le dipendenze ad altri assembly. 






La reflection è il meccanismo fornito dai linguaggi di programmazione per 
permettere di ispezionare la struttura di un componente a tempo di esecuzione 
piuttosto che durante la sua compilazione. 
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La reflection è ormai diventata una caratteristica essenziale dei linguaggi di 
programmazione. Il sistema di reflection può essere più o meno potente a seconda del 
tipo di linguaggio di programmazione e dal livello di complessità implementato: il 
programma può accedere alla rappresentazione del suo stato interno ed eventualmente 
modificarlo a runtime.  
E’ interessante fare un paragone tra i linguaggi di programmazione compilati e 
quelli interpretati; tradizionalmente i linguaggi compilati offrono un supporto alla 
reflection limitato perché dopo la fase di compilazione il codice sorgente e tutte le sue 
astrazioni non sono più disponibili durante l’esecuzione. Per esempio il linguaggio 
C++ permette ad un programma di avere informazioni esatte sui tipi degli oggetti 
durante la sua esecuzione questo purché il supporto contenga codice aggiuntivo per 
tenere traccia dei tipi a runtime. I linguaggi di programmazione interpretati invece 
offrono un ricco supporto alla reflection poiché tengono le esatte informazioni sui tipi 
e sul codice sorgente; questo è quello che accade con il common language runtime che 
utilizzano i managed code che contengono i metadati e il codice MSIL, mentre per 
linguaggi compilati risulta piuttosto complicato rendere disponibili elementi del 
codice sorgente perché il programma oggetto viene eseguito su di una macchina che 
generalmente è molto differente dalla macchina astratta del linguaggio sorgente.          
Il CLR espone il suo sistema di reflection tramite le classi contenuta nel namespace 
System.Reflection. 
La reflection è usata frequentemente per determinare quali tipi sono definiti in un 
assembly (collezione di managed code), le classi sono definite per istanze della classe 
System.Type.  
 
Assembly a = Assembly.LoadFrom ("MyExe.exe"); 
Type [] types = a.GetTypes (); 
foreach (Type t in types) 
     Console.WriteLine (t.FullName); 
 
In questo esempio vengono letti tutti i tipi definiti in un assembly chiamato 
MyExe.exe e per ciascuno viene stampato semplicemente il suo nome.  
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Oppure si possono anche ottenere informazioni sui metodi che un particolare tipo 
possiede grazie al metodo GetMethods() della classe Type che restituisce un array di 
MethodInfo contenente tutti i metodi pubblici del Type corrente.   
 
 
2.3.1  Cli File Reader 
 
 
Le funzionalità della reflection generalmente non rendono disponibili i corpi dei 
metodi nonostante siano parte integrante della definizione del tipo, una delle ragioni 
per cui accade questo è che nei linguaggi di programmazione come il C dopo la fase di 
compilazione del codice sorgente il motore di esecuzione conosce solamente la lista 
delle istruzioni macchina che sono ovviamente sconosciute al livello del linguaggio 
sorgente. Come abbiamo visto precedentemente questo problema viene risolto dal 
common language runtime grazie all’utilizzo dei managed module che contengono 
una sezione dedicata al codice MSIL del metodo. Ispezionando questa particolare 
sezione è possibile quindi ottenere informazioni a runtime sulla struttura del codice di 
un particolare metodo. E’ stata implementata una libreria chiamata Cli File Reader da 
Antonio Cisternino durante il suo lavoro [1] che consente di accedere a queste 
informazioni associate al metodo in quanto il supporto alla reflection fornito dal 
common language runtime non forniva nessuno strumento per recuperare lo stream di 
istruzioni intermedie associate al metodo. 
I corpi dei metodi possono essere memorizzati in una sezione di sola lettura del 
portable executable file, un metodo consiste di una intestazione (header) 
immediatamente seguita dal corpo del metodo eventualmente seguita da sezioni 





                  Fig 2.10: Struttura di un metodo CIL.  
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L’accesso al corpo del metodo non è comunque diretto, abbiamo visto nel 
paragrafo precedente come l’unità di sviluppo sia l’assembly la quale può contenere 
diversi managed module e di conseguenza la definizione di molti tipi. Il Cli File 
Reader class permette di leggere i .NET assemblies per essere in grado di accedere ai 
corpi dei metodi; utilizzando i metadati dell’assembly ricerchiamo nella tabella 
TypeDef  il tipo a cui appartiene il metodo a cui siamo interessati. Dall’entry in 
TypeDef possiamo recuperare la lista dei metodi della classe che è un segmento 
contiguo di righe della tabella Method, utilizzando la RVA dell’entry del metodo 
ricercato possiamo posizionarci all’inizio dello strema delle istruzioni del suo corpo. 
Dopo la sezione riguardante il corpo del metodo è possibile che vi siano altre sezioni 
di dati extra, tipicamente i dati per la gestione delle eccezioni, queste informazioni 
sono di fondamentale importanza per una corretta gestione delle eccezioni durante la 
generazione del codice intermedio in quanto indicano quali sono blocchi di codice 
protetto ed i gestori del metodo. Il formato binario delle informazioni sulla sezione 
riguardante la gestione delle eccezioni [5] è espresso sotto forma di clausole, ciascuna 
delle quali contiene i campi necessari per identificare la porzione di codice protetto, il 
tipo di gestore e la porzione di codice del gestore dell’eccezione.               
 
 
2.4 Code Values 
 
 
In [1] viene introdotto un nuovo tipo di dato, Code, un astrazione per rappresentare 
il corpo di un metodo eseguito dall’ambiente di esecuzione; non è altro che una 
sequenza di istruzioni associata ad una segnatura che descrive il numero e il tipo dei 
parametri di input, ovvero gli argomenti del metodo, contiene inoltre informazioni sul 
tipo restituito e sulle variabili locali utilizzate.  
In questo modo viene esteso il supporto alla reflection fornito dall’ambiente di 
esecuzione, le istanze di questo tipo Code sono chiamate Code values che 
rappresentano delle black box contenenti il corpo del metodo e l’unica operazione 
fornita per manipolare code values è quella di Bind che consente di combinare questi 
valori per crearne di nuovi. 
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Nel seguente esempio assegniamo alla variabile cadd un code value che 
rappresenta il metodo statico add:  
 
public class Test { 
public static int add(int i, int j) { 
    return i + j;} 
 
 
public static void Main(string[] args) { 
Type t = typeof(Test); 
MethodInfo m = t.GetMethod("add"); 
Code cadd = new Code(m);} 
}  
 
Grazie al supporto della reflection cerhiamo nei metadati il tipo Test, una volta 
creato questo oggetto Type mi ricavo le informazioni sul metodo Add e quando creo 
un istanza del tipo Code grazie alle funzionalità della classe CliFileReader vado a 
leggere all’interno dell’assembly la porzione di MSIL code relativa a quel particolare 
metodo.  
I code values si possono distinguere in due categorie: 
• Atomic values: ottenuti direttamente dai metodi, come nell’esempio. 
• Derived values: ottenuti chimando l’opeatore bind su altri valori. 
 
In [1] viene introdotto un nuovo tipo di dato, Code, un astrazione per rappresentare 
il corpo di un metodo eseguito dall’ambiente di esecuzione; non è altro che una 
sequenza di istruzioni associata ad una segnatura che descrive il numero e il tipo dei 
parametri di input, ovvero gli argomenti del metodo, più il tipo restituito.  
Anche se i Code Values rappresentano sempre un metodo essi non sono 
direttamente eseguibili, aggiungiamo un operazione per convertire un code value cadd 
in un oggetto che ha un metodo la cui segnatura è la stessa di cadd; per fare questo 
generiamo un delegate a partire da un Code Value.  
Ritornando all’esempi precedente nel metodo Main dobbiamo aggiungere le 
seguenti istruzioni: 
 
Sum s = cadd.MakeDelegate(typeof(Sum)) as Sum; 
Console.WriteLine("{0} == {1}", add(1, 1), s(1, 1)); 
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Dove Sum non è altro che un delegate: 
 
delegate int Sum(int x, int y); 
 
Il Code Value è trasformato in un delegate di tipo Sum che è un oggetto che 
espone un metodo Invoke con la segnatura   int  x  int→  int  implicitamente chiamato 
quando gli argomenti sono assegnati a s. 
 
 
2.5 Binding       
 
 
L’operazione di Bind è la sola operazione disponibile per poter manipolare Code 
values. Bind permette di fissare i parametri di Code values esistenti per generare nuovi 
Code values specializzati per quei parametri. 
A ciascun Code value viene associata una segnatura che rappresenta l’interfaccia 
del frammento di codice a cui è associato; l’operazione di Bind agisce anche su questa 
segnatura fissando gli argomenti di input con valori o altri Code values o lasciandoli 
inalterati per poter essere utilizzati a loro volta come argomenti anche per il codice 
generato. E’ possibile indicare che un  argomento di input non è legato a altri 
argomenti di input utilizzando un valore speciale durante l’operazione di Bind indicato 
da Code.Free, in questo modo lasceremo la variabile aperta.    
Come esempio consideriamo il Code Value cadd visto nella sezione precedente che 
rappresenta il metodo add il quale effettua l’addizione dei suoi due argomenti interi e 
applichiamo la seguente trasformazione: 
 
Code cadd1  = cadd.Bind(1, Code.Free);  
 
In maniera intuitiva possiamo concludere che il nuovo Code value appena generato 
esegue la seguente somma: 1 + x in quanto l’operazione di Bind ha legato soltanto il 
primo argomento del code value cadd lasciando libero il secondo argomento.  
 
static int cadd1(int j) { 
return 1 + j;} 
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Questa trasformazione è andata a buon fine poiché il tipo di ogni argomento del 
code value è compatibile con il tipo del corrispondente parametro.  
Nelle tabelle seguenti viene mostrato il codice intermedio relativo al code value 
rappresentante il metodo add e quello relativo al nuovo code value appena creato. 
Notiamo che nel codice generato viene caricato nello stack un solo argomento, 
l’argomento 0 mentre l’altro operando è caricato come costante.   
 
    








            Msil code di cadd                                  Msil code di cadd1 
 
 
La trasformazione di codice in questo semplice caso ha riguardato soltanto una 
istruzione del codice intermedio trasformando una istruzione per caricare un 
argomento in una per caricare una costante ma ha agito anche sulla segnatura 
eliminandone un argomento. 
Il tipo di trasformazione appena vista è quella più semplice che permette di legare 
gli argomenti del metodo con dei valori purchè il suo tipo sia compatibile con il tipo 
del parametro corrispondente. Il Binding values è una caratteristica dell’operazione 
Bind che non consente di combinare code values in nuovi code values, ma sempre con 
l’operazione di Bind è possibile combinare il codice in due modi differenti: 
• Fissando parametri di input di tipo Code values con altri.  
• Usando Code combinators, metodi che prendono come input uno o più tipi 
delegate. 
 
In entrambi i casi la semantica dell’operazione di composizione è facilmente 
comprensibile dal programmatore senza pensare in termini dell’operazione eseguita a 
livello del linguaggio intermedio.   
 
 IL_0000:  nop 
 IL_0001:  ldarg.0 
 IL_0002:  ldarg.1 
 IL_0003:  add 
 IL_0004:  stloc.0 
 IL_0005:  ldloc.0 
 IL_0006:  ret 
 IL_0000:  nop 
 IL_0001:  ldc.i4.1 
 IL_0002:  ldarg.0 
 IL_0003:  add 
 IL_0004:  stloc.0 
 IL_0005:  ldloc.0 
 IL_0006:  ret 
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Fig 2.5: Trasformazione percepita e reale dell’operazione Bind. 
 
Questo è semplice poiché il programmatore utilizzando i Code Type definiti nel 
linguaggio che sta utilizzando percepisce la combinazione di codice che vuole 
effettuare come una trasformazione di codice a livello di codice sorgente piuttosto che 
al reale livello di trasformazione e cioè al livello di linguaggio intermedio. 
 
 
2.5.1  Binding senza Code Combinators 
 
 
Questo caso si presenta quando un argomento di input di un Code Value viene 
legato con un altro Code Value, purchè il tipo restituito da un metodo rappresentato 
dal Code Value che stiamo legando ad un argomento di input sia compatibile con 
l’argomento di input stesso.  
Partendo dal metodo che esegue la somma di due interi proviamo a creare un Code 
Value che esegue la somma di tre interi, l’idea è quella di legare un argomento di 
input del code value cadd con lo stesso cadd:  
 
Code cadd3  = cadd.Bind( Code.Free,  cadd);  
 
In questo modo se un code value aperto è utilizzato per essere legato con un 
argomento di input i suoi parametri sono portati nella segnatura del code value che è 









La segnatura del code value cadd3 conterrà tre argomenti il primo è lasciato aperto 
durante l’operazione di Bind mentre gli altri due sono ottenuti dalla segnatura del code 
value cadd che viene legato con il secondo argomento del code value cadd al quale si 
applica l’operazione di binding.  
Il risultato di questa operazione è un code value equivalente al seguente metodo:  
 
public static int add(int i, int j, int k) { 
                int l = j + k;  
    return i + l;} 
 
Il codice equivalente mette in evidenza come il codice associato al code value 
utilizzato come parametro dell’operazione di Bind venga messo prima rispetto al 
codice associato al code value sul quale si effettua il binding. Inoltre il risultato è 
memorizzato in una variabile locale che è utilizzata al posto dell’argomento di input al 
quale è stato legato il corrispondente code value. Viene eseguita la somma del 
secondo e terzo argomento del metodo e successivamente il primo argomento viene 
sommato al risultato della precedente addizione.  
Questo si può facilmente notare anche analizzando il codice intermedio generato: 
 
  IL_0000:  nop 
  IL_0001:  ldarg.1 
  IL_0002:  ldarg.2 
  IL_0003:  add 
  IL_0004:  stloc.1 
  IL_0005:  ldloc.1 
  IL_0006:  stloc.2 
  IL_0007:  nop 
  IL_0008:  ldarg.0 
  IL_0009:  ldloc.2 
  IL_000a:  add 
  IL_000b:  stloc.0 
  IL_000c:  ldloc.0 
  IL_000d:  ret 
 
Sullo stack vengono prima caricati gli argomenti 1 e 2 corrispondenti alle variabili j 
e k e il risultato della somma dei due argomenti memorizzato in una variabile locale, 
infine viene caricato l’argomento 0 ( i ) e la locazione dove si è memorizzato il 
risultato della somma precedente, a questo punto la seconda somma viene eseguita.     
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2.5.2  Binding con Code Combinators 
 
 
Il secondo modo di combinare il codice permette di superare i limiti imposti dal 
metodo precedente per la generazione del codice. Il metodo precedente ci permetteva 
di associare il valore restituito da un code value all’argomento di un altro e l’unico 
modo possibile per generare il codice è quello di prefissare il codice del code value 
che leghiamo ad un argomento di input rispetto al codice del code value sul quale 
applichiamo l’operazione di composizione. 
Grazie a questa alternativa per la composizione di codice possiamo inserire il 
codice di un code value all’interno del codice di un altro code value semplicemente 
utilizzando un particolare tipo di argomento di input che rappresenta una funzione, 
questo è possibile utilizzando i delegate. 
Consideriamo il seguente metodo: 
 
 delegate int I1(int a); 
 delegate int I2(int a, int b); 
 
public static int add_pos(int a, int b, int c,I1 fun1,I2 fun2) 
          { 
            int k=0;  
             
              int temp1 = fun1(a); 
            int temp2 = fun1(b); 
 
              for(int i=0; i<c; i++) 
                 k += fun2(temp1, temp2); 
              
              return k; 
          } 
 
La segnatura del metodo add_pos contiene cinque argomenti, tre interi e due 
argomenti di tipo funzione, la prima funzione è unaria mentre la seconda binaria e 
entrambe restituiscono un valore intero. Il metodo applica la funzione unaria al primo 
e al secondo metodo mentre all’interno di un ciclo for viene applicata la seconda 
funzione c volte. Quando il delegate è legato con un code value ogni invocazione 
dell’argomento è sostituito con il corpo del code value, inoltre questo argomento 
dovrà essere soltanto invocato e non può essere utilizzato in altre maniere.  
 
 35 





Consideriamo la seguente composizione: 
 
MethodInfo k = t.GetMethod("add_pos"); 
     MethodInfo r = t.GetMethod("abs"); 
     Code cadd_pos = new Code(k); 
     Code cabs = new Code(r); 
 
  Code cris=cadd_pos.Bind(Code.Free,Code.Free,Code.Free, cabs, cadd); 
 
Dove il metodo abs calcola il valore assoluto di un valore intero: 
 
public static int abs(int x) 
          { 
              if (x < 0) 
                return -x; 
              else 
                return x; 
        } 
 
Questa operazione di binding consente di creare un metodo a partire dal code value 
cadd_pos lasciando aperti i primi tre argomenti e associando al delegate fun1 il code 
value per il calcolo del valore assoluto e al delegate fun2 il code value che effettua la 
somma di due interi. In questo modo tutte le occorrenze dell’argomento fun1 e fun2 
viene sostituito nel code value generato con il corpo del metodo relativo al code value 
associato. Il  risultato è un code value equivalente al seguente metodo: 
 
public static int cris(int a, int b, int c) 
          { 
            int k=0;  
             
if (a < 0) 
                 temp1 = -a; 
              else 
                temp1 = a; 
 
if (b < 0) 
                 temp2 = -b; 
              else 
                temp2 = b; 
 
              for(int i=0; i<c; i++) 
                 k += temp1 + temp2; 
              
              return k; 
          } 
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La segnatura del metodo contiene tre argomenti (a,b,c) poiché durante l’operazione 
di binding abbiamo legato i primi tre argomenti di input con il valore Code.Free. 
Mentre se avessimo legato per esempio il secondo argomento con un valore oppure 
con un altro code value si sarebbe applicato rispettivamente il Binding value o il 
Binding senza code combinator.  
(Vedi appendice paragrafo 6.1 per la consultazione dei metodi compilati in 
linguaggio intermedio). 
 
2.6 CodeBricks       
 
 
La libreria CodeBricks è esposta ai linguaggi di programmazione che la utilizzano 
come una serie di classi, il nucleo di CodeBricks è costiuito dalla classe Code attorno 
alla quale la libreria è stata sviluppata. 
Altra classe che gioca un ruolo fondamentale per l’implementazione di CodeBricks 
è data dalla classe CliFileReader che permette di leggere le istruzioni in linguaggio 
intermedio del corpo del metodo. L’unità di sviluppo del codice è l’assembly il quale 
contiene la definizione di un certo un numero di tipi, per questo motivo è stato 
necessario definire un reader di .NET assembly.  
CodeBricks può essere utilizzato per generare codice a runtime, questo processo di 
generazione è abbastanza veloce poiché si basa su un semplice processo di 
composizione di codice al livello di codice intermedio ordinando liste di istruzioni. 
Questo tipo di generazione del codice a livello intermedio favorisce oltretutto la 
portabilità e l’ottimizzazione del codice in quanto risulterà indipendente 
dall’architettura su cui sarà eseguito.  
Ulteriori campi di applicazione di CodeBricks sono discussi in [1] capitolo 6 come 





















































La gestione delle eccezioni ha lo scopo di facilitare l’uso di meccanismi consoni 
per gestire situazioni erronee o eccezionali che si verificano nei programmi; può 
essere utilizzata per passare informazioni di errore che avvengono all’interno di pezzi 
di codice verso i suoi utenti e rispondere in maniera selettiva a quegli errori. Un 
possibile ruolo della gestione delle eccezioni è quella di permettere al programma di 
continuare la sua normale esecuzione prevenendo gli errori interni e consentendo una 
precisa localizzazione della condizione erronea. 
Il capitolo si apre descrivendo il modello di gestione delle eccezioni del Common 
Language Runtime e il supporto fornito a livello di codice intermedio. Una volta 
descritta la sintassi e la semantica dei comandi forniti per la gestione delle eccezioni 
dal linguaggio C# con il quale  sono stati scritti i nostri esempi descriviamo la 






























Un eccezione è una condizione di errore o un comportamento imprevisto 
verificatosi durante l’esecuzione di un programma. Le eccezioni vengono generate per 
diversi motivi, per esempio esse vengono generate in caso di errori nel codice 
dell’applicazione oppure se qualche risorsa del sistema operativo non è disponibile. 
Vengono generate eccezioni anche quando il Common Language Runtime riscontra 
delle situazioni impreviste.  
Nel .Net Framework le eccezioni sono oggetti che ereditano dalla classe Exception, 
esse vengono generate nelle aree di codice dell’applicazione in cui si è verificato un 
problema e contengono informazioni riguardanti l’errore. Ogni qualvolta che una 
eccezione viene generata essa è passata ai livelli superiori dello stack fino a quando 
viene gestita dall’applicazione o si arresta il programma.   
 
 
3.2 Modalità di gestione 
 
 
Il Common Language Runtime fornisce un modello di gestione delle eccezioni che 
è basato sulla rappresentazione delle eccezioni come oggetti e blocchi di codice 
protetti. La separazione del codice normale con il codice per la gestione delle 
eccezioni avviene tramite blocchi try e catch rispettivamente, vedremo inoltre che 
sono presenti differenti blocchi per la gestione delle eccezioni. Ci possono essere uno 
o più blocchi per la gestione delle eccezioni ciascuno dei quali è progettato per gestire 
un particolare tipo di eccezione o un blocco per la gestione di una più specifica 
eccezione piuttosto di un altro blocco. 
Nel runtime viene creata una tabella per ciascun eseguibile che contiene 
informazioni sulle eccezioni, questa tabella viene creata passo passo a partire dalle 
tabelle delle eccezioni associata ai vari metodo. Ad ogni metodo dell’applicazione 
infatti è associata a sua volta una tabella delle eccezioni contenente informazioni sulla 
gestione delle eccezioni, ciascuna entry di questa tabella descrive un blocco di codice 
protetto e tutti gli eventuali blocchi di gestione delle eccezioni. 
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Questa tabella delle eccezioni è molto efficiente e fino a quando non si presenta 
una eccezione non compromette in nessun modo le prestazioni sia in termini di tempo 
del processore sia in termini di occupazione di memoria. Soltanto quando si verifica 
una eccezione queste risorse vengono utilizzate con un piccolo impatto sulle 
prestazioni dell’applicazione.   
La tabella delle eccezioni rappresenta quattro tipi di gestori delle eccezioni per 
blocchi protetti supportati dal Common Language Runtime [5]: 
• Gestore finally: viene eseguito ogni volta che l’elaborazione del blocco si 
interrompe sia per un normale flusso di controllo o in seguito ad una 
eccezione non gestita. 
• Gestore fault: viene eseguito se si verifica un eccezione ma non esce 
normalmente, propaga a sua volta un eccezione. 
• Gestore catch: gestore filtrato in base al tipo che gestisce tutte le eccezioni 
di una classe specificata o delle relative classi derivate.  
• Gestore filter: gestore filtrato dall’utente che esegue codice specificato da 
esso per determinare se deve essere gestita dal gestore associato o passato al 
blocco protetto successivo.   
 
Ogni linguaggio di programmazione implementa questi gestori secondo le loro 
specifiche, per esempio in Visual Basic 2005 viene implementato il gestore filter 
mediante un confronto tra variabili mentre in C# sia il gestore filter che quello fault 
non sono implementati. 
Quando si verifica un eccezione il runtime come prima cosa effettua una ricerca 
nella tabella delle eccezioni associata al metodo corrente, scopo della ricerca è trovare 
il primo blocco protetto che protegge una regione che include l’istruzione in corso di 
esecuzione che ha generato l’eccezione e che contenga un gestore di eccezioni di tipo 
catch oppure un filter che sia in grado di gestire tale eccezione. Viene creato un 
oggetto Exception che descrive l’eccezione, inoltre vengono eseguite tutte le istruzioni 
finally o fault presenti tra l’istruzione in cui si è verificata l’eccezione e l’istruzione 









L’ordine dei gestori è importante, il gestore delle eccezioni più interno viene 
valutato per primo. Se invece la ricerca di tale blocco all’interno del metodo corrente 
fallisce la ricerca continua in ciascun chiamante del metodo corrente ripercorrendo 
quindi i vari livelli dello stack. Se la ricerca ha esito negativo anche tra tutti i 
chiamanti allora il gestore delle eccezioni di default provvede a gestire l’eccezione e a 
terminare l’applicazione.    
 
 
3.2.1  Clausole 
 
 
All’interno del PE file nella sezione per la gestione delle eccezioni associato ad un 
metodo i gestori delle eccezioni vengono rappresentati attraverso le exception clauses 
[5]. Queste clausole contengono informazioni per identificare all’interno del corpo di 
un metodo le porzioni di istruzioni intermedie che si comportano da gestori e per 
individuare a quale blocco di protezione sono associati: 
  
Flag  Identifica il tipo di gestore dell’eccezione. 
TryOffset Offset in byte del blocco try dall’inizio del 
corpo del metodo. 
TryLength Lunghezza in byte del blocco try. 
HandlerOffset Offset in byte del gestore per questo blocco 
try dall’inizio del corpo del metodo. 
HandlerLength Lunghezza in byte del gestore. 
ClassToken Metadata token per un gestore catch. 
FilterOffset Offset nel corpo del metodo per un gestore 
filter. 
   Tabella 3.1: Rappresentazione delle exception clauses all’interno del  
            exception handler section.    
         
 











Il Common Intermediate Language ha diverse istruzioni speciali [5] per: 
• Lanciare (throw) e rilanciare (rethrow) un eccezione definita dall’utente. 
• Uscire da un blocco protetto (leave) e eseguire la clausola finally 
appropriata senza lanciare un eccezione. Leave è utilizzata anche per uscire 
da una clausola catch. 
• Terminare una clausola filter (endfilter) e restituire un valore che indica se 
gestire l’eccezione.  
• Terminare una clausola finally (endfinally) e continuare a seguire lo stack. 
 
 
3.3 Sintassi e Semantica 
 
 
Vediamo in questo paragrafo la sintassi e la semantica dei comandi forniti dal 
linguaggio C# per la gestione delle eccezioni. Ci limitiamo a trattare i gestori di tipo 
try, catch e finally poiché sono gli unici implementati nel linguaggio C# utilizzato per 
la produzione degli esempi.  
 
 




ThrowStatement: throw optExpression ; 
 
Semantica 
La produzione ThrowStatement: throw Expression; è valutata nel seguente modo: 
 
1. Valuta Expression. 
2. GetValue(Result(1)). 









Un throw statement con un espressione lancia il valore prodotto valutando 
l’espressione. L’espressione deve denotare un valore di tipo System.Exception o che 
derivi da essa. Se la valutazione dell’espressione produce valore null viene lanciato 
System.NullReferenceException. Un throw statement senza espressione può essere 
utilizzato soltanto all’interno di un blocco catch per rilanciare l’eccezione.  
 
 





try Block catch-clauses 
try Block finally-clause 
try Block catch-clauses   finally-clause 
catch-clauses: 
specific-catch-clauses    general-catch- optclause  
specific-catch- optclauses  general-catch-clause     
specific-catch-clauses: 
specific-catch-clause 
specific-catch-clauses    specific-catch-clause     
specific-catch-clause: 






Ci sono tre possibili forme di statements try:  
• Un blocco try seguito da uno o più blocchi catch. 
• Un blocco try seguito da un finally block. 
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La produzione TryStatement: try Block catch-clauses; è valutata nel seguente 
modo: 
 
1. Valuta Block. 
2. Se Result(1).type non è throw restituisci Result(1). 
3. Valuta catch-clauses con parametro Result(1). 
4. Restituisci Result(3). 
 
 
La produzione TryStatement: try Block finally-clause; è valutata nel seguente 
modo: 
 
1. Valuta Block. 
2. Valuta finally-clause. 
3. Restituisci Result(2). 
 
 
La produzione TryStatement: try Block catch-caluses  finally-clause; è valutata nel 
seguente modo: 
 
1. Valuta Block. 
2. Se Result(1).type non è throw vai al passo 5. 
3. Valuta catch-clauses con parametro Result(1). 
4. Se Result(4) .type è throw restituisci Result(4). 
5. Valuta finally-clause. 









La valutazione di catch-clauses come spiegato nella parte riguardante la modalità 
con la quale vengono gestite le eccezioni consiste nel ricercare un gestore che sia in 
grado di gestire la relativa eccezione lanciata, quindi questo caso si riduce nella 
valutaione di un general-catch-clause statement oppure di un specific-catch-clause.   
 
La produzione general-catch-clause: catch Block è valutata nel seguente modo: 
 
1. Valuta Block. 
2. Restituisci Result(1). 
 
La produzione specific-catch-clause: catch ( class-type identifier ) Block è valutata 
nel seguente modo: 
 
1. Definiamo C il parametro che è stato passato a questa produzione. 
2. Creiamo un nuovo oggetto new Object(). 
3. Creiamo una property nell’oggetto Result(2). Il nome è Identifier, valore 
è C.value e gli attributi sono { }DontDelete . 
4. Aggiungi Result(2) nello scope. 
5. Valuta Block. 
6. Rimuovi Result(2) dallo scope. 
7. Restituisci Result(5). 
 
Quando una clausola catch specifica un class-type il tipo deve essere 
System.Exception oppure un tipo che deriva da esso. Se una clausola catch specifica 
sia il class-type che identifier allora viene creata una variabile eccezione del dato 
nome e tipo. La variabile eccezione non è altro che una variabile locale che estende lo 
scope del blocco catch e durante l’esecuzione di tale blocco la variabile rappresenta 
l’eccezione correntemente gestita. 
 












Per consentire ai Code Values il trattamento delle eccezioni è necessario associare 
ad essi la tabella delle eccezioni relativa al metodo che rappresentano. Una volta letto 
dal PE file il MSIL code relativo al metodo posso controllare se il corpo del metodo 
contiene più sezioni, in particolare se contiene la sezione riguardante la gestione delle 
eccezioni; in caso affermativo leggiamo le exception clauses dal file e le 
memorizziamo in un vettore in modo tale da ricostruirci l’exception table relativa al 
metodo. Le exception clauses all’interno della sezione per la gestione delle eccezioni 
risultano ordinate dal gestore più interno fino a quello più esterno. Quando ci troviamo 
un gestore filtrato di tipo catch utilizzando il metadata token accediamo ai metadata 
per ricavarci il tipo di eccezione che quel particolare gestore si preoccupa di gestire. 
Consideriamo il seguente metodo: 
 
public class Test { 
public static int div(int i, int j) 
      { 
              int k = 0; 
             
              try 
                { 
                    k = i / j;} 
                catch (DivideByZeroException e) 
                { 
                    k = -1;} 
                finally  
                {  
  k = 8; } 
              return k; 
        }  
} 
 
Il metodo effettua la divisione di dei due argomenti all’interno di un blocco try e ha 
un gestore filtrato di tipo catch per gestire un eventuale situazione di errore dovuta ad 
una divisione per zero, infine abbiamo anche un blocco finally. Di seguito il relativo 
codice in linguaggio intermedio associato al metodo: 
 
   IL_0000:  nop 
    IL_0001:  ldc.i4.0 
    IL_0002:  stloc.0 
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      {     
   .try 
              {      
   IL_0003:  nop 
          IL_0004:  ldarg.0 
          IL_0005:  ldarg.1 
          IL_0006:  div 
          IL_0007:  stloc.0 
          IL_0008:  nop 
          IL_0009:  leave.s    IL_0019 
          } // end .try 
        catch [mscorlib]System.DivideByZeroException   
              {  
   IL_000e:  stloc.1 
          IL_000f:  nop 
          IL_0010:  ldc.i4.m1 
          IL_0011:  stloc.0 
          IL_0012:  nop 
         IL_0013:  nop 
          IL_0014:  leave.s    IL_0019 
         } // end handler        
       IL_0019:  leave.s    IL_0023 
           } // end .try 
           finally 
           {  
      IL_001e:  nop 
      IL_001f:  ldc.i4.8 
      IL_0020:  stloc.0 
      IL_0021:  nop 
      IL_0022:  endfinally 
     } // end handler 
    IL_0023:  nop 
    IL_0024:  ldloc.0 
    IL_0025:  stloc.2 
    IL_0026:  ldloc.2 
    IL_0027:  ret 
 
Dal metodo compilato in linguaggio intermedio notiamo come l’istruzione 
leave.s sia utilizzata per uscire dal blocco di protezione try e dal gestore catch 
mentre per uscire dal blocco finally si utilizza l’istruzione apposita endfinally. La 















1 0 3 11 14 (0e) 10 DivideByZero 
2 2 3 27  30 (1e) 5 null 
Tabella 3.2: Exception table per il metodo div. 
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Tra parentesi è indicato il valore in esadecimale dell’offset per una facile 
individuazione dei blocchi di protezione e dei gestori. 
Se osserviamo il campo type della tabella delle eccezioni notiamo che per la prima 
clausola assume il valore DivideByZero che indica quale tipo di eccezione il gestore 
filtrato deve gestire, ovvero quando si presenta un errore dovuto da una divisione per 
zero, mentre per la seconda clausola tale valore è null poiché si tratta di un gestore 
finally e non di un catch. 
Nei prossimi paragrafi vediamo come si ricostruisce la tabella delle eccezioni di un 
metodo generato dall’operazione di binding, tratteremo separatamente i casi di binding 
con e senza code combinators trascurando il caso in cui si effettua un binding di valori 
in quanto tale operazione non porta modifiche alla tabella delle eccezioni associata al 
metodo a cui si applica l’operazione.  
 
 
3.4.1  Binding senza Code Combinators 
 
 
Come abbiamo visto nel capitolo precedente ogni volta che un Code Value viene 
legato ad un argomento di un altro oggetto code il suo codice viene prefissato rispetto 
al codice del metodo a cui l’operazione di binding viene applicata e il risultato 
memorizzato in una locazione per poi essere utilizzato quando necessario.  
Per quanto riguarda la tabella delle eccezioni bisogna prestare attenzione al fatto 
che ciascun exception clause riferisce al metodo a cui appartiene e quindi durante 
l’operazione di binding devo aggiustare gli offset delle clausole in maniera tale che 
corrispondano con il codice generato. Schematizzando: 
 
1) Per ogni argomento legato con un oggetto code: 
• Genera codice e memorizza risultato in una locazione. 
• Se l’oggetto code che si sta legando contiene exception clauses queste 
vengono inserite nella tabella delle eccezioni del metodo che si sta 
generando aggiornando gli offset in base a codice inserito ai passi 
precedenti. 
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2) Inserisci le eventuali exception clauses del code value su cui si applica l’operazione 
di Bind aggiornando gli offset in base al codice inserito ai passi precedenti e si genera 
il codice rimanente.  
 
Esempio I 
Consideriamo un semplice metodo come quello usato come esempio nel paragrafo 
2.4 che esegue la somma di due interi passati come argomento. Creiamo un nuovo 
metodo a partire da un Code value, che rappresenta il metodo add, legando i suoi due 
parametri ad un oggetto Code che rappresenta il metodo div visto nel paragrafo 
precedente:  
 
Type t = typeof(Test); 
MethodInfo m = t.GetMethod("add"); 
MethodInfo n = t.GetMethod("div"); 
 
Code add = new Code(m); 
Code div = new Code(n); 
 
Code sum2div = add.Bind(div,div); 
 
Il risultato di questa bind logicamente sarà un metodo che ha come input quattro 
argomenti di tipo intero ai quali applicherà il metodo div a due a due ed il risultato di 
queste due applicazioni div verrà restituito come somma. 
 
public static int sum2div(int i, int j, int l, int m) 
        {             
            int k=2;             
            try 
            { k = i / j; } 
            catch (DivideByZeroException e) 
            { k = -1;    }   
finally { k = 8; }                 
            int temp1 = k;              
 
  int r=2;             
            try 
            { r = l / m; } 
            catch (DivideByZeroException e) 
            { r = -1;    }      
finally { r = 8; }               
int temp2 = r;            
   
  return  temp1 + temp2;              
        } 
 50 





Inoltre la tabella delle eccezioni relativa al metodo generato dovrà contenere 
quattro exception clauses, poiché il metodo div viene legato per ben due volte.  
 
Il codice generato dall’operazione di Bind è il seguente: 
 
    nop        
               ldc.i4.0       
              stloc.1        
       .try 
           {     
           .try 
                    {            
          3  nop       
                ldarg.0       
                  ldarg.1        
                div     
                  stloc.1       
               nop       
                leave      IL_0019     
               } // end .try 
         catch [mscorlib]System.DivideByZeroException   
               {  
         14  stloc.2        
            nop       
           ldc.i4.m1      
                stloc.1       
            nop       
                 nop       
           leave      IL_0019     
               } // end handler        
             IL_0019:  leave      IL_0023 
          } // end .try 
              finally 
              {  
          30  nop 
        ldc.i4.8 
          stloc.1 
              nop 
        endfinally 
            } // end handler 
     IL_0023:  nop 
   ldloc.1 
   stloc.3 
               ldloc.3 
               stloc.s    V_4 
       nop 
               ldc.i4.0 












       .try 
           {     
           .try 
                    {            
              47  nop 
                   ldarg.2 
                   ldarg.3 
                   div 
                   stloc.s    V_5 
                   nop 
                   leave      IL_0046 
                   } // end .try 
         catch [mscorlib]System.DivideByZeroException   
               {  
                   57  stloc.s    V_6 
                   nop 
                   ldc.i4.m1 
                   stloc.s    V_5 
                       nop 
                   nop 
                       leave      IL_0046 
  } // end handler        
                   IL_0046:  leave      IL_0051 
                } // end .try 
              finally 
              {  
    75  nop  
        ldc.i4.8 
   stloc.s    V_5 
   nop 
   endfinally 
    } // end handler 
     IL_0051:  nop 
    ldloc.s    V_5 
    stloc.s    V_7 
    ldloc.s    V_7 
    stloc.s    V_8 
    nop 
    ldloc.s    V_4 
    ldloc.s    V_8 
    add 
    stloc.0 
    ldloc.0 




Quando genero il codice il primo passo che viene fatto è quello di legare al primo 
argomento di add un oggetto code div, viene generato il codice relativo ed il risultato 
memorizzato nella  locazione 4. Le exception clauses associate al code div vengono 
copiate tenendo conto dell’eventuale codice generato nei passi precedenti.  
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Siccome ci troviamo al primo passo le clausole vengono copiate senza effettuare 
nessuna modifica ai campi che rappresentano l’offset del try e dell’handler. Al 
secondo passo invece quando leghiamo il secondo argomento di add sempre a un code 
div, si genera il codice e se ne memorizza il risultato nella locazione 8 mentre nel 
momento in cui si aggiungono le clausole dobbiamo sempre tenere in considerazione 
il codice inserito ai passi precedenti. In questo caso i campi tryoffset e handleroffset 
devono essere aggiornati in modo da ottenere l’allineamento corretto con le istruzioni 
generate. Gli offset vengono quindi incrementati del numero di byte inseriti ai passi 
precedenti. 















1 0 3 11 14  10 DivideByZero 
2 2 3 27  30  5 null 
3 0 45 12 57 12 DivideByZero 
4 2 45 30 75 6 null 
Tabella 3.3: Exception table per il metodo sum2div. 
 




Complichiamo leggermente l’esempio precedente in modo tale che anche il code 
value su cui si effettua un operazione di bind contenga dei gestori delle eccezioni, per 
esempio possiamo effettuare un bind su un oggetto Code che rappresenta il metodo 
div legando i suoi parametri sempre ad un Code Value div:  
 
Type t = typeof(Test); 
MethodInfo n = t.GetMethod("div"); 
 
Code div = new Code(n); 
 
Code div2div = div.Bind(div,div); 
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In questo modo viene generato un metodo simile al precedente soltanto che anziché 
effettuare una somma sul risultato dell’applicazione delle due div sugli argomenti 
viene applicato un ulteriore div. Inoltre i passi seguiti per generare tale metodo 
seguono lo stesso schema applicato nell’esempio precedente: il primo argomento di 
div viene legato con un oggetto code che rappresenta il metodo div stesso, viene 
prefissato il codice e ricopiate le exception clauses associate senza modificarne 
l’offset in quanto siamo al primo passo e non è stato precedentemente generato altro 
codice, lo stesso accade per il secondo argomento con la differenza che le exception 
clauses devono essere modificate nel campo offset a causa della generazione del 
codice al passo precedente. Infine viene generato il codice a partire da div che utilizza 
come elementi di calcolo i risultati intermedi dati dall’applicazione delle prime due 
div. Anche in questo caso le exception clauses devono essere corrette nei campi offset 
per tenere in considerazione il codice generato ai passi precedenti ed effettuare il 
corretto allineamento del codice.  
Concettualmente il codice generato avrà la forma seguente: 
 
public static int div2div(int i, int j, int l, int m) 
         {             
           int k=2;             
             try 
             { k = i / j; } 
             catch (DivideByZeroException e) 
             { k = -1;    } 
 finally { k = 8; }             
             int temp1 = k;              
 
   int r=2;             
             try 
             { r = l / m; } 
             catch (DivideByZeroException e) 
             { r = -1;    }             
   finally { r = 8; } 
             int temp2 = r;              
 
   int s=2;             
             try 
             { s = temp1 / temp2; } 
             catch (DivideByZeroException e) 
             { s = -1;    } 
 
   finally { s = 8; }   
           
             return s;              
    } 
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Il metodo generato conterrà quindi ben sei exception clauses due per ciascuna 
applicazione del metodo div. 
 
     Tabella 3.4: Exception table per il metodo div2div. 
 
(Vedi appendice paragrafo 6.2 per la consultazione dei metodi compilati in 
linguaggio intermedio). 
 
      
3.4.2  Binding con Code Combinators 
 
 
Abbiamo visto nel paragrafo precedente che durante un binding senza code 
combinators per determinare la tabella delle eccezioni del code value generato, era 
sufficiente tenere aggiornato il conteggio del numero dei byte del codice generato ad 
ogni passo; questo perché le exception clauses del code value generato vengono prese 
dalla tabella delle eccezioni dei code values che vengono legati agli argomenti di input 
e da quelle del code value sul quale si applica l’operazione di bind e devono essere 
opportunamente modificate nel campo offset per poter essere allineate al codice 
generato. Nel caso di binding con code combinators invece si può presentare un'altra 
possibilità, ovvero che un delegate possa essere richiamato all’interno di un blocco di 
















1 0 3 11 14  10 DivideByZero 
2 2 3 28  31  5 Null 
3 0 48 12 60 12 DivideByZero 
4 2 48 30 78 6 Null 
5 0 96 13 109 10 DivideByZero 
6 2 96 29 125 5 Null 
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Questo comporta che durante la generazione di codice la dimensione dei blocchi di 
protezione e dei gestori diventi più grande, dobbiamo tenere conto anche di questa 
situazione modificando opportunamente i campi length e offset delle exception 
clauses di partenza. In una operazione di Binding con code cobinators è possibile che 
un code value possa essere legato con un argomento di input che non sia di tipo 
delegate. In questa situazione l’operazione di Bind come prima cosa genera il codice e 
la tabella delle eccezioni  a partire dai code value legati con gli argomenti di input non 
di tipo delegate. Come abbiamo già visto nel paragrafo precedente il codice viene 
prefissato rispetto a quello generato a partire dal code value sul quale si applica 
l’operazione di Bind. Una volta completato questo passo si passa ad analizzare il 
codice intermedio del code value sul quale si applica la Bind per completare la fase 
finale di generazione del codice, ogni volta che si incontra una istruzione per 
richiamare un delegate si determina a quale oggetto code value è stato legato 
dall’operazione di bind procedendo cosi alla generazione del codice. Se questo code 
value contiene una tabella delle eccezioni, le sue clausole verranno inserite nella 
tabella delle eccezioni per il code value che si sta creando aggiustando il campo offset 
di tali clausole con la quantità di codice in byte precedentemente inserito. Inoltre 
dobbiamo controllare se il delegate è stato chiamato all’interno di un blocco protetto o 
di un gestore modificando in questo caso il campo lenght e offset delle clausole 




Consideriamo un metodo che ha due argomenti di input, il primo di tipo intero 
mentre il secondo è di tipo delegate.  
 
public static int prova (int i, I2 fun) 
         { 
            int k = 0;    
            k = i + 1; 
             
            try 
            { k = fun(15, k);} 
            catch (DivideByZeroException e) { k = 0; } 
            finally { k = -1; } 
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            return k; 
         } 
 
Il metodo contiene un costrutto per la gestione delle eccezioni di tipo try-catch-
finally. Indichiamo con cprova l’oggetto code value che rappresenta il metodo 
precedente il cui corpo è mostrato di seguito: 
       
 IL_0000:  nop 
   IL_0001:  ldc.i4.0 
   IL_0002:  stloc.0 
   IL_0003:  ldarg.0 
   IL_0004:  ldc.i4.1 
   IL_0005:  add 
   IL_0006:  stloc.0 
.try 
  {     
  .try 
        {                      
       7  IL_0007:  nop 
            IL_0008:  ldarg.1 
            IL_0009:  ldc.i4.s   15 
            IL_000b:  ldloc.0 
        12  IL_000c:  callvirt   instance int32   
                      [Complete]Complete.I2::Invoke(int32,int32) 
            IL_0011:  stloc.0 
            IL_0012:  nop 
            IL_0013:  leave      IL_0023 
        } // end .try 
  catch [mscorlib]System.DivideByZeroException   
        {  
        24  IL_0018:  stloc.1 
            IL_0019:  nop 
            IL_001a:  ldc.i4.0 
            IL_001b:  stloc.0 
            IL_001c:  nop 
            IL_001d:  nop 
            IL_001e:  leave      IL_0023 
         } // end handler        
        IL_0023:  leave      IL_002d 
      } // end .try 
      finally 
      {  
      40  IL_0028:  nop 
          IL_0029:  ldc.i4.m1 
          IL_002a:  stloc.0 
          IL_002b:  nop 
          IL_002c:  endfinally 
      } // end handler        
      IL_002d:  nop 
      IL_002e:  ldloc.0 
      IL_002f:  stloc.2 
      IL_0030:  ldloc.2 
      IL_0031:  ret 
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E’ interessare osservare che l’istruzione IL_000c permette di richiamare un 
delegate, l’istruzione callvirt indica che si stà richiamando il metodo invoke del tipo I2 
che è oggetto delegate. Sono necessari due parametri che vengono caricati 
appositamente nello stack grazie alle istruzioni che precedono la callvirt. 
La tabella delle eccezioni associata a questo code value è formata da due clausole, 















1 0 7 17 24 (18) 10 DivideByZero 
2 2 7 33  40 (28) 5 Null 
Tabella 3.5: Exception table associata al code value cprova. 
 
Proviamo ad effettuare la seguente operazione di binding sul code value prova: 
 
   Code new_cprova = cprova.Bind(cadd, cdiv); 
 







            Msil code di cadd                                  Msil code di cdiv 
 
Il primo passo per la generazione del body per il nuovo code value new_cprova 
consiste nel generare il codice a partire dal body di cadd e di memorizzare il risultato 
in una locazione, tutte le occorrenze dell’argomento di input all’interno del codice sul 
quale si effettua la Bind vengono sostituite con questa nuova locazione. Una volta 
terminato questo passo si continua la generazione del codice analizzando il corpo del 
code value sul quale abbiamo applicato la Bind. 
 
 IL_0000:  nop 
 IL_0001:  ldarg.0 
 IL_0002:  ldarg.1 
 IL_0003:  add 
 IL_0004:  stloc.0 
 IL_0005:  ldloc.0 
 IL_0006:  ret 
 IL_0000:  nop 
 IL_0001:  ldarg.0 
 IL_0002:  ldarg.1 
 IL_0003:  div 
 IL_0004:  stloc.0 
 IL_0005:  ldloc.0 
 IL_0006:  ret 
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Quando si trova l’istruzione callvirt determiniamo quale argomento viene chiamato 
e a quale code value è stato legato, in questo modo viene inserito il codice associato a 
tale code value. Nel nostro specifico esempio viene inserito il body di cdiv. Dobbiamo 
fare attenzione in che posizione dl codice viene effettuata la callvirt. La callvirt si 
trova nel byte 12 e dobbiamo controllare se si trova all’interno di qualche blocco di 
protezione o di gestori utilizzando la tabella delle eccezioni associata a cprova. Si 
scopre che si trova all’interno del blocco try, di conseguenza il campo trylegth delle 
due exception clauses deve essere modificato aggiungendo il numero di byte inseriti 
per la generazione del codice relativo al metodo chiamato, inoltre i campi tryoffset e 
handleroffset devono essere aggiustati anch’essi in accordo alla dimensione del codice 
generato ai passi precedenti.  
La forma del codice generato avrà la seguente forma: 
 
public static int new_cprova (int a, int b) 
         { 
            int k = 0; 
             
  int s = a + b; 
            k = s + 1; 
             
            try 
            { 
                k = 15 / k; 
            } 
            catch (DivideByZeroException e) { k = 0; } 
            finally { k = -1; } 
              
            return k; 
         } 
 
La segnatura del code value generato conterrà due argomenti di input derivati dalla 
segnatura del code value cadd, il risultato della add tra i due argomenti a e b viene 
memorizzato in una variabile locale s utilizzata al posto di ogni occorrenza del 
precedente argomento i. Mentre al posto dell’invocazione del delegate abbiamo il 
codice del code value al quale era stato legato,  cioè il codice per eseguire la divisione 
tra due interi. 









     IL_0000:  nop 
    IL_0001:  ldarg.0 
       IL_0002:  ldarg.1 
     IL_0003:  add 
  IL_0004:  stloc.3 
  IL_0005:  ldloc.3 
  IL_0006:  stloc.s    V_4 
  IL_0008:  nop 
  IL_0009:  ldc.i4.0 
  IL_000a:  stloc.0 
  IL_000b:  ldloc.s    V_4 
  IL_000d:  ldc.i4.1 
  IL_000e:  add 
  IL_000f:  stloc.0 
  .try 
   {     
    .try 
          {                      
         16  IL_0010:  nop 
              IL_0011:  nop 
        IL_0012:  ldc.i4.s   15 
           IL_0014:  ldloc.0 
           IL_0015:  div 
           IL_0016:  stloc.s    V_5 
           IL_0018:  ldloc.s    V_5 
           IL_001a:  stloc.0 
           IL_001b:  nop 
           IL_001c:  leave      IL_002c 
          } // end .try 
    catch [mscorlib]System.DivideByZeroException   
          {  
          33  IL_0021:  stloc.1 
              IL_0022:  nop 
              IL_0023:  ldc.i4.0 
              IL_0024:  stloc.0 
              IL_0025:  nop 
              IL_0026:  nop 
              IL_0027:  leave      IL_002c 
          } // end handler 
          IL_002c:  leave      IL_0036 
        } // end .try 
        finally 
        {  
        49  IL_0031:  nop 
            IL_0032:  ldc.i4.m1 
            IL_0033:  stloc.0 
            IL_0034:  nop 
            IL_0035:  endfinally 
        } // end handler 
        IL_0036:  nop 
        IL_0037:  ldloc.0 
        IL_0038:  stloc.2 
        IL_0039:  ldloc.2 
        IL_003a:  ret 
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1 0 16 17 33 (18) 10 DivideByZero 
2 2 16 33  49 (28) 5 null 
     Tabella 3.6: Exception table associata al code value new_cprova. 
 
Nota:  In questo caso il campo trylength delle clausole è identico a quello delle 
clausole di partenza, questo perché  durante la fase di generazione del codice certe 
istruzioni possono essere tolte e altre aggiunte. In questo specifico caso la quantità di 
byte tolti e generati è risultato identica facendo in modo che la dimensione in byte del 






In questo capitolo abbiamo visto come il Common Language Runtime fornisce un 
modello di gestione delle eccezioni che è basato sulla rappresentazione delle eccezioni 
come oggetti e blocchi di codice protetti. La separazione del codice protetto avviene 
tramite blocchi try mentre per indicare i gestori delle eccezioni si utilizzano blocchi  
catch, finally, filter e fault. Abbiamo visto come un metodo viene memorizzato 
all’interno del PE file, subito dopo la sezione che contiene il corpo del metodo 
troviamo la exception handling section per quei metodi che utilizzano costrutti per la 
gestione delle eccezioni, in questa sezione troviamo le clausole che indicano 
all’interno del corpo del metodo i blocchi di codice protetto ed i gestori. Il CLR ogni 
volta che si verifica un eccezione utilizza le informazioni presenti nella tabella delle 
eccezioni per controllare se l’eccezione si è verificata all’interno di un blocco protetto 
e determinare se è presente un gestore in grado di gestire tale eccezione. Il nostro 
obbiettivo è stato quello di estendere il code value in modo tale che mantenesse al suo 
interno la tabella delle eccezioni associata al metodo. Utilizzando queste informazioni 
è possibile ricostruire la tabella delle eccezioni per gli Atomic Code Values 
semplicemente utilizzando il CliFileReader e leggere le exception clauses presenti 
all’interno dell’exception handling section.  
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Per quando riguarda l’operazione di composizione di codice abbiamo affrontato il 
problema scomponendolo in tre sottoproblemi ciascuno dei quali deriva dal tipo di 
traformazione che si stà applicando: piBindBindv , e xBind . Per quanto riguarda la 
vBind ( un argomento viene legato ad un valore ) il problema è banale in quanto non 
vengono introdotte nuove exception clauses all’interno della tabella delle eccezioni 
del code value su cui si applica la Bind, ci troviamo semplicemente ad un problema di 
allineamento degli offset e della lunghezza delle clausole per il code value generato. I 
casi più interessanti si presentavano con piBind e xBind ; la piBind  consentiva di 
legare un code value ad un argomento, il codice generato viene prefissato rispetto al 
codice del code value al quale si applica l’operazione di conseguenza se 
consideriamo l’ordine delle exception clauses del code value generato troveremo 
prima quelle derivate dai code value che facevano parte dell’operazione di Bind e a 
seguire quelle derivate dalla tabella delle eccezioni appartenenti al code value al 
quale si applicava l’operazione. Infine il caso xBind si è rilevato quello più 
complesso in quanto legando un code value ad un argomento di tipo delegate 
quest’ultimo può essere richiamato in punti arbitrari del corpo del metodo e quindi 
anche all’interno di un eventuale blocco di protezione o di un gestore con il risultato 
che le clausole della tabella delle eccezioni del code value legato all’argomento di 
tipo delegate verranno posizionate all’interno della tabella delle eccezioni del code 


























































Presentiamo in questo capitolo il modello formale introdotto dal professor Antonio 
Cisternino in [1]. 
Il modello formale è basato su un modello di CLR proposto da Syme and Gordon 
[11]. Esso è stato esteso da Cisternino per modellare aspetti riguardanti la 
trasformazione di codice assenti nel modello originale, viene definita una 
trasformazione che opera sul linguaggio intermedio combinando i corpi dei metodi in 
modo tale che la loro esecuzione è equivalente all’applicazione dei metodi utilizzati. 
Vedremo brevemente le principali caratteristiche del modello formale concentrandoci 
in particolar modo sulla definizione formale della trasformazione di codice eseguita 
dall’operazione di Bind, per uno studio approfondito del modello si rimanda al 
capitolo 3 ( A Formal Model for Code Type ) di [1]. 
Dopo aver presentato questo modello base discuteremo le modifiche e le estensioni 
da apportare per modellare anche il meccanismo della gestione delle eccezioni per 
quanto riguarda costrutti di tipo try-catch-finally e assicurarci che l’operazione di Bind 























4.1 Modello dell’ambiente di esecuzione 
 
 
Viene introdotto un modello formale dell’ambiente di esecuzione con lo scopo di 
studiare la generazione di codice usando l’operatore di Bind. Il linguaggio intermedio 
utilizzato per la definizione di questo modello formale è un sottoinsieme del commn 
intermediate language chiamato BIL ( Baby Intermediate Language ).  
 
 
4.1.1  Tipi e Valori 
 
 
Tutti i metodi girano in un ambiente di esecuzione che contiene una fissata serie di 
classi, ogni classe specifica tipi per una serie di variabili e segnature per la serie dei 
metodi. Ogni oggetto appartiene a una classe ed i metodi sono condivisi tra gli 
oggetti della stessa classe. Gli oggetti di tutte le classi possono essere memorizzati 
nello heap, indirizzati da un reference. Gli oggetti di certe classi chiamate value class 
possono essere memorizzati anche nello stack o come campi inseriti nello stack. 
Consideriamo sei gruppi: 
• class names ( c ∈ Class ) 
• value class names ( vc ∈ ValueClass ⊆ Class ) 
• field names ( f  ∈ Fields ) 
• method names ( m ∈ Methods ) 
• static methods ( sm ∈ StaticMethods ⊆ Methods ) 
 
E’ assunto che System.Type ∈ Class - ValueClass  
I tipi descrivono oggetti, campi, argomenti, risultati finali e intermedi ottenuti 
durante la valutazione dei corpi dei metodi. I tipi sono definiti usando la seguente 
sintassi: 
A,B ∈ Type ::= void | int32 | class c  | value class vc | A&  
Il tipo void descrive l’assenza di dato ed è utilizzato per descrivere che un metodo 
non restituisce valore. Il tipo int32 rappresenta un numero intero a 32 bit. 
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Un reference class descrive un puntatore ad un oggetto boxed ed è definito usando 
il costruttore class. Value Classes sono definiti tramite costruttori di tipo value 
class e descrivono oggetti unboxed (memorizzati nello stack).  
Per ogni value class vc è associata una classe boxed class vc destinata alla 
memorizzazione dell’oggetto nello heap. 
Il tipo puntatore A& descrive un puntatore di tipo A, il quale può essere 
memorizzato sia nello stack che nello heap. 
 
Le seguenti restrizioni sono imposte sui tipi puntatore (pointer confinement policy): 
• Nessun campo può fornire un puntatore 
• Nessun metodo può restituire un puntatore 
• Nessun puntatore può essere memorizzato indirettamente tramite un altro 
puntatore 
Un uso importante dei puntatore nel linguaggio intermedio è di permettere a 
risultati e argomenti di essere passati tramite reference, queste condizioni sono 
utilizzate per non consentire di avere puntatori pendenti mentre il passaggio per 
reference è ancora possibile. 
Il seguente predicato è utilizzato per testare se un tipo è libero da puntatori: 
pointerFree(A) ⇔  ¬∃B.A=A& 
Metodi sono identificati da segnature: sig ∈ Sig ::= B m( nAA ,...,1 ) 
Una segnatura include il nome di un metodo m, il tipo dei suoi argomenti nAA ,...,1  
e il tipo B del valore restituito. Il nome di un metodo può essere utilizzato più volte 
all’interno di una stessa classe ma la segnatura associata deve ovviamente essere 
differente e quindi unica all’interno della classe.  
L’ambiente di esecuzione consiste di tre componenti – funzione fields(c), funzione 
methods(c) e una relazione c inherits c’:  
 
)( TypeFieldClassfields fin→→∈                                        fields of a class 
)( BodySigClassmethods fin→→∈     methods of a class 
ClassClassinherits ×⊆                                                           class hierarchy 
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La funzione methods per ogni metodo con segnatura sig appartenente ad una 
classe c determina il relativo corpo del metodo. 
Indichiamo con fin→  il mapping finito da nomi di campi e segnature di metodi ai 
tipi . Se field(c) = niii Af ...1∈→ , la classe c ha esattamente i campi chiamati nff ,...,1  
con tipi nAA ,...,1 rispettivamente. Lo stesso se applicato ai metodi: 
Se methods(c) = niii bsig ...1∈→ , la classe ha esattamente metodi con segnatura 
nsigsig ,...,1  implementata dai corpi nbb ,...,1  rispettivamente. 
 
 
4.1.2 Method Bodies 
 
 
Alcune istruzioni richiedono di indicare un metodo o il costruttore di una classe 
come argomento, per ottenere un reference ad un metodo o un costruttore per una 
classe c aggiungiamo c:: come prefisso al nome della segnatura. Abbiamo anche 
bisogno di etichette per indicare il traguardo di un salto. Indichiamo questi elementi 
nel seguente modo:  
 
• L      (Label) 
• M ::= B c:: m ( nAA ,...,1 )   (Method reference) 
• K ::= void  c:: .ctor  ( nAA ,...,1 )  (Constructor reference) 
 
La sintassi di BIL è la seguente: 
i4      (32 bit signed integer) 
a,b ∈ BodyInstr ::=    (body instructions) 
 ldc.i4  i4     (load integer) 
 a brtrue 01bL br :: 2112 LbLL    (conditional) 
 aL :1 brfalse bL2 br :21LL    (while loop) 
a b      (sequencing) 
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a ldind      (load indirect) 
a b stind     (store indirect) 
ldarga j     (load argument address) 
a starg j     (store into argument) 
ldloca j     (load local address)  
a stloc j     (store into local) 
naa ...1 newobj K    (create new object) 
naaa ...10 callvirt instance M  (call on boxed object) 
naaa ...10 call instance M   (call on unboxed object) 
naaa ...10 call M    (call static method) 
a ldflda A c:: f    (load field address) 
a b  stfld A c:: f    (store into field) 
a box vc     (copy value to heap) 
a unbox vc     (fetch pointer to heap) 
a b  add     (add two integers) 
Body ::= .locals  ( kAA ,...,0 ) BodyInstr       (method body) 
La sintassi di BIL è stata progettata per essere il più vicino possibile al linguaggio 
intermedio del CLR.  
 
 
4.1.3 Valutazione di Method Bodies 
 
 
Il modello della memoria adottato è formato da un heap di oggetti e da uno stack 
di frame dell’invocazione dei metodi. Ogni frame è formato da due vettori:  
 
• Variabili locali 
• Argomenti 
 
Gli oggetti nello heap possono essere riferiti tramite heap references. Inoltre 
abbiamo bisogno di modellare puntatori a tipi e valori.  
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Riferiremo a questi elementi nel seguente modo:  
 p,q      (heap reference) 
 ptr::=      (pointer) 
      p      (pointer to boxed object) 
     (i,j)      (pointer to argument j of frame i) 
     [i,j]      (pointer to local j of frame i) 
      ptr.f     (pointer to field f of object at ptr) 
           u,v::=      (result) 
                 0      (void) 
                 i4       (integer) 
              
ni
ifini uf ...1∈→        (value: unboxed object) 
 
Il modello della memoria è definito come segue: 
 o ::= c[ niifini uf ...1∈→ ]      (boxed object) 
 h ::= niifini op ...1∈→           (heap) 
 fr ::= .args( nuu ,...,0 ) .locals( mll ,...,0 )      (frame) 
 s ::= nfrfr ,...,1         (stack) 
 
 
 ::=  ( h, s )        (store)  
  
Utilizziamo due funzioni ausiliarie che ci aiutano ad accedere allo store: 
),( ptrlookup δ   (cerca il nello ptr store δ ) 
)',,( vptrupdate δ       (aggiorna lo store δ col valore 'v  al ptr ) 
 
La semantica operazionale di method bodies è un giudizio formale δ

 b 'δ⋅v , 
significa che il body b valutato nello stato iniziale δ  valuta il valore v producendo il 
nuovo stato 'δ . 
Mostriamo di seguito un paio di regole, per chi è interessato all’insieme completo 





'δ⋅ua   'δ

  
''δ⋅vb   




''δ⋅vba   
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La regola Eval Seq mosra il valore valutato da una sequenza di due corpi di 
istruzioni, a e b, la sequenza b viene valutata in uno store prodotto dalla valutazione 
della sequenza a. La regola valuterà un valore dato dalla valutazione del corpo b con 
conseguente store modificato ''δ . 
 
M = B c:: m ),...,( 1 nAA  
B  m ),...,( 1 nAA  ∉  StaticMethods 
0δ

  =⋅ )(),( 011100 phshpa  ][ ...1 niifini ufc ∈→    
),( ii sh

  nishva iiii ..1),( 11 ∈∀⋅ ++  
methods )( 'c (B m ),...,( 1 nAA ) = .locals bAA k ),...,( 0  
.args ),...,,( 10 nvvp .locals ),...,( 0 kll ) 
 

  ),( '''' frshvb ⋅  
                 (Eval callvirt)  
0δ

 naaa ...10 callvirt instance ),( ''' shvM ⋅  
 
 
La regola Eval callvirt valuta il primo argomento 0a  per ottenere il riferimento 0p  
al metodo sul quale deve essere invocato, 0p  riferisce all’istanza sulla quale il metodo 
deve essere chiamato. Gli argomenti sono valutati e allocati in un nuovo frame 
aggiunto in cima allo stack. Il corpo b del metodo è valutato nello store risultante e il 
frame rimosso dallo stack e lo store modificato viene restituito. 
 
 
4.1.4 Tipizzazione di Method Bodies 
 
 
Descriviamo il sistema dei tipi per BIL. Un type frame Fr è una descrizione dei 
tipi dei valori del frame corrente dello stack e ha la seguente forma:            
Fr : :=.args( nAA ,...,0 ) .locals( mAA ,...,0 )  
 
Indichiamo con Fr 

 b : B la valutazione di un BodyInstr b che fornisce il risultato 
di un dato tipo B sotto l’ipotesi che il frame corrente sia di tipo Fr. 
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Mostriamo di seguito un esempio delle regole di tipizzazione per il flusso di 
controllo, le regole come in precedenza si riferiscono alle istruzioni seq e callvirt. Per 




  :a void Fr

  Bb :  
                         (Body Seq)  
         Fr

  Bba :  
 
 
B m ∈),...,( 1 nAA dom(methods(c)) 
B m ∉),...,( 1 nAA StaticMethods 
Fr

  :0a class c  Fr

  ii Aa :  ni ..1∈∀  
         (Ref callvirt)   
Fr

 naaa ...10 callvirt instance Bc:: m BAA n :),...,( 1  
 
 
4.1.5 Modello della Memoria 
 
 
Per garantire che le operazioni vengano sempre invocate su valori di tipo corretto 
dobbiamo definire il tipo dello store dell’ambiente di esecuzione. Definiamo quindi i 
tipi di heap, store e stack: 
H ::= niii cp
..1∈→    (Heap type) 
S ::= nFrFr ,...,1      (Stack type) 
  ::= ),( SH     (Store type) 
 
In modo di assegnare un tipo a ciascun elemento della memoria introduciamo una 
serie di conformance judgment:  
    u : A    in  , risultato u ha tipo A 
H    o : c     in H, oggetto o ha classe c  
H    h     heap h conforme a H 
    fr : Fr    frame fr conforme a Fr 









4.1.6 Teorema di valutazione 
 
 
Il seguente teorema dice che se un programma soddisfa le restrizioni sulla struttura 
dei tipi imposta in 4.1.1 e le regole di tipizzazione su method bodies in 4.1.4, allora la 
sua valutazione in accordo alle regole in 4.1.3 può portare soltanto a stati intermedi 
conformi come definito in 4.1.5. 
 'HH ≤  significa che )'()( HdomHdom ⊆  e ).()(')( HdomppHpH ∈∀= La 
relazione indica che il tipo heap può crescere preservando i references ed i loro tipi. 
Teorema: Se ),( FrSH    δ e Fr

  b: B e δ

  b φδ⋅→ v  allora esiste un tipo 
heap φH  tale che φHH ≤  e ),( FrSH φ    v : B  e ),( FrSH φ    φδ . 
Dim: La dimostrazione è disponibile in [12] e nell’appendice di [1].  
 
 
4.2 Code Type 
 
 
Introduciamo la definizione formale del tipo Code. Un valore code è formato da 
quattro componenti: una segnatura, un ambiente che tiene traccia dei valori legati al 
codice, un corpo di istruzioni e infine dalla tabella delle eccezioni: 
 
Definizione: =∈∈ eSigsBodyb ,, .env )),(),...,,(( 00 nn veve una lista ordinata di                              
coppie .),( ValIntve ii ×∈ Un valore Code cv è una tripla .,, >=<∈ ebsCodecv  
 
4.3 Binding Code Values 
 
 
Introduciamo l’operazione di bind su valori code. L’operazione principale di bind 
è quella di fissare un parametro di un valore code esistente con un valore che è 
compatibile con esso. Questa operazione è complessa e necessita di manipolare tutte 
e tre le componenti di un code: 
• segnatura, per aggiungere o ridurre i suoi argomenti. 
• ambiente, per aggiungere valori legati a un code value. 
• body, per generare il nuovo codice. 
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Introduciamo la funzione Bind utilizzata per manipolare valori code. Definiamo 
tre funzioni per separare i diversi aspetti di questa operazione: 
• CodeValStoreTypeIntCodeBindv →×××:  
Esprime il binding di un argomento i a un valore.  
• CodeCodeIntCodeBind →××:pi  
Esprime la combinazione di codice senza combiners. 
• CodeCodeIntCodeBind →××:χ  
Esprime la combinazione di codice con combiners. 
 
4.3.1 Code Transformation 
 
 
Per poter manipolare i corpi dei metodi all’interno dei value code dobbiamo 
applicare una serie di regole di rename per cambiare il modo nel quale il programma 
accede alle variabili locali e agli argomenti. Necessitiamo delle seguenti regole di 
mapping: 
• Variabile locale i diventa variabile locale j )( ji ≠  
• Argomento i diventa argomento j )( ji ≠  
• Argomento i diventa variabile locale j )( ji ≠  
• Il tipo dell’ argomento i ha un metodo invoke le cui invocazioni sono 
sostituite con una sequenza di istruzioni 
 
Diamo la definizione di una traformazione che mappa una sequenza di istruzioni 
BIL in un'altra per mezzo di una serie di regole costruite sulla struttura del BIL. La 
trasformazione che dovrebbe essere applicata è definita come una mappa finita 
{ } { }inlinelocllocldovebjlil fin arg,,',arg,),,'(),( ∈∈→=∏    ,..0, nji ∈  
,BodyInstrb ∈ assumendo n come l’indice più alto possibile per argomenti o variabili 
locali.  
La trasformazione di una sequenza di istruzioni BIL è espressa come segue: 
∏   'bb →  
La gran parte delle istruzioni sono lasciate inalterate dalla trasformazione.  
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La seguente è una regola di rename che in seguito ad una operazione di Bind la 
locale j viene shiftata alla posizione i, di conseguenza ogni occorrenza dell’istruzione 




 ∏   ),(),( ilocjloc =    
                          (Ren lodloca)  
 ∏   ldloca j →  lodloca i  
 
 
Le regole applicano la trasformazione ai loro componenti e ricostruiscono 
l’istruzione trasformata. La regola Ren Seq applica la trasformazione ai suoi 
componenti a e b producendo le nuove sequenze di istruzioni ',' ba  di conseguenza la 
sequenza a,b diventerà ',' ba . 
 
∏   'aa →   ∏   'bb →  
                          (Ren Seq)  
  ∏   ''baab →  
 
Le regole applicano la trasformazione ai loro componenti e ricostruiscono 
l’istruzione trasformata. La regola Ren Seq applica la trasformazione ai suoi 
componenti a e b producendo le nuove sequenze di istruzioni ',' ba  di conseguenza la 
sequenza a,b diventerà ',' ba . 
Vedi l’appendice paragrafo 8.2 di [1] per la lista completa delle regole di rename. 
 
 
4.3.2 Binding Values 
 
 
Quando un valore è legato ad un argomento utilizziamo l’ambiente per 
memorizzarlo. L’ambiente è una specie di di stack frame che preserva i valori 
necessari dalle istruzioni. La definizione di vBind  è la seguente: 
= ),,,( vicBindv  
     < ),,...,,,...,( 110 nii AAAAB +−µ  .locals '),',...,'( 0 bAAA ik , 
     .env )),1(),,(),...,,(( 00 vkveve mm + .ExeptionClauses ),...,( 0 gecec > 
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      Where ni ..0∈  
      c =  < ),,...,( 0 nAAB µ  .locals bAA k )',...,'( 0 ,.env )),(),...,,(( 00 mm veve  
             .ExeptionClauses ),...,( 0 gecec >, 
        iAv :    
       PointerFree )( iA  
           ∏   'bb →         
           ∏ = { })1(arg,)(arg,),...,(arg,)1(arg,),1,()(arg, −→→++→ nniikloci  
 
L’argomento i-esimo viene quindi legato al valore v che deve avere lo stesso tipo 
iA , l’argomento è rimosso dalla segnatura ed è introdotta una nuova variabile locale 
con indice k+1. La nuova variabile locale quindi conterrà il valore v salvato 
nell’ambiente insieme al suo indice. Il tipo iA  essere pointerfree altrimenti possiamo 
salvare un puntatore al frame corrente che in futuro può non essere più disponibile. Il 
corpo è cambiato in accordo alla trasformazione . Ovviamente questa 
trasformazione non modifica la tabella delle eccezioni. 
 
 
4.3.3 Bindpi   
 
 
piBind definisce la composizione di due code values assieme. L’input consiste di 
un code value c, un intero che specifica l’indice dell’argomento che deve essere 
legato al code value 'c . Viene prodotta una nuova variabile locale e le istruzioni di 'c  
precedono quelle di c. La nuova variabile locale è utilizzata in sostituzione       
dell’argomento all’interno del corpo c. 
 
=)',,( cicBindpi  
     < ),,...,,,...,( 110 nii AAAAB +−µ  
      .locals '')'',...,'',''',...,''',',...,'(
'1'00 bAAAAAA nkk stloc '''bj , 
     .env ))',1'(),...,',1'(),,(),...,,((
''0000 mmmm vkevkeveve ++++ > 
      Where ni ..0∈  
      c =  < ),,...,( 0 nAAB µ  .locals bAA k )',...,'( 0 ,.env )),(),...,,(( 00 mm veve >, 
      c'=  < ),'',...,''('
'0 nAAB µ  .locals ')''',...,'''( '0 bAA k , 
     .env ))','(),...,','((
''00 mm veve >, 
    2'++= kkj    
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    ∏    ,''' bb →  
    ∏ '    '''bb →  
 
Il codice generato si comporta come se il metodo definito da c è eseguito e l’ i-
esimo argomento è il risultato dell’invocazione del metodo 'c  garantendo che il tipo 
restituito da 'c  sia iA . 
 
 
4.3.4 Bind χ   
 
 
χBind è la funzione fondamentale che ci permette di esprimere la combinazione di 
code values. L’idea è quella di assumere tipi funzione come argomenti di input, in 
questo modo il corpo di un metodo conterrà invocazioni di questo oggetto funzione. 
Questi particolari oggetti sono simili alle classi e mettono a disposizione un metodo il 
cui nome è conosciuto. Un tipo funzione nel nostro modello è una classe che contiene 
il metodo Invoke con l’appropriata segnatura. Quando leghiamo un argomento di 
tipo funzione con un valore code 'c  che ha la stessa segnatura di Invoke e 
l’argomento è utilizzato soltanto per invocare il metodo allora ogni invocazione è 
sostituita interamente con le istruzioni del corpo di 'c .    
 
=)',,( cicBind χ  
     < ),,...,,'',...,'',,...,( 1'110 nini AAAAAAB +−µ  
      .locals ''),''',...,''',',...,'(
'00 bAAAAA ikk stloc '''bj , 
     .env ))',1'(),...,',1'(),,(),...,,((
''0000 mmmm vkevkeveve ++++ > 
      Where ni ..0∈  
      c =  < ),,...,( 0 nAAB µ  .locals bAA k )',...,'( 0 ,.env )),(),...,,(( 00 mm veve >, 
      c'=  < ),'',...,''(
'0 ni AAA µ  .locals ')''',...,'''( '0 bAA k , 
     .env ))','(),...,','((
''00 mm veve >, 
    =iA   class cl 
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      'B Invoke )),(()'',...,'',( 1 clmethodsdomAAA ni ∈  
      'B Invoke ,)'',...,'',( 1 odsStaticMethAAA ni ∉           













      ∏ ' = { },''',',()(arg, bkkinlinei +→  
    ∏    ,'''' bb →  
    ∏ '    ''bb →  
Viene rimosso l’argomento i-esimo dalla segnatura di c. Il tipo iA deve essere una 
classe che contiene un metodo chiamato Invoke. L’argomento i deve essere usato 
solo per richiamare il metodo Invoke, altrimenti la trasformazione del corpo b 
fallisce. Ogni chiamata del metodo Invoke viene sostituita con le istruzioni del corpo 
del metodo opportunamente trasformate. Le variabili locali vengono estese per far 
posto alle variabili locali utilizzate da 'b , ulteriori variabili locali sono aggiunte per 
utilizzate al posto degli argomenti di 'b . 
 
 
4.3.5 Funzione Bind  
 
 
Le tre funzioni introdotte precedentemente sono utilizzate per definire la funzione 
Bind . Introduciamo il set Free per rappresentare un argomento che non è legato, cioè 
libero.    
La funzione Bind è la seguente:    

i
i CodeCodeFreeValCodeStoreTypeBind →∪∪×× )(:  
La funzione Bind ha una definizione ricorsiva che fa il bind degli argomenti di 
input da destra verso sinistra. Il primo passo della funzione trasforma il code value 
per risolvere gli argomenti condivisi. Per fare questo si appoggia su una funzione 
ausiliaria chiamata Share :   

i
iCodeFreeValCodeShare →∪∪× )(:   
i
iCodeFreeValCode )( ∪∪×  
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=),...,,( 0 nvvcShare  
    ),...,,,...,,...,,'(( 110 njji vvvvvcShare +− ),...,,,...,,...,, 110 njji vvvvv +−  
    Where ,..0 ni ∈ jijiji AAvvFreevvjinj ==∈<∈ ,,,,..0   
      c =  < ),,...,( 0 nAAB µ  .locals bAA k )',...,'( 0 ,.env )),(),...,,(( 00 mm veve >, 
      c'= < ),,...,,,...,( 110 njj AAAAB +−µ  .locals ')',...,'( 0 bAA k , 
               .env )),(),...,,(( 00 mm veve >, 
   ∏ = { })(arg,)(arg, ij → , 
   ∏    'bb →  
 
=),...,,( 0 nvvcShare ),...,,( 0 nvvc  jivvFreevvnji jiji ==∈∈∀ ,,,..0,  
 
La funzione Share elimina gli argomenti legati allo stesso elemento di Free. Ora 
possiamo definire la funzione Bind:    
 
= ),...,,,( 0 nvvcBind )),...,,(,( 0 nvvcShareBind   
      Where jijii vvFreevvnjiFreevni ≠∈∈∃∈∈∀ ,,,..0,,,..0  
      c =  < ),,...,( 0 nAAB µ  .locals bAA k )',...,'( 0 ,.env )),(),...,,(( 00 mm veve > 
 
 
= ),...,,,( 0 nvvcBind c  
      Where ,,..0 Freevni i ∈∈  
      c =  < ),,...,( 0 nAAB µ  .locals bAA k )',...,'( 0 ,.env )),(),...,,(( 00 mm ueue > 
 
 
= ),...,,,( 0 nvvcBind ),...,,,...,),,,,(( 110 niiiv vvvvvicBindBind +−  
      Where jiFreevnjFreevni ji ≤∉∈∀∉∈ ,..0,,..0  
      c =  < ),,...,( 0 nAAB µ  .locals bAA k )',...,'( 0 ,.env )),(),...,,(( 00 mm ueue > 
       ii Av :  
 
 
= ),...,,,( 0 nvvcBind ),...,,,...,,,...,),,,(( 1'110 ninii vvvvvicBindBind +− ϕϕpi  
      Where ,,..0,,..0 FreevijCodevni ji ∈∈∀∈∈  
      c =  < ),,...,( 0 nAAB µ  .locals bAA k )',...,'( 0 ,.env )),(),...,,(( 00 mm ueue >, 
      iv =< ),'',...,''( '0 ni AAA µ  .locals ')''',...,'''( '0 bAA k , 
      .env ))','(),...,','((
''00 mm ueue >, 









= ),...,,,( 0 nvvcBind ),...,,,...,),,,(( 110 niii vvvvvicBindBind +−χ  
      Where ,,..0,,..0 FreevijCodevni ji ∈∈∀∈∈  
      c =  < ),,...,( 0 nAAB µ  .locals bAA k )',...,'( 0 ,.env )),(),...,,(( 00 mm ueue >, 
      iv =< ),'',...,''( '0 ni AAA µ  .locals ')''',...,'''( '0 bAA k , 
      .env ))','(),...,','((
''00 mm ueue >, 
    =iA   class cl 
      B Invoke )),(()'',...,''( 0 clmethodsdomAA n ∈  
      B Invoke odsStaticMethAA n ∉)'',...,''( 0           
 
La funzione ha una definizione ricorsiva, il caso base è definito quando i valori 
sono tutti membri di Free e nessuna condivisione è possibile. Quando lo stesso 
elemento di Free è ripetuto in nvv ,...,1  Share è applicata per generare il codice che 
condivide gli argomenti.  
Ogni volta che viene trovato una valore non Free viene applicata la giusta 
trasformazione in accordo al tipo del valore trovato. Share quindi riduce il numero di 
elementi  Free  condivisi; dopo l’eliminazione degli argomenti condivisi la funzione 
riduce il numero di valori che non sono Free. 
 
 
4.3.6 Esecuzione di Code Values  
 
 
A questo punto ci resta da definire le regole per definire come l’ambiente di 
esecuzione deve eseguire un code value. 
Estendiamo l’istruzione  call per permettere l’esecuzione di code valued: 
 
sig = B ),...,( 0 nAAµ   
  c =  < sig .locals bAA k )',...,'( 0 ,.env )),(),...,,(( 00 mm ueue  
             .ExeptionClauses ),...,( 0 gecec >, 
),( 00 sh=δ   ),( ii sh     nishva iiii ..0),( 11 ∈∀⋅ ++  
11 ,( ++ nn sh .args ),...,( 0 nvv .locals ),...,( 0 kll ) 
    ),( '''' frshvb ⋅  
),...,( jej ul mj ..0∈∀  
         (Eval Code) 
0δ    naa ...0 call ),( '' shvc ⋅  
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La regola ha la stessa struttura di (Eval call) ma in questo caso inizializziamo le 
locali che sono state introdotte durante la generazione di codice con i valori salvati in 
env.  
 
sig = B ),...,( 0 nAAµ   
  c =  <sig .locals bAA k )',...,'( 0 ,.env )),(),...,,(( 00 mm ueue >, 
Fr     ii Aa : nAi ..0∈∀  
         (Body Code) 
Fr    naa ...0 call Bc :  
 
Dobbiamo garantire che il tipo del valore memorizzato nell’ambiente sia 
compatibile con la locale utilizzata per memorizzare esso. 
 
 
4.4 Modello formale per la gestione delle    
      eccezioni  
 
 
Ora che abbiamo visto le principali caratteristiche del modello formale 
dell’ambiente di esecuzione per trattare gli aspetti riguardanti la trasformazione di 
codice ci concentriamo sulle modifiche da applicare al modello in modo tale che 
vengano considerati gli aspetti riguardanti il meccanismo della gestione delle 
eccezioni. In particolar modo dobbiamo assicurarci che l’operazione di Bind consenta 
di ricostruire correttamente la tabella delle eccezioni per il codice generato.  
La gestione delle eccezioni trattata si limita a considerare i blocchi di protezione try, 
catch e finally. 
 
 
4.4.1 Estensione dell’ambiente di esecuzione  
 
 
Il sistema dei tipi sostanzialmente non viene modificato apportando le modifiche 
al modello per la gestione delle eccezioni, introduciamo le Exception Tables che 
vengono rappresentate come una lista ordinata di exception clauses. 
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et ∈ ExceptionTable ::= ExeptionClauses ),...,( 0 mecec  
 
L’ambiente di esecuzione deve essere esteso con altri due componenti, la funzione 
FindExceptionTable(c) e la funzione ExceptionBlock(c) .  
)( ableExceptionTSigClassionTableFindExcept fin→→∈       
La funzione FindExceptionTable per ogni metodo con segnatura sig appartenente 
ad una classe c ricava dai metadati la tabelle delle eccezioni associata a quel metodo.  
Se FindExceptionTable(c) = niii etsig ...1∈→ , la classe ha esattamente metodi con 
segnatura nsigsig ,...,1  la cui exception table associata è netet ,...,1  rispettivamente. 
BodyStoreClasslockExceptionB →× )(  
  
La funzione ExceptionBlock riesce a determinare la sequenza di istruzioni che 
gestisce una eccezione indicata dalla classe c. Tali istruzioni faranno parte di blocchi 
catch ed eventualmente di blocchi finally. 
La funzione methods, )( BodySigClassmethods fin→→∈ , deve essere 
leggermente modifica in quanto per ogni metodo con segnatura sig appartenente ad 
una classe c determina il relativo corpo del metodo sotto l’ipotesi di esecuzione 
normale, ovvero che non si presentino eccezioni durante la sua esecuzione. Il corpo 
di questo metodo quindi sarà eventualmente formato da istruzioni presenti in blocchi 
try e finally. 
La sintassi di BIL viene estesa con le istruzioni per il supporto delle eccezioni: 
 
       throw ex_type     (throw an ex_type  exception) 
try a      (try block) 
catch a     (catch block) 
finally a     (finally block) 
 
Il modello della memoria è sempre lo stesso, è formato da un heap e da uno stack 
di frame dell’invocazione dei metodi. L’unica cosa che cambia è il frame, ora è 
formato da tre vettori, in aggiunta ai vettore che contengono le variabili locali e gli 
argomenti dobbiamo aggiungere un terzo vettore che contiene le clausole delle 
eccezioni formando in questo modo la tabella delle eccezioni associata a quel 
determinato metodo.  
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fr ::= .args( nuu ,...,0 ) .locals( mll ,...,0 ) .et      (frame) 
  

















Contiene due oggetti, il primo di classe c riferito da p. La classe contiene un 
campo intero chiamato 1f  mentre il campo 2f  contiene un oggetto unboxed 3→g , 
2f  ha come tipo una value class con un campo il cui nome è g. Il secondo oggetto ha 
tipo 'c  riferito da q e contiene solo un campo intero chiamato 1f .  














Il top dello stack è 3).5,2()).1,1(,(arg etlocalsqs , è associato ad un method body con 
due variabili locali, come argomenti ha un oggetto ed un puntatore ad un oggetto di 
tipo c. 
Alcune regole di valutazione devono essere modificate, in particolare le regole di 
chiamata dei metodi Call, CallInstance, CallVirt. Le modifiche da 
apportare sono identiche per tutte queste regole, riportiamo soltanto quella per la 
CallVirt vista nel modello base. 
 
M = B c:: m ),...,( 1 nAA  
B  m ),...,( 1 nAA  ∉  StaticMethods 
0δ     =⋅ )(),( 011100 phshpa  ][ ...1 niifini ufc ∈→    
),( ii sh     nishva iiii ..1),( 11 ∈∀⋅ ++  
methods )( 'c (B m ),...,( 1 nAA ) = .locals bAA k ),...,( 0  
FindExceptionTable )( 'c (B m ),...,( 1 nAA ) = .et 
11 ,( ++ nn sh .args ),...,,( 10 nvvp .locals ),...,( 0 kll .et) 
    ),( '''' frshvb ⋅  
                 (Eval callvirt)  
  0δ    naaa ...10 callvirt instance ),( ''' shvM ⋅  
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La modifica fatta riguarda il fatto che ad ogni chiamata di un metodo dobbiamo 
determinarci la tabella delle eccezioni poiché ora è un componente fondamentale 
dello stack frame.  
Vediamo ora le regole di valutazione per i blocchi try e i gestori catch e finally: 
 
            
δ     'δ⋅va   
'δ     ''δ⋅ub f   
                 (Eval try NORM) 
 δ     try a  catch ex_type cb  finally ''δ⋅ub f   
 
La regola (Eval try NORM) mostra come viene valutato un costrutto try catch  
finally nel caso che l’esecuzione del corpo del try sia normale, nel senso che non si 
presentino delle eccezioni. In questo caso viene eseguito il corpo del try più 
l’eventuale corpo del blocco finally associato. La transizione degli stati è analoga alla 
regole della sequenza.  
 
),( Sh=δ     'δ⋅pa   ),( '' Sh=δ  
][)( ..1'' niii ufcph ∈→= ,  
inheritsc '  ex_type  inherits System.Exception 
StackWalk ),( '' δc  = i  ,  ni ≤≤0  
ExceptionBlock ),( '' δc = fc bb  
),...,,( 1' ifrfrh    cb ''δ⋅v  
''δ     '''δ⋅ub f   
                  (Eval try EXCEP 1) 
  δ     try a  catch ex_type cb  finally '''δ⋅ub f   
 
 
La regola (Eval try EXCEP 1) copre il caso in cui all’interno del blocco try si 
presenta un eccezione che può essere gestita da un blocco catch, in questo l’oggetto 
che rappresenta l’eccezione deve essere una sottoclasse del filtro del blocco catch e 
quindi ereditare da ex_type quindi tramite la funzione StackWalk determiniamo il 
frame nel quale è presente il blocco catch che gestisce tale eccezione e tramite la 
funzione ExceptionBlock vengono determinati i corpi dei gestori catch e finally, 
rispettivamente fc beb . Il primo, cb , viene valutato in uno store ),...,,( 1' ifrfrh dove 
rispetto allo store 'δ   vengono eliminati tutti gli stack frame fino all’i-esimo.  
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),( Sh=δ     'δ⋅pa   ),( '' Sh=δ  
][)( ..1'' niii ufcph ∈→= ,  
inheritsc ' System.Exception 
StackWalk ),( '' δc  =Φ  ,   
ExceptionBlock ),( '' δc =    
                   (Eval try EXCEP 0) 
δ    try Φ⋅pa   
 
Infine con la regole (Eval try EXCEP 0) consideriamo il caso in cui un eccezione 
non viene gestita a causa della mancanza di un gestore catch in grado di catturarla. In 
questo caso la funzione StackWalk ci restituirà un particolare store Φ  nel quale lo 
stack dei frame risulterà vuoto e l’esecuzione verrà terminata. Di conseguenza non   
tutte e tre le regole viene semplicemente valutato il blocco di istrtuzioni associato che 
porta in un nuovo store 'δ  e alla restituzione di un valore u.  
Si aggiunge anche la seguente regola di valutazione per il throw, questa regole 
crea un oggetto ex_type, viene quindi restituito un puntatore all’oggetto: 
 
 
       (Eval throw) 
δ    throw ex_type 'δ⋅p  
 
 





























Supponiamo che il metodo attualmente in esecuzione generi un eccezione a causa 
di una divisione per zero (chiamiamo r il riferimento a questo oggetto eccezione) e 
che il metodo non sia in grado di gestirla, la tabella delle eccezioni 2et non contiene 
clausole per la gestione dell’eccezione. Inoltre supponiamo che il metodo chiamante 
fosse in grado di gestire tale eccezione grazie ad un blocco catch.  
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Tale informazione è disponibile grazie alla tabella delle eccezioni relativa al 
metodo chiamante 1et  . Sotto tali condizioni la funzione StackWalk applicata mi 
restituirà il nuovo store iδ ottenuto da 'δ  al quale sono stati eliminati i frame dal top 
fino al frame che gestisce l’eccezione. 
Il type frame Fr deve essere esteso, oltre che fornire una descrizione dei tipi dei 
valori del frame corrente dello stack contiene anche la tabella delle eccezioni:            
Fr : :=.args( nAA ,...,0 ) .locals( mAA ,...,0 ).ExceptionTable  
 
I corpi dei metodi vanno valutati in un frame che contiene la tabella delle 
eccezioni associata al metodo che viene valutato: 
 
∧−∈ ValueClassClassc  B m ),...,( 1 nAA ∧∉ odsStaticMeth   (Ref methods) 
      methods )(c (B m ),...,( 1 nAA ) = .locals ∧bAA k )',...,'( 0  
      FindExceptionTable )(c (B m )',...,'( 1 nAA ) = .et   
      .args ( class ),...,, 1 nAAc .locals )',...,'( 0 kAA .et    Bb :  
 
v ∧∈ValueClassc  B m ),...,( 1 nAA ∧∉ odsStaticMeth               (Val methods) 
      methods )(c (B m ),...,( 1 nAA ) = .locals ∧bAA k )',...,'( 0  
      FindExceptionTable )(c (B m )',...,'( 1 nAA ) = .et   
      .args ( value class ),...,&, 1 nAAvc .locals )',...,'( 0 kAA .et    Bb :  
 
v ∧∈Classc  B m ),...,( 1 nAA ∧∈ odsStaticMeth                      (Stat methods) 
      methods )(c (B m ),...,( 1 nAA ) = .locals ∧bAA k )',...,'( 0  
      FindExceptionTable )(c (B m )',...,'( 1 nAA ) = .et   
      .args ),...,( 1 nAA .locals )',...,'( 0 kAA .et    Bb :  
 
Vanno aggiunte le regole di tipizzazione per il throw, try, catch, finally: 
 
 
   (Body throw) 
  Fr






  voida :  
                         (Body try)  
         Fr

 try voida :  
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  voida :  
                         (Body catch)  
       Fr





  voida :  
                         (Body finally)  
       Fr

 finally voida :  
 
Inoltre vanno modificate le regole ldarg, starg, ldloca, stloc, aggiungendo la 
tabella delle eccezioni al frame; dovendo modificare le regole nello stesso modo ne 
proponiamo soltanto da considerare come linea guida per le restanti:  
 
nj ..0∈   
     (Body ldarg) 
.args ),...,( 0 nAA .locals )',...,'( 0 kAA .et    ldarg &: jAj  
 
La stessa modifica viene fatta sulle regole di conformance (Ptr Arg) e (Ptr Loc): 
 
mi ..1∈   
=iFr .args ),...,( 0 nAA .locals )',...,'( 0 kAA .et    ldloca '&: jAj  
nj ..1∈   
      (Ptr Arg) 
),...,,( 1 mFrFrH    (i,j) : &jA  
  
 
mi ..1∈   
=iFr .args ),...,( 0 nAA .locals )',...,'( 0 kAA .et    ldloca '&: jAj  
kj ..1∈   
      (Ptr Loc) 
),...,,( 1 mFrFrH    [i,j] : &'jA  
  
Infine per quanto riguarda la regola di conformance sul Frame:  
 
   H    ii Au :   ni ..0∈∀  
               H    ': jj Av  kj ..0∈∀  
      (Con Frame) 
    .args ),...,( 0 nuu .locals ),...,( 0 kvv .et : 
    .args ),...,( 0 nAA .locals )',...,'( 0 kAA .ExceptionTable 
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4.4.2 Tipo code e Funzione Bind   
 
 
La definizione formale del tipo code và ampliata con un nuovo componente, la 
tabella delle eccezioni; in questo modo un valore code è formato da quattro 
componenti: una segnatura, un ambiente che tiene traccia dei valori legati al codice, 
un corpo di istruzioni e infine dalla tabella delle eccezioni: 
 
Definizione: =∈∈ eSigsBodyb ,, .env )),(),...,,(( 00 nn veve una lista ordinata di                              
coppie ValIntve ii ×∈),( e =et .ExeptionClauses ),...,( 0 mecec una lista ordinata di 
clausole. Un valore Code cv è una quadrupla .,,, >=<∈ etebsCodecv  
 
L’operazione di Bind a questo punto oltre che manipolare la segnatura, l’ambiente 
e il corpo di un code value deve poter manipolare nel modo corretto anche la quarta 
componente appena introdotta per consentire di ricostruire la tabella delle eccezioni 
durante la generazione del codice. Per poter manipolare i corpi dei metodi all’interno 
dei code values dobbiamo aggiungere le regole di rename per le istruzioni introdotte 
che riguardano la gestione delle eccezioni: 
 
                 
                 (Ren throw) 




           ∏   'aa →  
                 (Ren try) 
 ∏   try a  try 'a  
 
 
             ∏   'aa →  
                 (Ren catch) 
 ∏   catch a  catch 'a  
 
 
             ∏   'aa →  
                 (Ren finally) 









Le variabili locali che rappresentano la classe dell’eccezione che viene gestita da 
un blocco catch vengono manipolate dalle regole di rename sulle variabili locali che 
sono già state definite per il modello base.  
Possiamo vedere a questo punto le modifiche apportate alle tre funzioni costitutive 
della funzione Bind, le modifiche riguardano l’aggiunta della tabella delle eccezioni a 
tutti i code value che partecipano all’operazione di bind più la corretta ricostruzione 
della exception table per il code value generato :  
 
 
Bind v   
 
= ),,,( vicBind v  
     < ),,...,,,...,( 110 nii AAAAB +−µ  .locals '),',...,'( 0 bAAA ik , 
     .env )),1(),,(),...,,(( 00 vkveve mm +  
      .ExeptionClauses )),...,(( 0 gececModify > 
      Where ni ..0∈  
      c =  < ),,...,( 0 nAAB µ  .locals bAA k )',...,'( 0 ,.env )),(),...,,(( 00 mm veve  
             .ExeptionClauses ),...,( 0 gecec >, 
        iAv :    
       PointerFree )( iA  
           ∏   'bb →         
           ∏ = { })1(arg,)(arg,),...,(arg,)1(arg,),1,()(arg, −→→++→ nniikloci  
 
Ovviamente questa trasformazione non modifica la dimensione della tabella delle 
eccezioni. La funzione Modify prende in input una sequenza di clausole e ne riadatta 
gli offset restituendo una nuova lista in modo tale che le clausole risultino allineate al 
codice generato. 
 
Bindpi   
 
=)',,( cicBindpi  
     < ),,...,,,...,( 110 nii AAAAB +−µ  
      .locals '')'',...,'',''',...,''',',...,'(









     .env ))',1'(),...,',1'(),,(),...,,((
''0000 mmmm vkevkeveve ++++  
     .ExeptionClauses )),...,,',...,'(( 0'0 gg ececececModify > 
      Where ni ..0∈  
      c =  < ),,...,( 0 nAAB µ  .locals bAA k )',...,'( 0 ,.env )),(),...,,(( 00 mm veve  
             .ExeptionClauses ),...,( 0 gecec >, 
      c'=  < ),'',...,''('
'0 nAAB µ  .locals ')''',...,'''( '0 bAA k ,.env ))','(),...,','(( ''00 mm veve  
             .ExeptionClauses )',...,'(
'0 gecec >, 
    2'++= kkj    


























    ∏   ,''' bb →  
    ∏ '   '''bb →  
 
In questo caso le clausole della tabella delle eccezioni associata al code value 'c  
devono precedere quelle di c, quindi con la funzione Modify si determinano gli offset 
corretti delle clausole. 
 
Bind χ   
 
=)',,( cicBind χ  
     < ),,...,,'',...,'',,...,( 1'110 nini AAAAAAB +−µ  
      .locals ''),''',...,''',',...,'(
'00 bAAAAA ikk stloc '''bj , 
     .env ))',1'(),...,',1'(),,(),...,,((
''0000 mmmm vkevkeveve ++++  
     .ExeptionClauses ))',...,',,,...,((
'00 gg ececbececcreate > 
      Where ni ..0∈  
      c =  < ),,...,( 0 nAAB µ  .locals bAA k )',...,'( 0 ,.env )),(),...,,(( 00 mm veve  
             .ExeptionClauses ),...,( 0 gecec >, 
      c'=  < ),'',...,''(
'0 ni AAA µ  .locals ')''',...,'''( '0 bAA k ,.env ))','(),...,','(( ''00 mm veve  
             .ExeptionClauses )',...,'(
'0 gecec >, 
    =iA   class cl 
      'B Invoke )),(()'',...,'',( 1 clmethodsdomAAA ni ∈  
      'B Invoke ,)'',...,'',( 1 odsStaticMethAAA ni ∉           
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      ∏ ' = { },''',',()(arg, bkkinlinei +→  
    ∏   ,'''' bb →  
    ∏ '   ''bb →  
 
Ogni chiamata del metodo Invoke viene sostituita con le istruzioni del corpo del 
metodo opportunamente trasformate, inoltre le exception clauses della tabella delle 
eccezioni di 'c  viene opportunamente inserite all’interno della tabelle delle eccezioni 
di c preservandone l’ordine di chiusura. Questa operazione viene fatta dalla funzione 
Create che restituisce la lista di exception clauses con gli offset corretti e nel giusto 
ordine inserendo ad ogni chiamata del metodo Invoke le clausole di 'c .  
 
 
Funzione Bind  
 
Dopo avere definite le tre funzioni costitutive possiamo definire la funzione di 
Bind, come accade anche per la funzione ausiliaria Share le modifiche rispetto alla 
versione già vista consistono nell’aggiunta della tabella delle eccezioni per ogni code 
value che compare nella definizione: 

i
iCodeFreeValCodeShare →∪∪× )(:   
i
iCodeFreeValCode )( ∪∪×  
=),...,,( 0 nvvcShare  
    ),...,,,...,,...,,'(( 110 njji vvvvvcShare +− ),...,,,...,,...,, 110 njji vvvvv +−  
    Where ,..0 ni ∈ jijiji AAvvFreevvjinj ==∈<∈ ,,,,..0   
      c =  < ),,...,( 0 nAAB µ  .locals bAA k )',...,'( 0 , 
            .env )),(),...,,(( 00 mm veve .ExeptionClauses ),...,( 0 gecec >, 
      c'= < ),,...,,,...,( 110 njj AAAAB +−µ  .locals ')',...,'( 0 bAA k , 
            .env )),(),...,,(( 00 mm veve .ExeptionClauses ),...,( 0 gecec >, 
   ∏ = { })(arg,)(arg, ij → , 
   ∏   'bb →  
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i CodeCodeFreeValCodeStoreTypeBind →∪∪×× )(:  
= ),...,,,( 0 nvvcBind )),...,,(,( 0 nvvcShareBind   
      Where jijii vvFreevvnjiFreevni ≠∈∈∃∈∈∀ ,,,..0,,,..0  
      c =  < ),,...,( 0 nAAB µ  .locals bAA k )',...,'( 0 ,.env )),(),...,,(( 00 mm veve  
             .ExeptionClauses ),...,( 0 gecec > 
 
= ),...,,,( 0 nvvcBind c  
      Where ,,..0 Freevni i ∈∈  
      c =  < ),,...,( 0 nAAB µ  .locals bAA k )',...,'( 0 ,.env )),(),...,,(( 00 mm ueue  
             .ExeptionClauses ),...,( 0 gecec > 
 
= ),...,,,( 0 nvvcBind ),...,,,...,),,,,(( 110 niiiv vvvvvicBindBind +−  
      Where jiFreevnjFreevni ji ≤∉∈∀∉∈ ,..0,,..0  
      c =  < ),,...,( 0 nAAB µ  .locals bAA k )',...,'( 0 ,.env )),(),...,,(( 00 mm ueue  
             .ExeptionClauses ),...,( 0 gecec > 
       ii Av :  
 
= ),...,,,( 0 nvvcBind ),...,,,...,,,...,),,,(( 1'110 ninii vvvvvicBindBind +− ϕϕpi  
      Where ,,..0,,..0 FreevijCodevni ji ∈∈∀∈∈  
      c =  < ),,...,( 0 nAAB µ  .locals bAA k )',...,'( 0 ,.env )),(),...,,(( 00 mm ueue  
             .ExeptionClauses ),...,( 0 gecec >, 
      iv =< ),'',...,''( '0 ni AAA µ  .locals ')''',...,'''( '0 bAA k ,.env ))','(),...,','(( ''00 mm ueue  
             .ExeptionClauses )',...,'(
'0 gecec >, 
     lhlhj vnlnhlhnjFree ≠∈∈∀==∈∀∈ ϕϕϕϕ ...0,'..1,,'..0,  
 
= ),...,,,( 0 nvvcBind ),...,,,...,),,,(( 110 niii vvvvvicBindBind +−χ  
      Where ,,..0,,..0 FreevijCodevni ji ∈∈∀∈∈  
      c =  < ),,...,( 0 nAAB µ  .locals bAA k )',...,'( 0 ,.env )),(),...,,(( 00 mm ueue  
             .ExeptionClauses ),...,( 0 gecec >, 
      iv =< ),'',...,''( '0 ni AAA µ  .locals ')''',...,'''( '0 bAA k ,.env ))','(),...,','(( ''00 mm ueue  
             .ExeptionClauses )',...,'(
'0 gecec >, 
    =iA   class cl 
      B Invoke )),(()'',...,''( 0 clmethodsdomAA n ∈  
      B Invoke odsStaticMethAA n ∉)'',...,''( 0           
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Per concludere, lo stesso tipo di estensione fatta per la funzione Bind si ripresenta 
nelle regole per definire come l’ambiente di esecuzione deve eseguire un code value: 
 
sig = B ),...,( 0 nAAµ   
  c =  < sig .locals bAA k )',...,'( 0 ,.env )),(),...,,(( 00 mm ueue  
             .ExeptionClauses ),...,( 0 gecec >, 
),( 00 sh=δ   ),( ii sh    nishva iiii ..0),( 11 ∈∀⋅ ++  
11 ,( ++ nn sh .args ),...,( 0 nvv .locals ),...,( 0 kll .ExeptionClauses ),...,( 0 gecec ) 
   ),( '''' frshvb ⋅  
),...,( jej ul mj ..0∈∀  
         (Eval Code) 
0δ   naa ...0 call ),( '' shvc ⋅  
 
 
sig = B ),...,( 0 nAAµ   
  c =  <sig .locals bAA k )',...,'( 0 ,.env )),(),...,,(( 00 mm ueue  
             .ExeptionClauses ),...,( 0 gecec >, 
Fr    ii Aa : nAi ..0∈∀  
         (Body Code) 
Fr   naa ...0 call Bc :  
  
 
4.4 Interpreter Theorem  
 
 
Durante questa discussione abbiamo visto come il meccanismo utilizzato dalla 
funzione Bind per la generazione del codice può essere pensato come a una 
invocazione di metodo i cui costituenti sono valori mentre quando un code value è 
legato a un argomento si considerano come chiamate del metodo. L’idea è quella di 
provare che il codice generato con Bind può essere considerata come una versione 
compilata di un metodo, comprese le sue chiamate interne ad altri metodi. 
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L’idea è code valued sono creati a partire da metodi esistenti per mezzo di 
methodof o per mezzo di Bind. Introduciamo la nozione di ground form che 
rappresenta un code value espresso soltanto in termini di metodi ottenuti con 
methodof o per mezzo di applicazioni di Bind.  
 
Definizione: Un code value  Codec ∈ è detto in ground form se 
),,...,),,...,(::(,( 01 nn vvAAmcBmethodofc Σ= e ii vCodevni ∈∈∀ ,..1  è in ground 
form. 
 
Questa nozione ci aiuta a caratterizzare un sottoinsieme dell’insieme Code, questo 
perché la ground form impone che i code value legati agli argomenti devono essere 
ottenuti tramite methodof. 
Dalla ground form di un code value è possibile derivare un espressione che 
chiamiamo interpreted form che rappresenta un code value in ground form in un 
albero di applicazioni di funzioni, il corpo di un interpreted form corrisponde 
all’espressione che chiama un metodo anziché generare il codice.  
A questo punto possiamo definire il seguente teorema: 
 
Teorema ( Intrpreter Theorem ): Definiamo Codec ∈ un code value in ground 
form, Definiamo Codec ∈' la interpreted form di c, abbiamo la seguente equivalenza: 
δ   naa ...0 call ⇔⋅ 'δvc  δ   naa ...0 call '' δ⋅vc  . 
 
Questo teorema sostanzialmente dice che sostituendo l’applicazione di Bind con 
normali applicazioni del metodo otteniamo il corpo di un metodo equivalente al 
codice generato con Bind.  
Questo continua a essere vero anche considerando la funzione Bind con le 
estensioni fatte per consentire la gestione delle eccezioni in quanto l’applicazione di 
Bind ricostruisce la tabella delle eccezioni per il code value c in ground form che è la 
stessa che si viene a creare  ricostruendo la tabella dalle varie chiamate dei metodi 
presenti in  'c . 
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E’ comunque pssibile estendere questo risultato a tutti i code values utilizzando il 
seguente corollario: 
 
Corollario: Definiamo Codedc ∈, , ),...,,,( 0 nvvdBindc Σ= , d è in ground form, 
ii vCodevni ∈∈∀ ,..1 è in ground form. Definiamo anche 
),...,(::
'0 nAAmclBM = tale δ   '0 ... naa call ⇔⋅ 'δvM  δ   '0 ... naa call 
'δ⋅vd  . Abbiamo la seguente equivalenza: 
δ   
'0 ... naa call ⇔⋅ 'δvc   
δ   
'0 ... naa call ),...,),(,( 0 nvvMmethodofBind Σ  'δ⋅v  
 
Il corollario dice che possiamo considerare il risultato di Bind di un ground form 
come se è stato ottenuto tramite methodof di un metodo speciale. 
 
Per i dettagli e le dimostrazioni dei teoremi si rimanda al paragrafo 3.5 e in 
appendice 8.3 di [1]. 
 
L’idea è code valued sono creati a partire da metodi esistenti per mezzo di 
methodof o per mezzo di Bind. Introduciamo la nozione di ground form che 
rappresenta un code value espresso soltanto in termini di metodi ottenuti con 


























































Si è assistito negli ultimi anni ad un notevole aumento delle prestazioni hardware 
dei calcolatori permettendo ai linguaggi di programmazione scritti utilizzando 
linguaggi interpretati di ottenere prestazioni sempre più vicine ai programmi scritti 
con linguaggi compilati, soprattutto con l’arrivo delle nuove piattaforme di esecuzione 
basate sul bytecode e l’utilizzo di compilatori JIT ( Just In Time ) come la Java Virtual 
Machine e il Common Language Runtime questo gap si è ridotto. 
Sia la JVM e il CLR appartengono ad una classe di supporti run-time chimata 
ambiente di esecuzione fortemente tipato ( Strongly Typed Execution Envinronments, 
STEE ) che implementa una macchina virtuale che fornisce un sistema di tipi 
estendibile. In particolare in questa tesi abbiamo visto le principali caratteristiche del 
CLR, esegue programmi scritti in Common Intermediate Language e fornisce il 
supporto alla reflection grazie all’utilizzo dei metadati che descrivono cosa è definito 
all’interno dei programmi quali tipi, membri e metodi. Grazie ai compilatori che 
hanno come target il CLR vengono creati i managed module dove vengono 
memorizzate le istruzioni in linguaggio intermedio del programma compilato ed i 
metadati.  
Una volta presentate le caratteristiche del Common Language Runtime abbiamo 
descritto la libreria CodeBricks che estende il supporto alla reflection definendo il 
nuovo tipo Code le cui istanze possono essere viste come delle scatole nere che 
rappresentano il corpo di un metodo. I code values possono essere combinati assieme 
per costruire nuovi code values grazie all’operatore Bind, l’operazione di Bind è la 
combinazione di tre tipi differenti di trasformazione chiamate piBindBind v , e xBind . 
Di fatto CodeBricks fornisce gli strumenti per la generazione di codice runtime 
sfruttando le informazioni fornite dai metadata dando l’impressione al programmatore 
che la combinazione di codice avvenga a livello di codice sorgente mentre in realtà la 
combinazione reale avviene a livello di codice intermedio grazie all’utilizzo di una 
libreria CliFileReader che consente di accedere allo stream delle istruzioni in 
linguaggio intermedio del metodo desiderato.     
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L’obbiettivo della tesi è stato quello di estendere il meccanismo della generazione 
di codice offerto da CodeBricks per poter trattare i metodi che fanno uso di costrutti 
per la gestione delle eccezioni; nel capitolo 3 abbiamo introdotto il problema e 
discusso come le eccezioni vengono gestite nel common language runtime; il CLR 
fornisce un modello di gestione delle eccezioni basato sulla rappresentazione delle 
eccezioni come oggetti e blocchi di codice protetti ( try ) e blocchi di codice gestore 
( catch, finally, filter e fault ) inserendo nella exception handling section le 
informazioni per poter identificare i blocchi di codice protetto e i gestori del 
determinato metodo. La soluzione da noi adottata consente di ricostruire la tabella 
delle eccezioni di un code value ottenuto con una operazione di Bind partendo dalle 
exception table dei metodi che partecipano nella composizione di codice utilizzando 
un algoritmo specifico a seconda che si stia applicando una trasformazione di tipo 
piBind o xBind .  
Infine nel capitolo 4 abbiamo introdotto il modello formale che rappresenta un 
sottoinsieme del CLR e che fornisce una definizione formale della traformazione di 
codice effettuata da Bind, quindi abbiamo indicato le estensioni da fare al modello in 
modo tale che l’ambiente di esecuzione sia in grado di eseguire metodi che fanno uso 
di costrutti per la gestione delle eccezioni di tipo try-catch-finally e le aggiunte da 
apportare alla definizione di Bind per poter ricreare la tabella delle eccezioni per il 
code value generato. Un aspetto non trattato dall’estensione fatta al modello formale 
riguarda l’esecuzione dei gestori di tipo filter e fault, rimane un problema aperto da 





























































In questa appendice riprendiamo un paio di esempi studiati nei capitoli precedenti, 
vengono elencati i metodi utilizzati per la composizione del codice con la loro 
compilazione in linguaggio intermedio, vediamo con quali parametri viene eseguita 
l’operazione di bind e mostreremo il codice generato e una rappresentazione ad alto 
livello del metodo generato. condizione di errore o un comportamento imprevisto 
verificatosi durante l’esecuzione di un programma.  
 
 
6.1 Esempio di binding con code combinators    
      senza gestione delle eccezioni 
 
 
 Esempio II paragrafo 2.5.2. 
 
 
 delegate int I1(int a); 
 delegate int I2(int a, int b); 
 
public static int add_pos(int a, int b, int c,I1 fun1,I2 fun2) 
          { 
            int k=0;  
             
              int temp1 = fun1(a); 
            int temp2 = fun1(b); 
 
              for(int i=0; i<c; i++) 
                 k += fun2(temp1, temp2); 
              
              return k; 
                }   
  
Codice intermedio di add_pos:           
 
 IL_0000:  nop 
 IL_0001:  ldc.i4.0 
 IL_0002:  stloc.0 
 IL_0003:  ldarg.3 
       IL_0004:  ldarg.0 
 IL_0005:  callvirt   instance int32      
                  Complete.I1::Invoke(int32) 
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        IL_000a:  stloc.1 
             IL_000b:  ldarg.3 
             IL_000c:  ldarg.1 
  IL_000d:  callvirt   instance int32  
                   Complete.I1::Invoke(int32) 
  IL_0012:  stloc.2 
  IL_0013:  ldc.i4.0 
  IL_0014:  stloc.3 
  IL_0015:  br.s       IL_0027 
  IL_0017:  ldloc.0 
  IL_0018:  ldarg.s    fun2 
  IL_001a:  ldloc.1 
  IL_001b:  ldloc.2 
  IL_001c:  callvirt   instance int32  
        Complete.I2::Invoke(int32, int32) 
  IL_0021:  add 
  IL_0022:  stloc.0 
  IL_0023:  ldloc.3 
  IL_0024:  ldc.i4.1 
  IL_0025:  add 
  IL_0026:  stloc.3 
  IL_0027:  ldloc.3 
  IL_0028:  ldarg.2 
  IL_0029:  clt 
  IL_002b:  stloc.s    CS$4$0001 
  IL_002d:  ldloc.s    CS$4$0001 
  IL_002f:  brtrue.s   IL_0017 
  IL_0031:  ldloc.0 
  IL_0032:  stloc.s    CS$1$0000 
  IL_0034:  br.s       IL_0036 
  IL_0036:  ldloc.s    CS$1$0000 
  IL_0038:  ret 
 
 
public static int add(int i, int j) 
                  { return i+j;  } 
 
Codice intermedio di add: 
 
IL_0000:  nop 
IL_0001:  ldarg.0 
IL_0002:  ldarg.1 
IL_0003:  add 
IL_0004:  stloc.0 
IL_0005:  ldloc.0 
IL_0006:  ret 
 
        public static int abs(int x) 
          { 
           if (x < 0) 
      return -x; 
                else 
      return x; 
      } 
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Codice intermedio di abs: 
 
        IL_0000:  nop 
     I_0001:  ldarg.0 
     IL_0002:  ldc.i4.0 
     IL_0003:  clt 
     IL_0005:  ldc.i4.0 
     IL_0006:  ceq 
     IL_0008:  stloc.1 
     IL_0009:  ldloc.1 
     IL_000a:  brtrue.s   IL_0011 
       IL_000c:  ldarg.0 
     IL_000d:  neg 
     IL_000e:  stloc.0 
     IL_000f:  br.s       IL_0015 
     IL_0011:  ldarg.0 
     IL_0012:  stloc.0 
     IL_0013:  br.s       IL_0015 
     IL_0015:  ldloc.0 
        IL_0016:  ret 
 
Effettuiamo la seguente applicazione di Bind:  
 
MethodInfo k = t.GetMethod("add_pos"); 
     MethodInfo r = t.GetMethod("abs"); 
     Code cadd_pos = new Code(k); 
     Code cabs = new Code(r); 
Code cris=cadd_pos.Bind(Code.Free,Code.Free,Code.Free, cabs, cadd); 
 
 
Il  risultato dell’applicazione di Bind è un code value equivalente al seguente 
metodo: 
 
public static int cris(int a, int b, int c) 
          { 
            int k=0;  
             
if (a < 0) 
                 temp1 = -a; 
              else 
                temp1 = a; 
 
if (b < 0) 
                 temp2 = -b; 
              else 
                temp2 = b; 
 
              for(int i=0; i<c; i++) 
                 k += temp1 + temp2; 
              
              return k; 
          } 
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Il codice generato è il seguente: 
     
  IL_0000:  nop 
  IL_0001:  ldc.i4.0 
  IL_0002:  stloc.0 
  IL_0003:  nop 
  IL_0004:  ldarg.0 
  IL_0005:  ldc.i4.0 
  IL_0006:  clt 
  IL_0008:  ldc.i4.0 
  IL_0009:  ceq 
  IL_000b:  stloc.s    V_7 
  IL_000d:  ldloc.s    V_7 
  IL_000f:  brtrue     IL_001d 
  IL_0014:  ldarg.0 
  IL_0015:  neg 
  IL_0016:  stloc.s    V_6 
  IL_0018:  br         IL_0020 
  IL_001d:  ldarg.0 
  IL_001e:  stloc.s    V_6 
  IL_0020:  ldloc.s    V_6 
  IL_0022:  stloc.1 
  IL_0023:  nop 
  IL_0024:  ldarg.1 
  IL_0025:  ldc.i4.0 
  IL_0026:  clt 
  IL_0028:  ldc.i4.0 
  IL_0029:  ceq 
  IL_002b:  stloc.s    V_7 
  IL_002d:  ldloc.s    V_7 
  IL_002f:  brtrue     IL_003d 
  IL_0034:  ldarg.1 
  IL_0035:  neg 
  IL_0036:  stloc.s    V_6 
  IL_0038:  br         IL_0040 
  IL_003d:  ldarg.1 
  IL_003e:  stloc.s    V_6 
  IL_0040:  ldloc.s    V_6 
  IL_0042:  stloc.2 
  IL_0043:  ldc.i4.0 
  IL_0044:  stloc.3 
  IL_0045:  br         IL_0059 
  IL_004a:  ldloc.0 
  IL_004b:  nop 
  IL_004c:  ldloc.1 
  IL_004d:  ldloc.2 
  IL_004e:  add 
  IL_004f:  stloc.s    V_9 
  IL_0051:  ldloc.s    V_9 
  IL_0053:  add 
  IL_0054:  stloc.0 
  IL_0055:  ldloc.3 
  IL_0056:  ldc.i4.1 









  IL_0058:  stloc.3 
  IL_0059:  ldloc.3 
  IL_005a:  ldarg.2 
  IL_005b:  clt 
  IL_005d:  stloc.s    V_5 
  IL_005f:  ldloc.s    V_5 
  IL_0061:  brtrue     IL_004a 
  IL_0066:  ldloc.0 
  IL_0067:  stloc.s    V_4 
  IL_0069:  ldloc.s    V_4 
  IL_006b:  ret 
 
 
6.2 Esempio di binding senza code  
      combinators con gestione delle eccezioni 
 
 
Esempio II paragrafo 3.4.1. 
 
 
public static int div(int i, int j) 
        { 
            int k = 0; 
             
                try 
                {   k = i /j;                    
                }                 
                catch (DivideByZeroException e) 
                {   k = -1; }                 
                finally 
                {   k = 8;  }                   
                             
            return k; 
        } 
 
Codice intermedio di div: 
 
IL_0000:  nop 
    IL_0001:  ldc.i4.0 
    IL_0002:  stloc.0 
           .try 
       {     
        .try 
              {      
   IL_0003:  nop 
          IL_0004:  ldarg.0 
          IL_0005:  ldarg.1 
          IL_0006:  div 
          IL_0007:  stloc.0 
          IL_0008:  nop 
          IL_0009:  leave.s    IL_0019 
          } // end .try 
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   catch [mscorlib]System.DivideByZeroException   
              {  
   IL_000e:  stloc.1 
          IL_000f:  nop 
          IL_0010:  ldc.i4.m1 
          IL_0011:  stloc.0 
          IL_0012:  nop 
         IL_0013:  nop 
          IL_0014:  leave.s    IL_0019 
         } // end handler        
       IL_0019:  leave.s    IL_0023 
           } // end .try 
           finally 
           {  
      IL_001e:  nop 
      IL_001f:  ldc.i4.8 
      IL_0020:  stloc.0 
      IL_0021:  nop 
      IL_0022:  endfinally 
     } // end handler 
    IL_0023:  nop 
    IL_0024:  ldloc.0 
    IL_0025:  stloc.2 
    IL_0026:  ldloc.2 
    IL_0027:  ret 
 















1 0 3 11 14 (0e) 10 DivideByZero 
2 2 3 27  30 (1e) 5 Null 
      
 
Effettuiamo la seguente applicazione di Bind:  
 
Type t = typeof(Test); 
MethodInfo n = t.GetMethod("div"); 
Code div = new Code(n); 
Code div2div = div.Bind(div,div); 
 










public static int div2div(int i, int j, int l, int m) 
         {             
           int k=2;             
              
          try 
  { k = i / j; }  
     catch (DivideByZeroException e) 
           { k = -1;    } 
  finally { k = 8; }             
              int temp1 = k;              
 
    int r=2;             
              try 
              { r = l / m; } 
              catch (DivideByZeroException e) 
              { r = -1;    }             
    finally { r = 8; } 
              int temp2 = r;              
 
    int s=2;             
              try 
              { s = temp1 / temp2; } 
              catch (DivideByZeroException e) 
              { s = -1;    } 
    finally { s = 8; }   
           
              return s;              
     } 
 
Il codice generato è il seguente: 

     IL_0000:  nop 
  IL_0001:  ldc.i4.0 
  IL_0002:  stloc.3 
  .try 
  { 
    .try 
         { 
      3  IL_0003:  nop 
        IL_0004:  ldarg.0 
      IL_0005:  ldarg.1 
         IL_0006:  div 
        IL_0007:  stloc.3 
      IL_0008:  nop 
       IL_0009:  leave      IL_001a 
          }  // end .try 
          catch [mscorlib]System.ArithmeticException  
          { 
      14 IL_000e:  stloc.s    V_4 
       IL_0010:  nop 
       IL_0011:  ldc.i4.m1 
       IL_0012:  stloc.3 
       IL_0013:  nop 
       IL_0014:  nop 
       IL_0015:  leave      IL_001a 
          }  // end handler 
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       IL_001a:  leave      IL_0024 
        }  // end .try 
      finally 
     { 
   31    IL_001f:  nop 
        IL_0020:  ldc.i4.8 
        IL_0021:  stloc.3 
        IL_0022:  nop 
         IL_0023:  endfinally 
        }  // end handler 
        IL_0024:  nop 
        IL_0025:  ldloc.3 
        IL_0026:  stloc.s    V_5 
        IL_0028:  ldloc.s    V_5 
        IL_002a:  stloc.s    V_6 
        IL_002c:  nop 
        IL_002d:  ldc.i4.0 
        IL_002e:  stloc.s    V_7 
  .try 
     { 
         .try 
         { 
   48    IL_0030:  nop 
      IL_0031:  ldarg.2 
       IL_0032:  ldarg.3 
       IL_0033:  div 
      IL_0034:  stloc.s    V_7 
       IL_0036:  nop 
      IL_0037:  leave      IL_0049 
         }  // end .try 
         catch [mscorlib]System.ArithmeticException  
         { 
    60   IL_003c:  stloc.s    V_8 
       IL_003e:  nop 
       IL_003f:  ldc.i4.m1 
      IL_0040:  stloc.s    V_7 
      IL_0042:  nop 
       IL_0043:  nop 
      IL_0044:  leave      IL_0049 
    }  // end handler 
    IL_0049:  leave      IL_0054 
  }  // end .try 
     finally 
     { 
    78   IL_004e:  nop 
        IL_004f:  ldc.i4.8 
         IL_0050:  stloc.s    V_7 
         IL_0052:  nop 
        IL_0053:  endfinally 
     }  // end handler 
     IL_0054:  nop 
     IL_0055:  ldloc.s    V_7 
     IL_0057:  stloc.s    V_9 
  IL_0059:  ldloc.s    V_9 
  IL_005b:  stloc.s    V_10 
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  IL_005d:  nop 
  IL_005e:  ldc.i4.0 
  IL_005f:  stloc.0 
  .try 
  { 
    .try 
    { 
      96 IL_0060:  nop 
      IL_0061:  ldloc.s    V_6 
      IL_0063:  ldloc.s    V_10 
      IL_0065:  div 
      IL_0066:  stloc.0 
      IL_0067:  nop 
      IL_0068:  leave      IL_0078 
    }  // end .try 
    catch [mscorlib]System.ArithmeticException  
    { 
     109    IL_006d:  stloc.1 
      IL_006e:  nop 
      IL_006f:  ldc.i4.m1 
      IL_0070:  stloc.0 
      IL_0071:  nop 
      IL_0072:  nop 
      IL_0073:  leave      IL_0078 
    }  // end handler 
    IL_0078:  leave      IL_0082 
  }  // end .try 
  finally 
  { 
   125    IL_007d:  nop 
    IL_007e:  ldc.i4.8 
    IL_007f:  stloc.0 
    IL_0080:  nop 
    IL_0081:  endfinally 
  }  // end handler 
  IL_0082:  nop 
  IL_0083:  ldloc.0 
  IL_0084:  stloc.2 
  IL_0085:  ldloc.2 



























































1 0 3 11 14  10 DivideByZero 
2 2 3 28  31  5 Null 
3 0 48 12 60 12 DivideByZero 
4 2 48 30 78 6 Null 
5 0 96 13 109 10 DivideByZero 
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