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Abstract
Giving the space Nm(Rn) of m-dimensional normal currents a suitable topology, we define charges as continuous linear func-
tionals. A continuous differential form ω : Rn → ∧mRn acting on Nm(Rn) by 〈ω,T 〉 := 〈T ,ω〉 is an example of a charge.
We show that for every charge α there are continuous m- and (m − 1)-dimensional forms ω and ζ such that α = ω + dζ holds
weakly. This representation can be used to define a cohomology akin to that of de Rham.
© 2009 Elsevier Masson SAS. All rights reserved.
Résumé
Munissant l’espace Nm(Rn) des courants normaux de dimension m d’une topologie adéquate, nous définissons les charges
comme les fonctionnelles linéaires continues sur cet espace. Étant donné une forme différentielle continue ω : Rn → ∧mRn, on
montre que l’action 〈ω,T 〉 := 〈T ,ω〉 définit une charge. Nous montrons aussi que si α est une charge, on peut trouver des m et
m−1 formes différentielles ω et ζ respectivement, pour lesquelles α = ω+dζ au sens faible. Cette représentation peut être utilisée
pour définir une cohomologie semblable à celle de de Rham.
© 2009 Elsevier Masson SAS. All rights reserved.
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1. Introduction
In arbitrary subsets of Euclidean spaces, we define a new class of cochains, called charges, and investigate their
relationship to continuous differential forms. A historical link is the work of H. Whitney, who introduced flat chains
and cochains and derived their fundamental properties in [13, Parts 2 and 3]. In the language of currents [4, Sec-
tion 4.1], flat chains are compactly supported currents that can be approximated in the flat norm F (see below) by
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T. De Pauw et al. / J. Math. Pures Appl. 92 (2009) 86–112 87polyhedral chains with real coefficients. For 0m n, an m-dimensional flat cochain in Rn is a linear functional α
defined on the space of all m-dimensional flat chains in Rn which satisfies the following condition: given ε > 0 and a
compact set K ⊂Rn, there is θ > 0 such that for each m-dimensional flat chain T supported in K ,
α(T ) θF(T ).
In the top dimension m = n, flat chains and cochains in Rn correspond, respectively, to elements of L1c(Rn) and
L∞loc(Rn). Whitney has shown that the relationship between middle-dimensional flat chains and cochains is analogous
to the duality between L1c(Rn) and L∞loc(Rn). The main result of his theory is Wolfe’s representation theorem [13,
Chapter 9, Theorem 7C] which asserts a bijective correspondence between flat cochains and classes of almost every-
where equal flat forms. A flat m-form in Rn is a bounded Borel map ω :Rn → ∧mRn whose weak exterior derivative
dω is also bounded and Borel. The correspondence between an m-dimensional flat cochain α and the class [ω],




〈ω, 	T 〉d‖T ‖,
valid for each polyhedral chain T [4, Section 4.1.22]; the symbols 	T and ‖T ‖ denote, respectively, the unit tangent
m-vector and Radon measure associated with T .
A compactly supported current T in Rn is called normal if the mass M(T ) of T and the mass M(∂T ) of the
boundary ∂T of T are finite [4, Section 4.1.7]. The linear space of all m-dimensional normal currents supported in
X ⊂Rn is denoted by Nm(X). If T ∈ Nm(Rn), then the numbers N(T ) := M(T )+ M(∂T ), and
F(T ) := inf{M(S)+ M(T − ∂S): S ∈ Nm+1(Rn)},
are called the normal mass and flat norm of T , respectively. For X ⊂ Rn, a functional α : Nm(X) → R is called an
m-charge in X if it satisfies the following condition: given ε > 0 and a compact set K ⊂Rn, there is θ > 0 such that
α(T ) θF(T )+ εN(T ),
for each T ∈ Nm(X ∩K). Since Nm(Rn) is dense in the space of all m-dimensional flat chains topologized by the flat
norm, every m-dimensional flat cochain in Rn is uniquely determined by its restriction to Nm(Rn). In this sense, each
m-dimensional flat cochain in Rn is an m-charge in Rn; the converse is false already for m = n = 1. We denote by
CHm(X) the linear space of all m-charges in X, and give it the Fréchet topology induced by the seminorms:
‖α‖K := sup
{
α(T ): T ∈ Nm(X ∩K) and N(T ) 1
}
,
where K ⊂Rn is a compact set. If X is bounded, then CHm(X) is a Banach space.
The first step toward understanding m-charges is to define a locally convex topology FX,m in Nm(X) such that
CHm(X) is the dual space of (Nm(X),FX,m). Approaching this problem at the level of general locally convex spaces,
we show (Theorem 3.3) that such a topology exists, and that it is uniquely determined by the following requirements:




T ∈ Nm(X ∩K): N(T ) c
};
(ii) a linear map f from (Nm(X),FX,m) to a locally convex space Y is continuous whenever its restriction to each
Nm,c(X ∩K) is continuous.
If X ⊂ Rn is closed, then all sets Nm,c(X ∩K) are compact (Theorem 4.2), and the space (Nm(X),FX,m) is semire-
flexive, i.e., the evaluation map from Nm(X) to the dual space of CHm(X) is bijective (Theorem 3.16). If Y ⊂X, then
FY,m is the subspace topology in Nm(Y ) inherited from (Nm(X),FX,m). Thus charges in X ⊂ Rn extend to charges
in Rn by the Hahn–Banach theorem (Proposition 5.5). This is important, since many questions about charges can be
answered by studying only charges in Rn; it applies, in particular, to the representation theorem for charges discussed
below.
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convergence of sequences. Specifically, a linear functional α : Nm(Rn) → R is a charge if and only if limα(Ti) = 0
for every sequence {Ti} in Nm(Rn) which satisfies the following conditions:
(1) each Ti is supported in a fixed compact set K ⊂Rn;
(2) lim F(Ti)= 0;
(3) sup N(Ti) <∞.
Note that condition (3) distinguishes charges from flat cochains. The convergence satisfying conditions (1) and (3) is
an essential tool for the direct method of the calculus of variations in geometric measure theory. Indeed, the compact-
ness of (Nm,c(K),F) implies that any sequence {Ti} in Nm(Rn) satisfying these two conditions has a subsequence
converging in the flat norm F to some T ∈ Nm(Rn). In particular, any mass minimizing sequence contains a subse-
quence that converges in the flat norm to a mass minimizer, i.e., to a solution of Plateau’s problem [4, Section 5.1.6].
It follows from [4, Section 4.5] that Nn(Rn) can be identified with the space BVc(Rn) of all compactly supported
BV functions in Rn. By [10, Theorem 4.8], the top-dimensional charges in Rn are distributions α ∈ D′(Rn) for which
the divergence equation divv = α has a weak continuous solution. In other words, if α ∈ CHn(Rn), then there is a
v ∈ C(Rn;Rn) such that α(g) = − ∫
Rn
v · d(Dg) for each g ∈ BVc(Rn). Our goal is to extend this top-dimensional
result to charges in all dimensions.
We let E := C(Rn;∧mRn)×C(Rn;∧m−1Rn), and given (ω, ζ ) ∈ E, we define an m-charge Θ(ω, ζ ) in Rn by the
formula
〈




〈ω, 	T 〉d‖T ‖ +
∫
Rn
〈ζ, 	∂T 〉d‖∂T ‖, (1.1)
for each T ∈ Nm(Rn). This is possible, since both ‖T ‖ and ‖∂T ‖ are compactly supported Radon measures
(Example 5.3). The main result of our paper (Theorem 6.1) is that every charge α ∈ CHm(Rn) is represented by
formula (1.1), or alternatively, that the following map is surjective:
Θ : (ω, ζ ) →Θ(ω, ζ ) : E → CHm(Rn).
The proof is analogous to those of [1, Proposition 1] and [10, Theorems 4.8 and 6.2]. We equip the dual spaces
CHm(Rn)∗ and E∗ with the strong topology, i.e., with the topology of uniform convergence on all bounded sets.






defining the map Φ , the evaluation map Υ is a continuous bijection (Proposition 4.2). If {Ti} is a sequence in Nm(Rn)
such that {Φ(Ti)} converges in E∗, then {Ti} satisfies conditions (1) and (3) above. Thus {Ti} has a subsequence,
still denoted by {Ti}, such that lim F(Ti − T ) = 0 for some T ∈ Nm(Rn). We show Φ(T ) = limΦ(Ti), and infer
Θ∗[CHm(Rn)∗] is closed in E∗. By the closed range theorem, Θ(E) is closed in CHm(Rn). Since the Hahn–Banach
theorem implies that Θ(E) is dense in CHm(Rn), we conclude Θ(E)= CHm(Rn).
Loosely speaking, the representation theorem says that for each α ∈ CHm(Rn) there are continuous differential
m-form ω and (m− 1)-form ζ in Rn such that
α = ω+ dζ, (1.2)
in a weak sense; the precise meaning of ‘weak’ is given by formula (1.1). Our representation of charges is a new
result already in the context of flat cochains: it implies that the equation φ = ω + dζ has a continuous weak solution
for each flat m-form φ in Rn. Unlike Wolfe’s theorem, representation formula (1.2) cannot be obtained by the usual
differentiation procedures; see Section 7, particularly Example 7.5.
If X ⊂ Rn, then letting 〈δα,T 〉 := 〈α, ∂T 〉 for α ∈ CHm(X) and T ∈ Nm+1(X) defines a continuous linear map
δ : CHm(X) → CHm+1(X) with δ2 = 0. Thus CH(X) := {CHm(X), δ} is a cochain complex, whose cohomology
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that for applications, it is convenient that the elements of Hm(X) have a twofold description: one in terms of the
topology FX,m in Nm(X), and the other in terms of representation (1.2). Using the continuity of charges and the
homotopy formula for currents it is easy to show that the cohomology satisfies the homotopy axiom with respect to
Lipschitz homotopies (Proposition 8.1). On the other hand, the representation of charges by continuous differential
forms facilitates the definition of cup products (Section 8).
2. Notation and conventions
Throughout, R denotes the set of all real numbers. Unless specified otherwise, a function is assumed to be
real-valued, and the value of a function f : E → R at x ∈ E is denoted interchangeably by f (x) or 〈f,x〉. All linear
spaces we consider are over the reals. By a locally convex space we mean a Hausdorff locally convex topological
vector space. The dual space of a locally convex space X is denoted by X∗. For any family A of sets and any set E,
we let
A E := {A∩E: A ∈A}.
In most instances, script capital letters denote general locally convex spaces, bold script capital letters denote
families of sets, and bold Gothic capital letters denote topologies.
3. Localized topology
A balanced convex subset E of a linear space is called a bc-set; if E is also absorbing, we call it an abc-set.
Definition 3.1. A family C of convex subsets of a linear space X is called linearly stable in X if C = ∅, every C ∈ C
contains 0, and for each t ∈R, x ∈ X, and C ∈ C, there is a C(t, x) in C containing the set x + tC.
If C is a linearly stable family in a linear space X, then X =⋃C. To see this, observe that each x ∈ X belongs to
C(0, x) for any C ∈ C.
Example 3.2. Let X be a locally convex space, and let B be a neighborhood base at 0 consisting of bc-sets. By the
Banach–Alaoglu theorem, the polar set,
U◦ := {y ∈ X∗: 〈y, x〉 1 for each x ∈U},
of U ∈B is a compact bc-set. The collection B◦ := {U◦: U ∈B} is a linearly stable family in X∗. Indeed, given
t ∈ R, z ∈ X∗, and U ∈B, there is a V ∈B such that (2t)V ⊂ U and 〈z, x〉 1/2 for each x ∈ V . Thus for x ∈ V
and y ∈U◦,
〈z+ ty, x〉 = 〈z, x〉 + 1
2
〈y,2tx〉 1,
and consequently z+ tU◦ is contained in V ◦.
Theorem 3.3. Let (X,T) be a locally convex space, and let C be a linearly stable family in X. There is a unique
locally convex topology TC in X that satisfies the following conditions:
(i) TC C ⊂T C for every C ∈ C;
(ii) For a locally convex space Y, a linear map f : (X,TC) → Y is continuous whenever the restriction
f  C : (C,T C)→ Y is continuous for each C ∈ C.
The topology TC has the following properties:
(1) T⊂TC and TC C =T C for every C ∈ C;
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for each C ∈ C;
(3) E ⊂ X is TC bounded whenever it is a T bounded subset of some C ∈ C.
Proof. If S is another topology in X satisfying conditions (i) and (ii), then the identity map
idX : x → x : (X,TC)→ (X,S)
is a homeomorphism. Hence S = TC, which establishes the uniqueness of TC. By condition (ii), the map idX :









commutes, the inclusion ιC : (C,TC C) → (X,T) is continuous. If E ∈ T C then E = C ∩ U for some U ∈ T.
Now E = ι−1C (U) implies E ∈TC C, and TC C =T C by condition (i). This proves property (1).
Let BC be the family of all abc-sets U ⊂ X such that U ∩ C belongs to T C for each C ∈ C. As T C is
closed with respect to finite intersections, so is BC. Let U ∈ BC, t ∈ R − {0}, and C ∈ C. Find V ∈ T so that
U ∩C(t−1,0)= V ∩C(t−1,0), and observe:
(tU)∩C = t[U ∩ (t−1C)]= t([U ∩C(t−1,0)]∩ (t−1C))
= t([V ∩C(t−1,0)]∩ (t−1C))
= t[V ∩ (t−1C)]= (tV )∩C.
Since tV belongs to T, the set tU belongs to BC, and as U is convex, 12U + 12U ⊂U .
In view of [2, Proposition 1.8.3], the family BC is a neighborhood base at 0 for a locally convex topology S in
X, which is not a priori Hausdorff. However, each abc-set U ∈T belongs toBC. Thus T⊂S, and S is a Hausdorff
topology.
To show BC ⊂ S, select U ∈ BC and x ∈ U . As −x ∈ U , the convex balanced set V := (U − x) ∩ (U + x)
contains 0, and x + V ⊂U . Given C ∈ C, there are U± ∈T such that U ∩C(1,±x)=U± ∩C(1,±x). The equality,
U ∩ (C ± x)= [U ∩C(1,±x)]∩ (C ± x)
= [U± ∩C(1,±x)]∩ (C ± x)=U± ∩ (C ± x),
implies (U ∓ x)∩C = (U± ∓ x) ∩C, and for W := (U+ − x) ∩ (U− + x) in T, we have V ∩C =W ∩C. To show
that V is absorbing, find D ∈ C with 2x ∈D, and O ∈T so that U ∩D =O ∩D. From 0 ∈D and 2x ∈D, we infer
x ∈D, and consequently x ∈O . There is 1 < η < 2 such that ηx ∈O ∩D. Thus ηx belongs to U , and so does −ηx.












belongs to U , and (t − t
η
)y belongs to V . Therefore V , as an abc-set, belongs to BC and U ∈S.
Choose a set E ∈ S, C ∈ C, and x ∈ E ∩ C. There is U ∈ BC with x + U ⊂ E, and V ∈ T such that
U ∩C(1,−x)= V ∩C(1,−x). Since
(x +U)∩C = x + [U ∩C(1,−x)]∩ (C − x)
= x + [V ∩C(1,−x)]∩ (C − x)= (x + V )∩C,
(x+U)∩C belongs to T C, and as (x+U)∩C ⊂E∩C, also E∩C belongs to T C. This establishes condition (i)
for S.
Let f be a linear map from (X,S) to a locally convex space Y such that the restriction f  C : (C,T C) → Y
is continuous for each C ∈ C. Select a C ∈ C, and an abc-neighborhood U of 0 in Y. By our assumption,
f−1(U) ∩ C = (f  C)−1(U) belongs to T C. As U is absorbing and f is a linear map, f−1(U) is an abc-set,
and consequently it belongs toBC ⊂S. Condition (ii) for S follows, and S=TC by the uniqueness.
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contains 0 so does V , and there is a 0 < t  1 such that tE ⊂ V . Consequently
tE ⊂ V ∩ tC ⊂ V ∩C =U ∩C ⊂U,
and E is TC bounded. 
Remark 3.4. Under the assumptions of Theorem 3.3, we refer to the topology TC as the topology T localized by C,
or simply as the localized topology when T and C are understood from the context. Property (1) of Theorem 3.3
implies:
TC ⊂ {E ⊂ X: E ∩C ∈T C for each C ∈ C},
and the inclusion becomes equality when the linearly stable family C is an increasing sequence of compact sets
(Proposition 3.13 below).
Example 3.5. Let (X,T) be a locally convex space, and let C := {Xι} be a collection of subspaces of X whose union
is X. If C is directed by inclusion, then it is a linearly stable family in X, and
(X,TC)= inj lim(Xι,T Xι).
Remark 3.6. Let (X,T) be a locally convex space, and let C be a linearly stable family in X. If Y is a subspace of X,
then C Y is a linearly stable family in Y, and
TC Y ⊂ (T Y)C Y.
The inclusion, which is obtained by a direct verification, becomes equality when C is an increasing sequence of closed
sets and (Y,T Y) is sequential (Proposition 3.9 below).
A family of sets A dominates a family of sets B if each B ∈B is contained in an A ∈A. Let (X,T) be a locally
convex space, and let C andD consist of convex subsets of X containing 0. If C andD dominate each other and C is
linearly stable, then so is D, and TC = TD by uniqueness; since the topology TC satisfies conditions (i) and (ii) of
Theorem 3.3 with respect to the familyD.
Observation 3.7. Let (X,T) be a locally convex space, and let C be a linearly stable family in X. If C is directed
upward by inclusion, then there is a linearly stable familyD in X such that TC =TD and each D ∈D is balanced.
The family D is directed upward by inclusion, and consists of closed or compact sets whenever C consists of closed
or compact sets, respectively. If C is an increasing sequence then so isD.
Proof. If C is directed upwards by inclusion, then the families C, and
D := {C ∩ (−C): C ∈ C}
dominate each other. Indeed, given A ∈ C, there is B ∈ C containing −A and, as C is directed upwards, there is C ∈ C
containing A and B . Consequently, C contains A and −A, and so A ⊂ C ∩ (−C). Thus D dominates C, and the
converse is obvious. Accordingly TC =TD, and the remaining properties ofD are easy to verify. 
A topological space X is called sequential if a set A ⊂ X is closed whenever each sequence in A that converges
in X converges to a point of A. Alternatively, X is sequential if a set B ⊂ X is open whenever each sequence in X
that converges to a point of B is eventually in B . All closed and open subspaces of a sequential space are sequential.
A map f from a sequential space X to any topological space Y is continuous at x ∈ X whenever limf (xi)= f (x) for
each sequence {xi} in X converging to x.
Proposition 3.8. Let (X,T) be a locally convex space, and let
C := {C1 ⊂ C2 ⊂ · · ·}
be a countable linearly stable family in X consisting of closed sets. The following statements hold:
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(X,T).
(2) A set E ⊂ X is TC bounded if and only if E is a T-bounded subset of some Ck .
(3) If (X,T) is sequential, then a linear map f from (X,TC) to a locally convex space Y is continuous whenever
limf (xi)= 0 for each sequence {xi} that converges to 0 in (X,TC).
Proof. In view of Observation 3.7, we may assume each Ck is a bc-set.
(1) Let {xi} be a sequence converging to 0 in (X,TC). By Theorem 3.3(1), the sequence {xi} converges to 0 in
(X,T). Assuming {xi} is not contained in any Ck , construct recursively a subsequence, still denoted by {xi}, so that
xi is not contained in Ci for i = 1,2, . . . . By [12, Theorem 1.10], there is a nonempty bc-set Ui ∈ T such that xi is
not contained in Vi := Ci +Ui . Now V :=⋂∞k=1 Vk is a bc-set, and for i = 1,2, . . . ,










belongs to T Ci . To show that V is absorbing, choose an x ∈ X, and find a Ci containing x. As W :=⋂ik=1 Vk is
a convex T neighborhood of 0, there is 0 < t  1 with tx in W , and hence in Ci ∩W ⊂ V ; since Ci is a convex set
containing x and 0. According to Theorem 3.3(2), the abc-set V is a TC neighborhood of 0. As no xi belongs to V ,
we have a contradiction. The converse follows from Theorem 3.3(1).
(2) If E ⊂ X is TC-bounded, it is T-bounded by Theorem 3.3(1). In view of linear stability, there is a subsequence
{Cij } of {Ci} such that iCi ⊂ Cji for i = 1,2, . . . . Proceeding toward a contradiction, assume E is not contained in
any Ci , and construct recursively a sequence {xi} in E so that xi /∈ Cji , and hence xi/i /∈ Ci, i = 1,2, . . . . According
to [12, Theorem 1.30], the sequence {xi/i} converges to 0 in (X,TC), contrary to (1). Theorem 3.3(3) states the
converse.
(3) If {xi} is a sequence in Ck that converges to 0 in (X,T), then {xi} converges to 0 in (X,TC). The as-
sumptions of statement (3) imply limf (xi) = 0. As every space (Ck,T Ck) is sequential, each restricted map
f  Ck : (Ck,T Ck)→ Y is continuous, and the continuity of f follows from Theorem 3.3. 
Proposition 3.9. Let (X,T) be a locally convex space, and let
C := {C1 ⊂ C2 ⊂ · · ·}
be a countable linearly stable family in X consisting of closed sets. If Y is a linear subspace of X such that (Y,T Y)
is sequential, then TC Y = (T Y)C Y.
Proof. If {xi} converges to 0 in (Y,TC Y), then {xi} is a sequence in Y converging to 0 in (X,TC). Proposi-
tion 3.8(1) implies {xi} is a sequence in some C ∈ C that converges to 0 in (X,T). Thus {xi} is a sequence in C ∩ Y
converging to 0 in (Y,T Y). As C ∩ Y belongs to C Y, the sequence {xi} converges to 0 in (Y, (T Y)C Y) by
Proposition 3.8(1). Because (Y,T Y) is a sequential space, the identity map
idY : x → x : (Y,TC Y)→
(
Y, (T Y)C Y
)
is continuous according to Proposition 3.8(3). Hence TC Y contains (T Y)C Y, and the proposition follows from
Remark 3.6. 
From the Hahn–Banach theorem [12, Theorem 3.6], we obtain immediately the following corollary.
Corollary 3.10. Let (X,T) be a locally convex space, and let
C := {C1 ⊂ C2 ⊂ · · ·}
be a countable linearly stable family in X consisting of closed sets. If Y is a linear subspace of X such that (Y,T Y)
is sequential, then each continuous linear functional defined on (Y, (T Y)C Y) has a continuous linear extension
to (X,TC).
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seminorm in X. If X is the union of an increasing sequence {Xk} of closed linear subspaces, then the family C
consisting of the sets Ck := {x ∈ Xk: β(x) k}, k = 1,2, . . . , is a linearly stable system in X. For a linear functional
f : X →R the following conditions are equivalent:
(1) f is TC-continuous;
(2) limf (xi)= 0 for each sequence {xi} in any Xk such that limα(xi)= 0 and supβ(xi) <∞;
(3) given ε > 0, there is δ > 0 such that f (x) ε for each x in ⋃k1/ε Xk with α(x) δ and β(x) 1/ε;
(4) given ε > 0, there is θ > 0 such that f (x) θα(x)+ εβ(x) for each x in ⋃k1/ε Xk .
Proof. Clearly, C is a linearly stable system consisting of closed sets. In view of Proposition 3.8 (1) and (3), equiva-
lence (1)⇔ (2) is obvious.
(3)⇒ (4) Choose a positive ε  1, and find a δ > 0 so that f (y) ε for each y in Y :=⋃k1/ε Xk with α(y) δ
and β(y)  1. As the inequality in (4) holds for x = 0, select an x ∈ Y − {0} and let θ := ε/δ. If β(x) = 0, let





ε = θα(x)+ εβ(x),
since α(y)= δ. If β(x) = 0 let y := x/β(x). As β(y)= 1, we have f (y) ε = εβ(y) whenever α(y) δ. If α(y) > δ,






The desired inequality follows, since in either case
f (x)= β(x)f (y) β(x)[θα(y)+ εβ(y)]= θα(x)+ εβ(x).
The routine proofs of equivalence (2)⇔ (3) and implication (4)⇒ (3) are left to the reader. 
Lemma 3.12. Let S be a topology in a linear space X, and assume that S has a neighborhood base at 0 consisting
of convex sets. If the maps z → x + z and z → tz are S continuous for each x ∈ X and each t ∈ R, then (X,S) is a
locally convex space.
Proof. By our assumption, for u,x ∈ X and t ∈R− {0}, the maps
(v, z) → (u+ v, x + z) and (z, τ ) → (x + z, tτ )
are, respectively, transitive homeomorphisms of the spaces
(X,S)× (X,S) and (X,S)× (R− {0}).
Thus it suffices to show the addition (y, z) → y + z is continuous at (0,0), and the scalar multiplication (t, z) → tz is
continuous at (0,1) and (0,0). If U is a convex neighborhood of 0, then 12U + 12U ⊂U and the addition is continuous
at (0,0). If |t − 1|< 12 and x ∈ 12U , then tx belongs to 34U ⊂ U and the scalar multiplication is continuous at (0,1).
As V := U ∩ (−U) is a bc-neighborhood of 0, we have tV ⊂ V ⊂ U for each |t |< 1 and the scalar multiplication is
continuous at (0,0). 
Proposition 3.13. Let (X,T) be a locally convex space, and let
C := {C1 ⊂ C2 ⊂ · · ·}
be a countable linearly stable family in X consisting of compact sets. The following statements hold:
(1) TC = {E ⊂ X :E ∩C ∈T C for each C ∈ C}.
(2) For any topological space Y, a map f : (X,TC) → Y is continuous if and only if the restriction
f  Ck : (Ck,T)→ Y is continuous for k = 1,2, . . . .
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(4) The topology TC is sequentially complete.
(5) If (X,T) is sequential, then so is (X,TC).
Proof. Clearly the family,
S := {E ⊂ X: E ∩C ∈T C for each C ∈ C},
is a topology in X for which statement (2) holds. In particular, from the properties of linearly stable families,
we obtain that the maps z → x + z and z → tz are S continuous for each x ∈ X and each t ∈ R. We denote by
clE the T closure of a set E ⊂ X.
Choose U ∈S containing 0, and for i = 1,2, . . . , find Ui ∈T with Ci ∩U = Ci ∩Ui . Find a convex T neighbor-
hood V0 of 0 such that clV0 ⊂U1. As C1 is a compact convex set, and
C1 ∩ clV0 ⊂ C1 ∩U1 = C1 ∩U ⊂ C2 ∩U = C2 ∩U2 ⊂U2,
there is a convex set V1 ∈ T such that C1 ∩ clV0 ⊂ V1 and clV1 ⊂ U2; see [12, Theorem 1.10]. Recursively,
we construct convex sets Vi ∈T so that Ci ∩ clVi−1 ⊂ Vi and clVi ⊂Ui+1 for i = 1,2, . . . . Since
Ci ∩ Vi−1 ⊂ Ci+1 ∩ Vi ⊂ Ci+1 ∩Ui+1 = Ci+1 ∩U ⊂U,
the union V =⋃∞i=1(Ci ∩ Vi−1) is a convex subset of U . Moreover
Ck ∩ V =
∞⋃
i=1




for k = 1,2, . . . , we see that V is an S neighborhood of 0; as 0 ∈ C1 ∩ V0. From this and Lemma 3.12 we infer
(X,S) is locally convex space. Now S C = T C for each C ∈ C, and the uniqueness of TC implies S = TC;
in particular, statements (1) and (2) hold. Since compact sets are bounded in (X,T), statement (3) follows from
Proposition 3.8(2).
If {xi} is a Cauchy sequence in (X,TC), then {xi} is a sequence in some Ck ; since it is TC bounded. As Ck
is a compact subset of (X,TC), the sequence {xi} has a TC convergent subsequence and, being Cauchy, it is TC
convergent.
Finally, assume the space (X,T) is sequential, and select E ⊂ X so that each sequence in E that converges in
(X,TC), converges to a point of E. Choose C ∈ C and a sequence {xi} in E ∩ C that TC, and hence T, converges
to x ∈ X. Now x ∈ E by the choice of E, and x ∈ C by the compactness of C. Since the space (X,T) is sequential,
the set E ∩ C is T closed. From (X −E) ∩ C = (X −E ∩ C) ∩ C we infer (X −E) ∩ C belongs to T C, and by
the arbitrariness of C, the set (X −E) ∩ C belongs to TC. Consequently E is TC closed, and the space (X,TC) is
sequential. 
Example 3.14. Let R∞ be the linear space of all sequences {xi} in R such that xi = 0 eventually. For points x := {xi}
and y := {yi} in R∞, let x ·y :=∑∞i=1 xiyi , and give R∞ the Euclidean topology T induced by the norm |x| := √x · x.
Using the embedding
(x1, . . . , xn) → {x1, . . . , xn,0,0, . . .} :Rn →R∞,




)= inj lim(Rn,T Rn).
If Bn := {x ∈ Rn: |x| n}, then B := {B1 ⊂ B2 ⊂ · · ·} is a linearly stable system in R∞ consisting of compact sets.
Clearly C dominatesB, but not vice versa. Still, it is easy to see that TB =TC.
Definition 3.15. If X∗ is the dual space of a locally convex space X, we denote by W(X∗,X) the weak* topology
in X∗. IfB is a neighborhood base at 0 ∈ X consisting of bc-sets, denote byB◦ the linearly stable family of polar sets
in X∗ defined in Example 3.2. The topology
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is called the bounded weak* topology in X∗. The strong topology in X∗, denoted by S, is the topology of uniform
convergence on all bounded subsets of X.
Note that by the paragraph preceding Observation 3.7, the bounded weak* topology W◦(X∗,X) does not depend
on the choice of the local baseB in X.
Theorem 3.16. Let (X,T) be a locally convex space, and let
C := {C1 ⊂ C2 ⊂ · · ·}
be a countable linearly stable family of compact subsets of X. Let S be the strong topology in Y := (X,TC)∗,
and let V∗ := W◦(Y∗,Y) be the bounded weak* topology in Z := (Y,S)∗. Then the evaluation map
Υ : (X,TC)→ (Z,V∗), defined by: 〈
Υ (x), y
〉 := 〈y, x〉,
for x ∈ X and y ∈ Y, is a surjective linear homeomorphism. In particular, the locally convex space (X,TC) is semire-
flexive.
Proof. In view of Observation 3.7, we may assume that C1,C2, . . . are balanced sets. By Proposition 3.13(3),
the topology S is a Fréchet topology induced by the seminorms ‖y‖k := sup{〈y, x〉: x ∈ Ck}, k = 1,2, . . . , for
each y ∈ Y. Thus if x ∈ X, the linear functional y → 〈y, x〉 : (Y,S) → R is continuous, and Υ (x) belongs to Z.
The map Υ : (X,TC) → Z is injective by the Hahn–Banach theorem, and it is clearly continuous with respect to the
weak* topology W∗ :=W(Z,Y) in Z. According to [2, Theorem 8.4.2], the map Υ is surjective whenever each TC
bounded subset E ⊂ X is relatively compact with respect to the weak topology in X. To see that this condition is
satisfied, observe that by Proposition 3.13(3), a bounded set E in (X,TC) is contained in some Ck . As each Ck is
compact in (X,TC), it is also compact in the weak topology of X.
We show next that Υ : (X,TC)→ Z is continuous with respect to the bounded weak* topology V∗ in Z. In view
of Theorem 3.3(ii), it suffices to show that
Υ  Ck : (Ck,T Ck)→ (Z,V∗) (3.1)
is continuous for k = 1,2, . . . . We claim that the balanced convex sets
Uk :=
{
y ∈ Y: 〈y, x〉 1 for each x ∈ Ck
}
, k = 1,2, . . . ,
form a neighborhood base at 0 ∈ Y. Indeed, for all positive integers i and p, the set pCi is compact, and hence bounded
[12, Theorem 1.15(b)]. By Proposition 3.13(3), there is Ck containing pCi , and we have:
Uk ⊂
{
y ∈ Y: 〈y, x〉 1 for each x ∈ pCi
}= {y ∈ Y: ‖y‖i  1/p}.
It follows that the bounded weak* topology V∗ is induced by the linearly stable family {U◦1 ⊂ U◦2 ⊂ · · ·} consist-
ing of compact bc-subsets of Z; see Example 3.2. Thus V∗ U◦k = W∗ U◦k by Theorem 3.3(1). Since a direct
verification shows Υ (Ck) ⊂ U◦k , the continuity of the map Υ  Ck defined in (3.1) follows from the continuity of
Υ : (X,TC)→ (Z,W∗).
Finally, we prove that Υ −1 : (Z,V∗)→ (X,TC) is a continuous map. According to Proposition 3.13(2), we only
need to show that




is continuous for k = 1,2, . . . . To this end, fix an integer k  1, and select a net {zι}ι∈I in U◦k that W∗ converges to
z ∈U◦k . Letting xι := Υ −1(zι) and x := Υ −1(z), observe that for each y ∈Uk ,
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By Proposition 3.13(3), {xι}ι∈I is a net in some Ci . Let {xν}ν∈J be subnet of {xι}ι∈I that TC converges to x′ ∈ Ci .
Since
〈y, x′〉 = lim〈y, xν〉 = lim〈zν, y〉 = 〈z, y〉 = 〈y, x〉,
for each y ∈ Y, the Hahn–Banach theorem yields x′ = x. From this and the compactness of Ci it is easy to infer that
the net {xι}ι∈I converges to x in (X,TC). The continuity of the map Υ −1 U◦ defined in (3.2) follows. 
Remark 3.17. In the setting of Theorem 3.16, the weak* topology W(Y∗,Y) need not be sequential even if T is
sequential. In contrast, Theorem 3.16 and Proposition 3.13(5) imply that the bounded weak* topology W◦(Y∗,Y) is
sequential whenever T is sequential.
4. Normal currents
Throughout, the ambient space is Rn with n 1, and m is an integer. In Rn, the usual inner product x · y defines
the Euclidean norm |x|. By B(x, r) and U(x, r) we denote, respectively, the closed and open balls of radius r > 0
centered at x ∈ Rn. We write Br and Ur instead of B(0, r) and U(0, r), respectively. If E ⊂ Rn, then dist(x,E)
denotes the distance from x ∈Rn to E, and
U(E, r) := {x ∈Rn: dist(x,E) < r}.
For m 0, denote by ∧mRn and ∧mRn, respectively, the linear spaces of all m-forms and all m-vectors in Rn. If
m> n, then ∧mRn and ∧mRn are null spaces, and we let the same be true by definition when m< 0. For 0m n
and 1 i1 < · · ·< im  n, the m-forms dxi1 ∧ · · · ∧ dxim and m-vectors ei1 ∧ · · · ∧ eim form dual bases in ∧mRn and
∧mRn, respectively. We denote by |ω| and |ξ | the Euclidean norms of ω ∈ ∧mRn and ξ ∈ ∧mRn with respect to these
bases. The collection of all simple m-vectors ξ ∈ ∧mRn with |ξ | = 1 is the Grassmannian G0(n,m) [4, Sections 1.6.1
and 1.6.2].
We endow the linear space Dm(Rn) := C∞c (Rn;∧mRn) with the usual locally convex topology of test functions
described in [4, Section 4.1.1], and give the dual space Dm(Rn) := Dm(Rn)∗ the weak* topology. For ω ∈ Dm(Rn),
M(ω) := sup{∣∣ω(x)∣∣: x ∈Rn}
is called the comass of ω; we note that this definition of comass is equivalent, but not equal, to that given in
[4, Section 4.1.7]. The elements of Dm(Rn) are called the m-dimensional currents in Rn. The support sptT of a
current T is defined in the usual way, and the mass of T is the extended real number
M(T ) := sup{T (ω): ω ∈ Dm(Rn) and M(ω) 1}.
The boundary is the map ∂ : Dm(Rn)→ Dm−1(Rn) defined by 〈∂T ,ω〉 := 〈T ,dω〉 for each ω ∈ Dm−1(Rn).
A current T is called normal if sptT is compact, and both M(T ) and M(∂T ) are real numbers. We denote by
Nm(Rn) the linear space of all m-dimensional normal currents in Rn. The weak* topology in Nm(Rn) inherited from
Dm(R
n) is denoted by W∗. The definitions and properties of normal currents can be found in [4, Chapter 4]. Note
that Nm(Rn) := {0} whenever m< 0 or m> n.
Let T ∈ Nm(Rn). There are a compactly supported Radon measure ‖T ‖ in Rn and a Borel map 	T : Rn → ∧mRn




〈ω, 	T 〉d‖T ‖, (4.1)
for each ω ∈ Dm(Rn). The measure ‖T ‖ is determined uniquely by T , while the map 	T is determined only up to a
‖T ‖ negligible set. Clearly spt‖T ‖ = sptT .
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T : ω →
∫
sptT
〈ω, 	T 〉d‖T ‖ : C(sptT ;∧mRn)→R,
such that T (ω)M(T ) sup{|ω(x)|: x ∈ sptT }.
Let T ∈ Nm(Rn). The numbers N(T ) := M(T )+ M(∂T ), and
F(T ) := sup{T (ω): ω ∈ Dm(Rn) and max{M(ω),M(dω)} 1},
called, respectively, the normal mass and flat norm of T , satisfy the following relations [4, Section 4.1.12]:
N(∂T )= M(∂T )N(T ), F(∂T ) F(T ),
F(T )M(T )= ‖T ‖(Rn)N(T ) <∞,
F(T )= inf{M(S)+ M(T − ∂S): S ∈ Nm+1(Rn)}.
If ω ∈ Dr (Rn), define T ω ∈ Nm−r (Rn) by 〈T ω,η〉 := 〈T ,ω ∧ η〉 for each η ∈ Dm−r (Rn), and observe that
∂(T ω)= (−1)r[(∂T ) ω− T dω].
Since for each ω ∈ Dm(Rn), the map T → 〈T ,ω〉 : Nm(Rn) → R is a continuous linear functional, M,N, and F are
lower semicontinuous norms in the weak* topology W∗ of Nm(Rn). In particular, the topology F induced in Nm(Rn)
by the flat norm F is larger than the weak* topology W∗.











T ∈ Nm(X): N(T ) c
}
.
Clearly Nm(X) =⋃∞k=1 Nm,k(X), and the lower semicontinuity of N implies that each Nm,k(X) is a W∗ Nm(X)
closed subset of Nm(X); in particular, Nm,k(X) is F Nm(X) closed.
Theorem 4.2. If X ⊂Rn is compact and c > 0, then
W∗ Nm,c(X)=F Nm,c(X)
are compact topologies in Nm,c(X).
Proof. The compactness of Nm,c(X) in the weak* topology W∗ is an easy consequence of the Banach–Alaoglu
theorem [12, Theorem 3.15]. To show that Nm,c(X) is compact in the topology F induced by the flat norm F,
we follow the argument of [4, Theorem 4.2.17(1)] and prove that (Nm,c(X),F) is complete and totally bounded.
Select a Cauchy sequence {Ti} in (Nm,c(X),F), and observe {Ti} weak* converges to a continuous linear func-
tional T : Dm(Rn) → R by the Banach–Steinhaus theorem [12, Theorem 2.9]. A standard argument shows that
lim F(Ti − T )= 0, and the semicontinuity of normal mass implies N(T )  c. As X is closed, sptT ⊂ X. Hence
T ∈ Nm,c(X), and (Nm,c(X),F) is complete.
Choose ε > 0. Since X is compact, the deformation theorem [4, Theorem 4.2.9] implies that we can find a finite
dimensional linear space YX,ε ⊂ Nm(Rn) and a constant γ > 0 so that the following condition is satisfied: for each
T ∈ Nm,c(X) there is P ∈ YX,ε such that N(P ) γ c and F(T − P) < ε. Here YX,ε consists of polyhedral chains [4,
Section 4.1.22] supported in U(X,ε), and γ depends only on the dimensions m and n. As {P ∈ YX,ε: N(P ) γ c} is
a bounded subset of a finite dimensional space (YX,ε,F), it is easy to infer that Nm,c(X) is covered by finitely many
balls of radius 2ε. By the arbitrariness of ε, the space (Nm,c(X),F) is totally bounded.
Finally, the weak* topology W := W∗ Nm,c(X) is smaller that the topology V := F Nm,c(X), and conse-





is continuous. As both spaces are compact, idNm,c(X) is a homeomorphism. 
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C(X) := {Nm,k(X ∩Bk): k = 1,2, . . .},
is a linearly stable family in Nm(X) consisting of sets that are closed in the topology F Nm(X). We have
C(X)= C(Rn) Nm(X), since
Nm,k(X ∩Bk)= Nm,k(Bk)∩ Nm(X). (4.2)
By Theorem 3.3, the topology F Nm(X) localized byC(X) is a locally convex topology in Nm(X), denoted by FX,m.







Proposition 4.3. If X ⊂Rn then FX,m =FRn,m Nm(X), and consequently FY,m =FX,m Nm(Y ) for each Y ⊂X.







= [F Nm(X)]C(Rn) Nm(X)
=FC(Rn) Nm(X)=FRn,m Nm(X).
The rest of the proof is routine. 
Convention 4.4. Let (X,T) be a topological space, and let Y ⊂ X. If no confusion is possible we write (Y,T) instead
of (Y,T Y).
Observation 4.5. The space (Nm(X),FX,m) is separable.
Proof. By Theorem 3.3(1), the topologies FX,m and F coincide on Nm,k(X ∩ Bk), and the metrizable space
(Nm,k(Bk),F) is compact according to Theorem 4.2. Hence Nm,k(X ∩ Bk) topologized by FX,m is separable, and
so is Nm(X)=⋃∞k=1 Nm,k(X ∩Bk). 
Let X ⊂ Rn and Y ⊂ Rr where r  1 is an integer, and let f : X → Y be a Lipschitz map. According to
[4, Section 4.1.14], the map f induces a linear map f# : Nm(X) → Nm(Y ), colloquially called push-forward, such
that
F(f#T ) cF(T ) and N(f#T ) cN(T ),





is a continuous map. Let g : Rn → Rr be a Lipschitz extension of f , and let {gi} be a sequence in C∞(Rn;Rr )
such that sup Lip(gi) < ∞ and limgi = g locally uniformly. Then the sequence {gi #T } converges to g#T in





Nm−1(X) f# Nm−1(Y )
is a commutative diagram; since 〈gi #T ,ω〉 = 〈T ,g#i ω〉 for each ω ∈ Dm(Rn).
Remark 4.6. Since normal currents are compactly supported, it is clear that the push-forward map
f# : Nm(X)→ Nm(Y ) is defined whenever f :X → Y is only locally Lipschitz.
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ρ : (x, y) → x :Rr+s →Rr and σ : (x, y) → y :Rr+s →Rs .
If R ∈ Np(Rr ) and S ∈ Nq(Rs), then by [4, Section 4.1.8], there is a unique R × S ∈ Np+q(Rr+s) such that
〈
R × S,ρ#ξ ∧ σ #η〉=
{ 〈R,ξ 〉〈S,η〉 if i = p and j = q,
0 otherwise,
for each ξ ∈ Di (Rr ) and η ∈ Dj (Rs) with i + j = p + q . Since
spt(R × S)= sptR × sptS,
∂(R × S)= (∂R)× S + (−1)pR × ∂S, (4.3)
a simple verification and [4, Section 4.12] yield:
M(R × S)= M(R)M(S), N(R × S)N(R)N(S),
F(R × S)min{F(R)N(S),F(S)N(R)}. (4.4)
For the transposition map,
τ : (x, y) → (y, x) :Rr ×Rs →Rs ×Rr ,
we have the equality τ#(R × S)= (−1)pqS ×R.










ty + (1 − t)x), y − x〉dt




[x, y] × S)= δy × S − δx × S − [x, y] × ∂S.
Let X ⊂ Rn and Y ⊂ Rr . Lipschitz maps f,g : X → Y are called Lipschitz homotopic if there is a Lipschitz map
h : [0,1] ×X → Y such that h(0, x)= f (x) and h(1, x)= g(x) for all x ∈X. If S ∈ Nm(X), then
g#S − f#S = ∂h#
(
[0,1] × S)+ h#([0,1] × ∂S). (4.5)
Assume X is Lipschitz contractible, i.e., the identity map idX :X →X is Lipschitz homotopic via h : [0,1]×X →X
to the constant map f :X →X which sends each x ∈X to a point x0 ∈X. Then for m = 0 and S ∈ Nm(X),
S = ∂h#
(
[0,1] × S)+ h#([0,1] × ∂S). (4.6)
In view of Remark 4.6, the formula (4.5), or (4.6), holds when h is a locally Lipschitz homotopy, or X is contractible
via locally Lipschitz homotopy, respectively.
5. Charges
Definition 5.1. An m-charge in X ⊂Rn is an FX,m continuous linear functional α : Nm(X)→R.
By Section 4 and Proposition 3.11, a linear functional α : Nm(X) → R is an m-charge if and only if given ε > 0,
there is δ > 0 such that α(T )  ε for each T ∈ Nm,1/ε(X ∩ B1/ε) with F(T )  δ. Alternatively, α is an m-charge if
and only if given ε > 0, there is a θ > 0 such that for each T ∈ Nm(X ∩B1/ε),
α(T ) θF(T )+ εN(T ). (5.1)
By definition, the linear space of all m-charges in X ⊂ Rm is the dual space (Nm(X),FX,m)∗, denoted by CHm(X).
Note that CHm(X)= {0} whenever m< 0 or m> n.
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‖α‖k := sup
{
α(T ): T ∈ Nm,1(X ∩Bk)
}
, k = 1,2, . . . ,
are seminorms which induce a Fréchet topology in CHm(X).
Proof. Given α ∈ CHm(X) and an integer k  1, find θ > 0 so that
α(T ) θF(T )+ 1
k
N(T ) (θ + 1)N(T ) θ + 1 <∞,
for each T ∈ Nm,1(X ∩ Bk). It follows that ‖α‖k are seminorms in CHm(X), and we only need to show that the
topology they induce is complete. To this end, note that a Cauchy sequence {αi} in CHm(X) converges to a linear
functional α : CHm(X)→ R uniformly on each set Nm,1(X ∩Bk). Choose ε > 0 and an integer k  1/ε. There is αi
with α(T )−αi(T ) ε2/2 for each T ∈ Nm,1(X∩Bk). Find δ > 0 so that αi(T ) ε/2 for every T ∈ Nm,1/ε(X∩B1/ε)










= αi(T )+ ε2  ε,
and we conclude α ∈ CHm(X). 
Throughout, in CHm(X) we use exclusively the Fréchet topology induced by the seminorms defined in Proposi-
tion 5.2. Clearly, CHm(X) is a Banach space whenever X is bounded. If X is closed, then it follows from Theorem 4.2
and Proposition 3.13(3) that the topology of CHm(X) is that of uniform convergence on all bounded subsets of the
space (Nm(X),FX,m). In other words, when X is closed, CHm(X) is the dual space (Nm(X),FX,m)∗ equipped with
the strong topology S; see Definition 3.15.
Let X ⊂ Rn. We denote by Cu(X;∧mRn) the linear space of all maps from X to ∧mRn that are uniformly
continuous on all bounded subsets of X. Each ω ∈ Cu(X;∧mRn) has a unique extension to a continuous map from
clX to ∧mRn, still denoted by ω. Throughout, we assume that Cu(X;∧mRn) is given the Fréchet topology induced
by the seminorms
|ω|k := sup
{∣∣ω(x)∣∣: x ∈X ∩Bk}, k = 1,2, . . . .
Example 5.3. For X ⊂Rn and ω ∈ Cu(X;∧mRn), let〈
Λ(ω),T
〉 := 〈T ,ω〉 (5.2)
for each T ∈ Nm(X); see Remark 4.1. Clearly Λ(ω) is a linear functional on Nm(X), and we show that it is an
m-charge in X. To this end, choose an ε > 0, and a sequence {Ti} in Nm,1/ε(X ∩B1/ε) with lim F(Ti)= 0. Since ω is
uniformly continuous on Xε :=X ∩B1/ε , there are c ∈R and φ ∈ Dm(Rn) such that∣∣ω(x)∣∣ c and ∣∣ω(x)− φ(x)∣∣ ε2




〉= lim sup〈Ti,ω〉 c lim M(Ti)= 0.
If m< n, select a real number b > max{M(φ),M(dφ)}. As F(Ti) < ε/b eventually, for all sufficiently large i, there
are Si ∈ Nm+1(Rn) with M(Ti − ∂Si)+ M(Si) < ε/b. Thus for all sufficiently large i,〈
Λ(ω),Ti
〉= 〈Ti,ω− φ〉 + 〈Ti − ∂Si, φ〉 + 〈Si, dφ〉
 ε2M(Ti)+ M(Ti − ∂Si)M(φ)+ M(Si)M(dφ)
 ε2N(Ti)+ b
[
M(Ti − ∂Si)+ M(Si)
]
 2ε.
This implies lim sup〈Λ(ω),Ti〉 2ε, and by the arbitrariness of ε, we obtain again lim sup〈Λ(ω),Ti〉 0. As Λ(ω)
is linear, applying this conclusion to the sequence {−Ti} completes the argument.
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Λ : ω →Λ(ω) : Cu
(
X;∧mRn)→ CHm(X),
which is continuous, since ‖Λ(ω)‖k  |ω|k for k = 1,2, . . . .
Proposition 5.4. Let X ⊂Rn. For each α ∈ CHm(X) there is a unique δα in CHm+1(X) such that 〈δα,T 〉 = 〈α, ∂T 〉
for each T in Nm+1(X). The map:
δ : α → δα : CHm(X)→ CHm+1(X),
is linear and continuous.
Proof. Avoiding a triviality, assume m < n. Since spt ∂T ⊂ sptT , F(∂T )  F(T ), and N(∂T )  N(T ) for each
T ∈ Nm(X), the linear functional,
δα : T → 〈α, ∂T 〉 : Nm+1(X)→R,
is the desired (m+ 1)-charge in X. As the uniqueness of δα is obvious, the proposition follows from the inequalities
‖δα‖k  ‖α‖k, k = 1,2, . . . . 









commutes, we can view the m-charges and coboundary as generalized differential m-forms and a weak exterior
derivative.
Let X ⊂ Rn, Y ⊂ Rr , and let f :X → Y be a Lipschitz map. In view of Section 4, map f induces a linear map










is a commutative diagram. The pull-back f # is continuous, since ‖f #α‖k  c‖α‖k for c := max{Lip(f )m−1,Lip(f )m}
and k = 1,2, . . . .
The next proposition shows, in particular, that for any X ⊂ Rn, each charge α ∈ CHm(X) can be extended to a
charge β ∈ CHm(Rn).
Proposition 5.5. Let X ⊂ Y ⊂ Rn, and let ι: X ⊂ Y be the inclusion map. Then ι# : CHm(Y ) → CHm(X) is a
surjection, and ι#(α)= α Nm(X) for each α ∈ CHm(Y ).
Proof. Since ι#: Nm(X) ⊂ Nm(Y ) is an inclusion map, we see immediately that ι#(α) = α  Nm(X) for each
α ∈ CHm(Y ). From Proposition 4.3 and the Hahn–Banach theorem [12, Theorem 3.6], we infer that ι# is surjective. 
Proposition 5.6. Let X ⊂ Rn be Lipschitz contractible. If α ∈ CHm(X) for m = 0 and δα = 0, then there is β ∈
CHm−1(X) such that δβ = α.
Proof. There is a Lipschitz map h : [0,1]×X →X such that h(1, x)= x and h(0, x)= x0 for every x ∈X and some
x0 ∈ X. If β : Nm−1(X) → R is a linear functional defined by 〈β,T 〉 := 〈h#α, [0,1] × T 〉 for T ∈ Nm−1(X), then
β ∈ CHm−1(X) by inequalities (5.1) and (4.4). Since equality (4.6) yields,
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= 〈α,S〉 − 〈α, ∂h#([0,1] × S)〉
= 〈α,S〉 − 〈δα,h#([0,1] × S)〉= 〈α,S〉,
for every S ∈ Nm−1(X), we have δβ = α. 
Remark 5.7. The conclusion of Proposition 5.6 remains valid when X is closed and contractible via locally Lipschitz
homotopy. In view of Remark 4.6, if h is locally Lipschitz, we can still define a linear functional β : Nm−1(X)→R as
in the proof of Proposition 5.6. It follows from inequalities (5.1) and (4.4) together with Proposition 3.13(2) that β is
a charge. The rest of the proof is identical to that of Proposition 5.6. Since Rn is contractible via the locally Lipschitz
map,
h : (t, x) → tx : [0,1] ×Rn →Rn,
Proposition 5.6 holds for X =Rn.
6. Representation of charges
Recall that for X ⊂Rn and ω ∈ Cu(X;∧mRn), the charge Λ(ω) in CHm(X) has been defined in Example 5.3.
Theorem 6.1. Let X ⊂ Rm, and let α ∈ CHm(X). There are differential forms ω ∈ Cu(X;∧mRn) and
ζ ∈ Cu(X;∧m−1Rn) such that
α =Λ(ω)+ δΛ(ζ ).
In view of Proposition 5.5, every m-charge in X ⊂ Rn can be extended to an m-charge in Rn. Consequently it
suffices to prove Theorem 6.1 for X := Rn. Observe Cu(Rn;∧mRn) = C(Rn;∧mRn), and for ω ∈ C(Rn;∧mRn),
recall that
|ω|k := sup
{∣∣ω(x)∣∣: x ∈ Bk}, k = 1,2, . . . .
Throughout this section, we give the linear space,
E := C(Rn;∧mRn)×C(Rn;∧m−1Rn),
the Fréchet topology induced by the seminorms,∣∣(ω, ζ )∣∣
k
:= |ω|k + |ζ |k, k = 1,2, . . . .
In addition, we equip CHm(Rn)∗ and E∗ with the strong topologies (see Definition 3.15), and Nm(Rn) with the
localized topology FRn,m defined in Section 4. The linear map
Θ : (ω, ζ ) →Λ(ω)+ δΛ(ζ ) : E → CHm(Rn) (6.1)
is continuous, since ‖Θ(ω, ζ )‖k  |(ω, ζ )|k . Indeed,〈
Θ(ω, ζ ), T
〉= 〈Λ(ω),T 〉+ 〈Λ(ζ), ∂T 〉




for each T ∈ Nm(Bk). We prove Theorem 6.1 by showing that Θ is surjective. To this end, we employ the dual map
Θ∗ : CHm(Rn)→ E∗ of Θ together with a variation of the closed range theorem established below.
Proposition 6.2. The evaluation map Υ : Nm(Rn)→ CHm(Rn)∗, defined by:〈
Υ (T ),α
〉 := 〈α,T 〉, (6.2)
for T ∈ Nm(Rn) and α ∈ CHm(Rn), is a continuous bijection. The inverse map of Υ is the map Γ : CHm(Rn)∗ →
Nm(Rn), defined by:
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Γ (F),ω
〉 := 〈F,Λ(ω)〉, (6.3)
for F ∈ CHm(Rn)∗ and ω ∈ Dm(Rn).
Proof. By Theorem 3.3(1), bounded weak* topology is always larger than strong topology (see Definition 3.15).
Consequently, the first claim follows from Theorem 3.16, which implies that Υ is a homeomorphism when
CHm(Rn)∗ is equipped with the bounded weak* topology. Now Γ = Υ −1, since a direct verification shows that
Γ ◦ Υ = idNm(Rn). 





) := {Λ(ω): ω ∈ Dm(Rn)}.
Proof. If F ∈ CHm(Rn)∗ vanishes on CHm∞(Rn), then Γ (F) = 0 by equality (6.3). Since Proposition 6.2 yields
F = Υ ◦ Γ (F)= 0, the corollary follows from the Hahn–Banach theorem [12, Theorem 3.5]. 
Lemma 6.4. Let {Ti} be a sequence in Nm(Rn) such that
sup
{
Ti(ω): ω ∈ B and i = 1,2, . . .
}
<∞
for each bounded set B ⊂ C(Rn;∧mRn). Then sptTi ⊂ Bk for an integer k  1 and i = 1,2, . . . .
Proof. Assuming the conclusion of the lemma is false, construct recursively a subsequence of {Ti}, still denoted by
{Ti}, so that the open set Vi :=Ui+1 −Bi meets sptTi . There is ωi ∈ Dm(Rn) such that sptωi ⊂ Vi , ai := |Ti(ωi)|> 0,
and M(ωi) 1. Let bj := max{a−11 , . . . , a−1j }, and observe that
B := {ω ∈ C(Rn;∧mRn): |ω|j  jbj for j = 1,2, . . .}
is a bounded subset of C(Rn;∧mRn); see [12, Theorem 1.37]. A contradiction follows, since each ζi := (ibi)ωi
belongs to B and |Ti(ζi)| i. 
Lemma 6.5. The set Θ∗[CHm(Rn)∗] is sequentially strongly closed in E∗.
Proof. Select a sequence {Fi} in CHm(Rn)∗ such that {Θ∗(Fi)} converges strongly to a G ∈ E∗, and note that
{Θ∗(Fi)} is uniformly bounded on each bounded subset of E. Showing that G = Θ∗(F ) for some F ∈ CHm(Rn)∗
will prove the lemma.
By Proposition 6.2, the evaluation map Υ in the following sequence:
Nm(Rn) Υ CHm(Rn)∗ Θ
∗
E∗ ,
is bijective and continuous. Letting Ti := Υ −1(Fi), we obtain:〈
Θ∗(Fi), (ω, ζ )
〉= 〈Θ∗ ◦ Υ (Ti), (ω, ζ )〉= 〈Υ (Ti),Θ(ω, ζ )〉
= 〈Θ(ω, ζ ), Ti 〉= Ti(ω)+ ∂Ti(ζ ), (6.4)
for each (ω, ζ ) ∈ E; see equalities (6.2), (6.1), and (5.2). Since the sets
A := {(ω,0) ∈ E: M(ω) 1} and B := {(0, ζ ) ∈ E: M(ζ ) 1}









Θ∗(Fi), (0, ζ )
〉
 c <∞.
As each bounded set in C(Rn;∧mRn)× {0} is bounded in E, it follows from Lemma 6.4 that for an integer k  c the
sequence {Ti} is in the compact set Nm,k(Bk); see Theorem 4.2. Thus {Ti} has a subsequence, still denoted by {Ti},
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The commonly known closed range theorem [2, Theorem 8.6.13] asserts that for Fréchet spaces X,Y and a
continuous linear map f : X → Y the claims,
(1) f (X) is closed in Y,
(2) f ∗(Y∗) is weak* closed in X∗,
(3) f ∗(Y∗) is strongly closed in X∗,
are equivalent. As it stands, we cannot apply it directly. For our purpose we need to replace claim (3) by a more
convenient weaker claim:
(3∗) f ∗(Y∗) is strongly sequentially closed in X∗.
Analyzing the proof of [2, Lemma 8.6.12], we show that (3∗) implies (3). Recall from Example 3.2 that if E is
a subset of a locally convex space, then E◦ denotes the polar set of E. The next lemma quotes a result proved in
[2, Theorem 8.10.5].
Lemma 6.6. Let X be a Fréchet space. A convex set C ⊂ X∗ is weak* closed whenever C ∩ U◦ is weak* closed for
each neighborhood U of 0 ∈ X.
If Y is a linear space and E ⊂ Y, we denote by [E]Y the linear span of E in Y. Let X be a Fréchet space, let U
be a neighborhood of 0 ∈ X, and let E ⊂ U◦ be a weak* closed bc-set. It follows from [2, Lemma 6.5.2] that the
Minkowski functional,
pE : x∗ → inf
{
t > 0: t−1x∗ ∈E} : [E]X∗ →R,
is a Banach norm in [E]X∗ , and that the topology of ([E]X∗ ,pE) is larger than the weak* topology in [E]X∗ inherited
from X∗.
Lemma 6.7. Let X and Y be Fréchet spaces, and let f : X → Y be a continuous linear map. Assume that for each
neighborhood U of 0 ∈ X, the intersection f ∗(Y∗) ∩U◦ is closed in the Banach space ([U◦]X∗ ,pU◦) defined in the
previous paragraph. Then f ∗(Y∗) is weak* closed.
Proof. Given a neighborhood U of 0 ∈ X, let K := f ∗(Y∗)∩U◦. By our assumptions K is closed in ([U◦]X∗ ,pU◦),
and in view of Lemma 6.6, it suffices to show that K is weak* closed. To this end, select a countable neighborhood
base {Vi} at 0 ∈ Y, and define weak* compact bc-sets Ki := f ∗(V ◦i ) ∩U◦, i = 1,2, . . . . Observe that K =
⋃∞
i=1 Ki ,
and hence [K]X∗ = ⋃∞i=1 iKi . As Ki are closed bc-subsets of the Banach space ([K]X∗ ,pK), the Baire category
theorem implies some Kj is a neighborhood of 0 in ([K]X∗ ,pK). Being bounded in ([K]X∗ ,pK), the set K is
contained in tKj for t  1. There is an integer s  1 with Vs ⊂ t−1Vj . We infer that tV ◦j ⊂ V ◦s , and





)∩ tU◦)∩U◦ ⊂ f ∗(V ◦s )∩U◦ =Ks ⊂K.
Thus K =Ks is weak* compact, in particular, weak* closed. 
Proposition 6.8. Let X and Y be a Fréchet spaces, and let f : X → Y be a continuous linear map. If f ∗(Y∗) is strongly
sequentially closed in X∗, then it is weak* closed in X∗.
Proof. In view of Lemma 6.7, given a neighborhood U of 0 ∈ X, it suffices to show that K := f ∗(Y∗)∩U◦ is closed
in the Banach space ([U◦]X∗ ,pU◦). To this end, select a sequence {x∗i } in K converging to x∗ ∈ [U◦]X∗ in the norm
pU◦ . It follows from the definition of pU◦ that there is a sequence {ti} in R such that lim ti = 0 and x∗ − x∗ belongsi
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x ∈ B . Thus {x∗i } converges strongly to x∗, and x∗ ∈ f ∗(Y∗) by our assumption. Since the topology of ([U◦]X∗ ,pU◦)
is larger than the weak* topology in [U◦]X∗ , the sequence {x∗i } weak* converges to x∗. As {x∗i } is a sequence in U◦,
which is weak* compact, x∗ ∈U◦, and we conclude x∗ ∈K . 
Proof of Theorem 6.1. Lemma 6.5 and Proposition 6.8 show Θ∗[CHm(Rn)∗] is weak* closed in E∗. This and the
closed range theorem quoted above imply Θ(E) is closed in CHm(Rn). By Corollary 6.3, the set Θ[Dm(Rn)×{0}] =
CHm∞(Rn) is dense in CHm(Rn). We infer Θ(E)= CH(Rn). 
An immediate corollary of Theorem 6.1 is related to the main result obtained in [10, Section 4] — it is identical to
it when X =Rn.
Corollary 6.9. Let X ⊂Rn and α ∈ CHn(X). There is ω ∈ Cu(X;∧n−1Rn) such that α = δΛ(ω).
Proof. Use Proposition 5.5 to extend α to an n-charge α′ in Rn. By Remark 5.7, there is β ′ ∈ CHm−1(Rn) with
δβ ′ = α′. If ι :X ⊂Rn is the inclusion map, let β := ι#β ′ and observe that δβ = α. According to Theorem 4.1, there are
ω ∈ Cu(X;∧n−1Rn) and ζ ∈ Cu(X;∧n−2Rn) such that β =Λ(ω)+ δΛ(ζ ). As δ2 = 0, we conclude α = δΛ(ω). 
7. Flat cochains
Definition 7.1. A linear functional α : Nm(Rn)→ R is called an m-dimensional flat cochain if given ε > 0, there is a
θ > 0 such that for each T ∈ Nm(B1/ε),
α(T ) θF(T ).
In an equivalent form, flat cochains are defined in [13, Chapter 5, Section 4]. Following the notation of [13],
we denote the linear space of all m-dimensional flat cochains by Cm(Rn). From inequality (5.1) we obtain
Cm(Rn)⊂ CHm(Rn).
The next theorem, due to J.H. Wolfe, is proved for integral polyhedral chains in [13, Chapter 9, Theorem 7C].
The extension to integral currents is discussed in [8, Proposition 4.1] and [9]. Integral polyhedral chains and integral
currents are specialized normal currents, defined in [4, Section 4.1.22 and 4.1.24].
Theorem 7.2. Let α ∈ Cm(Rn). There is a negligible set B ⊂ Rn and a locally bounded Borel measurable form




〈ω, 	T 〉d‖T ‖,
for each integral current T ∈ Nm(Rn) with ‖T ‖(B)= 0.
We only sketch the main idea of the proof. For r > 0 and (x, ξ) in Rn × G0(n,m), let Bx,r;ξ := B(x, r) ∩








for each ω ∈ Dm(Rn). An m-charge α ∈ CH(Rn) is called differentiable at the point x ∈ Rn in the direction
ξ ∈ G0(n,m) if a finite limit





exists. With this definition at hand, one shows that α ∈ Cm(Rn) is differentiable at almost all points x ∈ Rn in all
directions ξ ∈ G0(n,m), and then proves (nontrivially) that the map (x, ξ) → Dα(x, ξ), defined on Rn × G0(n,m),
extends to the desired m-form ω :Rn → ∧mRn.
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top dimension:
(i) There is α ∈ CHn(Rn) that is not differentiable at any x ∈Rn.
(ii) There is a nontrivial α ∈ CHn(Rn) such that the derivative of α equals zero at almost every x ∈Rn.
Both claims follow from the well-known facts about continuous functions defined on R; see [7, Chapter 11] and
[11, Section 7.16].
Typically, claims (i) and (ii) are witnessed by charges δΛ(ω) where the form ω ∈ C(Rn;∧n−1Rn) has no geometric
flavor. In Example 7.5 below we construct a function g ∈ C(R3) which extends the height function defined on the
standard helix H , and has continuous partial derivatives in R3 −H . Viewing g as a 0-form, the charge α := δΛ(g) in
CH1(R3) does not vanish on N1(H), and Dα(x, ξ)= 0 whenever x ∈H and ξ is a unit tangent vector of H at x.
The next lemma is a minor variation of Whitney’s extension theorem [3, Theorem 1, Section 6.5].
Lemma 7.3. Let A ⊂ B ⊂ Rn be closed sets, and let f ∈ C(B). Assume there are v ∈ C(B −A;Rn) and 0 < λ < 1
which satisfy the following conditions:
(i) for each compact set K ⊂ B −A,
f (y)− f (x)− v(x) · (y − x)= o(|y − x|) as x, y ∈K and |x − y| → 0;
(ii) |v(x)| =O[dist(x,A)−λ] as x ∈ B −A and dist(x,A)→ 0.
Then f can be extended to a function g ∈ C(Rn) such that g is C1 on Rn −A, and ∇g(x)= v(x) for each x ∈ B −A.
Proof. Although the proof is merely a modification of the standard argument [3, Section 6.2], there are subtle dif-
ferences which warrant its full presentation. With no loss of generality, we assume that A = ∅ and B = Rn, and let
Vi :=U(B, i) for i = 1,2,3. We show that f extends to h ∈ C(V3) such that h is C1 on V3 −A and ∇h(x)= v(x) for




h(x) if x ∈ V2,
h1(x) if x ∈Rn − V2,
defines the desired extension of f . Throughout this proof, N denotes the set of all positive integers.
Let U := V3 − B , and for each x ∈ U , let r(x) := 12 dist(x,B) 2. By [3, Section 6.5, Theorem 1], there is a set{xi ∈ U : i ∈ N} such that for rj := r(xj ) the balls B(xj , rj /10) are disjoint and U = ⋃∞j=1 B(xj , rj /2). There is
N ∈N, depending only on the dimension n, such that for each x ∈U , the set
Ix :=
{
j ∈N: B(xj , rj )∩B
(
x, r(x)
) = ∅} (7.2)
has fewer than N elements, and rj /3 r(x) 3rj whenever j ∈ Ix . Moreover, there is a C∞ partition of unity {ϕj }
in U such that
sptϕj ⊂ B(xj , rj ) and
∣∣∇ϕj (x)∣∣ c/r(x), (7.3)
for a constant c > 0, each x ∈U , and j = 1,2, . . . . Note∑
j∈Ix
ϕj (x)= 1 and
∑
j∈Ix
∇ϕj (x)= 0. (7.4)
For detailed proofs of these facts we refer to [3, Section 6.5, Theorem 1, Parts 1–3 of the proof].
If dist(xj ,A) 4rj , there is y ∈ A with |xj − y| 4rj ; otherwise, there is y ∈ B with |xj − y| = 2rj and hence
dist(y,A) 2rj . Thus we can select yj ∈ B so that
|xj − yj | 4rj , and either yj ∈A or dist(yj ,A) 2rj = |xj − yj |. (7.5)
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Proof. Seeking a contradiction, assume there is x ∈ B(z, r)∩B(xj , rj ) and observe
2rj = dist(xj ,B) |xj − z| |xj − x| + |x − z| rj + r.
Hence rj  r , and a contradiction follows from (7.5):
7r  |z− yj | |z− x| + |x − xj | + |xj − yj | r + 5rj  6r.
Claim 2. If z ∈ B and x ∈U(xj , rj ), then max{|x − yj |, |z− yj |} 6|x − z|.
Proof. Since |x − z| dist(x,B) rj , the claim follows from (7.5):
|x − yj | |x − xj | + |xj − yj | 5rj  5|x − z|,
|z− yj | |z− x| + |x − yj | 6|z− x|.









f (yj )+ v(yj ) · (x − yj )
]
,
for each x ∈U . By its definition h extends f , and h is C∞ on U , since both sums are finite in a neighborhood of each
x ∈U .
Select a z ∈ B −A, and let K := B ∩B(z, r) where r = min{1,dist(z,A)/6}. Given ε > 0, find 0 < δ  r/8 so that
for each x, y ∈K with |y − x|< 6δ,
∣∣f (y)− f (x)− v(x) · (y − x)∣∣ ε|y − x|,∣∣v(y)− v(x)∣∣ ε. (7.6)
In particular, |f (x) − f (z) − v(z) · (x − z)|  ε|x − z| for each x ∈ B ∩ B(z, δ). If x is in B(z, δ) − B ⊂ U , then
Claims 1 and 2 yield


















(|yj − z| + |x − yj |) 12ε|x − z|.
Thus h is differentiable in U −A, and ∇h(x) = v(x) for all x ∈ B −A. To show that ∇h is continuous in U −A, it
suffices to prove the continuity of ∇h at the point z ∈ B −A selected above. If x ∈ B ∩B(z, δ), then by (7.6),
∣∣∇h(z)− ∇h(x)∣∣= ∣∣v(z)− v(x)∣∣< ε.
If x ∈ B(z, δ)−B , select ξ ∈ B so that |x − ξ | = dist(x,B). We have:
∣∣∇h(z)− ∇h(x)∣∣ ∣∣v(z)− v(ξ)∣∣+ ∣∣v(ξ)− ∇h(x)∣∣
< ε + ∣∣∇h(x)− v(ξ)∣∣, (7.7)
since |z− ξ | |z− x| + |x − ξ | 2|z− x| 2δ. In view of (7.2), (7.4), and (7.7),










































∣∣∇ϕj (x)∣∣ · |yj − ξ | + ε∑
j∈Ix









|x − ξ | + ε  ε(13cN + 1).
Indeed |x − ξ | = 2r(x) |x − z| δ, and if x ∈ B(xj , rj ), then
|yj − ξ | |yj − xj | + |xj − x| + |x − ξ | 3rj + 2r(x) 11r(x) < 6δ,
by (7.3), and since |z− yj | |z− ξ | + |ξ − yj |< 8δ, both ξ and yj belong to K .
We complete the proof by showing that h is continuous on A. To this end, we employ condition (ii), which has not
been used previously.
Claim 3. There are θ > 0 and γ > 0 such that given y ∈A and yj /∈A, we have:∣∣v(yj ) · (x − yj )∣∣ 9γ |x − y|1−λ,
for each x ∈U(xj , rj ) with |x − y| θ .
Proof. By condition (ii), there are θ > 0 and γ > 0 such that |v(z)|  γ dist(z,A)−λ for each z ∈ B − A with
dist(z,A) 6θ . From (7.5) and Claim 2, we obtain:
|x − yj | |x − xj | + |xj − yj | 3rj  32 dist(yj ,A),
dist(yj ,A) |y − yj | 6|x − y| 6θ.
Consequently
∣∣v(yj ) · (x − yj )∣∣ γ dist(yj ,A)−λ|x − yj | 32γ dist(yj ,A)1−λ
 3
2
γ 61−λ|x − y|1−λ  9γ |x − y|1−λ.
Select y ∈ A and ε > 0. There is 0 < η  θ such that |f (x) − f (y)|  ε for each x ∈ B with |x − y|  6η, and






f (yj )− f (y)
]+ ∑
yj /∈A
ϕj (x) v(yj ) · (x − yj ).
Thus for x ∈ V3 with |x − y| η, Claims 2 and 3 imply |h(x)− h(y)|< 2ε. 
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Remark 7.4. Condition (ii) of Lemma 7.3, which is convenient for our purpose (Example 7.5 below), is by no means
necessary. Indeed, for t  1, the function:
g(x) :=
{ |x| sin |x|−t if x ∈Rn − {0},
0 if x = 0,
and its restriction f := g  B , where B is an m-dimensional subspace of Rn with 1m< n, provide an example.
Example 7.5. Let H be the image of the map:
h : t → (cos t, sin t, t) :R→R3.
Clearly H is a one-dimensional C∞ submanifold of R3 — a helix. For I := [−1,1], it is easy to verify that
k : (t, u) → h(t)+ uh′(t) :R× I →R3
is a continuous injective map whose image K is homeomorphic to R × I . Indeed, a direct verification shows that
k  ([t, t ′] × I ) is injective if 0 < t ′ − t < 2π , and clearly |k(t, u) − k(t ′, u′)| > 4 when |t − t ′|  2π . We can
visualize K as the tangent ball bundle homeomorphically embedded into R3. A part of K is pictured in Fig. 1.
If p : (t, u) → t :R× I →R, then f := p ◦ k−1 is a continuous function defined on the closed set K ⊂R3.
It is easy to verify that M :=K −H is a smooth (i.e., C∞) manifold with boundary, smoothly embedded into R3,













= ξ[h′(t)+ uh′′(t)]+ ηh′(t)= (ξ + η)h′(t)+ ξuh′′(t).
Since h′ and h′′ are orthogonal, Xf = ξ and |X|2 = (ξ + η)2 + ξ2u2. Thus∣∣∇f (x)∣∣ := sup{|Xf |: X ∈ TxM and |X| 1}
 sup
{|ξ |: |ξu| 1}= |u|−1.
As |h′′(t)| = 1 for all t ∈R, the mean value theorem yields:
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∣∣h(t + u)− k(t, u)∣∣= ∣∣[h(t + u)− h(t)]− uh′(t)∣∣
= |u| · ∣∣h′(s)− h′(t)∣∣= |u| · |s − t |,
where s lies between t and t + u. It follows |∇f (x)| dist(x,H)−1/2, and by Lemma 7.3, the function f extends to
g ∈ C(R3) such that g is C1 on R3 − H . Since g[k(t, u)] = t for each (t, u) ∈ R × I , the function g is constant on
each tangential segment of H contained in K .
Let 	v(t) := h′(t)/√2 for t ∈ I , and using Example 5.3 and Proposition 5.4, define a charge α := δΛ(g) in
CH1(R3). Since
〈α,Sh(t),r;	v(t)〉 = 〈∂Sh(t),r;	v(t), g〉 = g
[
h(t)+ r 	v(t)]− g[h(t)− r 	v(t)]
= g[k(t, r/√2 )]− g[k(t,−r/√2 )]= 0
for all positive r 
√
2, we have Dα[h(t), 	v(t)] = 0 for every t ∈R. Select real numbers a < b, and define T ∈ N1(R3)
by the formula
















for each ω ∈ D1(R3). Since sptT ⊂H, 	T [h(t)] = 	v(t) for every t ∈ [a, b], and ∂T = δh(b) − δh(a),
〈α,T 〉 = 〈∂T ,g〉 = g[h(b)]− g[h(a)]= b− a > 0.
For a more detailed analysis we refer to [5].
Remark 7.6. A larger differentiation base, which may be suitable for differentiating charges, is defined in
[6, Section 2].
8. Cohomology
As δ2 = 0, it follows from Section 5 that CH := {CHm, δ} is a cochain functor defined on the category of all
subsets of Euclidean spaces and Lipschitz maps. The associated cohomology functor is denoted by H := {Hm}. Both
functors CH and H are nontrivial only in dimensions 0m n.
For X ⊂Rn and an integer m, let CHm0 (X) :=Λ[Cu(X;∧mRn)],
Bm(X) := δ[CHm−1(x)] and Zm(X) := {α ∈ CHm(X): δα = 0},




and Zm0 (X) :=
{
α ∈ CHm0 (X): δα = 0
}
.
As Theorem 6.1 implies CHm(X)= CHm0 (X)+ Bm0 (X), we obtain:







Bm0 (X)∩ Zm0 (X)
.
The homology class of α ∈ Zm(X) is denoted by [α]. Note that for each u ∈ Hm(X) there is an α ∈ Zm0 (X) such
that u= [α].
If Y ⊂Rr and f :X → Y is a Lipschitz map, then the linear map,
Hm(f ) : [α] → [f #α] : Hm(Y )→ Hm(X),
is well defined for each integer m; since the diagram (5.4) commutes. It is easy to see that every Hm is a contravariant
functor which maps the category of all subsets of Euclidean spaces and Lipschitz maps to the category of linear spaces
and linear maps.
Proposition 8.1. Let X ⊂ Rn and Y ⊂ Rr . If the Lipschitz maps f,g : X → Y are Lipschitz homotopic, then
Hm(f )= Hm(g) for each integer m.
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h(0, x) = f (x) and h(1, x) = g(x) for each x ∈ X. Choose α ∈ Zm(Y ), and let 〈β,T 〉 := 〈h#α, [0,1] × T 〉 for each
T ∈ Nm−1(X). It follows from inequalities (5.1) and (4.4) that β ∈ CHm−1(X), and equality (4.5) yields:
〈δβ,S〉 = 〈h#α, [0,1] × ∂S〉= 〈α,h#([0,1] × ∂S)〉
= 〈α,g#S〉 − 〈α,f#S〉 −
〈
α, ∂h#(α, [0,1] × S)
〉
= 〈g#α,S〉− 〈f #α,S〉= 〈g#α − f #α,S〉,
for every S ∈ Nm−1(X). Thus g#α − f #α = δβ and hence [f #α] = [g#α]. 
Lemma 8.2. Let X ⊂ Rn, and let p,q be integers. If φ ∈ Cu(X,∧pRn) and ψ ∈ Cu(X,∧qRn) are such that
δΛ(φ)= δΛ(ψ)= 0, then [Λ(φ ∧ψ)] depends only on [Λ(φ)] and [Λ(ψ)].
Proof. Avoiding trivialities, assume p  0, q  0, and p + q  n. If [Λ(ψ)] = [Λ(ψ ′)] for ψ ′ ∈ Cu(X,∧qRn) with
δΛ(ψ ′)= 0, then there are ζ ∈ Cu(X,∧q−1Rn) and ζ ′ ∈ Cu(X,∧qRn) such that
Λ(ψ ′)=Λ(ψ)+ δΛ(ζ ) and δΛ(ζ )=Λ(ζ ′).
Assume first that φ and ζ are restrictions of forms in Dp(Rn) and Dq−1(Rn), also denoted by φ and ζ , respectively;
in this case, dφ = 0 and ζ ′ := dζ satisfies δΛ(ζ )=Λ(ζ ′). Thus for each T ∈ Np+q(X),〈
Λ(φ ∧ψ ′), T 〉= 〈T ,φ ∧ψ ′〉 = 〈T φ,ψ ′〉 = 〈Λ(ψ ′), T φ〉
= 〈Λ(ψ)+ δΛ(ζ ), T φ〉= 〈Λ(ψ),T φ〉+ 〈Λ(ζ), ∂(T φ)〉
= 〈T φ,ψ〉 + (−1)p〈Λ(ζ), (∂T ) φ − T dφ〉
= 〈Λ(φ ∧ψ),T 〉+ (−1)p〈Λ(ζ), (∂T ) φ〉,
and using commutative diagram (5.3),
〈
Λ(ζ), (∂T ) φ
〉= 〈∂T ,φ ∧ ζ 〉 = 〈T ,d(φ ∧ ζ )〉= 〈δΛ(φ ∧ ζ ), T 〉.
Combining the previous equalities, Λ(φ ∧ψ ′)=Λ(φ ∧ψ ′)+ (−1)pδΛ(φ ∧ ζ ).
In general, there are sequences {φi} and {ζi} in Dp(Rn) and Dq−1(Rn), respectively, such that lim(φi  X) = φ
and lim(ζi X)= ζ uniformly in X. From the previous paragraph and the continuity of Λ and δ, we obtain again:
Λ(φ ∧ψ ′)=Λ(φ ∧ψ ′)+ (−1)pδΛ(φ ∧ ζ ).
Consequently [Λ(φ ∧ψ ′)] = [Λ(φ ∧ψ)], and the lemma follows by symmetry. 
Let X ⊂ Rn, and let u ∈ Hp(X) and v ∈ Hq(X). Find Λ(φ) ∈ Zp0 (X) and Λ(ψ) ∈ Zq0(X) so that u := [Λ(φ)] and
v := [Λ(ψ)], and call
u v := [Λ(φ ∧ψ)]
the cup product of u and v. In view of Lemma 8.2, the cup product u  v depends only on u and v, and not on the
choice of φ and ψ . A direct verification establishes the next proposition.
Proposition 8.3. For each X ⊂Rn, the pairing
(u, v) → u v : Hp(X)× Hq(X)→ Hp+q(X)
is bilinear and commutative in the sense of graded rings.
The cohomology functor H has additional useful and interesting properties. A systematic exposition will appear
elsewhere.
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