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Abstract. Action segmentation is the task of predicting the actions in
each frame of a video. As obtaining the full annotation of videos for action
segmentation is expensive, weakly supervised approaches that can learn
only from transcripts are appealing. In this paper, we propose a novel,
end-to-end approach for weakly supervised action segmentation based on
a two-branch neural network. The two branches of our network predict
two redundant but different representations for action segmentation.
We propose a novel mutual consistency (MuCon) loss that enforces the
consistency of the two redundant representations. Using MuCon loss
together with a loss for transcript prediction, our proposed approach
achieves performance statistically comparable to the state-of-the-art while
being 14 times faster to train and 20 times faster during inference.
Keywords: Action Segmentation, Weakly Supervised Learning
1 Introduction
The production, availability, and consumption of video data is increasing every
day at an exponential rate. With such growth comes the need to analyze, monitor,
annotate and learn from this huge amount of often publicly available data. The
computer vision community has therefore shown great interest in video data and
approaches for action recognition on trimmed video clips have shown remarkable
results in recent years [30,4,8,7,9,34,11]. Although these results on trimmed
video clips are important, in many real-world scenarios, we are often faced with
untrimmed videos that contain multiple actions with different lengths.
Action segmentation is the task of temporally segmenting untrimmed videos
with a label for every frame [20,1,22,38]. Since annotating exact temporal bound-
aries of actions in long videos is very cumbersome and costly, action segmentation
approaches that can utilize weaker types of supervision are important.
A popular type of weak supervision is transcripts [14,27,28,10,5,24], which
provide for each video in the training set, an ordered list of actions. To learn
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Fig. 1. Testing speed (in seconds) vs. average MoF accuracy (%) of weakly supervised
action segmentation approaches on the Breakfast dataset [19]. Average MoF is calculated
over 5 training/inference iterations. Our proposed approach (MuCon-full) achieves
slightly lower, but statistically similar performance to state-of-the-art CDFL [24] while
being 20 times faster during inference. Other approaches such as NNV [28], ISBA [10],
MuCon-Y and MuCon-S (variants of our approach) are also plotted for comparison.
More details in Section 5.5.
from transcript weak supervision, previous approaches try to align the transcripts
to the training videos, i.e., they infer a frame-wise labeling of each training
video based on the provided transcripts. This alignment is used as the pseudo
ground truth for training. For the transcript alignment, the Viterbi algorithm is
commonly used. The Viterbi algorithm takes the frame-wise class probabilities of
a video, which are estimated by the observation model, to estimate a path of frame
labels that do not violate the action order of the given transcript. While [27,10]
perform the alignment after each epoch for all training videos, [28,24] apply it at
each iteration to a single video.
During inference previous approaches (except ISBA [10]) rely on segmentation
thought alignment. This means that at inference time given an unseen video
from the test set, they iterate over all of the training transcripts and choose
the transcript that best aligns with the test video as the predicted transcript.
Segmentation through alignment has 2 undesirable properties. First and most
importantly, it means that during inference the number of alignments performed
is equal to the number of unique transcripts seen during training. As alignment
is a computationally expensive operation, this results in slow inference speed.
Second, previous approaches are not able to generalize to transcripts not seen
during training.
The two drawbacks mentioned, limit the applicability of previous approaches
to real-world scenarios where the number of training transcripts are large and
not all transcripts are observed during training. We try to tackle both of these
drawbacks by including a transcript prediction branch in our neural network
(Section 4.3). During training, this part of our network is trained to predict the
transcript from the input video. During inference, this branch is used to predict
the (potentially unseen) transcript that corresponds to the test video. Alignment
is only performed for the single predicted transcript. As seen in Figure 1 our
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approach (MuCon-full) is 20 times faster during inference while achieving slightly
lower, but statistically similar performance to the state-of-the-art approach
(CDFL [24]) on the Breakfast dataset [19].
Our proposed novel neural network architecture consists of two branches.
The first branch (transcript prediction branch, mentioned above) predicts the
transcript for a video. In addition, the branch also predicts the length of each
action in the transcript. During training, the predicted transcript and lengths
directly provide an alignment of the predicted transcript to the video without the
need for the Viterbi algorithm. Since the ground-truth alignment is not provided
in the training data, an additional supervisory signal is needed. To this end, our
network includes a second branch which predicts frame-wise class probabilities.
The fact that the two branches predict redundant representations that should
yield the same action segmentation is exploited. This is achieved by including a
novel differentiable Mutual Consistency (MuCon) loss that enforces that these
two representations are mutually consistent and match each other. We evaluate
our approach on the Breakfast [19] and Hollywood Extended [3] datasets.
2 Related Work
Over recent years there has been a lot of work on action segmentation in
untrimmed videos with various levels of supervision. We first describe approaches
that use full supervision and then approaches that use weaker levels of supervision.
Later we refer to the sequence to sequence learning methods that are related to
our work.
Fully Supervised Action Segmentation Action segmentation in videos
has already been addressed in many works [20,22,38,1]. Previously, action seg-
mentation approaches relied on multi-scale sliding window processing [29,17] or
Markov models on top of frame-classifiers [20,23]. These approaches were typically
slow at inference time. Newer approaches for fully supervised action segmentation
try to capture the long-range temporal dependencies using temporal convolutions
[1,22]. Specifically, Abu Farha and Gall [1] introduced MS-TCN, a deep dilated
1-d convolutional network for action segmentation.
Weakly Supervised Action Segmentation A variety of different ap-
proaches for weakly supervised action segmentation has already been proposed
for video data. Bojanowski et al. [3] introduced the Hollywood extended dataset
and proposed a method based on discriminative clustering for the task of action
alignment. Huang et al. [14] have proposed to use an extended version of the
Connectionist Temporal Classification (CTC) loss where they take into account
frame similarity for frames of the same action. Inspired by methods that are used
in speech processing, Kuehne et al. [21] proposed an approach based on Hidden
Markov Model (HMM) with Gaussian Mixture Model (GMM) observation model
that iteratively generates pseudo ground truth for videos at the start of each
epoch and refines the pseudo ground truth at the end of the epoch. Richard
et al. [27] builds on this work by replacing the GMM with a Recurrent Neural
Network (RNN) for short-range temporal modeling. But their method remains
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an iterative method that involves per epoch pseudo ground-truth generation. The
approach has been further improved by Ding and Xu [10].
Almost all of these methods rely on iterative approaches with two-step
optimization which does not allow for direct, end-to-end training. Furthermore,
they involve time-consuming dynamic programming steps during training. Richard
et al. [28] introduced the Neural Network Viterbi (NNV) method. This method
generates the pseudo ground truth for each iteration instead of each epoch, but
it is still expensive to train due to Viterbi decoding and cannot generate unseen
transcripts during testing. They use a global length model for actions, which
is updated heuristically during training. Recently, Li et al. [24] introduced an
extension of NNV that outperformed existing works on standard benchmarks.
They introduced a new constrained discriminative loss that discriminates between
the energy of valid and invalid segmentation of the training videos. This results
in a large improvement in performance compared to NNV.
Sequence to Sequence Learning There has been a lot of work in sequence
to sequence learning mostly in natural language processing[32,2,13,33] but our
problem is different in one major aspect. The size mismatch between the video
features and transcripts is very large. For example in the Breakfast dataset [19],
the average input video length is around 2100 frames and the longest video has
around 9700 frames while the average transcript length is 6.8 and the longest
is 25. Because of this issue, we have specially designed our network to be able
to temporally model such long sequences. Wei et al. [35] proposed a method for
segment detection in videos. Although their method is similar in spirit to ours
they are only able to train their model using full supervision.
3 Weakly Supervised Action Segmentation
Action segmentation is the task of predicting the action class for each frame of a
video. More formally, given an input sequence of T D-dimensional frame-level
features X1:T = [x1, . . . , xT ], xt ∈ RD, the goal is to predict the output sequence
of frame-level action labels Yˆ1:T = [yˆ1, . . . , yˆT ], where yˆt ∈ C and C is the set of
action classes. The frame-level action labels Yˆ1:T can also be represented as an
ordered sequence of M segments Sˆ1:M where each segment sˆm is defined as an
action label aˆm ∈ C and its corresponding length ˆ`m ∈ R+.
In fully supervised action segmentation, the target labels for every frame yˆt
are known during training. However, in weakly supervised action segmentation,
the only supervisory signal is the ordered sequence of actions Aˆ1:M = [aˆ1, . . . , aˆm],
often called video transcript, while the action lengths Lˆ1:M = [ˆ`1, . . . , ˆ`M ] are
unknown.
The two target representations Yˆ1:T and Sˆ1:M for action segmentation are
redundant and it is possible to generate one given the other. Our approach
exploits this redundancy by predicting both representations and enforcing them
to match each other as mutual supervisory signal.
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Fig. 2. Our proposed network consists of three main subnetworks. The temporal
modelling subnetwork ft converts the input features to the hidden representation
Z which is used for two branches. While the frame classification branch fc predicts
framewise class probabilities for action segmentation, the segment generation branch fs
predicts the segment representation for action segmentation. We train our network using
two losses. While the transcript prediction loss Lt enforces that the predicted transcript
A matches the ground-truth transcript Aˆ, our proposed mutual consistency (MuCon)
loss Lµ enforces that the two redundant representations Y and S are consistent.
4 Proposed Method
During training, the network is given the input video features X1:T and its
corresponding target weak labels Aˆ1:M . At inference time two tasks are defined:
action alignment, where the ordered sequence of actions Aˆ1:M is known and
the task is to predict the temporal boundaries of the given actions, and action
segmentation, where both the ordered sequence of actions and their temporal
boundaries need to be predicted.
Since only weak labels in form of the transcripts are provided for training,
we propose a) to use the weak labels directly for training a transcript prediction
subnetwork and b) exploit the redundant representation discussed in Section 3.
The transcript prediction subnetwork has to predict the sequence of actions
Aˆ1:M that occur in a training video given the sequence of input features X1:T .
Furthermore, the proposed network predicts the two redundant representations
for action segmentation and enforces that the two predicted representations match
each other. We term this approach learning with mutual consistency (MuCon).
The proposed network for mutual consistency learning is illustrated in Figure 2
and consists of three subnetworks. First, a temporal modelling subnetwork ft(X)
outputs the hidden video representation Z ∈ RT ′×D′ of the input video features
X ∈ RT×D. This hidden representation has smaller temporal resolution due
to temporal pooling. We design the temporal modeling subnetwork which is
the base of the proposed network, using a non-causal variant of WaveNet [25].
Second, a frame classification subnetwork fc(Z) estimates the class probabilities
of each frame Y ∈ RT×N given Z. Third, a segment generation subnetwork fs(Z)
predicts the segment representation S and consists of a bi-directional LSTM
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encoder and a LSTM decoder with attention [2]. Because of the design of the
temporal modeling subnetwork, the receptive field of each element zt is large
which is important for temporal modeling. This hidden video representation is
shared between fc and fs which each predict one of the redundant representations
for action segmentation Y and S, respectively. The training loss in the proposed
approach has two parts, namely the transcript prediction loss Lt and the proposed
mutual consistency (MuCon) loss Lµ. We now describe each subnetwork.
4.1 Temporal Modelling Subnetwork
This subnetwork consists of a set of 1-dimensional dilated convolutional layers
with increasing dilation sizes modeled after the WaveNet architecture [25]. More
specifically, we first apply a 1-d convolution with kernel size 1 to perform di-
mension reduction. Then a set of 11 WaveNet layers (fwi ; i = 0, . . . , 10) with
increasing dilations are applied. The amount of dilation for each WaveNet layer
fwi is 2
i. We perform temporal max pooling with a kernel size of 2 after selected
WaveNet layers depending on the dataset.
4.2 Frame Classification Subnetwork
On top of the hidden video representation Z, we perform action classification for
every frame. This corresponds to a single 1-d convolution with kernel size 1 which
takes as input Z ∈ RT ′×D′ and outputs Y ′ ∈ RT ′×N where N is the number of
actions in our dataset. Because of temporal pooling in our temporal modeling
subnetwork, the output Y ′ has a lower temporal resolution than our input. To
compensate for this, after the convolution we linearly interpolate Y ′ to Y ∈ RT×N
along the temporal dimension to obtain framewise action probabilities.
4.3 Segment Generation Subnetwork
The second branch on top of Z is the segment generation subnetwork which pre-
dicts the segments S. Each segment sm consists of predicted action probabilities
am and the estimated relative log length `m of that segment. We will discuss in
Section 4.4 how the relative log length is mapped to the absolute length. The
subnetwork and the transcript prediction loss Lt are illustrated in Figure 3a.
We employ a conventional sequence to sequence network with attention [2].
Given the hidden video representation Z, we use a bidirectional LSTM encoder to
encode it. Our decoder is a LSTM recurrent neural network with MLP attention.
Although these networks on their own struggle to learn a temporal model for
long input sequences [6,31], the temporal modeling subnetwork that encodes
temporal relations at higher resolution, making it easier for the segment generation
subnetwork to learn temporal dependencies. The sequence to sequence network is
trained using teacher forcing [36]. More details are provided in the supplementary
material.
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(a) (b)
Fig. 3. Visualization of subnetworks of our approach. (a) Segment generation subnet-
work fs and the transcript prediction loss Lt. Given the hidden video representation Z,
we use a sequence to sequence network with attention. The transcript prediction loss
Lt compares the predicted action class probabilities am with the ground-truth action
label aˆm. (b) Mutual consistency (MuCon) loss Lµ. Given the predicted lengths L, a
set of masks wm are generated using differentiable sampling by the mask generation
(MG) module. The consistency of the estimated framewise probabilities Y for each wm
with the ground-truth action aˆm is calcualted using Equation (2).
4.4 Mutual Consistency Loss
Using the frame classification and the segment generation subnetworks, two re-
dundant representations for the action segmentation are produced. We, therefore,
propose the mutual consistency (MuCon) loss, which enforces that the two redun-
dant representations match each other and are mutually consistent. The intuition
of the mutual consistency loss is that we want to average the probabilities Y
inside each predicted segment and compare it with the ground-truth labels Aˆ.
Using our differentiable mask generation module (MG) we generate differentiable
masks for each segment. Each mask wm is a vector of size T that is one for the
frames of a segment and zero otherwise.
Using the masks, the average unnormalized probability for each segment m is
computed by
g(Y,wm) =
∑T
t=1 ytwm[t]
`′m
(1)
where g(Y,wm) ∈ RN , wm[t] is the value of the mask at frame t, and `′m is the
predicted absolute length of segement m defined in (4). For an estimated segment
m, we say it is consistent with Y if the average probability of Y inside the window
wm is high for the action aˆm and low for all other actions. Therefore we define
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the loss for each segment as
Lµm(Y,wm, aˆm) = − log
(
eg(Y,wm)[aˆm]∑N
n=1 e
g(Y,wm)[n]
)
(2)
which is equal to applying the softmax function to the average g(Y,wm) and
using the cross entropy loss. The final mutual consistency loss Lµ is defined as
the sum of all segment losses Lµ =
∑M
m=1 Lµm .
The mutual consistency loss is a differential function of the masks W and the
frame-wise class probabilities Y . In turn, the masks W are differentiable w.r.t.
the estimated segment lengths L. This means that the gradients of the mutual
consistency loss are backpropagated through all three subnetworks. An overview
of the mutual consistency loss is shown in Figure 3b.
Diffrentiable Mask Generation As mentioned before, the differentiable masks
use the predicted length of each segment m to mask the corresponding predicted
class probabilities of Y . More precisely, each mask wm acts like a gating function
that only allows the predicted temporal region information to pass through. We
want wm to be a function of the predicted absolute length `
′
m and predicted
starting position p′m of segment m such that
wm[t] =
{
1 p′m ≤ t ≤ p′m + `′m
0 otherwise
, t ∈ [1 . . . T ]. (3)
Localization Given the relative log length estimates L1:M = (`1, . . . , `M ) and
the length of the video T , we first need to generate absolute length values
L′1:M = (`
′
1, . . . , `
′
M ) such that
∑M
m=1 `
′
m = T , i.e., the absolute lengths sum up
to be equal to the length of the video. Having the absolute length `′m of each
segment, we can also compute the absolute starting position p′m for each segment.
We do so by
`′m = T
e`m∑M
k=1 e
`k
, p′1 = 0, p
′
m =
m−1∑
k=1
`′k. (4)
Notice that we are enforcing the lengths to be positive by predicting the log of
the relative lengths.
Temporal Transformation For generating the masks, we transform a reference
template tensor U = {1}J to wm ∈ [0, 1]T where J is a canonical value equal to
100. We can transform U to wm by scaling and translating it using `
′
m and p
′
m
respectively. Therefore, we use a 1D affine transformation matrix Tθ, such that
iu[t] = Tθ(iw[t]) = [θ0 θ1]
(
iw[t]
1
)
(5)
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where {iw[t]}∀t ∈ [1 . . . T ] are the element indices of the wm and {iu[t]}∀t ∈
[1 . . . T ] are the sampling points over U . We use normalized element indices, such
that −1 ≤ iw[t] ≤ 1 when t ∈ [1 . . . T ] and −1 ≤ iu[t] ≤ 1 when t ∈ [1 . . . J ]. The
affine transformation parameters are
θ0 =
T
`′m
, θ1 =
T − 2p′m
`′m
− 1 (6)
where θ0 scales the reference template U to the estimated length `
′
m and θ1
translates it to the estimated position p′m.
Temporal Sampling To perform the aforementioned temporal transformation,
we should sample from U using the sampling points iu[t] and produce the sampled
mask wm. Each index iu[t] refers to the element in U where a sampling kernel
must be applied to get the value at the corresponding element iw[t] in the output
mask wm. Similar to STN [16], we perform this operation as follows
wm[t] =
J∑
j
U [j]Ψ(iu[t]− j) ∀t ∈ [1 . . . T ] (7)
where Ψ is the sampling kernel. We have employed a bilinear kernel in our method.
Therefore, 7 could be written as
wm[t] =
J∑
j
U [j]max(0, 1− |iu[t]− j|) ∀t ∈ [1 . . . T ] (8)
Backpropagation To be able to backpropagate through the generated masks
W1:M we define the gradients w.r.t. sampling indices iu[t] as
∂wm[t]
∂iu[t]
=
J∑
j
Uj

0 |j − iu[t]| ≥ 1
1 m ≥ iu[t]
−1 j < iu[t]
. (9)
Since sampling indices iu[t] are a function of the predicted lengths L1:M , the loss
gradients are backpropagated to the predicted lengths.
4.5 Length Regularizer
To prevent degenerate solutions i.e. solutions where the length of a segment is
almost zero, we add a regularization term for the predicted relative log lengths
L1:M .
L`(L1:M ) =
M∑
m=1
h(`m − w) + h(−`m − w) (10)
The proposed length regularizer as defined in (10) prevents predicted lengths
to become too large or too small. Here h is the ReLu function and w controls
the acceptable range of estimated lengths.
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4.6 Inference
While the frame classification subnetwork (Section 4.2) always generates the
frame-wise probabilities Y ∈ RT×N , the number of segments generated by the
segment generation subnetwork (Section 4.3) varies during inference. To obtain
S, we start with the start symbol and the decoder generates new segments until
the special end symbol aˆend is predicted. The estimated relative segment lengths
are then converted into absolute lengths using (4). For simplicity, we use L to
denote the absolute lengths of the segments.
Since we obtain two redundant representations Y and S from the two heads
of our network during inference, we can fuse them to obtain a single result for
the input video features X. To this end, we keep the inferred transcript A, but
adapt the lengths of the segments L using Y :
L∗ = argmax
L˜
p(L˜|Y, S). (11)
Similar to [26,28], we can factorize the term p(L˜|Y, S) yielding
L∗ = argmax
L˜
T∏
t=1
eyt[aα(t,L˜)]∑N
n=1 e
yt[n]
M∏
m=1
p(˜`m|`m). (12)
The first term uses the softmax as in (2) to convert Y into probabilities. Depending
on L˜ the segment number changes for a frame t and it is denoted by α(t, L). The
second term penalizes deviations from the estimated absolute segment lengths
using a Poisson distribution with mean `m:
p(˜`m|`m) = P`m(˜`m) =
(`m)
˜`
me−`m
˜`
m!
. (13)
The best possible lengths according to (12) is then obtained by dynamic program-
ming [28]. Although we are using dynamic programming at inference time, we
want to emphasize that we only perform dynamic programming using the single
predicted transcript. Other methods like [24,28] have to perform the dynamic
programming for every transcript observed during training.
5 Experiments
This section includes our evaluation protocol and quantitative experimental
results. Similar to previous works, we evaluate our method for action segmentation
and action alignment. For full details and qualitative results, please refer to the
supplementary material.
5.1 Evaluation Protocol
We evaluate our method on two popular datasets, the Breakfast dataset [19] and
the Hollywood extended dataset [3]. The Breakfast dataset contains more than
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1.7k videos of different cooking activities. The videos contain 10 different types
of breakfast activities such as prepare cereal or prepare coffee which consists of
48 different fine-grained actions. In our experiments, we follow the 4 train/test
splits provided with the dataset and report the average. The Hollywood extended
dataset contains 937 video sequences taken from Hollywood movies. The videos
contain 16, different action classes. We follow the train/test split strategy of
[27,28,24].
The main performance metric used for the action segmentation task is mean
frame accuracy (MoF). For action segmentation, we also directly evaluate the
performance of the transcripts predicted. The quality of the transcripts predicted
is measured by the matching score. (See supplementary material for details.) For
action alignment we use the intersection over detection (IoD) metric, similar to
[3,27,28,10,5,24].
Depending on network initialization, ordering of training data in each epoch
and other stochastic factors in training (e.g. CuDNN randomness) the perfor-
mance of an approach varies between different training/inference iterations. For
this reason, in our experiments we perform, whenever practically possible, 5
independent training/inference iterations.
5.2 Implementation Details
We train all three modules of our network end-to-end after initializing them
with Gaussian random weights. In each iteration, we use only a single video.
A single GroupNorm [37] layer with 32 groups is added after the final layer of
the temporal modeling ft. We choose GroupNorm over BatchNorm [15] because
our batch size is 1. Experiments show that this normalization is important for
effective learning.
Our final training loss is defined as L = Lµ+Lt+α∗L` which is then optimized
using SGD with weight decay of 0.005. The width of the length regularizer is
set to 2 and α is set to 0.1 for experiments on the Breakfast dataset and 1.0 for
the experiments on the Hollywood extended dataset. As input features for the
Breakfast and Hollywood extended datasets, we use RGB+flow I3D [4] features
extracted from a network that was pretrained on the Kinetics400 dataset [18].
More details are provided in the supplementary material. We will release the
source code for reproducibility upon acceptance.
5.3 Ablation Experiments
In this section, we quantitatively examine different components in our method.
We report the results on split 1 of the Breakfast dataset [19]. More ablation
experiments are provided in the supplementary material.
Transcript prediction performance To see how effective the temporal modeling
module ft is, we train a segment generation module without ft. To this end,
we modify our network so that it only generates the segment S. The modified
network is trained using only the transcript prediction loss Lt in two settings:
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Model Matching score
Ours w/o {ft,Lµ} 0.621 (± 0.023)
Ours w/o {Lµ} 0.705 (± 0.017)
Ours 0.780 (± 0.012)
(a) Transcript prediction perfor-
mance: We observe that our temporal
modeling module improves with tran-
script prediction performance. We also
see that the MuCon loss improves the
quality of the transcript prediction sig-
nificantly.
Fusion type MoF
MuCon-Y 42.1 (± 1.6)
MuCon-S 44.0 (± 2.2)
Average fusion 45.0 (± 2.3)
MuCon-full (DP fusion) 47.1 (± 2.1)
(b) Fusion method of Y and S:
The proposed dynamic programming fu-
sion approach (DP) outperforms aver-
age fusion thanks to using the predicted
transcript from S and solving the over-
segmentation problem of Y .
Table 1. Ablation experiments on split 1 of the Breakfast dataset. All of our results
are the average over 5 runs with different random seeds.
without temporal modeling module (Ours w/o {ft,Lµ}) and with temporal
modeling module (Ours w/o {Lµ}). We evaluate the quality of the segments
generated by calculating the matching score between the predicted transcript and
the ground truth transcript and report the results in Table 1a. We observe that
not having the temporal module degrades the quality of the segments generated.
Furthermore, we observe that the mutual consistency loss Lµ helps to improve
the accuracy of the inferred transcripts substantially.
Effect of fusion type for Y and S As mentioned in Section 4.6, we obtain two
redundant representations Y and S from the two heads of our network during
inference. We use a dynamic programming based fusion (DP Fusion) in our
approach (Section 4.6). To quantify the effect of the DP fusion, we also evaluate
our method at inference using average fusion and report the results in Table 1b.
We observe that Y achieves a lower accuracy than S. While the differences in
MoF do not seem to be large, it is important to note that Y doesn’t generate the
transcript, but the frame-wise frame labels. This means that Y over segments
the video while S does not. Nevertheless, fusing the two representations improves
the results as shown in Table 1b and the proposed fusion approach outperforms
average fusion.
5.4 Statistical Analysis
As mentioned in Section 5.1, since the results of the experiments are stochastic,
we perform 5 independent training/inference iterations. Using the Breakfast
dataset, we perform 5 training/inference iterations for our approach (MuCon) as
well as CDFL [24], NNV [28], and ISBA [10] for which the official open-source
implementation is available. We use the exact hyperparameters provided by the
authors. The result of this reproducibility experiment is reported in Table 3a
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Approach MoF
ECTC [14] 27.7
HMM/RNN [27] 33.3
ISBA [10] 38.4
NNV [28] 43.0
D3TW [5] 45.7
CDFL [24] 50.2
MuCon∗ 47.1
(a) Comparison on the Break-
fast dataset. ∗ indicates that the
reported metric is averaged over
5 runs. The maximum perfor-
mance observed was 49.7.
Approach
MoF - Action
Segmentation
IoD - Action
Alignment
HMM/RNN [27] - 46.3
ISBA [10] 28.7 39.6
NNV [28] - 48.7
D3TW [5] 33.6 50.9
CDFL [24] 40.6 52.9
MuCon∗ 41.6 52.3
(b) Comparison on the Hollywood extended
dataset. ∗ indicates that the reported metric is
averaged over 5 runs. The maximum performance
observed for action segmentation was 43.2 and
for action alignment was 54.5.
Table 2. Comparison to state-of-the-art. The highest score is indicated with bold font
and the second highest with underline.
where we report the average and standard deviation (Std) of MoF and Matching
Score. The full set of results is provided in the supplementary material.
Having 5 sample runs for each approach allows for the use of statistical tests
to assess differences in performance. We use the Friedman statistical test [12]
with the dataset split as the blocking factor. We selected the Friedman test as
it does not make any restrictive assumption on the underlying distribution of
the data. Results of the Friedman test show that both MuCon and CDFL are
significantly better than ISBA and NNV but the difference between MuCon and
CDFL is not statistically significant.
Considering Matching score which evaluates the quality of the predicted
transcript, the Friedman test shows that MuCon is significantly better than
CDFL and NNV. We believe this is because MuCon generates the transcript,
while CDFL chooses one of the training transcripts. Further details and the
p-values for each pair of approaches are provided in the supplementary material.
5.5 Training and Inference Speed
Using the same hardware and evaluation settings, we measure the training and
inference speed of different approaches and report the results in Table 3b. We
observe that our approach is 14 times faster to train and 20 times faster during
inference compared to the state-of-the-art CDFL [24] approach. As mentioned
before, our approach does not perform any Viterbi decoding during training,
which makes it faster during training. Also and most importantly, our approach
only performs 1 dynamic programming fusion at inference time as compared to
CDFL and NNV which perform segmentation through alignment. Segmentation
through alignment means that at inference time given an unseen video from the
test set, they iterate overall training transcripts, perform dynamic programming
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Approach Avg
MoF (± Std)
Avg Matching
Score (± Std)
ISBA [10] 36.4 (± 1.0) -
NNV [28] 39.7 (± 2.4) 0.686 (± 0.009)
CDFL [24] 48.1 (± 2.5) 0.712 (± 0.009)
MuCon-Y 42.2 (± 1.6) -
MuCon-S 43.5 (± 1.7) 0.788 (± 0.009)
MuCon-full 47.1 (± 1.9) 0.788 (± 0.009)
(a) 5 Run Results: Average and standard
deviation of MoF and Matching score for the
Breakfast dataset [19]. We observe that Mu-
Con achieves MoF accuracy slightly lower, but
statistically similar to CDFL. For ISBA and
MuCon-Y the Matching Score is not calculated
as they predict frame-wise labels and not the
transcript.
Approach Training
Duration
(hours)
Inference
Duration
(seconds)
ISBA [10] 12.75 0.01
NNV [28] 11.23 56.25
CDFL [24] 66.73 62.37
MuCon-Y 4.57 0.02
MuCon-S 4.57 0.04
MuCon-full 4.57 3.03
(b) Training and Inference Speed:
Speed of training and inference for
different approaches, measure as wall
clock time. Training duration is mea-
sured in hours for full training on the
split 1 of the Breakfast dataset [19].
Inference duration is measured as the
average inference time for split 1 test
set, in seconds.
Table 3. Statistical analysis experiments and training/inference speed results.
decoding for each one, and choose the transcript that best aligns with the test
video.
We think since our approach achieves statistically similar performance com-
pared to CDFL and it is faster during training and inference, for use-cases that
speed of training or inference is important our approach is more appropriate.
Figure 1 shows the speed-accuracy trade-off figure.
5.6 Comparison to State-of-the-art
We compare our method, which we denote by MuCon, to state-of-the-art methods
on the Breakfast dataset [19] for weakly supervised action segmentation in
Table 2a and on Hollywood extended dataset [3] for weakly supervised action
segmentation and alignment in Table 2b.
Compared to state-of-the-art our approach achieves competitive or better
performance for action segmentation and action alignment compared to state-
of-the-art approaches. However as mentioned in Table 3a, the quality of the
transcripts predicted by our approach is higher as measured by the Matching
score. The most important benefit of our approach compared to CDFL is the
speed during inference. Our approach is 20 times faster during inference.
6 Conclusion
We proposed a novel approach for weakly supervised action segmentation from
transcripts. Our proposed method consists of a two-branch network that predicts
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two redundant but different representations for action segmentation at train-
ing time. We introduced a new mutual consistency loss (MuCon) that enforces
these two representations to be consistent during training. Using MuCon and a
transcript prediction loss, we are able to train our network end-to-end without
the need for costly dynamic programming or iterative processes and achieve
state-of-the-art results on the Breakfast and Hollywood extended datasets. Our
proposed method is able to perform action segmentation and alignment statisti-
cally comparable to state-of-the-art while being 14 times faster to train and 20
times faster at test time. We think that mutual consistency learning based on
redundant representations can also be applied in other domains.
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