









































－糞 ycIt Cｌ Output
yu●
Ｃｚ











































































































































































































































(a)1000 0.187 0.077 0.027
(b)2180 0.980 0.174 0０６５
(c)3870 0.079 0.183 0487
(｡)4000 0.013 0.006 ００２３
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図１３予測の累31自乗誤差
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図１２Ｋ.Ｕ・Leuvenデーータの予測波形
４まとめ
本研究では,カオス時系列の効率的な予測を目的として,階層型ニューラルネットワークとローカルモデルに
より構成された複合ニューラルネットワークを提案した.数値実験の結果,単独の予測器で行うよりも長期的な
予測が可能であることを実証した．
今後,様々なニューラルネットワークやローカルモデルを組み合わせ,時系列予測問題へのさらなる有効性を
考えることやパターン認識問題などへの応用も考える．
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Neuralnetworkshavebeenusedfbrtimeseriespredictionasaneflectivemodel、However,conventional
neuralnetworksareinfbriortothelocalmodelswhicharebasedontheneare8tneighbor・Inthispaper，
weproposeaneflicienthybridneuralnetworkwhichisconstructedbyatraditionalfbed-fbrwardneural
network,whichislearnedbyusingthebackpropagationandalocalmodelsucha8anearestneighbor、Thefbed-fbrwardneuralnetworkisemplOyedfbrtheglobalapproximation,andthelocalmodelworksfbrthe
localapproximation・TheefIbctivenessofourproposedmethodisevaluatedonthestandardbenchmarks：
theMackey-G1assdataandKU、Leuvencompetitiondata、Experimentalresult8showthatthehybridneuralnetworkcanmorepreciselypredictlongtermbehaviorthantheotherknownpredictors．
