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Caffarelli-Kohn-Nirenberg type equations of fourth order with
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Abstract
We study the existence/nonexistence of positive solutions of
∆2u− µ
u
|x|4
=
|u|qβ−2u
|x|β
in Ω,
when Ω is a bounded domain and N ≥ 5, qβ =
2(N−β)
N−4
, 0 ≤ β < 4 and 0 ≤ µ <
(
N(N−4)
4
)2
. We
prove the nonexistence result when Ω is an open subset of RN which is star shaped with respect
to the origin. We also study the existence of positive solutions when Ω is a smooth bounded
domain with non trivial topology and β = 0, µ ∈ (0, µ0), for certain µ0 <
(
N(N−4)
4
)2
and N ≥ 8.
Different behavior of PS sequences have been obtained depending whether β = 0 or β > 0.
Keywords: Caffarelli-Kohn-Nirenberg type equations, Palais-Smale decomposition, nonexis-
tence, Pohozaev identity, nontrivial topology, contractible domain, fourth order equation with
singularity.
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1 Introduction
In this article we study the singular semilinear fourth order elliptic problem:

∆2u− µ u
|x|4
= |u|
qβ−2u
|x|β
in Ω,
u ∈ H20 (Ω),
u > 0 in Ω,
(1.1)
where ∆2u = ∆(∆u), Ω is a smooth bounded domain and
N ≥ 5, qβ =
2(N − β)
N − 4
, 0 ≤ β < 4 and 0 ≤ µ < µ¯ =
(
N(N − 4)
4
)2
. (1.2)
Semilinear elliptic equations with biharmonic operator arise in continuum mechanics, bio-
physics, differential geometry. In particular in the modeling of thin elastic plates, clamped
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plates and in the study of the Paneitz-Branson equation and the Willmore equation (see [13]
and the references therein for more details).
Definition 1.1. We say u ∈ H20 (Ω) is a solution to (1.1) if u > 0 in Ω and satisfies∫
Ω
[
∆u∆φ− µ
uφ
|x|4
]
dx =
∫
Ω
|u|qβ−2uφ
|x|β
dx ∀ φ ∈ H20 (Ω).
Equivalently u is a critical point of the functional
Iµ(u) =
1
2
∫
Ω
[
|∆u|2 − µ
|u|2
|x|4
]
dx−
1
qβ
∫
Ω
|u|qβ
|x|β
dx u ∈ H20 (Ω). (1.3)
Iµ is a well defined C
1 functional in H20 (Ω), thanks to the following Rellich inequality ([18],
[19]) : ∫
RN
|∆u|2dx ≥ µ¯
∫
RN
|x|−4|u|2dx ∀ u ∈ C∞0 (R
N ), (1.4)
and the Cafferelli-Kohn-Nirenberg (CKN) inequality of fourth order ( [3], [6], [8]) :
∫
RN
|∆u|2dx ≥ C
(∫
RN
|x|−β|u|qβdx
)2/qβ
∀ u ∈ C∞0 (R
N ), (1.5)
where C = C(N,β) > 0. Rellich inequality is generalization of the following Hardy inequality:
(
N − 2
2
)2 ∫
RN
|u|2
|x|2
dx ≤
∫
RN
|∇u|2dx ∀ u ∈ C∞0 (R
N ). (1.6)
Remark : It is well known that when Ω is a smooth bounded domain Hardy inequality holds
for every u ∈ H10 (Ω) but the best constant
(
N − 2
2
)2
is never achieved.
From literature we know that the usual norm in H2(Ω) is

∫
Ω
∑
0≤|α|≤2
|Dαu|2dx


1
2
. Thanks
to interpolation theory, one can neglect intermediate derivates and see that
||u||H2(Ω) =
(∫
Ω
|u|2dx+
∫
Ω
|D2u|2dx
) 1
2
(1.7)
defines a norm which is equivalent to the usual norm in H2(Ω) (see [1]). As Ω is a smooth
bounded domain and H20 (Ω) is the closure of C
∞
0 (Ω) w.r.t. the norm in H
2(Ω), invoking [13,
Theorem 2.2] we find that
||u||H20 (Ω) =
(∫
Ω
|∆u|2dx
) 1
2
(1.8)
defines an quivalent norm to (1.7). Now onwards we will consider H20 (Ω) endowed with the
norm defined in (1.8).
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We also note that as µ < µ¯, applying Rellich inequality it is not diffcicult to check that(∫
Ω
[
|∆u|2 − µ
|u|2
|x|4
]
dx
) 1
2
becomes an equivalent norm to (1.8). When β = 0, (1.5) is the
Sobolev inequality by using the equivalence between norms explained above.. When β = 0
we denote q0 as 2
∗∗ := 2NN−4 .
We define
Sβµ := inf
u∈H20 (Ω),u 6≡0
∫
Ω
[
|∆u|2 − µ
|u|2
|x|4
]
dx
(∫
Ω
|u|qβ
|x|β
dx
) 2
qβ
, (1.9)
where 0 ≤ µ < µ¯. Using (1.4) and (1.5) we see that Sβµ > 0.
Problem (1.1) is closely related to some intensively studied topics. For instance, when µ = 0,
the fourth order differential equation in (1.1) is equivalent to
−∆u = v,−∆v = |u|qβ−2u
|x|β
,
(1.10)
which can be regarded as a He´non-Lane-Emden type system; see for instance ([7], [10], [21])
and the references therein. The second-order version of (1.1), namely,
−∆u =
u
|x|2
+ |u|
pt−2u
|x|t in Ω,
u ∈ H10 (Ω),
(1.11)
where pt =
2(N−t)
N−2 , has been widely studied in recent years in bounded domains and in the
whole space RN for the case t = 0 or 0 < t < 2 (see for instance [4], [11], [12], [14], [15], [20],
[24] and the references therein). In a very recent work [17], a problem related to (1.1) when
β = 0 with Navier boundary condition has been studied by Perez-Llanos and Primo. More
precisely, in [17] the authors have studied the optimal power p for existence/nonexistence of
distributional solutions of the following problem:

∆2u = λ u
|x|4
+ up + cf in Ω,
u > 0 in Ω,
u = ∆u = 0 on Ω,
(1.12)
in a smooth and bounded domain such that 0 ∈ Ω.
When Ω = RN , the existence of solution to (1.1) has been studied in [3]. In a bounded
domain the problem (1.1) does not have a solution in general, due to the critical nature of
the equation. The main difficulty here is singularity at the origin. The sufficient regularity of
the test function is guaranteed with the use of cut-off fuctions. In addition, the passages to
the limit are delicate and clever estimates are needed. The nonexistence of solution to (1.1)
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in bounded domain is due to the lack of compactness of the functional Iµ, given in (1.3),
as a result of concentration phenomenon. We analyze this noncompactness in Theorem 3.1,
showing that concentration takes place along a single profile when β > 0 whereas if β = 0,
concentration occurs along two different profiles. Thanks to this behavior we are able to prove
an existence result in a non-contractible bounded domain when β = 0 and the parameter
µ ∈ (0, µ0) for some suitable µ0.
This paper is organized as follows: We prove a Pohozaev type nonexistence result in Section
2. Section 3 is devoted to the study of PS sequences when β > 0 and β = 0. Finally, in
Section 4 the existence result when β = 0 in suitable bounded domains is given.
Notations : We denote by H2(Ω) the usual Sobolev space W 2,2(Ω) and by D2,2(Ω) the
closure of C∞0 (Ω) with respect to the norm
(∫
Ω |∆u|
2
) 1
2 . Similarly D2,2(RN ) can be defined.
ByD1,2(RN ) we denote the closure of C∞0 (R
N ) with respect to the norm
(∫
Ω |∇u|
2
) 1
2 . We note
here that, thanks to the previous equivalence relation between the norms, if u ∈ D2,2(RN )
then ∇u ∈ D1,2(RN ). When Ω is unbounded, for instance Ω = RN , it is known that
H2(RN ) = H20 (R
N ) ⊂ D2,2(RN ) but the converse inclusion fails. On the other hand, if
Ω is a smooth and bounded domain, then D2,2(Ω) = H20 (Ω), thanks to [13, Theorem 2.1]. If
u ∈ H20 (Ω) then u = |∇u| = 0 on ∂Ω. C and c will be general constants which may vary
from line to line. Br(a) will denote the ball of radius r, centered at a.
2 Nonexistence result
In this section we will present the nonexistence result whose proof is based on the Pohozaev
identity. The difficulty in applying this identity is because of the singularity at the origin but
we overcome this by using Hardy inequality ((1.6)) and Rellich inequality. More precisely, to
make the test function smooth, we introduce cut-off functions and pass to the limit with the
help of Hardy, Rellich and Sobolev inequalities.
Theorem 2.1. Let Ω be an open subset of RN with smooth boundary and star shaped with
respect to origin. Then the problem
∆
2u− µ u
|x|4
= |u|
qβ−2u
|x|β
in Ω,
u ∈ H20 (Ω)
(2.1)
has a nontrivial nonnegative solution only if Ω = RN .
Proof. For ǫ > 0 and R > 0, we define φǫ,R(x) = φǫ(x)ψR(x) where φǫ(x) = φ(
|x|
ǫ ) and
ψR(x) = ψ(
|x|
R ), φ and ψ are smooth functions in R with the properties 0 ≤ φ,ψ ≤ 1, with
supports of φ and ψ in (1,∞) and (−∞, 2) respectively and φ(t) = 1 for t ≥ 2, and ψ(t) = 1
for t ≤ 1.
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Assume that (2.1) has a nonnegative nontrivial solution u in Ω and Ω 6= RN . It’s known that
u is smooth away from the origin (see [13, page 235-236]) and hence (x · ∇u)φǫ,R ∈ C
3
c (Ω¯).
Multiplying Eq.(2.1) by this test function we obtain
∫
Ω
∆2u(x · ∇u)φǫ,Rdx = µ
∫
Ω
u(x · ∇u)
|x|4
φǫ,Rdx+
∫
Ω
|u|qβ−2u
|x|β
(x · ∇u)φǫ,Rdx
= I1 + I2. (2.2)
First we will simplify the RHS of (2.2). Here we observe that u ∈ H20 (Ω) implies that
u = |∇u| = 0 on ∂Ω.
I1 = µ
∫
Ω
u(x · ∇u)
|x|4
φǫ,Rdx =
µ
2
∫
Ω
∇(|u|2) ·
x
|x|4
φǫ,Rdx
= −
N∑
i=1
µ
2
∫
Ω
|u|2
[
xi(φǫ,R)xi
|x|4
+
φǫ,R
|x|4
]
dx−
N∑
i=1
µ
2
∫
Ω
|u|2xi
∂
∂xi
(
1
|x|4
)
φǫ,Rdx
= −µ
(
N − 4
2
)∫
Ω
|u|2
|x|4
φǫ,Rdx−
µ
2
∫
Ω
|u|2
|x|4
(x · ∇φǫ,R)dx. (2.3)
Note that ∇φǫ and ∇ψR have supports respectively in {ǫ < |x| < 2ǫ} and {R < |x| < 2R}.
Therefore in the support of the 2nd integral on the RHS of the above relation |x ·∇φǫ,R| ≤ C
and thus by dominated covergence theorem we see,
lim
R→∞
lim
ǫ→0
I1 = −µ
(
N − 4
2
)∫
Ω
|u|2
|x|4
dx. (2.4)
Similarly we can compute I2 and get
I2 =
∫
Ω
|u|qβ−2u
|x|β
(x · ∇u)φǫ,Rdx
= −
(
N − 4
2
)∫
Ω
|u|qβ
|x|β
φǫ,Rdx−
1
qβ
∫
Ω
|u|qβ
|x|β
(x · ∇φǫ,R)dx. (2.5)
Consequently, as before we have
lim
R→∞
lim
ǫ→0
I2 = −
(
N − 4
2
)∫
Ω
|u|qβ
|x|β
dx, (2.6)
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Now we compute the LHS of (2.2).
∫
Ω
(∆2u)(x · ∇u)φǫ,Rdx = −
N∑
i,j=1
∫
Ω
[
(∆u)xi(xjuxj)xiφǫ,R + (∆u)xi(xjuxj )(φǫ,R)xi
]
dx
= −
N∑
i=1
∫
Ω
(∆u)xiuxiφǫ,Rdx−
N∑
i,j=1
∫
Ω
(∆u)xixjuxixjφǫ,Rdx
+
N∑
i,j=1
∫
Ω
(∆u)
(
δijuxj + xjuxjxi
)
(φǫ,R)xidx+
∫
Ω
∆u∆φǫ,R(x · ∇u)dx
=
∫
Ω
|∆u|2φǫ,Rdx+
∫
Ω
∆u(∇u · ∇φǫ,R)dx+
∫
Ω
|∆u|2φǫ,Rdx
+
∫
Ω
∆u
[
∇(∆u) · x
]
φǫ,Rdx+
N∑
i=1
∫
Ω
∆u(∇uxi · x)(φǫ,R)xidx
−
N∑
i,j=1
∫
∂Ω
(∆u)uxixjφǫ,R(xjνi)dS +
∫
Ω
∆u(∇u · ∇φǫ,R)dx
+
N∑
j=1
∫
Ω
(∆u)xj(∇φǫ,R · ∇uxj)dx+
∫
Ω
∆u∆φǫ,R(x · ∇u)dx. (2.7)
As a result,∫
Ω
(∆2u)(x · ∇u)φǫ,Rdx = 2
∫
Ω
|∆u|2φǫ,Rdx+
∫
Ω
∆u
[
∇(∆u) · x
]
φǫ,Rdx
−
N∑
i,j=1
∫
∂Ω
(∆u)uxixjφǫ,R(xjνi)dS + I, (2.8)
where I = 2I3 + I4 + I5 + I6 and
I3 =
∫
Ω
∆u(∇u · ∇φǫ,R)dx,
I4 =
N∑
i=1
∫
Ω
∆u(∇uxi · x)(φǫ,R)xidx,
I5 =
N∑
j=1
∫
Ω
(∆u)xj(∇φǫ,R · ∇uxj)dx,
I6 =
∫
Ω
∆u∆φǫ,R(x · ∇u)dx.
A simple computation shows that 2nd term on RHS of (2.8) equals∫
Ω
∆u
[
∇(∆u) · x
]
φǫ,Rdx = −
N
2
∫
Ω
|∆u|2φǫ,Rdx−
1
2
∫
Ω
|∆u|2(x · ∇φǫ,R)dx
+
1
2
∫
∂Ω
|∆u|2(x · ν)φǫ,RdS. (2.9)
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Since uxi = 0 on ∂Ω, we have on ∂Ω,
∇(uxi) =
∂
∂ν
(uxi) · ν =
N∑
l=1
(uxlxiνl) · ν,
i.e., uxixj =
∑N
l=1 uxlxiνlνj . Hence we compute the 3rd term on the RHS of (2.8) as follows
−
∫
∂Ω
(∆u)uxixj(xjνi)φǫ,R = −
∫
∂Ω
(∆u)uxlxiνlνjνixjφǫ,R = −
∫
∂Ω
(∆u)uxlxiνlνi(x · ν)φǫ,R
= −
∫
∂Ω
∆u
∂2u
∂ν2
(x · ν)φǫ,R = −
∫
∂Ω
|∆u|2(x · ν)φǫ,R, (2.10)
where we again used the fact that uxi = 0 on ∂Ω. Thus combining (2.8),(2.9) and (2.10) we
obtain∫
Ω
(∆2u)(x · ∇u)φǫ,Rdx = −
(
N − 4
2
)∫
Ω
|∆u|2φǫ,Rdx−
1
2
∫
∂Ω
|∆u|2(x · ν)φǫ,RdS
−
1
2
∫
Ω
|∆u|2(x · ∇φǫ,R)dx+ I. (2.11)
As before
lim
R→∞
lim
ǫ→0
1
2
∫
Ω
|∆u|2(x · ∇φǫ,R)dx = 0. (2.12)
Next, we will prove that limR→∞ limǫ→0 I = 0 by estimating I3, I4, I5 and I6.
I6 =
∫
Ω
∆u(x · ∇u)∆φǫ,R =
∫
Ω
∆u(x · ∇u)[ψR∆φǫ + 2∇φ∇ψ + φǫ∆ψR]
≤
∫
Ω∩{ǫ≤|x|≤2ǫ}
|∆u||∇u||x|
(
c
ǫ2
+
c
ǫ|x|
)
+
∫
Ω∩{R≤|x|≤2R}
|∆u||∇u||x|
(
c
R2
+
c
R|x|
)
+
∫
Ω∩{ǫ≤|x|≤2ǫ}∩{R≤|x|≤2R}
|∆u||∇u||x|
c
ǫR
≤ C
∫
Ω∩{ǫ≤|x|≤2ǫ}
|∆u|
|∇u|
ǫ
+ C
∫
Ω∩{R≤|x|≤2R}
|∆u|
|∇u|
R
≤ C
(∫
Ω∩{ǫ≤|x|≤2ǫ}
|∆u|2
) 1
2
(∫
Ω∩{ǫ≤|x|≤2ǫ}
|∇u|2
|x|2
)1
2
+ C
(∫
Ω∩{R≤|x|≤2R}
|∆u|2
) 1
2
(∫
Ω∩{R≤|x|≤2R}
|∇u|2
|x|2
) 1
2
. (2.13)
As u ∈ H20 (Ω), we have ∇u ∈ H
1
0 (Ω). Therefore, invoking Hardy inequality (1.6) and the
remark following that, we have
∫
Ω∩{ǫ≤|x|≤2ǫ}
|∇u|2
|x|2
dx ≤
∫
Ω
|∇u|2
|x|2
dx ≤
(
2
N − 2
)2 ∫
Ω
|D2u|2dx ≤ C.
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Similarly, it can be shown that
∫
Ω∩{R≤|x|≤2R}
|∇u|2
|x|2
dx ≤ C. As a result, from (2.13) it follows
lim
R→∞
lim
ǫ→0
I6 = C
(∫
Ω∩{ǫ≤|x|≤2ǫ}
|∆u|2dx
) 1
2
+ C
(∫
Ω∩{R≤|x|≤2R}
|∆u|2dx
) 1
2
= 0. (2.14)
Likewise, it can be proved that
lim
R→∞
lim
ǫ→0
I3 = 0. (2.15)
I4 =
N∑
i=1
∫
Ω
∆u(∇uxi · x)(φǫ,R)xidx ≤ C
∫
Ω∩{ǫ≤|x|≤2ǫ}
|∆u||D2u|
|x|
ǫ
dx
+C
∫
Ω∩{R≤|x|≤2R}
|∆u||D2u|
|x|
R
dx. (2.16)
Applying Holder inequality, the 1st term on the RHS of (2.16) can be simplified as follows
∫
Ω∩{ǫ≤|x|≤2ǫ}
|∆u||D2u|
|x|
ǫ
dx ≤ 2
(∫
Ω∩{ǫ≤|x|≤2ǫ}
|∆u|2dx
) 1
2
(∫
Ω∩{ǫ≤|x|≤2ǫ}
|D2u|2dx
) 1
2
≤ 2
(∫
Ω∩{ǫ≤|x|≤2ǫ}
|∆u|2dx
) 1
2 (∫
Ω
|D2u|2dx
) 1
2
≤ C
(∫
Ω∩{ǫ≤|x|≤2ǫ}
|∆u|2dx
) 1
2
. (2.17)
Similarly, the 2nd term on the RHS of (2.16):
∫
Ω∩{R≤|x|≤2R}
|∆u||D2u|
|x|
R
dx ≤ C
(∫
Ω∩{R≤|x|≤2R}
|∆u|2dx
) 1
2
. (2.18)
Combining (2.16), (2.17) and (2.18) we find
lim
R→∞
lim
ǫ→0
I4 = 0. (2.19)
Similarly, it can be shown that
lim
R→∞
lim
ǫ→0
I5 = 0. (2.20)
Therefore combining (2.11), (2.12),(2.14),(2.15),(2.19) and (2.20) we have
lim
R→∞
lim
ǫ→0
∫
Ω
(∆2u)(x · ∇u)φǫ,Rdx = −
(
N − 4
2
)∫
Ω
|∆u|2dx−
1
2
∫
∂Ω
|∆u|2(x · ν)dS. (2.21)
Finally, taking into account (2.2), (2.4), (2.6) and (2.21) we get
−
(
N − 4
2
)∫
Ω
|∆u|2dx−
1
2
∫
∂Ω
|∆u|2(x · ν)dS =
(
N − 4
2
)[
−µ
∫
Ω
|u|2
|x|4
dx−
∫
Ω
|u|qβ
|x|β
dx
]
.
8
Comparing this with the equation (2.1) we find∫
∂Ω
|∆u|2(x · ν)dS = 0.
Since Ω is star shaped, x · ν > 0 on ∂Ω. This implies ∆u = 0 on ∂Ω a.e.
Note that u ∈ C4(Ω¯ \Br(0)) for some r > 0 [see [13]]. Consequently, ∆u = 0 in ∂Ω \ Br(0).
We choose a smooth subdomain D ⊂ Ω such that D¯ ∩ B¯r(0) = ∅ and ∂D ∩ ∂Ω contains a
(N − 1) dimensional open subset. Thus u ∈ C4(D¯). By defining v = −∆u, we get −∆v ≥ 0
in D. Since v = 0 on ∂D ∩ ∂Ω, we have v > 0 in D that is, −∆u > 0 in D. As u = 0
on ∂D ∩ ∂Ω, by applying Hopf’s lemma for the strictly superharmonic function we obtain
∂u
∂ν (x) < 0 where x belongs to (N−1) dimensional open subset of ∂D∩∂Ω, which contradicts
that ∇u = 0 on ∂Ω. 
3 Palais-Smale characterization
In this section we study the Palais-Smale sequences (PS sequences, in short) of the functional
(1.3), where Ω is a bounded domain with smooth boundary and 0 ≤ β < 4 is fixed.
Definition 3.1. A sequence {un} ⊂ H
2
0 (Ω) is called a PS sequence for Iµ at level d if
Iµ(un)→ d and I
′
µ(un)→ 0 in H
−2(Ω).
Remark: By standard arguments it is not difficult to check that if un is a PS sequence for
Iµ at a level d, then d ≥ 0.
It is easy to see that the weak limit of a PS sequence is a solution to (1.1), except for the
positivity. However the main difficulty is that the PS sequence may not converge strongly
and hence the weak limit can be zero even if d > 0. In this section our aim is to classify PS
sequences for Iµ. Classification of PS sequences has been done for various problems with the
second order operator for having lack of compactness, we refer to [4], [20], [22] among others.
While the noncompactness studied in [20] is due to a concentration phenomenon occurring
through a double profile, in [22] the noncompactness is a result of concentration occurring
through single profiles. We derive a classification theorem for the PS sequences of (1.3) in the
same spirit of the above results. Here concentration takes place through one or two profiles
depending whether β > 0 or β = 0, respectively. This phenomenon was also observed in [4].
Let V be a solution to 
∆
2u− µ u
|x|4
= |u|
qβ−2u
|x|β
in RN ,
u ∈ D2,2(RN ),
(3.1)
see [3, Theorem 1.2]. We define a sequence vn as follows :
vn(x) = φ(λ¯nx)[λ
N−4
2
n V (λnx)], (3.2)
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where φ ∈ C∞0 (B(0, 2)) with φ = 1 in B(0, 1) and λn →∞,
λ¯n
λn
→ 0.
Then a simple computation shows that {vn} ⊂ H
2
0 (Ω) is a PS sequence for Iµ at a level
d = Iµ(V ) where Iµ(V ) is defined as in (1.3) with Ω = R
N .
Assume µ > 0 and β = 0. We define a sequence wn(x) as
wn(x) = φ(λ¯nx)[λ
N−4
2
n W (λn(x− xn)]. (3.3)
where W ∈ D2,2(RN ) satisfying ∆2W = |W |2
∗∗−2W , φ is as above, xn ∈ Ω, |xn|λn → ∞,
λ¯n
λn
→ 0 and lim infn→∞ λ¯ndist(xn, ∂Ω) > 2 (see [4], [20] for similar type of computation in
the case 2nd order version of equation (1.1)). Then it is not difficult to see that wn ∈ H
2
0 (Ω),
wn ⇀ 0 and is also a PS sequence for Iµ at level d = I0(W ), where I0(W ) is defined as in
(1.3) with Ω = RN , β = 0 and µ = 0. In fact, in the next theorem we prove that any
noncompact PS sequence is essentially a finite sum of sequences of the form (3.2) and (3.3)
when β = 0 and µ > 0 and a finite sum of sequences of the form (3.2) when β > 0 .
Theorem 3.1. Let Ω be a bounded domain with smooth boundary and 0 ∈ Ω. Let {un} be a
PS sequence for Iµ at level d. Suppose β = 0 and µ > 0, then ∃ n1, n2 ∈ N, and functions
v
j
n ∈ H20 (Ω), 1 ≤ j ≤ n1 and w
k
n ∈ H
2
0 (Ω), 1 ≤ k ≤ n2 and u0 ∈ H
2
0 (Ω) such that upto a
subsequence
(1) un = u0 +
n1∑
j=1
v
j
n +
∑n2
k=1w
k
n + o(1), where o(1)→ 0 in H
2
0 (Ω)
(2) d = Iµ(u0) +
∑n1
j=1 Iµ(V
j) +
∑n2
k=1 I0(W
k) + o(1)
where I ′µ(u0) = 0 and v
j
n, w
k
n are PS sequences of the form (3.2) and (3.3) respectively with
V = V j and W =W k.
When β > 0, the same conclusion holds with W k = 0 for all k.
Remark: The case µ = 0 = β has been studied in [13], where the same conclusion of
Theorem 3.1 holds with V k = 0 for all k.
We prove a lemma first.
Lemma 3.2. Let un be a PS sequence for Iµ at a level d <
4−β
2(N−β)
(
S
β
µ
)N−β
4−β
, where Sβµ is
defined as in (1.9). Then un is relatively compact in H
2
0 (Ω).
Proof. By standard arguments it can be be shown that un is bounded H
2
0 (Ω). Therefore
up to a subsequence un ⇀ u in H
2
0 (Ω), un → u in L
p(Ω) for p < 2∗∗ and pointwise. Thus
using Vitaly’s convergence theorem we can show that I ′µ(u) = 0 and hence
Iµ(u) =
(
1
2
−
1
qβ
)∫
Ω
|u|qβ
|x|β
dx ≥ 0.
Also by Brezis-Lieb lemma [5] we have∫
Ω
|un|
qβ
|x|β
dx =
∫
Ω
|u|qβ
|x|β
dx+
∫
Ω
|un − u|
qβ
|x|β
dx+ o(1),
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∫
Ω
u2n
|x|4
dx =
∫
Ω
u2
|x|4
dx+
∫
Ω
|un − u|
2
|x|4
dx+ o(1).
Hence,
Iµ(un) = Iµ(u) + Iµ(un − u) + o(1).
We define vn := un − u. Consequently,
Iµ(vn) = Iµ(un)− Iµ(u) + o(1) ≤ Iµ(un) ≤ d <
4− β
2(N − β)
(
Sβµ
)N−β
4−β
.
We also have
o(1) =
〈
I ′µ(un)− I
′
µ(u), vn
〉
=
∫
Ω
[
|∆vn|
2 − µ
v2n
|x|4
]
dx−
∫
Ω
[
(|un|
qβ−2un − |u|
qβ−2u)
vn
|x|β
]
dx.
As
∫
Ω
|un|
qβ−2unu
|x|β
dx→
∫
Ω
|u|qβ
|x|β
dx and
∫
Ω
|u|qβ−2uun
|x|β
dx→
∫
Ω
|u|qβ
|x|β
dx, by using Brezis-Lieb
Lemma [5], we simplify the last integral as∫
Ω
[
(|un|
qβ − |u|qβ)
1
|x|β
]
dx+ o(1) =
∫
Ω
|vn|
qβ
|x|β
dx+ o(1).
Hence ∫
Ω
|∆vn|
2dx− µ
∫
Ω
v2n
|x|4
dx−
∫
Ω
|vn|
qβ
|x|β
dx = o(1). (3.4)
As a result,
Iµ(vn) =
4− β
2(N − β)
∫
Ω
|vn|
qβ
|x|β
dx ≤ d <
4− β
2(N − β)
(
Sβµ
)N−β
4−β
.
In consequence, ∫
Ω
|vn|
qβ
|x|β
dx ≤ δ
∫
Ω
(
|∆vn|
2 − µ
v2n
|x|4
)
dx, where 0 < δ < 1. (3.5)
Substituting (3.5) in (3.4) we get
(1− δ)
∫
Ω
(
|∆vn|
2 − µ
v2n
|x|4
)
dx = o(1).
Hence vn → 0 in H
2
0 (Ω) and the lemma follows. 
Proof of Theorem 3.1: We break this proof into two steps:
Step 1: Let un be a PS sequence for Iµ, converging weakly to 0. We show that, up to
a subsequence either un → 0 in H
2
0 (Ω) or there exists a PS sequence u˜n of Iµ such that
Iµ(un) = Iµ(u˜n) + Iµ(un − u˜n) + o(1), un − u˜n is again a PS sequence for Iµ and u˜n is of the
form (3.2) or (3.3). If β > 0, then u˜n must be of the form (3.2).
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If there does not exist any subsequence of un which converges to zero, then in view of Lemma
3.2, we may assume that lim inf
n→∞
Iµ(un) ≥
4−β
2(N−β)
(
S
β
µ
)N−β
4−β
. Since un ⇀ 0 in H
2
0 (Ω), an
equality of the form (3.4) can be shown. Hence up to a subsequence
lim
n→∞
∫
Ω
|un|
qβ
|x|β
dx ≥
(
Sβµ
)N−β
4−β
.
Let Qn(r) denote the concentration function
Qn(r) =
∫
Br(0)
|un|
qβ
|x|β
dx.
Therefore we can choose λn ≥ λ0 > 0 such that
Qn(λn) =
∫
Bλn (0)
|un|
qβ
|x|β
dx = δ,
where δ is chosen such that δ
4−β
N−β < S
β
µ . Define
vn(x) = λ
−N−4
2
n un(
x
λn
), x ∈ Ωn,
where Ωn = {x ∈ R
N : xλn ∈ Ω} and extend it to all of R
N by putting 0 outside Ωn. Then
vn ∈ D
2,2(RN ) with supp vn ⊂ Ωn and satisfies∫
B1(0)
|vn|
qβ
|x|β
dx = δ. (3.6)
Since ‖vn‖D2,2(RN ) = ‖un‖D2,2(Ω) < ∞, up to a subsequence we may assume vn ⇀ v0 in
D2,2(RN ). Now we consider two cases:
Case 1: v0 6= 0.
Here we note that since Ω is a bounded domain and un ⇀ 0 in H
2
0 (Ω), we get the sequence
λn →∞ and Ωn → R
N as n→∞. For any φ ∈ C∞0 (R
N ), we define φ˜n(x) = λ
N−4
2
n φ(λnx) ∈
H20 (Ω). Note that φ ∈ C
∞
0 (Ωn) for large n. Then a straight forward calculation and the fact
that I ′µ(un)→ 0 in H
−2(Ω) yields to
o(1) = (I ′µ(un), φ˜n) =
∫
Ωn
[
∆vn∆φ− µ
vnφ
|x|4
−
|vn|
qβ−2vnφ
|x|β
]
dx. (3.7)
Thanks to (1.4) and (1.5) if we take the limit n→∞, we have,∫
RN
[
∆v0∆φ− µ
v0φ
|x|4
−
|v0|
qβ−2v0φ
|x|β
]
dx = 0. (3.8)
Thus v0 solves (3.1).
12
Let ϕ ∈ C∞0 (R
N ) such that 0 ≤ ϕ ≤ 1, ϕ ≡ 1 in B1(0), supp ϕ ⊆ B2(0). Define
u˜n(x) = λ
N−4
2
n v0(λnx)ϕ(λ¯nx), (3.9)
where λ¯n > 0 is chosen s.t λ˜n =
λ¯n
λn
→ 0. Thus we have λ¯ndist(0, ∂Ωn) → ∞ as n → ∞.
Clearly u˜n is a PS sequence of the form (3.2). Next we prove the splitting of energy. By
applying Brezis-Lieb Lemma we see that Iµ(un) can be written as
Iµ(un) = Iµ(vn) =
1
2
∫
RN
[
|∆vn|
2 − µ
v2n
|x|4
]
dx−
1
qβ
∫
RN
|vn|
qβ
|x|β
dx
=
1
2
∫
RN
[
|∆v0|
2dx− µ
v20
|x|4
]
dx−
1
qβ
∫
RN
|v0|
qβ
|x|β
dx
+
1
2
∫
RN
[
|∆(vn − v0)|
2 − µ
(vn − v0)
2
|x|4
]
dx
−
1
qβ
∫
RN
|vn − v0|
qβ
|x|β
dx+ o(1).
Next, we define ϕn(x) = ϕ(λ˜nx), then∫
RN
|∆(v0ϕn − v0)|
2 ≤ C
∫
RN
|∆v0|
2(ϕn − 1)
2 + C
∫
RN
|v0|
2|∆ϕn|
2 + C
∫
RN
|∇v0|
2|∇ϕn|
2
≤ C
∫
|x|> 1
λ˜n
|∆v0|
2 + C
( ∫
1
λ˜n
<|x|< 2
λ˜n
|v0|
2∗∗
)2/2∗∗
+ C
∫
1
λ˜n
<|x|< 2
λ˜n
|∇v0|
2.
As v0 ∈ D
2,2(RN ) implies that ∇v0 ∈ D
1,2(RN ), from the above relation we obtain v0ϕn → v0
in D2,2(RN ). Hence
Iµ(un) =
1
2
∫
RN
[
|∆(ϕnv0)|
2 − µ
(ϕnv0)
2
|x|4
]
dx−
1
qβ
∫
RN
|ϕnv0|
qβ
|x|β
dx
+
1
2
∫
RN
[
|∆(vn − ϕnv0)|
2 − µ
(vn − ϕnv0)
2
|x|4
]
dx−
1
qβ
∫
RN
|vn − ϕnv0|
qβ
|x|β
dx+ o(1).
Then by a change of variables we obtain Iµ(un) = Iµ(u˜n) + Iµ(un − u˜n) + o(1).
Using similar type of arguments we can show I ′µ(un − u˜n) = o(1) in H
−2(Ω).
Case 2: v0 = 0
Let ϕ ∈ C∞0 B1(0) with 0 ≤ ϕ ≤ 1. By taking ϕ
2vn as a test function in (3.7), we have∫
RN
(
∆vn∆(ϕ
2vn)− µ
(ϕvn)
2
|x|4
)
dx =
∫
RN
|vn|
qβ−2(ϕvn)
2
|x|β
dx+ o(1). (3.10)
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By using Rellich’s compactness theorem, we have vn → 0 in L
2
loc(R
N ) and D1,2loc(R
N ). There-
fore, by doing a simple computation the LHS of (3.10) can be simplified as∫
RN
(
|∆(ϕvn)|
2 − µ
(ϕvn)
2
|x|4
)
dx+ o(1), whereas the RHS can be simplified as
∫
RN
|vn|
qβ−2(ϕvn)
2
|x|β
dx ≤
(∫
B1(0)
|vn|
qβ
|x|β
dx
) qβ−2
qβ
(∫
RN
|ϕvn|
qβ
|x|β
dx
) 2
qβ
≤
δ
4−β
N−β
S
β
µ
∫
RN
(
|∆(ϕvn)|
2 − µ
(ϕvn)
2
|x|4
)
dx.
Note that by the choice of δ we had δ
4−β
N−β < S
β
µ , as a consequence, from (3.10) we have∫
RN
(
|∆(ϕvn)|
2 − µ
(ϕvn)
2
|x|4
)
dx = o(1), (3.11)
which in turn implies ∫
RN
|ϕvn|
qβ
|x|β
dx = o(1)
(since a formula similar to (3.4) holds for ϕvn as ϕvn ⇀ 0) . Hence∫
Br(0)
|vn|
qβ
|x|β
dx = o(1) ∀ 0 < r < 1.
If β > 0, this implies ∫
K
|vn|
qβ
|x|β
dx = o(1) (3.12)
for any compact set K ⊂ RN , which contradicts (3.6). Therefore when β > 0, the Case 2
cannot happen and we are through. Thus we assume now onwards β = 0.
The condition (3.6) together with the concentration compactness principle [16] (see also
[4], [13], [20]) give
|vn|
2∗∗dx
∣∣
{|x|≤1}
⇀
∑
j
Cxjδxj ,
where the points xj ∈ R
N satisfy |xj| = 1. Let C = max{Cxj} and define
Q˜n(r) = sup
x∈RN
∫
Br(x)
|vn|
2∗∗dy.
Clearly, Q˜n(∞) >
C
2 and for each r > 0 we have lim infn→∞ Q˜n(r) >
C
2 . Hence there exists
a sequence {qn} ⊂ R
N and {sn} ⊂ R
+ s.t sn → 0 and |qn| >
1
2 and
C
2
= sup
q∈RN
∫
Bsn (q)
|vn|
2∗∗dx =
∫
Bsn (qn)
|vn|
2∗∗dx. (3.13)
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We define zn(x) = s
N−4
2
n vn(snx+ qn) = (
sn
λn
)
N−4
2 un(
snx+qn
λn
).
Therefore upto a subsequence we can assume that ∃z ∈ D2,2(RN ) s.t zn ⇀ z in D
2,2(RN )
and zn(x)→ z(x) a.e.
We claim that z 6= 0, otherwise we choose ϕ ∈ C∞0 (B1(x)) where 0 ≤ ϕ ≤ 1 and x ∈ R
N is
chosen arbitrarily but fixed. Then proceeding the same way as we established (3.11), we can
show that zn → 0 in L
2∗∗
loc(R
N ) which contradicts (3.13).
we also observe that
zn(x) = (λ˜n)
N−4
2 un(λ˜nx+ x˜n),
where λ˜n =
sn
λn
= o(1) and x˜n =
qn
λn
. We have λ˜n|x˜n| < 2sn = o(1).
Support of zn ⊂ Ω˜n := {x ∈ R
N : λ˜nx + x˜n ∈ Ω} and Ω˜n exhausts as Ω˜∞ which is ei-
ther a half space or RN depending whether lim λ˜ndist(x˜n, ∂Ω˜n) is finite or infinite. Since
{un} is a PS sequence, we have∫
Ω
∆un∆ϕdx− µ
∫
Ω
unϕ
|x|4
dx−
∫
Ω
|un|
2∗∗−2unϕdx = o(‖ϕ‖) ∀ ϕ ∈ H
2
0 (Ω).
Let ψ ∈ C∞0 (Ω˜∞).We choose ϕ = ϕn as ϕn(x) = λ˜
−N−4
2
n ψ
(
x− x˜n
λ˜n
)
in the above relation,
then a change of variables together with the fact that ‖ϕn‖ = ‖ψ‖ leads to∫
Ωn
∆zn∆ψdx− µ
∫
Ωn
znψ
|x+ x˜n
λ˜n
|4
dx =
∫
Ωn
|zn|
2∗∗−2znψdx+ o(‖ψ‖).
As a result, taking the limit as n→∞ and using x˜n
λ˜n
→∞ we find
∫
Ω∞
∆z∆ψdx =
∫
Ω∞
|z|2
∗∗−2zψdx.
However by the well known Pohazaev nonexistence result, this is not possible when Ω˜∞ is a
half space (see [13]). Therefore we get lim λ˜ndist(x˜n, ∂Ω˜n) =∞ Now we define
u˜n(x) = λ˜
−N−4
2
n z
(
x− x˜n
λ˜n
)
ϕ
(
λ¯n(x− x˜n)
)
, (3.14)
where ϕ is as in (3.9), λ¯n is chosen s.t λ˜nλ¯n → 0 and λ¯ndist(x˜n, ∂Ω) → ∞ as n → ∞.
Proceeding exactly as in the case of (3.9), we see that u˜n, un − u˜n are PS sequences and
Iµ(un) = Iµ(u˜n) + Iµ(un − u˜n) + o(1).
Step 2: In this step we complete the proof of the theorem. If d < 4−β2(N−β)
(
S
β
µ
)N−β
4−β
, then
we are done. Otherwise, since {un} is a PS sequence at level d, {un} is bounded in H
2
0 (Ω)
and hence we may assume un converges weakly to u ∈ H
2
0 (Ω). Using standard arguments
it is not difficult to see that un − u is a PS sequence converging weakly to zero and d =
15
Iµ(u)+ Iµ(un−u)+o(1). Now either un−u is a PS sequence at a level d˜ <
4−β
2(N−β)
(
S
β
µ
)N−β
4−β
,
or we can find a u˜n as in Step 1. We observe that Iµ(u˜n) converges either to Iµ(V ) or
I0(W ) where V and W are as in (3.2) and (3.3) and Iµ(V ), I0(W ) ≥ C1 > 0. Therefore in
finitely many steps we get a PS sequence at a level strictly less than 4−β2(N−β)
(
S
β
µ
)N−β
4−β
and
this completes the proof. 
4 Existence result
In this section we prove the existence result in bounded domains which have non trivial
topology in the spirit of [14] when β = 0. More precisely, here we consider the problem:

∆2u− µ u
|x|4
= |u|2
∗∗−2u in Ω,
u ∈ H20 (Ω),
u > 0 in Ω.
(4.1)
For the 2nd order equation: −∆u = |u|
4
N−2u, u ∈ H10 (Ω), existence of positive solutions
in domains with non trivial topology was first studied by Coron [9]. In [14], existence result
was studied for the 2nd order version of the problem (4.1).
Now we state the main result of this section.
Theorem 4.1. Let Ω be a bounded domain which is not contractible, 0 ∈ Ω and N ≥ 8.
Then there exists µ0 ∈ (0, µ¯) such that ∀ µ ∈ (0, µ0) there exists a solution to (4.1).
In order to prove this theorem, we need to introduce some notations and recall some previous
results.
Notation: If A and B are two subsets of RN , by A ∼= B we mean A and B are homotopy
equivalent. Ωd = {x ∈ R
N : dist(x,Ω) < d} and Ωid = {x ∈ Ω : dist(x, ∂Ω) > d}. When
β = 0, we simply denote Sβµ as Sµ.
From [3] it is been known that (4.1) has a unique radial solution say, uµ0 when Ω = R
N .
Furthermore, in [3] it is shown that any ground state solution to equation (4.1) is radially
symmetric. Therefore uµ0 is only possible ground state solution. Let u
0
0 denote the unique
solution of (4.1) in RN when µ = 0. For ǫ > 0 and z ∈ RN , we define
uµz,ǫ = ǫ
−(N−4
2
)u
µ
0
(
x− z
ǫ
)
.
Then for each ǫ > 0, uµ0,ǫ is a solution to (4.1) in R
N with the energy level Iµ(u
µ
0,ǫ) =
2
N S
N
4
µ
and u0z,ǫ is a solution to (4.1) in R
N with µ = 0 and with the same energy level I0(u
0
z,ǫ) =
2
N S
N
4
0 ∀ z ∈ R
N and ∀ǫ > 0.
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Clearly by definition of Sµ, we have
2
N S
N
4
µ <
2
N S
N
4
0 when µ > 0. We define the Nehari
Manifold Nµ as follows:
Nµ =
{
u ∈ D2,2(RN ) \ {0} :
∫
RN
[
|∆u|2 − µ
u2
|x|4
]
dx =
∫
RN
|u2
∗∗
|dx
}
.
We set Nµ(Ω) = Nµ ∩H
2
0 (Ω). Now we define,
γ(u) =


∫
RN
(
|∆u|2 − µ
u2
|x|4
)
dx∫
RN
|u2
∗∗
|dx


N−4
8
, ∀ u ∈ D2,2(RN ) \ {0}.
Then a simple calculation shows that ∀ u ∈ D2,2(RN ) \ {0} we have γ(u).u ∈ Nµ.
Note that since Sµ −→ S0 as µ −→ 0, we can choose µ
′ ∈ (0, µ¯) such that
2
4
N Sµ > S0 ∀ µ ∈ (0, µ
′). (4.2)
We break the proof of Theorem 4.1 into several lemmas and propositions.
Proposition 4.2. Assume that there does not exist any solution to problem (4.1).
(i) Set µ ∈ (0, µ′) as in (4.2). If {un} ⊂ Nµ(Ω) is a PS sequence of Iµ at level d <
2
N S
N
4
0 ,
then there exists a sequence {ǫn} ∈ R
+ such that ǫn → 0 and ||un − u
µ
0,ǫn
|| → 0.
(ii)Set µ = 0. If {un} ∈ H
2
0 (Ω) verifies
I0(un) ≤
2
N
S
N
4
0 and limn→∞
|∆un|
2
L2(Ω) = limn→∞
|un|
2∗∗
L2∗∗ (Ω),
then there exists a sequence {zn} ⊂ R
N and {ǫn} ⊂ R
+ such that ǫn → 0 and
||un − u
0
zn,ǫn || → 0.
Proof. (i) From Theorem 3.1 we know that
un = u0 +
n1∑
j=1
vjn +
n2∑
k=1
wkn + o(1),
where vjn and wkn are PS sequences of the form (3.2) and (3.3). By the assumption (4.1) does
not have any solution and Iµ(un) <
2
N S
N
4
0 . Therefore un must be of the form
∑n1
j=1 v
j
n+ o(1).
Note that by the choice of µ we have 2
4
N Sµ > S0, thus if n1 > 1, then
Iµ(un) ≥
4
N
S
N
4
µ >
2
N
S
N
4
0 ,
which is a contradiction to the assumption and hence n1 = 1. Therefore un = u
µ
0,ǫn
+ o(1)
where ǫn → 0 as n→∞.
(ii)This proof runs with similar arguments to part (i). 
17
For u ∈ H20 (Ω) \ {0}, define the centre of mass as
F (u) =
∫
Ω
x|∆u|2dx∫
Ω
|∆u|2dx
.
We choose d1, d2 > 0 such that Ωd1
∼= Ω ∼= Ωid2 .
Lemma 4.3. There exists a µ0 ∈ (0, µ
′) such that if µ ∈ (0, µ0) and u ∈ Nµ(Ω) with
Iµ(u) <
2
N S
N
4
0 , then F (u) ∈ Ωd1 .
Proof. We prove this by method of contradiction. We assume that there exists a sequence
{µn} ⊂ (0, µ
′) and un ∈ Nµ(Ω) such that µn → 0 and Iµ(un) <
2
N S
N
4
0 but F (un) 6∈ Ωd1 .
Without loss of generality we may assume that F (un) → z0 6∈ Ωd1 . As µn → 0, using
Rellich’s inequality we obtain
lim
n→∞
µn
∫
Ω
|un|
2
|x|4
dx = 0.
This implies,
I0(un) ≤
2
N
S
N
4
0 and limn→∞
|∆un|
2
L2(Ω) = limn→∞
|un|
2∗∗
L2∗∗ (Ω).
Consequently, by Proposition 4.2(ii) we find a sequence {zn} ⊂ R
N and {ǫn} ⊂ R
+ such that
ǫn → 0 and limn→∞ ||un − u
0
zn,ǫn || = 0. Hence it implies zn → z0. On the other hand as
z0 6∈ Ωd1 , we get limn→∞ ||un − u
0
zn,ǫn || > 0 which is a contradiction and thus the lemma
follows. 
We define
λ := inf
{
µ
|x|4
: x ∈ Ωd1
}
> 0.
Take φ ∈ C∞0 (R
N ) such that φ = 1 in {|x| < d22 } and φ = 0 in {|x| ≥ d2}. Define
vz,ǫ(x) := φ(x− z)u
0
z,ǫ(x).
Lemma 4.4. Let µ ∈ (0, µ0) and N ≥ 8. Then there exists ǫ > 0 such that
sup
{
Iµ
(
γ(vz,ǫ)vz,ǫ
)
: z ∈ Ωid2
}
<
2
N
S
N
4
0 .
Proof. Let v0 :=
(
1
1 + |x|2
)N−4
2
. It’s well known that v0 is the unique solution to (4.1) in
Ω = RN with µ = 0 (see [25]). Let us recall here some results from [2].
(i)
∫
Ω
|∆vz,ǫ|
2dx =
∫
RN
|∆v0|
2dx+O(ǫN−4)dx = S
N
4
0 +O(ǫ
N−4).
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(ii)
∫
Ω
|vz,ǫ|
2∗∗dx =
∫
RN
|v0|
2∗∗dx+O(ǫN )dx = S
N
4
0 +O(ǫ
N ).
(iii) ∫
Ω
|vz,ǫ|
2dx =


kǫ4 + o(ǫ4) if N > 8,
kǫ4|logǫ| + o(ǫ4|logǫ|) if N = 8,
kǫN−4 + o(ǫN−4) if N < 8.
Note that in (iii) k is a positive constant.
Using the above estimates and the definition of λ i.e., λ ≤ µ
|x|4
∀ x ∈ Ω, we estimate Iµ(tvz,ǫ)
for any t > 0:
Iµ(tvz,ǫ) =
t2
2
∫
Ω
[
|∆vz,ǫ|
2 − µ
|vz,ǫ|
2
|x|4
]
dx−
t2
∗∗
2∗∗
∫
Ω
|vz,ǫ|
2∗∗dx
≤
t2
2
∫
Ω
[
|∆vz,ǫ|
2 − λ|vz,ǫ|
2
]
dx−
t2
∗∗
2∗∗
∫
Ω
|vz,ǫ|
2∗∗dx
≤
(
t2
2
−
t2
∗∗
2∗∗
)
S
N
4
0 −
t2λ
2
∫
Ω
|vz,ǫ|
2dx+O(ǫN−4) +O(ǫN ).
Here we note that supt>0(
t2
2 −
t2
∗∗
2∗∗ )S
N
4
0 ≤ (
1
2 −
1
2∗∗ )S
N
4
0 =
2
N S
N
4
0 . Therefore
Iµ(tvz,ǫ) ≤


2
N S
N
4
0 −
t2λ
2 kǫ
4 + o(ǫ4) +O(ǫN−4) +O(ǫN ) if N > 8,
2
N S
N
4
0 −
t2λ
2 kǫ
4|logǫ|+ o(ǫ4|logǫ|) +O(ǫ4) +O(ǫ8) if N = 8,
2
N S
N
4
0 −
t2λ
2 kǫ
N−4 + o(ǫN−4) +O(ǫN−4) +O(ǫN ) if N < 8.
As a result if N ≥ 8, we can choose ǫ > 0 small enough such that Iµ(tvz,ǫ) <
2
N S
N
4
0 for every
z ∈ Ωid2 and t > 0. Hence by taking t = γ(vz,ǫ) we obtain the result. 
Proof of Theorem 4.1: Suppose equation (4.1) does not have any solution. Let φ : [0,∞)×
Nµ → Nµ be a pseudo gradient flow associated with Iµ (see [23] and [14]). Namely, φ satisfies:
(i) For t, s ∈ R+, t > s and u ∈ Nµ with I
′
µ(u) 6= 0,
Iµ(φ(t, u)) < Iµ(φ(s, u)).
(ii) limt→∞ Iµ(φ(t, u)) > −∞ =⇒ limt→∞ I
′
µ(φ(t, u)) = 0.
Define
V = {γ(vz,ǫ)vz,ǫ : z ∈ Ω
i
d2}, (4.3)
where ǫ > 0 is the same as in Lemma 4.4. From the definition of vz,ǫ it follows that vz,ǫ ∈
H20 (Ω) for every z ∈ Ω
i
d2
. Thus V ⊂ Nµ(Ω). Furthermore, since {Iµ(φ(t, u)) : t ≥ 0} is
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bounded from below for each v ∈ V , we see that limt→∞ I
′
µ(φ(t, u)) = 0 for each v in V .
Consequently, by Proposition 4.2(i) there exists {ǫt} ⊂ R
+ such that limt→∞ ǫt = 0 and
limt→∞ ||φ(t, v) − u
µ
0,ǫt
|| = 0. This implies
lim
t→∞
F (φ(t, v)) = 0 ∀ v ∈ V.
Also invoking Lemma 4.3, we have
F (φ(t, v)) ∈ Ωd1 .
As {F (φ(0, v)) : v ∈ V } = Ωid2 we get that Ω
i
d2
is contractible in Ωd1 . But by the choice of d1
and d2 we have Ωd1
∼= Ω ∼= Ωid2 which contradicts the assumption that Ω is not contractible.
Hence equation (4.1) has a solution. 
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