Abstract: Alias name extraction is the process of extracting surnames for the known name in the web. Alias names are useful in a wide range of processes like information retrieval, opinion mining and terrorist activities detection and so on. Owing to significance of the alias name extraction work, different techniques for web based alias name extraction and validation have been proposed. These methods use a range of techniques like Ranking SVM, Supervised classifiers, Lexical patterns and Latent semantic analysis etc. In this scenario, it is essential to compare these techniques and review its performances. In this work, different alias name extraction and validation techniques are compared. Experiments were conducted on Name alias data set. Experimental Results show that the feature based alias extraction technique that uses ranking SVM outclasses other alias extraction techniques.
Introduction
Alias name extraction also called as surname extraction is the process of extracting surname for the given primary name in the web. In the web an entity may be referred by more than one name. Identifying all the names is a challenging task of knowledge extraction in the web. Accurate identification of aliases of a given person name is useful in various web related tasks such as information retrieval, sentiment analysis, personal name disambiguation, and relation extraction [1] . Identifying and extracting name and alias name documents are difficult because of many-to-many mapping between them [2] . A person may be referred by different names and different persons may share the same name. While former is called alias name (i.e., referential ambiguity), latter is known as personal name ambiguity (i.e., lexical ambiguity). Two types of alias names are prevalent in web pages. One is String variation of its primary name (for example Barack Obama can be called as Barrack obaamaa) and another is the alias name that doesn't share any string similarity with the primary name (for example Barry soetoro for Barack Obama) [3] . 
Outline of the Proposed Approach
In this paper, efficiency of the different alias name extraction techniques was evaluated. Thirty Name and alias pairs were taken as data set. Different alias name extraction techniques were evaluated for the primary names in the data set. Finally, the efficiency of different techniques in extracting alias names were evaluated in terms of precision, recall and f score. extraction techniques in detail. In Section 3, Data set and performance metrics involved in the work are discussed. Section 4 deals with experiment results and performance analysis. Section 5 concludes the paper.
Alias Name Extraction Methods

Prefix and Suffix String Based Method
Tomoko Hokama, [10] used a Japanese term pronounced "koto" (be called) to extract prefix and suffix strings for the known primary name from the Japanese web pages. The method is based on the notion that prefix string and suffix string of primary name and alias names may be same. This method involves three steps. First, extraction of candidate alias name, then prefixes and suffix pattern extraction and finally alias name evaluation. Fig. 1 shows the process involved in extracting alias names. Hokomo et al., used Japanese name data and Japanese web pages for extracting aliases. It also puts a caveat that such algorithm can work well only for Japanese web pages and Japanese name data set. The following algorithm explains the process involved in alias extraction from the web.
Step 1: Perform "AKA Name" search in search engine.
Step 2: Extract the Strings precede to "AKA Name" which are Noun.
Step 3: Eliminate the strings that occurs very few times.
Step 4: Perform"Name AND obj"
Step 5: Extract the Strings adjacent to the "Name AND obj"
Step 6: Calculate weight of prefix, suffix pattern
Step 7: Select prefix and suffix pattern whose weight exceeds the threshold
Step 8: Evaluate the Mnemonic name by  Set initial score cand to 0.  Perform "Prefix Alias" for prefix pattern  Perform "Alias Suffix" for Suffix pattern.  Find the total number of web pages.  Total = Total + Prefix (or suffix) pattern weight.
Step 9: Select top k candidates as Alias names for the person.  Weighs of prefix and suffix are calculated using (1) and (2) .
weight(suffix) = "Name suffix"
"suffix"
where "prefix Name" is the number of results returned by the query "prefix name". "Prefix is the number of results returned by the query "prefix".Final score for every alias name can be calculated as follows. Score (alias) = (results for the Query "prefix alias" * weight (prefix/suffix)). This method is more suitable for Japanese names, as their language has the pattern of having prefix and suffix of primary name and alias will be similar. Table 2 shows the list of features used by this method. These features were given as input for training the Ranking SVM [20] . The trained ranking SVM assigns a rank score between 0 to 1 for every name-alias pair. Aliases with the highest score are selected as valid alias for the given name. Fig. 2 shows the process involved in this method.
The proposed algorithm for extracting valid alias name for primary name is give below.
Step 1: Find the lexical pattern that occur between Name and Alias using queries in the Google like "Primary Name * Alias name" and "Alias name * Primary Name" like "aka",be called, nicknamed etc.
Step 2: Find the lexico-syntactic pattern structure using extracted lexical patterns by using queries like "Primary name lexical pattern *" and "* lexical pattern Primary name".
Step 3: Use top 'n' lexico-syntactic pattern structure to extract potential alias names by issuing queries like "Primary name lexical pattern *" and vice-versa.
Step 4: 23 features for primary name and potential alias names were taken as a feature for every name and alias pair.
Step 5: Feature vectors are normalized to the range between [0, 1].
Step 6: Feature vectors are given as input to a trained ranking SVM.
Step 7: Top scoring alias name for a primary name is considered as valid alias name. 
Two Stage Latent Semantic Analysis Based Method
Latent semantic indexing is used to find semantically similar words in a document collection. This means that words which do not have any string similarity but are similar in meaning can be found using latent semantic analysis. Vinaybhat, [3] showed that usage of latent semantic analysis for finding alias names in the web pages produces poor results and they tweaked the concept and proposed a two stage Latent semantic analysis algorithm for finding aliases in web pages. LSA attempts to project the document in to a lower dimensional space.
Similarity of two words can be found by (3)
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where, xi, yi are the words and k is their length produced by SVD.
Finding aliases using Latent semantic indexing involves the following steps
Step 1: build a term document matrix using the Document collection
Step 2: Compute Singular valued decomposition (⋃∑V T ) and retain k largest singular values
Step 3: Determine all the semantically similar words (Vinaybhat, 2004) proposed a two stage algorithm in which the first step is performing Latent semantic analysis and the semantically similar words are then passed to the second stage algorithm which considers words that are adjacent to alias names. Their second stage involves finding similarity between potential aliases. First, for every potential aliases, a document is added in the new document collection D. Thus if there are n number of potential aliases then n number of documents will be there in D. For every occurrence of alias in the document in D, words surrounding the alias are added to a new document S.
The algorithm works as follows:
Step 1: Build a term document matrix using the Document collection
Step 2: Compute Singular valued decomposition and retain k largest singular values
Step 3: Determine all the semantically similar words
Step 4: For every alias returned in Step 3, create a document D in the same name and add the text that occurs within a window (say 'n' words) of web pages to document D.
Step 5: Build a term document matrix using the Document collection.
Step 6: Again run SVD in the new document collection and find semantically similar words. Thus applying LSA twice increases the precision of aliases obtained. Fig. 3 shows the process involved in this method. 
Supervised Learning Method
Paul Hsiung, [11] proposed an alias extraction method for extracting aliases from link data set using supervised learning method. This method finds alias names from a link data set. A link data set consists of a set of names and links associated with that name. Links are names of a person, organization or any similar names associated to the name of a person. For finding orthographically non similar names (non-string variant names) they exploited local social network structure of these names. They used orthographic measures and semantic measures as features to train a classifier. Classifier was given few set of positive and
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negative examples (whether a pair of names is alias or not). Fig. 4 is the block diagram that shows the process involved in this method. Different measures used in the models are as follows.
Orthographic measure String edit distance (SED)
Minimum number of insertions, deletion and substitutions required to transform one string to another.
Normalized string edit distance (NSED)
NSED(s1, s2) = SED(s1,s2) max (length(s1),length(s2))
where, If s1, s2 are strings. Discretized string edit distance (DESD) If NSED is less than 0.7 then DESD is else 1. Exponential string edit distance(ESED)
Semantic measures Dot product Number of occurrences of name and alias name with a common term.
Common friends
Friends that co-occur with both the names. KL Distance KL distance measures the similarity between two normalised friends lists.
∑ log ( ) + log ( )
where and are i th values in the normalized friends list of first and second name. 
Data set and Performance Metrics
Data set
Name-alias pairs were collected from web pages using the method said in D. Bollegala [1] . A set of queries like "Primary name aka *", "* aka primary name" were given to Google to extract web snippets. For extracting candidate aliases, top 100 web snippet results returned by the Google were considered. This can be achieved by setting results per page value to 100 in Google's search settings. Extracted candidate aliases were then validated using different source of information. The reason for using query pattern like "Primary name aka *" is most of the alias names present in the web pages and URL's are present in this structure. Secondly, the alias name should be prevalent in the web. Alias name which are obsolete and which doesn't normally occur in web pages can't be extracted even by an efficient alias extraction technique. For this work, alias names for 30 names were extracted and validated and are taken as data set. Table 3 shows a partial list of name-alias pair extracted by using the aforementioned method. 
Performance Metrics
Three performance metrics used for evaluating effectiveness of alias extraction techniques are precision and recall. F-Score represents mean of precision and recall values. Precision, Recall and F-score are calculated using (7) (8) and in (9) .
Precision = Number of correct aliases extracted
Total number of aliases extracted 
Experimental Results and Performance Analysis
Prefix and Suffix String Based Method
To implement this method, instead of "koto name", "aka name" was given since it is the most productive lexical pattern for extracting alias names (F-Score 0.335) D. Bollegala, [1] for every queries in this experiment, results of Google's top 100 web snippets were taken for consideration. Initially queries "aka name" were given to search engine and pos tagger was used to identify nouns that occurs left to the lexical pattern"aka name". Frequently occurred names before the "aka name" were taken as candidate alias names. Next, adjacent patterns were extracted as follows. Queries Name Object were given to extract list of prefix and suffix strings. Table 4 shows different object names chosen for this. These prefix and suffix strings were then weighed and heavy weighed prefix and suffix patterns were added to adjacent patterns list. Finally, alias names extracted previously were evaluated by scoring each alias names. Top scoring alias names were
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considered as valid aliases. Table 5 shows the performance of the method for the alias name data set. This method relies mainly on the notion that prefix and suffix strings before and after the name and alias name will be same which is does not always the case. 
Feature Based Method
To implement the above method proposed by bollegala et al., top 100 web snippets and web pages returned by Google search engine for name and alias name queries were taken as data set. The reason for taking web pages and not anchor texts as data set is based on the premises that more alias names can be found in web page content than in the anchor text of web pages. First, query "name" * "alias" is issued to Google for each name and patterns that replaces the * in top 100 web snippets returned by the Google were then extracted. (for example aka, also called etc.,). These patterns were then used for generating query like "name pattern *" and "* pattern name". These queries were issued to Google and F-scores were then calculated separately for the taken alias name data set. The procedure followed by bollegala et al. [1] was followed to find lexical patterns for name alias data set in the web. Table 6 shows the Lexical patterns extracted for name alias data set. "Name alias *" 0.289 4.
"Name also known as *" 0.263 5.
"Name nickname *" 0.234
This method mainly relies on anchor text graph mined from the web. For implementing the above work, instead of anchor text graph, web structure graph was constructed. For example web page containing real name, its immediate inbound and outbound links were extracted and alias information from the immediate inbound and outbound were taken for constructing web graph structure.
Features were extracted from the data set and given for ranking SVM with linear kernel. Top ranking alias
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names were considered as valid alias names. Performance of the method for alias name data set is as below is given in the Table 7 . 
Two Stage Latent Semantic Analysis Based Method
Query "nelson madela" AND "madiba" AND "Black Pimpernel" return Web pages containing real and alias names of nelson mandela. Top 10 web pages were then taken for consideration. The reason for taking these web pages is web pages should have primary and alias names in order to find names that are interrelated (VinayBhat, 2004) . After pre-processing, each document contained 400 words in average. Term document matrix was constructed for document collection and SVD was computed for each matrix (⋃∑V T ).Then singular values (diagonal values of ∑) were sorted in non-increasing order and k largest singular values were set to 0. This matrix is called ∑k. Then truncate U and V T according to the ∑k matrix. Alias names can be found by comparing elements corresponding rows of the U matrices. Here k is the dimension of to which the matrix is reduced.
Each row of ⋃matrix corresponds to a word and each column of V T corresponds to a document. Similarity can also be found by the projection of words or documents in a k dimensional space as dots. In such case, a distance measure like Manhattan or Finding angle of the points from the origin gives the similarity measure. Table 8 shows list of alias names extracted using the two stage LSA method. After eliminating non-personal names the precision improves substantially. It can be inferred from the Table 9 that this method retrieves true alias names but along with that, it also retrieves a number of false alias names. This is because not all the semantically related names are alias names for a name.
Supervised Learning Method
To implement the above method of finding aliases, query "name aka *" and "* aka name" were given to Google and top 50 web pages were extracted. From this, link data set was created for the names in the data set. Table 10 shows name and link data set constructed from the web. With the built link data set, features were extracted. Tables 11 and 12 shows the co-occurrence and Normalized co-occurrence statistics of some words with Sachin Tendulkar (Primary name) and his alias names. From Table 12 it is clear that primary name Sachin Tendulkar has a semantic relationship with words "India", "cricket" and "match" but not with "cinema" and "university". Thus there is a possibility that strongly associated words like "cricket" may be alias names of the primary name Sachin Tendulkar. For each name and alias names, orthographic and semantic features were extracted. Table 13 shows feature set for Sachin Tendulkar. Positive and Negative examples were given as training set for SVM classifier. Results of the classifier are tabulated in Table 14 . The probability of "Little master" being alias name for Sachin Tendulkar is high compare to prince. A threshold is chosen and the alias names whose probability values above the threshold was chosen as valid alias names. Table 15 shows efficiency of the proposed method for various names. Similar to taken features, various other features can be used as feature for classification [21] , [22] . This method works well for finding both string variant and non-string variant aliases.
Performance Analysis
Experiments have been conducted for 30 Name alias data set. Each alias extraction technique is implemented and the results were evaluated against the name alias pair in the data set. Table 16 shows the overall average precision and average recall values of different alias extraction techniques for all the 30 names. The results were averaged out and tabulated. Results were evaluated in terms of precision, Recall and F-score.
It is evident from the Table 16 that feature based alias extraction technique that used ranking SVM has an upper edge over the other alias extraction techniques. It is also observed that Latent semantic analysis based alias extraction method has good recall score and supervised alias extraction technique has a balanced precision and recall value. Although PrefixSuffix string based method does not view alias validation as a classification or ranking process, it performs reasonably well even for English names because English too support referring alias name in the form of "Alias name Primary name" like in the case of "Governor Arnold Schwarzenegger". 
Conclusion and Future Scope
In this work, performance of various alias extraction and validation techniques is compared. These methods employ various techniques like ranking SVM, supervised classifier, and Latent semantic analysis etc. Experiments were conducted to compare their efficiencies using Name alias data set. Results show that feature based alias extraction method that uses ranking SVM outclasses all the other methods. Future works includes usage of alias names for improving accuracy of sentimental analysis in the tweets, improving classification accuracy in tweet classification and improving accuracy of web information retrieval system. Similar to alias names, finding previous names of a named entity like a person or a city is an interesting problem.
