3D metrology faces increasing demands for higher precision and larger space-bandwidth-speed product (number of 3D points/s). In this paper we consider structured-illumination microscopy as a means for satisfying these demands, developing a theoretical model of the signal formation for both optically smooth and optically rough surfaces. The model allows us to investigate physical limits on precision and to establish rules that allow sensor parameter optimization for greatest precision or highest speed.
INTRODUCTION
This paper is motivated by the demanding requirements of 3D inspection systems for electronic interconnects, where both optically rough and specular surfaces occur at the same sample, the required precision is around 1 μm, the required lateral resolution is in the 5 μm regime, and the depth of the measuring field is in the 1 mm range. Both white-light interferometry (WLI) and confocal microscopy (CM) satisfy these requirements, but industry has an additional need: the 3D sensor should deliver more than 10 8 3D points/s. No sensor satisfies all these requirements at the same time. In this paper we explore an alternative method, structured-illumination microscopy (SIM), which satisfies the original four requirements and in addition has the potential for very high speed. We begin by investigating the limits of precision for SIM. To do so, we develop a model of the physical signal formation for both smooth and rough surfaces. From this model, rules are derived to optimize the sensor parameters for precision or, alternatively, for speed.
BACKGROUND
Optical 3D sensors are now widely used in the inspection of precision industrial products, the predominant application being in the measurement of the height profile of an object. There is a wide spectrum of commercially available sensors with sufficient precision for many applications. The major issues of concern today are a large lateral field, high lateral resolution, and speed. Assuming that the field size is ΔxΔy m 2 and the bandwidth is 1∕δxδy m −2 (δx, δy: the smallest laterally resolvable structure size in the x and y directions), a single 3D height map will include ΔxΔy∕δxδy 3D points. The speed H ∕s specifies that H height maps can be acquired per second, and the "space-bandwidth-speed product" SBSP H ΔxΔy∕δxδy 1∕s thus characterizes the number of acquired 3D points per second. Of course, it is not just the SBSP that makes a sensor useful, precision δz and measuring range Δz both being important. The channel capacity (CC) of the sensor, given by Eq. (1), gives a useful measure (in bit/s) of sensor performance in terms of speed and dynamic range [1] :
CC SBSP log 2 1 Δz δz :
It should be emphasized that all 3D sensors need E (E ≥ 1) exposures to achieve one height map. The information efficiency 1∕E is thus generally less than unity [2, 3] . We now discuss candidates for the application mentioned above, to understand the origin of the SBSP limit or the CC limit.
Not discussed will be the paradigm of 3D metrology: triangulation with fringe projection [4] . This method cannot, generally, measure specular surfaces. Moreover, it lacks depth of field for high lateral resolution requirements.
White light interferometry [5, 6] is nearly ideal in terms of precision and lateral resolution, being capable of measuring both smooth and rough surfaces [7] with a field of view of up to 200 mm [8] . As a unique feature, the precision is independent of the imaging aperture and from the working distance, and narrow boreholes can be thus measured [9] . Smooth surfaces can be measured with nanometer precision, while the precision on rough surfaces corresponds to the surface roughness [7] . The principal disadvantage of WLI is that it is slow. The depth scan has to acquire the so-called correlogram, which is modulated with a period of λ∕2 − 400 nm. Even if the sampling theorem may be violated to a certain extent [10] , the large number E of necessary z-steps reduces the efficiency dramatically and limits the speed of the z-scan to a few hundred micrometers per second, severely limiting the achievable SBSP. Hýbl and co-workers [2, 3, 11] has proposed a means for overcoming this limitation, but the method has not yet been commercially implanted.
Confocal microscopy in its different implementations [12] [13] [14] [15] [16] can be much faster than WLI in depth scan because there is no high-frequency carrier signal. So CM might be a candidate for high-speed measurement.
In SIM, a pattern (commonly a sinusoidal fringe) is projected onto the object surface through a microscope objective (see Fig. 1 ). The illuminated surface is imaged by the same objective onto an image detector in the conjugate image plane. While the object is scanned in depth (z-scan), the local fringe contrast Cx; y; z is measured, e.g., via phase shifting [17, 18] . From the maximum of the contrast curve Cx; y; z, the surface shape zx; y can be found. The major advantage of SIM, compared to WLI, is the scanning speed: only three sampling points over the width (FWHM) of the contrast curve are necessary to interpolate the location of the maximum.
The contrast variation along the depth direction of incoherently projected sinusoidal fringe patterns was first exploited for the acquisition of 3D data, as described in [19] . This concept was subsequently improved by phase shifting [17, 18] . Extension of the depth of field or optical sectioning are obvious applications of this method.
However, this method did not receive much attention until Gustafsson et al. [20] demonstrated the twofold improvement of lateral resolution. They used coherent generation of sinusoidal fringes close to the diffraction limit, in connection with fluorescence (avoiding any speckle noise). Today, different modifications of SIM for 3D metrology are commercially available, not just for biological samples but also for technical surfaces. In [21] , instead of a sinusoidal grating, multiple thin lines are projected and laterally shifted during the depth scan. The local height is calculated from the (maximal) gradient of the observed line intensity. Schwertner [22] avoid the lateral line scan by using a full-field sinusoidal grating. The contrast curve is calculated from two exposures (with phase 0 and π) at each zposition. A similar two-phase stepping method was used by Kristensson et al. for fast imaging of spray, injected into a combustion chamber [23] . In [24] , a spatial convolution technique is applied to calculate the focus information.
To our knowledge, despite the commercial implementations of SIM, there is no theoretical model in the technical literature that describes the limits of precision for specular and rough surfaces. Our intent in this and a subsequent paper is to help users build "better" SIM systems through the use of such a model. In this paper we develop the theory of the signal generation and determine the physical limits on precision. In the second paper, which is devoted to measurements with large SBSPs, we explain how to avoid the crucial stop-and-go depth scan and at the same time achieve significantly improved information efficiency for speed improvement. Eventually a novel lateral scanning concept will be demonstrated that allows for high-speed SIM with virtually arbitrary field size and with no sacrifice of lateral and longitudinal resolution.
SIGNAL FORMATION
SIM is in essence an active focus searching method. As illustrated in Fig. 1 , a sinusoidal pattern is displayed by a ferroelectric-liquid-crystal-on-silicon (FLCoS) device with SXGA format (1280 × 1024 pixels) and projected onto the object with an incident light microscope with Leica apochromatic microscope objectives (white-light illumination). The focus plane of the observation is conjugate to the focus plane of the projection, where a CCD camera with 1392 × 1040 pixels is used as the detection unit. The maximum contrast of the grid image is highest when the object surface is in focus. Upon scanning the object in the z-direction, we acquire M phase-shifted grating images [25] at each z-position allowing the calculation of the contrast function Cz given by
At least three images with three phase steps of 120°are necessary for a local contrast evaluation. In practice, four phase shifts are commonly used to reduce artifacts caused from residual second harmonics of a nonlinear fringe [26] . Higher phase stepping number is necessary, if further harmonics are present [27] . With M 4, Eq. (2) assumes the form Eventually, the local "height" zx; y in each pixel is calculated by localizing the peak of the contrast curve Cz.
To investigate the limits of SIM, we first deal with the physics of the signal formation and derive the relation between the contrast curve and sensor parameters.
The model of the signal formation is derived by means of scalar diffraction theory and linear systems theory. In Fig. 2 , the setup of Fig. 1 is unfolded. For easier understanding, the complete observation system is mirrored with respect to the object. Depending on the surface type (specular or scattering), the contrast has to be analyzed differently. For a specular surface, such as a planar mirror, a mirror image of the projected sinusoidal grating is imaged onto the detector. If the object is out of focus by a distance z o , the observed grating is defocused with effective defocusing distance 2z o . The effective pupil function of the total system (projection and observation) including defocusing distance z o is
where ν and μ denote spatial frequencies in the x and y directions. Note that the effective pupil function is just the product of the pupil functions for projection and observation, because reflection is a coherent process for a specular object.
The incoherent optical transfer function (OTF) [27] is the normalized autocorrelation of the pupil function P 12 spec :
with
For a specularly reflecting object, the magnitude of the OTF is the same as the contrast function C spec :
At a rough surface, as shown in Fig. 2 (bottom), the imaging process is different: a rough object, defocused by z o , scatters a blurred grid image. Although intensity images observed by the camera suffer from coherent (speckle) noise, we nevertheless may assume significant incoherence in the contrast map. In particular, if the illumination aperture is filled with the image of the light source, the diameter of the spatial coherence function at the object is small, in accord with the Van-Cittert-Zernike theorem. As a consequence, speckle contrast will be significantly reduced by defocusing during the depth scan. Furthermore, speckle noise is strongly correlated in phaseshifted images and will be largely reduced after the contrast calculation (see Section 4.B for details). We may therefore neglect speckle noise to a certain extent in the modeling of SIM with rough surfaces. The pupil function for the projection is in this case given by
where the defocusing term now is z o , instead of 2z o . The (incoherent) OTF of the projection is again given by the autocorrelation of the pupil function,
The total OTF is the square of the term in Eq. (9), yielding
The formalism above is principally textbook linear systems theory. Hopkins [28] derived an analytical solution for the defocused OTF. Stokseth gave a more easy-to-use numerical approximation [29] that we will further exploit. The simplified contrast curves on both surfaces types are then given by
with ν 2ν 02 μ 02 1∕2 ∕ν cutoff and α 2π∕λsin 2 2uz o ν, where ν denotes the normalized spatial frequency 0 ≤ jνj ≤ 2, J 1 is the Bessel function of first kind first order, and u is the aperture angle in the object space. Figure 3 displays contrast curves Cz o for specular and rough surfaces. The contrast curves for a specular surface are narrower (the ratio is 35/52), have a higher maximum, and exhibit some ringing. The width of the contrast curves goes with the inverse square of the aperture, i.e., as the Rayleigh depth of field.
According to Laboureux and Häusler [30] , the statistical uncertainty for the localization essentially depends on the curvature κ 0 at the maximum of Cz o and on the noise. The curvature κ 0 can be mathematically calculated from the sensor parameters,
with C max for the maximal contrast value of a contrast curve, β 1 0.35 for a specular object, and β 1 0.52 for a rough object. It is obvious that a higher and narrower contrast curve (larger κ 0 ) is advantageous for better localization. This point is discussed in the following section.
PRECISION
Precision is important in metrology. It represents the closeness between the results of repeated measurements under stipulated conditions [31] . Precision can be measured in the space domain. A paradigm example is taking a single measurement of a planar mirror: assuming ergodicity, the precision is determined by calculating the standard deviation of the height map. For SIM, the precision is fundamentally limited by the localization uncertainty of the contrast maximum. Laboureux and Häusler [30] investigated the ultimate lower limit of the registration precision of two one-dimensional curves in the presence of noise. We adapted his results for our task. As denoted in Eq. (15), the uncertainty of registration is dependent on the power spectral density N 0 of the (white) noise, the curvature κ 0 at the curve maximum, and the full width of the data domain ΔT where the measurement values are selected for evaluation:
where σ C is the standard deviation of the contrast noise, Δs is the sampling distance in depth direction, and N 0 σ 2 C Δs. The algorithms used in [30] and those for the height evaluation of SIM are similar; both methods use the least square method, so we can adapt Eq. (15) for SIM and derive a relation between the height uncertainty σ z , the contrast noise level σ C , and the sensor parameters. From Eqs. (14) and (15), we obtain
where β 2 0.31 for a specular object, β 2 0.46 for a rough object, σ C is the standard deviation of the contrast noise, and N is the number of selected measurement values to be input to the evaluation algorithm.
We move on now to understand the fundamental origins of the precision. For this purpose all possible noise sources are analyzed and the dominant source of noise is identified.
A. Specular Surfaces
At specular surfaces, the essential sources of noise are photon noise, electronic (camera) noise, statistical error of the translation stage, and nonlinearity of the sinusoidal pattern.
The first source is fundamental, whereas the other sources are caused by technology. Assuming that the technological errors are avoidable, the best achievable precision on specular surfaces is fundamentally limited by photon noise. The photon noise in all phase-shifted intensity images I i from which the contrast is calculated is random and uncorrelated. The standard deviation σ C of the contrast noise can be expressed by Eq. (17) (see Appendix A for detailed derivation). According to Eq. (17), σ 2 C is inversely proportional to the squared SNR of the photon noise and the number M of phase shifts. Furthermore, it depends on the contrast C of the observed sinusoidal fringes:
We combine Eqs. (16) and (17) and get the ultimate relation for the dependence of the height precision on sensor parameters. We use only the contrast values within the FWHM range (in other words, ΔT ∕FWHM 1):
In Fig. 4 , the theoretical precision σ z calculated from Eq. (18) is compared to measurements with various microscope objectives. The test sample was a planar mirror and the precision σ z was (18); however, the (nondiffraction-limited) real maximum contrast C max was measured and used for the calculation. Eventually, curve 1 displays the experimentally determined precision, taken from the measurement of a planar mirror. Since the experimental setup is affected by additional noise sources, such as camera noise and motor noise, we are not surprised that the experiment (curve 1) displays greater uncertainty than does curve 2. However, the trend of the results displays considerable consistency between curve 1 and curve 2. Figure 4(a) shows the results for a numerical aperture NA 0.15. The precision (for curve 1 and 2) exhibits a soft minimum for frequencies around 10% of the cutoff frequency, whereas the theoretical optimum frequency is at 25%. This is reasonable, since for the nondiffraction-limited objective the best precision is achieved for a lower frequency than for the diffraction-limited lens. It is useful to know that the minimum is not sharp. There is thus no fine tuning of the projected fringe frequency necessary. It is further noteworthy that the ultimate limit of the precision for the ideal lens is about 2× better than for the real lens.
As illustrated in Fig. 4(a) , a theoretical height uncertainty of around 200 nm can be achieved with a 5 × ∕0.15 microscope objective and standard video equipment. The precision can be greatly improved, down to a few nanometers, with higher NA: see, e.g., Fig. 4(d) . Further improvement is possible by more samples for the depth scan and more phase shifts.
If we calculate the contrast from N samples within the contrast function, and from M phase shifts, we profit from some averaging and get the factors 1∕N 1∕2 and 1∕M 1∕2 .
The term λ∕sin 2 u corresponds to the Rayleigh depth of field. The term 1∕C 2 max − 0.5 1∕2 ∕ν1 − 0.5ν shows a global minimum around one fourth of the cutoff frequency for diffraction-limited optics. This term is softly varying around the optimal frequency, so we can choose the fringe frequency within a comparably wide range.
B. Rough Surfaces
If the object surface displays a roughness greater than λ∕4 within the width of the point spread function (PSF), speckle noise will be dominant [32] , rather than photon noise. Because illumination and observation use the same lens, the illumination aperture cannot be larger than the observation aperture. Hence, there is significant spatial coherence, even with a large light source.
Speckle noise in each phase-shifted image I i is highly correlated. This correlation must be taken into account in a quantitative evaluation of the precision. To keep the analysis as easy as possible, we rewrite Eq. (3) as Eq. (19), the contrast being written as a function of A and B:
where
and
In Eqs. (20) and (21), A and B are numerically equivalent to the maximal and minimal intensities of the sinusoidal fringes.
We know from the experiments that speckle noise in all phase-shifted images is highly correlated. So we assume in a first approach that it acts like spatial multiplicative noise ρx; y, with a standard deviation σ ρ ∈ 0; 1. The intensity error ΔI i can be expressed by
From Eq. (22), the random error ΔA and ΔB in A and B can be approximated as in Eq. (23):
ΔA Aρx; y; ΔB Bρx; y:
Defining the speckle contrast S C σ ρ ∕I mean (I mean 1) and taking into account Eqs. (20) and (21), the standard deviation of ΔA and ΔB can be written as follows:
According to the rule of the combined uncertainty from correlated input quantities, defined in guide to the expression of uncertainty in measurement (GUM) [33] , the standard deviation σ C of the contrast noise in Eq. (19) can be expressed by Eq. (25) (see Appendix B for detailed derivation):
We now switch to the realistic case, where the speckle noise is no longer perfectly correlated in the different phase-shifted images. The correlation coefficient between ΔA and ΔB is rΔA; ΔB. For complete correlation (r 1), the errors ΔA and ΔB cancel each other. In practice, r is dependent on the fringe frequency and has a value around 80%. It must be determined experimentally.
As in the case of Eq. (18) for specular surfaces, we obtain Eq. (26) for the height uncertainty at rough surfaces by a combination of Eqs. (16) and (25) . Experiments show that the speckle noise of the contrast curve, at different depth positions, is highly correlated as well, so smoothing over N sampling points will not greatly affect the height uncertainty. In other (26) . This is an important result, since we aim for high speed:
Equation (26) exhibits quite interesting consequences. First, the height precision σ z depends on three terms, telling us something about the physics of SIM at rough surfaces. The wellknown term S C λ∕ sin 2u is generic for triangulation: Dorsch et al. [34] found that the depth precision in a laser triangulation sensor cannot be better than S C λ∕2π sin 2 u. The term 1∕C max − C max ∕ν1 − 0.5ν reflects the influence of the MTF of the lens. This term diverges for high fringe frequencies and is approximately constant for medium frequencies.
Now to the term 1 − rΔA; ΔB 1∕2 . Figure 5(a) shows the measured correlation coefficient rΔA; ΔB as a function of the fringe frequency. In the medium range, we find r ∼ 0.9. It might be noted that for r 0.93, Eq. (26) delivers the same precision for SIM as Dorsch et al. [34] found for laser triangulation (u triangulation angle):
To validate the theory leading to Eq. (26), SIM measurements of a roughness standard with R a 0.8 μm were performed with a microscope objective 5 × ∕0.15. The standard deviation σ z was evaluated from nine height patches as in the experiments shown in Fig. 4 . The results (see curve 1) are compared with the theory (see curve 2) in Fig. 5(b) . The correlation coefficient rΔA; ΔB was experimentally determined, as shown in Fig. 5(a) . As mentioned, speckle noise is highly correlated (for lower frequencies, other noise sources become more important, and the correlation drops in this region). To calculate the theoretical precision, C max (∼MTF) and the speckle contrast S C ∼ 0.6 were measured and the values were put into Eq. (26) . The comparison shows that theory and experiment are in considerable agreement in the medium frequency range ν > 0.05. As mentioned, the model is not appropriate for very low frequencies.
As for specular surfaces, again there is no sharp minimum for the precision, so there is a wide range of suitable fringe frequencies. For high lateral resolution, of course, high frequencies are advantageous.
PRECISION, SPEED, AND NUMBER OF DEPTH SCANNING STEPS
From the foregoing we can derive all necessary features of our system. According to customer specifications, we start by selecting the NA of the lens and get the optimal fringe frequency as well as the achievable precision by using the model. To estimate the best possible speed we calculate the minimal number S z of necessary z-scanning steps. The FWHM width of the contrast function is given by Eqs. (12) and (13) for smooth and rough objects, respectively. As noted above, the contrast curve needs a sampling distance Δs ≤ Δs max FWHM∕2. With a given object depth Δz, the minimum number of necessary scanning steps is given by
The additive term appears because we need to cover the edge of the object as well. For a rough object with 500 μm depth and an NA 0.15 lens, we need S z 50 steps at the optimal fringe frequency ν 0.5. Since we use a 4-phase shift, the number E of exposures is 200. With a given camera frame rate F (and the given precision), the total measuring time cannot be shorter than E∕F . If the required precision is lower, it is appropriate to select a smaller aperture, and exploit a wider contrast curve. It is not appropriate to use a high aperture and a low fringe frequency, because the lateral resolution will be unnecessarily reduced. Of course, the number of scanning steps can be increased over the minimal number S z , in order to improve the precision via averaging. As already mentioned, this is not efficient for rough objects. For smooth objects it is helpful, because photon noise is uncorrelated in the different exposures.
SUMMARY AND CONCLUSION
The paper was motivated by the search for a 3D metrology principle that has the potential for exceptionally high SBSP and for high precision. Moreover, high lateral resolution for both rough and specular surfaces is required. All these features are specifically necessary, e.g., for the inspection of electronic interconnects or for micro-electro-mechanical systems (MEMS). The candidates for smooth and rough surface inspection are CM, WLI, and SIM. The performance of WLI and CM is well known, but SIM is not yet well established for technical applications. This is why a physical model for the signal generation of SIM was developed. The model allows estimation of the fundamental limit of the precision and its dependence on system parameters, such as aperture, fringe frequency, and the number of depth sampling steps. With this knowledge it is possible to optimize SIM for precision or speed.
We summarize the results by one example: with an NA 0.15 lens, the optimal fringe frequency is in the range of 150 lp∕mm. With a diffraction-limited lens, the ultimate limit of the precision for a rough objects is about 2 μm, in agreement with the well-known limit of coherent triangulation. The precision limit on smooth surfaces is in the range of 200 nm, with Research Article standard video SNR ∼ 100. With a very high aperture, NA 0.85, the precision limit for smooth surfaces is about 5 nm. The comparison of our theoretical model with experiments displays a qualitative agreement, within the limits of experimental imperfections.
With the required precision and the object depth, given by the customer, our model enables the design of the optimal system parameters: the aperture, fringe frequency, number of scanning steps, and maximum possible speed.
In a companion paper, we introduce a novel method, an apparatus, and measurements that exhibit significantly faster scanning and a macroscopic field with no loss of precision and lateral resolution, suggesting that SIM is a candidate measuring method with very high SBSP.
APPENDIX A: DERIVATION OF EQ. (17)
The intensity of ith measured camera image with M phase steps is
where I m is the mean intensity and φ 0 is the starting phase. Using Eqs. (A2) and (A3) we can unambiguously calculate the contrast C and the starting phase φ 0 from phase-shifted camera images I 1 ; I 2 …I M , 
Because the noises in T 3 and T 4 are correlated to each other, the variance of contrast noise σ , which were found from numeric simulation, Eq. (A9) yields Eq. (A10):
Following the derivation routine of Eq. (A9) and setting rΔT 1 ; ΔT 2 ≈ 0 (known from numeric simulation) we obtain 
