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A bstract
W ith increasing pressure on resources, filtration plays a key role in the lives of everyone 
on this planet. This can, for example, be in terms of desalination to obtain clean drinking 
water, hydrocarbon separation for gasoline production, or gas separation to meet stringent 
environmental regulations.
In the design of membranes for applications such as these, fast transport of atoms com­
bined with high selectivity is desired, and aligned carbon nanotube membranes show great 
promise in this respect. In order to design and tailor nanotube-membranes for optimum 
performance in specific applications, an understanding of the fundamental non-equilibrium 
flow properties through nanotubes is crucial. The aim of the research described in this thesis 
is to study these fundamental properties in a systematic fashion, in order to gain a better un­
derstanding of the potential tha t carbon nanotubes have for use in filtration and separation 
technologies.
This research presents a new non-equilibrium molecular dynamics simulation written 
by this author, capable of reproducing and analysing long-time-scale non-equilibrium flow 
through carbon structures. Counter-intuitive flow dynamics as well as enhanced flux are 
demonstrated, and the reasons behind such phenomena are explained. The ability to ma­
nipulate the flow on the nano-scale through mechanical means is limited, and this research 
shows the potential role that nanotubes can play in manipulating the flow and inducing usual 
flow phenomena. The flow of point-particles is contrasted with that of diatomic molecules, 
and the level down to which macro-scale laws apply are discussed. Finally, the role of charge 
on the flow is also highlighted by considering the entry of water into nanotubes.
By making these studies, a much greater insight into the potential role of nanotubes in 
filtration and separation applications is obtained. This research demonstrates that nanotube- 
membranes have great potential to help overcome the challenges facing the world, today as 
well as in the future.
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Chapter 1
Introduction
W ith the world population currently approaching 7 billion people, and projected to reach 9 
billion in less than 50 years [1], the pressures on world resources continue to increase. Key 
areas where demand must be met in order to sustain human life are areas of food, water 
and energy. The first two are closely linked in tha t the growing of crops and arable land 
need vast amounts of water, whether in the case of rice paddies which require a relatively 
large amount of water, or in desert regions, where water can be very scarce. Beyond these 
fundamental issues, the migration to cities and the increase in density of populations mean 
that the environment must be carefully managed, through strict controls on industrial and 
household pollutants.
A large part of meeting these requirements involves filtration. Salt-water, for example, 
accounts for 97.5% of all the water on the planet [2]. The ability to tap this resource 
effectively, in a world where l-in-5 people are without access to clean drinking water [3], 
would improve life on this planet significantly, increasing food production and reducing 
competition over resources. Desalination does however take a significant amount of energy, 
putting the costs out of the reach of poorer countries; many of which have their development 
impeded by the lack of water. Therefore any increase in the ability to filter more water, 
using less energy, would have a significant impact on the populations of such countries.
W ith all questions of filtration, whether in terms of water filtration, environmental pro­
tection or energy production, the goal is always to filter more, with less energy. Carbon 
nanotubes have shown significant promise in meeting this goal, with their potential utili­
sation in energy-efficient filtration and separation technologies. Their unique shape lends
themselves to fast conduction of molecules, whilst maintaining a high selectivity; an ideal 
quality. Although the manufacture of nanotube membranes is beginning to emerge [4, 5] 
there are still a number of significant challenges to be overcome before they become com­
mercially viable. Nevertheless, nanotubes are showing significant promise for utilisation in 
this way.
Key to their implementation is an understanding of the reasons for their fast conduction 
of molecules, in order to optimise their design and refine their selectivity for specific appli­
cations. While high flux through nanotubes has been reported by both simulation [6] and 
experiment [4], a greater understanding of the fundamental flow dynamics is still required. 
Such an understanding will form the basis of understanding for all flow; whether simple or 
complex. The research detailed in this thesis aims to assess these fundamental dynamics of 
flow, and bring greater understanding to the design-requirements of nanotube membranes.
This thesis is organised in the follow way. Chapter 2 gives background information about 
carbon nanotubes, detailing their history, structure, and some of the unusual properties that 
they have; particularly related to nano-fiuidics. Chapter 3 then describes the theory behind 
the simulations and some key quantities measured. Having gained an understanding of the 
theory upon which the simulations are based, chapter 4 then goes into detail about the 
design of the simulation written during this research. Testing to ensure the reliability of the 
simulations is also detailed.
Having now described the basis for the research carried out in this thesis, before going 
on to the main studies, some preliminary investigations are detailed in chapter 5. These 
consider the potential role of charge and the implications that there are for accuracy of 
simulations such as these. Detailed information about the shape of the potential inside 
nanotubes of different diameters is also obtained, since this plays a key role in the structures 
and flow dynamics observed later. Chapters 6, 7, 8 and 9 then form the main results 
of the research, detailing the flow of atoms and molecules through nanotubes. The first 
of the chapters, chapter 6, considers the flow of argon through nanotubes, discussing in 
detail the fundamental dynamics of flow under different conditions, and the sensitivity of the 
system to environmental conditions. Chapter 7 then considers what happens if the nanotube 
has maximum influence over the atoms flowing through it, and details the highly unusual 
phenomena that can be induced.
The simulations are then broadened in chapter 8 to diatomic molecules, and the role of
anisotropy in the flow is considered, through comparison to atomic argon. Further consider­
ations are also made about what information can be gained from the vibration, orientation 
and bond-length of the molecules. Finally, chapter 9 increases the complexity one step fur­
ther to consider water, and how its polar nature can influence the dynamics of flow. All the 
work here is then summarised in the conclusion.
Chapter 2
Carbon nanotubes
2.1 The origins of nanotube research
The origins of present day research into nanotubes can be traced back to 1976, when Oberlin 
et al. [7] made an initial observation of what are now known today as carbon nanotubes. 
Despite making some discussion into the origins of the nanotubes, it wasn’t until the char­
acterisation of their structure by lijima at the NEC corporation in Japan in 1991 [8], that 
interest in these structures really took off. Interest had been simmering for a while since 
the breakthrough by Kroto et al. in 1985 [9], who came across a “remarkably stable cluster 
consisting of 60 carbon atoms” while conducting experiments aimed at carbon-chains. The 
discovery and detailed characterisation of this Cqq molecule was really the beginning moti­
vation for closer exploration of potential carbon structures. The difference between lijima’s 
work and Oberlin et al., was th a t lijima was much more successful in characterising these 
long tubes, and he was able to make a number of observations about them, including bond­
ing angles and strengths relative to the known Cqq, and that they came in both single and 
multi-wall form.
Since these beginnings, research into carbon nanotubes has increased at an exponential 
rate. Prom lijima’s original paper in 1991, 150 papers were published relating carbon nan­
otubes in 1995, 1000 in 2000, and 4500 in 2005. Both the original papers by lijima and 
Kroto et al. have received over 5000 citations. The reason behind this is clear: nanotubes 
are recognised to have huge potential for a large range of applications in a substantial number 
of fields, utihsing their many unique and exciting properties, whether in terms of physical.
2,2 Structure and properties
electrical, thermal or fluidic properties. Harnessing these properties and applying them to 
solve real-world problems is the key challenge facing modern nanotube research.
2.2 Structure and properties
Initially, it is worth examining the structure of a carbon nanotube since it is through this 
that many of its unique properties arise. A nanotube can be defined precisely by its chirality, 
diameter and length [10]. The chirality is a definition of how the planar graphene sheet can 
be considered to be rolled up to form the nanotube. Figure 2.1 demonstrates the different 
angles at which this can be done, and highlights how the chirality can be written in a form 
Ch = nai -h 17102, where ai and 0 2  are unit vectors in the directions shown in the figure. 
This is often shortened to the form “(nai, mag)" when describing a nanotube. Two specific 
chiralities have special names due to the pattern  that they form: the (n,0) chirality is called 
“zigzag” while the (n,n) chirality is denoted as “armchair” , due to the patterns of the bonds. 
The diameter of the nanotube can subsequently be derived from the chirality using equation 
2.1. The value of a is \/3  times the bond length between the atoms, and this bond length is 
usually taken to be the same as graphine (1.44 A). The internal diameter of the nanotube 
can vary from a few Angstroms to a few nanometres, while the outer diameter for multi­
walled nanotubes can be lO’s of nanometres. This compares to lengths which can be in the 
millimetre range, giving it an incredibly high aspect ratio. Another effect of the chirality is 
that it changes the energy levels of the nanotube and thus dictates whether the nanotube is 
semiconducting or metallic. Nanotubes can be identified as being metalic when the condition 
in equation 2.2 is satisfied [11]. Thus all armchair (n,n) nanotubes are metallic, while zig-zig 
(n,0) nanotubes are metallic when n is a multiple of 3, and are semiconducting otherwise.
d =  nm  (2.1)
7T
2n -f m  =  3%, where i is an integer (2.2)
Given these unusual physical and electronic structures, nanotubes are known to possess 
a number of highly unusual properties. For example, the tensile strength of nanotubes has 
been experimentally shown to be greater than that of steel [13]. In addition, its unique struc­
ture allows an incredibly long phonon mean-free path, giving ballistic thermal conduction
2.3 Potential applications
»,0) zigzag
X X X(ff^) armchair
Figure 2.1: How rolling the nanotube up from the graphite sheet at different angles can 
produce an armchair, zig-zag, or chiral nanotube [12].
of around 6000 W m'^ K'^ at room temperature, both experimentally [14] and through sim­
ulation [15]. As temperature decreases, the ability of nanotubes to conduct heat increases. 
Complementing the extraordinary thermal properties of nanotubes are their electrical prop­
erties. Electrical conduction is unusually high and can lead to current densities of the order 
of 10  ^ A cm'^ [16], which is more than 1.5x that of Silver - the most conductive metal known 
to exist.
2.3 P otential applications
The many properties of carbon nanotubes lend them to a wide range of potential applications, 
both in biology and industry. For example, the significant strength of nanotubes combined 
with their light weight make them ideal for utilisation in composites [17], whether for example 
in the racket of a tennis player, the fuselage of an aircraft or the concrete of a building. As well 
as mixing with existing materials, the strength of nanotubes could also be utilised directly to 
construct new and completely novel structures; the “space elevator” for example, being one 
of the more far-fetched ideals [18]. Although the concept of a space elevator has been around 
for decades, it is only recently with the discovery of nanotubes, that the manufacture of the
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strong and lightweight cable required could be feasibly considered.
Composite enhancements are not limited to strength, but also include thermal and elec­
tronic properties. The enhancement of thermal properties is especially something that has 
generated a lot of interest, due to the significant potential applications in the electronics 
and computer industry, and also due to the promise which experiments have shown for heat- 
conduction enhancement. Such applications normally do not require the precise positioning 
or fabrication of nanotubes; being simply mixed with the host material; and thus may be 
one of the earlier realisable applications.
When considering applications of individual nanotubes, their high electrical conductivity 
and small size could allow nano-scale electrical circuits to be constructed, allowing current 
microchips to be shrunk down to nanochips. It has already been experimentally shown that 
nanotubes can be implemented as field-effect transistors [19], although the inability to man­
ufacture such devices at a consistent quality is a present barrier to their widespread use. 
Utilising the high conductivity of nanotubes is however only one use of their electrical prop­
erties. Since they are also very good at accepting electrons from donors, they are ideal for 
the integration into solar cells [20]. Their one-dimensional nature then allows them to trans­
port electrons very easily, making them ideal for such applications. Experiments have been 
performed to study how this can be utilised, combining various polymers (acting as donors) 
with nanotubes and other novel forms of carbon, in order to attain the desired properties 
[21]. The many other potential electrical applications include field-emission displays (FED’s) 
and lights [22], and while there has been some success in demonstrating the viability of such 
applications (eg, FED ’s at Samsung [23]) there are still a significant number of barriers to 
be overcome before such applications can be used on a commercial and industrial scale.
The medical potential of nanotube applications is quite promising too. For example, the 
use of nanotubes as nano-syringes [24] would allow direct targeting of drugs to a specific 
point. They also have a potential in drug delivery, carrying drugs inside the body [25], as 
well as molecular sensors [26, 27]. At the same time though, research is needed to clarify 
the effect on the human body and the wider environment. For example, there have been 
studies showing adverse effects on human kidney cells [28], and they have been shown to act 
in similar ways to asbestos in the lungs of mice [29]. Such risks must be clearly quantified 
before they can be used on a large scale on humans.
Another potential application which has received a lot of attention over the years is hydro­
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gen storage; one of the precursors required for hydrogen applications and energy generation. 
Nanotubes have been considered for hydrogen-storage since they have a very high surface 
area compared to their weight. Although initial excitement over initial reports of high- 
storage capabilities has been proven to be unfounded, carbon nanotubes may nevertheless 
play a role as part of a larger storage system. This is discussed in more detail in the next 
section.
The small diameters of open nanotubes could be used to selectively filter certain species 
of atoms and molecules. As it will be described in the following section, flow through 
nanotubes can be unusually fast, and this can be utilised to increase the rate of filtration. 
For the separation of clean water from salt water for example, this would lower the energy 
required for flow to be induced (particularly in the case of reverse-osmosis) thus allowing 
greater amounts of filtration for any given energy input. Aside from filtration, the mixing of 
nanotubes with other materials may make that material more porus and enhance percolation. 
Thus on a nano-fiuidic front there are a significant number of exciting possible applications.
2.4 Nano-fluidic properties
Of all the unusual properties of nanotubes mentioned in the previous section, it is their nano- 
fluidic properties which exhibit some of the most unusual phenomena and carry some of the 
most exciting prospects for applications. In particular, the confined space within nanotubes 
can induce a whole range of highly interesting and unusual flow phenomena, which are not 
found on larger scales. W hat follows is a review of the progress of research into nano-fiuidic 
phenomena of carbon nanotubes. The review is primarily chronological in nature in order to 
give an impression of the rise and fall of various trends in the research, however for clarity 
and emphasis, certain areas of the research are also grouped together, as appropriate.
E arly  s tu d ie s  o f  a to m s in  n a n o tu b es
One of the earliest studies of atomic encapsulation in a cylindrical pore was by Peterson et 
al. in 1986 and again in 1987 [30, 31], considering a Lennard-Jones fluid in a cylindrical 
pore. It should be noted that this was 4 years earlier than the lijima et al. breakthrough 
in the observation and characterisation of carbon nanotubes in 1991 [8]. Thus the work by 
Peterson was a little ahead of his time, and he could surely not have expected the combined
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300+ citations of his 1986 and 1987 papers. Following the work by lijima, Pederson et 
al. [32] (not to be confused with the aforementioned Peterson) used quantum techniques, 
this time explicitly considering a carbon nanotube, to demonstrate not only how a molecule 
encapsulated inside a nanotube was stable, but also that there was a certain amount of charge 
transfer between the nanotube and a polar diatomic molecule moving along the central axis; 
themes which would continue to dominate the study of nanotubes for decades to come.
Four years later in 1996, one of the earliest MD simulations of fluid flow through a 
nanotube was conducted by Tuzen et al. [33]. They considered the effects of a flexible nan­
otube wall on the flow of argon and helium through the nanotube using molecular dynamics 
simulations. The flexibility of the nanotube was achieved through a simple distance and 
angular-dependent potential, although my own reproduction of this nanotube shows it is 
inherently unstable unless some atoms are artificially fixed at the ends. Tuzen et al. dis­
cussed how heavier molecules induce stronger ripples in the wall and thus experience more 
turbulence and reduction in the diffusion rate. So while the model of the nanotube wall may 
not have been the most accurate, it was a pioneering attem pt at modelling such dynamics, 
and demonstrated for the first time the potential of molecular dynamics simulations to give 
important information about fluid flow through nanotubes.
Since carbon nanotubes were still relatively new, there was an ongoing interest into the 
stability of the nanotube wall, and a number of simulations [34, 35, 36] and experiments [37] 
were carried out, looking at the stability of the wall and showing how its shape could vary, 
and even collapse in the case of large diameters.
A b so r p tio n  in  n a n o tu b es  an d  h y d ro g en  sto ra g e
In 1998, experimental observations were made of proteins immobilised in nanotubes [38] 
and this was part of a huge effort looking at the ability of nanotubes to absorb atoms 
and molecules; particularly so for the possibility of hydrogen storage. One year earlier 
in 1997, Dillon et al. [39] made a startling discovery: their experimental work suggested 
hydrogen could be stored with 5-10wt%; that is, in a lOOg sample, 5-lOg of that weight 
would be hydrogen. Utilising the high surface area and encapsulation abilities, nanotubes 
looked as if they might help overcome one of the greatest challenges in moving towards the 
hydrogen economy: the storage problem. The US department of energy has estimated that 
the minimum storage capability required for the realisation of practical hydrogen applications
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is 6wt%, with a volume criteria of 45g of hydrogen per litre [40], and the results from Dillon 
et al. seemed to suggest this was achievable. Early simulations that followed, showed great 
potential for hydrogen storage [41] and further experiments by Chamber et al. seemed to 
confirm this [42], however the excitement over these positive results was short-lived. Further 
simulations seemed to contradict earlier findings of high storage capacity [43] and attempts 
to reproduce the results of Chambers et al. were repeatedly unsuccessful [44, 45]. Density- 
functional theory studies by Lee et al. [46] suggested a huge 14wt% might be possbile, 
however this contradicted much of the experimental and molecular dynamics simulation work 
of the time. Meanwhile Maruyama et al [47] found significant storage at room temperature, 
but only at pressures as high as 150atm; far too high for practical use.
It was considered that the apparent discrepancy between the positive experimental re­
sults and negative simulation results, was because the simulations were not considering the 
interstitial pores and grooves in nanotube ropes and bundles [48, 49], however further in­
vestigations showed that even taking this into account, high pressure and low temperature 
were required for significant storage, and simple physisorption could not reproduce the high 
storage capacities of Dillon et al [48, 50].
As an aside, it is worth noting that this high interstitial absorption can play a significant 
role in the absorption and storage of any molecular species; not just hydrogen [51]. The 
fact that this interstitial bonding is so strong, means that gases can be selectively absorbed 
onto the outer surface of nanotube bundles, with the size of the nanotubes in the bundle 
determining the interstitial size and binding energy, and thus in turn, the species selectivity 
[52].
As work continued on the possibilities of hydrogen storage in nanotubes, no significant 
storage at room temperature and reasonable pressures was observed [53, 54, 55]. By 2003 it 
became increasingly clear that absorption by simple, clean nanotubes, was not going to be a 
viable prospect for reaching the 6wt% target [56], and that more elaborate structures which 
optimised absorption, in combination with other molecular additives or carbon defects would 
be required. Indeed just recently, Dimitral<akis et al. [40] designed an elaborate graphine- 
nanotube layered structure, and with the help of lithium cations, were able to get close to 
the US department of energy volumetric criteria. Thus the initial work with nanotubes in 
their pure form may have been but a stepping-stone towards designing structures which can 
achieve the desired storage capacity.
2.4 Nano-Buidic properties 11
N e w  m illen n iu m , n ew  ad van ces
W ith the turn of the century came a number of important advances in the understanding of 
fluids in nanotubes. Fan et al. [57] managed to experimentally observe the structure of iodine 
atoms inside nanotubes, and in combination with density-functional theory calculations, 
observe how nanotube chirality could induce a spiral ordering on the positioning of the 
atoms in the nanotube. This was later shown to be the case with solids too which formed an 
unusual twisted structure with a reduced number of bonds [58, 59, 60], altering the properties 
of the solids compared to bulk properties. Special nano-scale structures can also be observed 
in 2D slit-pores, due to atomic layering [61, 62].
The year 2000 was also the first year tha t water really came into focus. Gordillo et al. [63] 
used molecular dynamics to show that the hydrogen bonding network was strongly altered 
with a reduction in the number of bonds, as might be expected in such a confined volume, 
albeit, slightly unexpectedly, independent of radius except for the smallest of nanotubes. 
This decrease in the number of hydrogen bonds was found to be accentuated with super­
critical water [64]. Meanwhile Walther et al. [65] studied the presence of water between 
two nanotubes. As expected, a minimum separation between the nanotubes was required 
before water could enter between them, but then as the separation continued to increase, 
sudden depletion was seen to occur, before filling occurred at even larger separations again. 
This highlighted some of the counter-intuitive properties of water in confined spaces on the 
nano-scale, and raised questions about what would happen with water inside the confined 
space of a nanotube. The mechanism behind this sudden depletion phenomenon is discussed 
in the next section.
To confirm the changes in the bond network, the experimental handle on this would be 
through measurement of the vibrational water frequencies. Studies of water diffusion in a 
nanotube [66, 67] and between graphine sheets [68] predicted the existence of an extra high- 
wavenumber frequency band due to the change in the bonding, however, later experiments 
failed to reproduce these peaks [69]. There could however be a number of explainations for 
this; perhaps the experiments can not reproduce the ideal clean situation of the simulations, 
or there is drowning-out of the signal by bulk water. In any case, further investigations are 
required in this area to resolve the differences in the results.
Meanwhile, other molecular dynamics simulations demonstrated tha t the diffusion path 
of molecules in nanotubes is a spiral one [70, 71], following the potential contours of the nan-
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otube, demonstrating that the strength of the nanotube-absorbate interaction is sufficient 
to play an important role in the diffusive dynamics. This served to confirm the experi­
mental evidence of spiral structures mentioned earlier [57]. Such diffusion was seen to be a 
magnitude faster than through zeolites of similar pore size [72], due to the smoothness of 
nanotubes, and the diffusion transport coefficient of argon and nitrogen through nanotube 
membranes was predicted to be 3 orders of magnitude higher than through similar silicate 
(zeolite) membranes [73]. Pressure was found to play an important role in the self-diffusion 
coefficient with an inverse relationship, while the transport diffusion coefficient was constant 
across all pressures for a range of nanotube diameters [74]. In addition, in some of the first 
concentration-gradient-induced non-equihbrium molecular dynamics simulations to consider 
nanotubes, it was shown that the high pressure gradients required to induce flow on time- 
scales accessible to molecular dynamics simulations were valid for comparison to real-world 
pressure drops [75].
Hydrophilic and hydrophobic pores
The study highlighted in the previous section, of water between two nanotubes, demon­
strates a fundamental property of nanotubes: that they are hydrophobic. That is, that the 
interaction of a water molecule with another water molecule is far stronger than that with 
the nanotube. Thus interaction with the nanotube is limited, and water prefers to assume 
certain geometrical configurations with other molecules, within the confines of the nanotube 
enclosure. This is why the unusual filling-depletion-filling dynamics occurred between the 
two nanotubes as they were separated: initial filling took place when it became energetically 
favourable to form one configuration, but as the separation increased further it became more 
favourable to evacuate and return to the bulk water. Only upon further separation did the 
next configuration of water molecules become energetically favourable, resulting in a re-entry 
of the water between the nanotubes.
This hydrophobicity and the subsequent lack of strong interaction with the nanotube, 
means that the inner wall appears very smooth to the water (essentially, it is “ignored” by 
the water), leading to low friction and enhanced flow rates. A nanotube can be changed from 
hydrophobic to hydrophilic by attaching foreign polar groups such as hydrogen to the surface 
of the nanotube, which interact with the water far more strongly than the nanotube does, 
at the expense of the intermolecular interactions of the water. In such a case, one would
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expect the rate of flow through the nanotube to decrease. The use of this phenomenon 
as a gating mechanism was taken up by Beckstein et al. in 2001 [76], in the context of 
biological membrane channels. It was shown how changing the hydrophobicity of the pore 
can allow or prevent entry, without necessitating any change in the size of the pore. In the 
same year, Kyotani et al. [77] demonstrated experimentally how the inner part of nanotubes 
could be oxidised and thus become hydrophilic, whilst leaving the outer parts untouched and 
hydrophobic. Many different types of molecules can be attached to nanotubes to “function- 
alise” them and alter the interaction properties [78]. Kotsalis et al. [79] demonstrated that 
by attaching hydrogen to the inside wall of a nanotube, water entered much more readily 
since it was able to make additional hydrogen bonds with these inner-nanotube hydrogen 
atoms. Zheng et al. [80] qualified this further by showing how the enhanced interaction 
with hydrophilic nanotubes encouraged entry but slowed the overall rate of flow. This was 
contrasted to hydrophobic nanotubes, where it is unfavourable for water to enter the nan­
otube, but once inside, the flow is relatively fast due to the lack of interaction with the wall. 
Just recently, Fornasiero et al. [81] successfully experimentally produced sub-2nm pores with 
groups attached to the end of the nanotubes so that only certain ions were able to enter when 
a pressure drop was applied across the membrane. This was also shown to be pH-dependent, 
opening the possibilities for pH sensing and gating.
M o le c u le -n a n o tu b e  p o la r isa tio n  in terp lay
Up until now, the nanotube has largely been considered to have a constant charge of zero. 
This is however not strictly accurate. In 2000, Peng et al. [82] showed that the polar nature of 
water could strongly effect the electronic structure of the nanotube. W ater adsorption on the 
nanotube and subsequent charge-transfer has also been shown to reduce conductance of the 
nanotube [83]. This change in the electronic properties of the nanotube can be measured and 
depends on the molecular species, opening the way for gas sensing with nanotubes [26, 27]. 
Another potential application of this effect is field-emission enhancement. It has been shown 
how water outside the tip of a closed nanotube can change the nanotube electronic structure 
and polarisation, such that there is an enhancement in field-emission [84, 85, 86]. This effect 
is not limited to static systems either. Ghosh et al. [87] later showed that flowing water past 
a nanotube bundle could induce a measurable voltage in the nanotube, opening potential 
avenues for flow sensors. While much of this work concerned single-walled nanotubes, multi­
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walled nanotubes have also recently been used as gas sensors, whereby the electrical resistance 
of a bundle changes when absorbing different gases [88].
Arab et al. [52] suggested that including polarisation of the nanotube in simulations could 
be important for accurately reproducing the flow dynamics of polar molecules in and around 
them. This was then taken taken up by Zimmerli et al. [89] one year later in 2005, who 
attempted to include polarisation of the nanotube in the description of the interaction with 
the water. By doing so, it was shown that the water formed specific orientations both outside 
the entrance of the nanotube, as well as inside. The polarisation of the nanotube was such 
tha t the field pointed towards the centre, forcing the water molecules to orientate themselves 
in opposite fashions, depending on which half of the nanotube that they were situated in. 
The water was found to be far more stable in the polarised nanotube compared to the non­
polarised version, owing to an increased interaction with the nanotube. This manifested itself 
both in terms of longer occupancy times inside the nanotube, as well as slower through-flow. 
This potentially has important implications for the reliability of simulations which do not 
consider nanotube-charging, particularly in situations where there is a concentration gradient 
and the nanotubes is not surrounded symmetrically by water [90]. Further density-functional 
theory studies [91], taking into account changes in the polarisation of the nanotube due to 
the presence of a water molecule, similarly found th a t the water binds favourably inside the 
nanotube.
It is important to note that the electronic properties of a nanotube vary not only with 
the interaction with polar molecules, but with the curvature of the nanotube itself. The 
electron orbitals around carbon atoms in a flat graphine sheet are known to have an sp^ 
configuration, while diamond has sp^. Although both are made of carbon atoms, the dif­
ferent geometrical structure leads to these different electronic orbitals. A carbon nanotube 
is somewhere between the flat graphine sheet and diamond, with hybrid sp^ - sp^ orbitals. 
This can potentially have imphcations for the strength of the binding of molecules to the 
nanotube, with larger-diameter nanotubes being more graphine-like, while the smallest nan­
otubes with the tightest curvature are more diamond-like. Rostov et al. [92] studied this 
with a variety of nanotube diameters, and proposed a model for a smooth variation of the 
strength and range of interaction parameters, based on the nanotube curvature. While it 
is worth considering the implications of such a study, it is also worth noting that for most 
nano-fluidic simulations which consider only a small range of nanotube diameters, the range 
of variation of the interaction parameters is sufficiently small that they can be considered
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constant if appropriate average values are chosen.
C h arged  n a n o tu b es
It has been described how by attaching polarisable (hydrophilic) groups to the nanotube, 
interaction is enhanced with the water and this can significantly change the dyanmics. An 
alternative to attaching groups to nanotubes is to charge the nanotube itself, and this has 
been explored by a number of groups. It has been shown for example, that by simply applying 
a charge to a nanotube, the fl.ow into nanotubes can be switched on and off at will. Chen et 
al. [93] showed both experimentally and computationally that charge applied to a nanotube 
would cause the otherwise reluctant mercury to fill a nanotube. This was also demonstrated 
theoretically [94] and experimentally [95] for water. As indicated before, the reason that 
water and other polar molecules are normally reluctant to enter the nanotube is that the 
bonding between the molecules is stronger than the interaction with the nanotube, due to 
the charge they carry. Thus there is an energy cost involved with the brealdng of these 
strong Coulomb bonds that is required for entry into the nanotube. W hen the nanotube 
carries a charge however, the interaction with the water is much stronger and there is less of 
a cost to breaking existing bonds in favour of bonding with the nanotube, and thus filling 
is able to occur more readily. Benerjee et al. [96] took this one step further, and considered 
alternating patterns of nanotub e-charging (both spatially and temporally), with a view to 
separating water and other ions. W ith the correct charge conditions applied, water and ions 
could be selectively allowed or denied entry into the nanotube, with varying occupancy times. 
Thus for filtration applications, the polarity of the nanotubes could play an important role, 
especially as it can be changed at will; unlike the diameter which is fixed following initial 
fabrication.
Tow ards a p p lica tio n s  an d  th e  e x it / en tra n ce  d yn am ics
The majority of studies mentioned so far have concentrated on the dynamics inside the 
nanotube or at one end, rather than the whole-system dynamics of entry, through-flow and 
exit. For the first time in 2001, Hummer et al. [6] considered the conduction of water through 
an entire nanotube, and showed that pulse-like transmission of water occurred through the 
nanotube, despite the fact tha t it was in an equilibrated bath of water. The nanotube used 
was extremely short (13.4Â), and this subsequently allowed chains of a few water molecules
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to link through the nanotube, connecting the bath of water on both sides. This ID-type 
structure inside the nanotube combined with the smooth hydrophobic interaction with the 
nanotube wall meant that any perturbation in the density of water at one end of the nanotube 
was immediately propagated to the other side, and pulsated movement through the nanotube 
could occur. Although the simulation was equilibrium in nature, it shed first light on the 
unusual non-equilibrium dynamics of flow through nanotubes.
By 2003, with the whole nanotube flow system in focus and the reports of the incredibly 
high fluxes, attention turned increasingly to the applications of nanotubes. One of the most 
obvious was water filtration. The unusually high flux means that less energy is required to 
push the water through a nanotube membrane, compared to conventional membranes. Kalra 
et al. [97] considered simulations of osmotic water transport through nanotube membranes. 
Water filtration from a salt-solution works on the principle that the salt bonds strongly to 
neighbouring water molecules, making it too big to fit through the nanotube, while smaller 
water clusters are able to enter. Kalra et al. showed how this could work well with nan­
otubes, and that any limitations in the flow rate were not so much linked to the length of 
the nanotube (two lengths of 13A and 27Â were considered here), but rather to the dy­
namics of entry and exit. Supple et al. [98] specifically considered entrance/exit dynamics 
in considering the ability of oil to enter a nanotube, demonstrating tha t entrance into the 
nanotube was much faster than predicted through conventional theory. Newsome et al. [99] 
highlighted that for very long nanotubes, any resistance to flow comes primarily from inside 
the nanotube, whereas for short nanotubes entry and exit resistance is more influential. Thus 
the entrance/exit dynamics can play a very important role in the overall flux through the 
nanotube.
A related potential application is separation of different gases, using nanotubes that favour 
adsorption and entry of one species over an other. For example, it has been shown through 
Monte Carlo simulations [100] that oxygen or nitrogen can be favourably absorbed at the 
expense of the other, simply by selecting the nanotube diameter, tem perature and loading.
C o n tin u in g  th e  fu n d a m en ta l research
While research into the applications of nanotubes involving water continued, the research 
into the principles of water flow through nanotubes was ever ongoing and a number of 
important findings were made. The simulations and experiments until now had focussed on
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the unusually high flux of water. Mashl et al. [101] showed the opposite: that under the 
right conditions, the confinement of the water could cause unique hybrid liquid-solid states, 
and thus induce unusually slow dynamics. In particular, the water was seen to have ice-like 
structure and mobility, whilst retaining the lower flquid-like number of hydrogen bonds. This 
also served to highlight that the phase definitions of solid, liquid and gas, are highly blurred 
on such a scale with so few molecules and unusual structure. Soon after, further unusual 
structures of water inside the nanotube were demonstrated [102], inducing an ice-like shell 
of water around the inner-wall of the nanotube, whilst maintaining a more fluid-like chain 
of water down the central axis. Meanwhile Kotsalis et al [103] studied two-phase liquid-gas 
flows of water, confirming that water could settle around the inner edge of the nanotube. 
The condensation of gases could play an important role in the absorption dynamics of gases 
[104], particularly in smaller nanotubes where the layering around the inner wall is observed.
The unusual effects of confinement on phase-transitions applies also to solids. Arcidiacono 
et al. [105] showed that the solidification tem perature of gold is lower than in the bulk regime 
and that this, interestingly, does not depend strongly on the diameter of the nanotube. This 
is because the gold simply became longer or shorter in the axial direction to accommodate 
the narrower or wider nanotube respectively and thus the pressure imposed by the different 
diameters is fairly constant and does not contribute to a change in structure.
R ig id  and  flex ib le  n a n o tu b es
In all of the simulations mentioned so far, the nanotube was modelled as a rigid structure. 
It had been shown early on by Tuzun et al. in 1996 [33] that ripples induced in the wall of 
a nanotube could lead to a reduction in the flow rate through a nanotube, and Mao et al. 
clarified this further in 2000 [70] by showing, perhaps as expected, that smaller nanotubes 
with heavy atoms interacting strongly with the wall, produced the most rapid reduction 
in flow rate. It wasn’t  until 2005 however that the difference between flexible and rigid 
nanotubes was really quantified in detail, when Jakobtorweihen et al. [106] set out to test 
this through molecular dynamics simulation. It was found that the approximation of a rigid 
nanotube is valid only a t higher loadings (greater than 1 bar), while for lower loadings the 
flow is much slower than predicted with a rigid nanotube. This is because at lower loadings, 
the molecular interaction with the nanotube wall is the dominating interaction, compared 
to interactions with other molecules. At higher loadings, however, this is reversed and the
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interaction with other molecules becomes the dominating interaction. Thus the model for 
the nanotube wall becomes more important for lower loadings than higher loadings and 
thus the flexible nanotube has a greatest effect at lower loadings. Jakobtorweihen et al. 
then developed a therm ostat to reproduce the flexibility of the nanotube without having 
to explicitly model the movement of the nanotube atoms, saving significant computational 
time. In contrast, Marmier et al. [107] found that there was no difference between flow in a 
rigid and flexible nanotube, although direct comparison of the loadings and pressures used 
with Jakobtorweihen et al. is unfortunately not possible. Chen et al. [108] later confirmed 
the findings of Jakobtorweihen et al., also showing that the transport diffusion coefficient is 
similar at higher loadings for both rigid and flexible nanotubes. Li et al. [109] considered 
molecular dynamics simulaitons of a  nanochannel drilled in a silver substrate, with both fixed 
and flexible conditions imposed on the substrate. Although this is somewhat different to a 
nanotube since energy from collisions with the wall can be absorbed into the surrounding 
structure, it was possible to demonstrate that at the densities considered here, the flexible 
walls gave markedly different self-diffusion characteristics compared to the flxed-wall case. 
In addition, for both the fixed and flexible cases, the 2nm-diameter channel showed enhanced 
diffusion over the Inm  and 3 nm diameters, due to the pattern of the potential in the channel 
and the particular shape of the repulsion potential from the walls in the 2nm case.
F ab rica tion  o f  n a n o tu b e  m em b ran es
Although there had been some early experimental attempts at the fabrication of nanotube 
membranes and the measurement of flow through them [110, 111, 112] they often used 
relatively large pore diameters and focussed more on demonstrating the viability of the 
experimental technique and the control of flow, rather than measurement of the flow rate 
itself. This changed dramatically in 2005 when Majumder et al. [5] fabricated a membrane 
with nanotubes of just 7nm in diameter, and measured fluid flow as much as 5 orders of 
magnitude faster than would be predicted through conventional theory. This was closely 
followed by Holt et al. [4] in 2006 who fabricated and measured the flow through carbon 
nanotube pores of less than 2nm, reporting enhanced flow rates, just as previous experimental 
and theoretical works had done. Thus the experimental fabrication of membranes is rapidly 
becoming viable, with a promising outlook for future applications.
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E la b o r a te  g e o m e tr ie s
Recently the focus has begun to shift towards more elaborate and complex geometries, con­
sidering connections of different sizes of nanotube [113], which lead to novel suggestions such 
as nanotube nozzles for example [114]. The transition from a larger to a smaller diameter 
was shown to increase the velocity and reduce the pressure of the liquid, similar to that which 
is experienced on the macroscale. By fitting one smaller nanotube inside a larger one, it has 
recently been shown that the previously under-utilised centre of a large nanotube could be 
used for strong adsorption, in addition to the region near the walls [104]. Kinked nanotubes 
have also recently been studied [115] and their ability to separate species of molecules sim­
ply based on the angle of the kink has been considered. Even in conventional single-walled 
nanotubes, recent work has shown how water flow through longer nanotubes over long time 
scales can be ballistic on timescales covering 100s of ps, with an eventual transition to more 
conventional Fickien dynamics [116]. The molecules in this particular case, both water and 
non-polar, were seen to form clusters in the nanotube, with the non-polar clusters disinte­
grating more quickly than the polar clusters. It was highlighted how several ns of simulation 
time were required to accurately cover all the dynamics of flow.
2.5 Sum mary and m otivation
Over the previous couple of pages, nano-fludic nanotube research has been reviewed and 
discussed. From early beginnings considering adsorption of a single molecule, to the latest 
simulations considering large time-scales and systems, the research has come a long way 
since 1991 and lijima’s seminal nanotube paper. The experimental side of the research 
was initially fraught with difficulties and mis-interpretation of results; initial excitement of 
hydrogen storage capabilities of nanotubes was unfounded, and the fabrication of nanotube 
membranes has lagged behind the designs and proposals of theorists for a long time. The 
scale of the nanotubes and the precision with which they must be processed and manipulated 
makes such experimental work very difficult. This is flnally beginning to change though 
as Holt et al. and others in the last few years have managed to create viable nanotube 
membranes and the understanding of manipulation of the nanotubes becomes ever-clearer.
Much of the focus of nano-fluidics has been on water-flow through nanotubes, and with 
good reason: the ubiquitous nature of water means that the potential applications are wide-
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ranging. Not only is the study of water important, i t ’s also fascinating, with the highly 
unusual and complex phenomena that exist inside nanotubes. Research into the dynamics 
and properties of water inside nanotubes is ongoing with research pushing the boundaries of 
length and time scales, as well as unconventional geometries.
The study of flow in nanotubes progressed very quickly from the basic molecules used by 
Tuzen et al. in 1996 to the extraordinary flow of water noted by Hummer et al. in 2001. 
Ongoing research has continued the relentless pace of advancement, pushing the boundaries 
of understanding and exploring ever-more novel structures and applications. Indeed it can 
be considered that the fundamentals of flow, considering simple atoms and molecules, has 
been somewhat overlooked. Such fundamentals are highly important however, because this is 
the basis upon which all flow; including tha t of water; is based. In fact basic comprehensive 
studies of the influence of temperature on diffusion in nanotubes were not systematically 
considered [117] until 2006! Thus this gap in fundamental knowledge must be addressed and 
used to guide the design of applications and other simulations with more complex molecules.
In addition, it is also worth considering that almost without exception, simulations carried 
out are equilibrium simulations with a finite number of atoms. In many applications however; 
particularly filtration; non-equilibrium conditions in the form of a concentration gradient will 
be used. In addition, it is important to consider the entire nanotube system and dynamics; 
not just the inner flow; since the entrance/exit dynamics can play a deciding role in the 
mechanisms of flow.
Thus to guide the successful design and optimisation of nanotube membranes for filtra­
tion and related applications, an understanding of the fundamental non-equilibrium whole- 
nanotube flow dynamics is crucial. This is the motivation for this work.
Chapter 3
M olecular dynam ics theory
3.1 The molecular dynam ics m ethod in context
There are a number of avenues open to those wishing to simulate the interaction of atoms 
and molecules with nanotubes, and they are appropriate depending on the scale at which the 
system is to be studied. On the smallest scales where a fundamental description is desired, 
density-functional theory (DFT) can be highly useful. Here the individual electron orbitals 
are considered in order to calculate the interaction between atoms and molecules. This 
means that interactions which involve a change in the electronic orbitals can be accurately 
studied, and thus DFT is employed in many such situations; particularly those involving 
chemically-bonded interactions (chemisorption). W ith such detail however comes enormous 
computational cost, and as such, studies are limited to very few atoms, usually with static 
systems.
Molecular dynamics (MD) fulfils the requirements of the other end of the nano-spectrum. 
MD essentially uses a parameterisation of the interaction with respect to distance, and 
usually assumes that the form and strength of the potential will not change for the duration 
of the simulation, allowing greater time-scales to be accessed. As a half-way step between 
a DFT-style full description and an MD-style parameterised description, there are hybrid 
DFT-MD techniques, commonly known as ab-initio MD techniques, which combine the time- 
step integration of MD with the on-the-fly calculation of the interaction potentials through 
DFT and DFT-like methods [118, 119]. This too can have its place in the study of nano-scale 
systems where the interaction potential is expected to change in strength or form, such as in
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the modelling of chemical bonding where there is likely to be a transition from physisorption 
to chemisorption.
In situations however where a constant interaction potential is sufficient, the lower com­
putational cost and greater accessible time-scales makes MD a natural choice. An extended 
time-scale is particularly important when wanting to study the dynamical evolution of flow, 
where time-scales on the order of 10s of nano-seconds are necessary. In theory, once the 
interaction potential is known, it should be possible to analytically solve the evolution of 
the system with time. In practise however, especially with more than 2 moving atoms, the 
evolution of the system becomes highly sensitive to the starting conditions. Thus MD simu­
lations are essentially a numerical method of solving the motion of a complex system which 
can not be analytically solved, giving access to systems of hundreds or thousands of atoms 
over nanoseconds of time.
The first paper published with molecular dynamics was in 1957 by Alder and Wainwright 
[120] looking at the phase transition of a system of hard atoms, “by means of fast electronic 
computers [sic]” . More complex simulations involving soft spheres were later carried out 
by Rahman 7 years later [121], showing conclusively for the first time that MD could be 
used to reliably reproduce the properties of an element; in this case argon. Since these 
beginnings there have been a whole range of studies using MD, giving detailed information 
about the evolution of such systems. Although the underlying principles of MD are perhaps 
simpler than quantum DFT-dervied methods, the complexity in the MD arises in the design 
of the simulation and the interpretation of the results. This chapter describes some of the 
fundamental and more advanced MD methods which are relevant to this research.
3.2 Basic structure and integration
In a molecular dynamics simulation, the atoms move corresponding to Newton’s laws of 
motion. For simple pair-wise interactions, Newton’s 2nd law of motion states that the 
change in momentum with time is proportional to the strength of the force applied (3.1).
=  771^ (3.1)
The force meanwhile can be derived directly from the gradient of the potential in the 
following fashion:
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F(r) =  (3.2)
While this gives the magnitude of the force, what is useful in MD simulations are the 
cartesian components of the force. For example, the x-axis component of the force is given 
by:
This assumes of course tha t the potential V (r) is known in an analytical form. There are 
many situations where this is not known, or where the form is so complex it is computation­
ally cheaper to test what the potential would be if the atom moved to the left and right of 
its current position, and then derive the gradient numerically.
This can then all be incorporated into a basic progression of parts:
1. Initialise all simulation parameters including atom starting positions and velocities.
2. Enter primary loop.
(a) Calculate the force between all atoms of the system.
(b) Adjust the velocities of the atoms based on the surrounding forces.
(c) Calculate the new positions of the atoms based on the current velocity.
(d) Repeat primary loop
3. Export final results and end simulation.
The order of 2a,b,c are interchangeable, depending on the integration method used.
A common method of integration through time and space is the Verlet method, calculating 
the forces, positions and velocities in turn. Considering a time-step of the position at 
time t + 6t can be calculated through a Taylor expansion:
r{t -I- 5t) — r{t) -f- 4- +  •••
=  r(t) 4- v{t)ôt 4- 4~ 0{6t)^ (3.4)
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Then, considering the position at time t — 6t:
r{t -  5t) -  r(t)  -  ^ S t  + + ... (3.5)
Adding equations 3.4 and 3.5, the new position can be calculated:
r{t +  6t) = 2r{t) — r{t — St) 4- +  0{St)^ (3.6)
Thus the new position of the atom is known with an error of just (<5t)^ .
The calculation of the velocity (3.7) meanwhile, carries a number of disadvantages. Firstly 
the error in the calculation is of order (St)^, which is much higher than th a t of the position 
calculation, and necessitates small time-steps in order to prevent long-term energy-drift. 
More significantly, the calculation of the velocity can be done only after the position at the 
following time-step is known, making it inconvenient for calculation of quantities such as the 
kinetic and total energies at time t.
= + (3.7)
There are a number of methods designed to overcome these disadvantages. One of the 
most popular, and the method of choice for the simulations described in this thesis, is the 
Velocity-Verlet method [122]. This method integrates the position as before (3.6), however 
the velocity is integrated differently (3.8), allowing its calculation to be done in the same 
step as the new force and position.
v(t + St) =  v(t) + (3 .8 )
Therefore the calculation of the new velocity is done in two parts, using F (t)  and F(t-i-St), 
changing the progression of the calculations to the following:
1. Initialise all simulation parameters including atom starting positions and velocities.
2. Enter primary loop.
(a) Calculate the new positions of the atoms based on the current velocity.
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(b) Move the velocity forward by half a time-step based on the current force.
(c) Calculate the force between all atoms of the system.
(d) Move the velocity forward by half a time-step again, based on the new force.
(e) Repeat primary loop.
3. Export final results and end simulation.
This splitting of the calculation of the velocity into half-time steps also helps to increase the 
accuracy of the velocity-integration.
Whilst the Velocity-Verlet algorithm is favoured for its simplicity, accuracy and low com­
putational cost, there are a number of different algorithms available, including the Beeman 
algorithm, amongst others [123]. Simple equilibrium tests conducted with argon however 
failed to show any significant improvement of the Beeman algorithm over the Velocity-Verlet, 
so the Velocity-Verlet method was kept.
3.3 Potentials
3 .3 .1  L en n ard -Jon es in tera c tio n s
The result of any simulation is only as reliable as the potentials describing the interactions 
between the atoms. Therefore the accuracy of the potentials used is very important. One of 
the most common and universally-applicable potentials is the Lennard-Jones (LJ) potential
(3.9), which is applicable between non-bonded atoms.
(J i-i ' (3.9)
The potential Vij is dependent on the depth of the potential well eij, and the “hard-sphere” 
distance Cij, which is defined as the point a t which the potential crosses the zero-potential 
line as shown in figure 3.1 at <% =  1. The LJ potential is used as the basis to describe the 
interaction between many different species of non-bonded atoms, with the values of e and a 
chosen for each species appropriately.
The LJ potential is made up of two competing terms: an attractive and a repulsive 
term. The attraction comes about due an uneven balance in the distribution of the electrons
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Figure 3.1: The Lennard-Jones and SHRAT potentials.
orbiting the atom, since they are attracted to the positive nucleus of a neighbouring atom. 
When the nuclei of the atoms get too close however, they interact strongly and repulse each 
other, and it is this which is described by the repulsive term.
While the LJ potential is good at describing the interaction of uncharged atoms, the 
primary disadvantage of the LJ potential is tha t it only reaches zero at infinity, necessitating 
the need for a cut-off and a jump to zero potential at a chosen distance. If this cut-off 
distance is long, then although the jump in the potential energy will be small, each atom 
will interact with many other atoms, and the time to calculate all these interactions will 
be significant. Likewise, although a short cut-off brings fast calculation, the energy jump 
will be greater and larger errors will be introduced. Thus an optimum balance must be 
chosen. In order to overcome such difficulties, other potentials have been developed such as 
the SHRAT potential (3.10) [124, 125], however due to the established and tested nature of 
the LJ potential, other potentials have failed to gain widespread use.
V sHR AT {r i j )  = 512 27 * 1 _  l i ia. 3 - 2 a^. (3.10)' V  /  \
When two unlike species are interacting via the LJ potential, it is necessary to derive the 
appropriate values of e and a. This is done through the Lorentz-Berthelot combining rules 
(3.11 and 3.12) [123].
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^ij “  2 ) (3.11)
6ij =  yJeiCj (3.12)
3 .3 .2  A rgon
The use of argon in MD simulations is well established. Verlet first proposed representing 
argon through a LJ potential in 1967 [126], and found that it reproduces its known properties 
very weU at different temperatures and pressures. For this reason, argon, represented through 
the LJ potential, is often used as a base and reference for MD simulations. Although there 
is some variation in the values of e and a  used by past authors to represent argon, they do 
tend to be around a  =  3.4Â and e =  lO.JJmeV (eg, [73, 121, 126, 127]). Therefore for the 
present work, the values from Verlet [126] are used, with cr =  3.405A and e =  10.32meT/. 
Confirmation of the validity of these values is made later in section 4.5 during testing of the 
MD simulation.
3 .3 .3  H y d ro g en
Hydrogen is of interest for a number of reasons. Historically, given the interest in hydrogen 
storage, it has long been studied through molecular dynamics simulations. In addition, it 
offers a significant contrast to argon, given its very small mass. While the simulation of 
point atoms such as argon can be achieved quite well through optimum choice of the e and 
a  parameters, hydrogen is a diatomic molecule, and as such, needs further consideration. 
In addition, hydrogen comprises of both Ortho-hydrogen and Para-hydrogen in a 3:1 ratio 
(with atom spins aligned and anti-aligned respectively) [128], each with slightly different 
properties, and this can also impact the model used.
For the case of the more-abundant Ortho-hydrogen as well as the normal 3:1 ratio of the 
mix of the two, the spherical Silvera-Goldman (SG) potential [129] has been fairly successful 
at reproducing the H 2 - H 2 interaction properties [130]. It consists of serveral r"  terms 
competing with each other, all multiplied by a cut-off function. Although it can reproduce 
the properties of hydrogen well, it does have several disadvantages. Firstly, the SG potential 
is designed for bulk interactions and may not be as applicable for small hydrogen clusters like 
those found in nanotubes [131]. Furthermore, since it is derived from solid hydrogen, it is
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thought to have some difficulties when dealing with liquid/gas properties [132], which again 
will be accentuated when considering small numbers interacting with nanotubes. Finally, 
the significant number of terms in the equation means that it is relatively expensive to 
compute. This has driven work to adapt the computationally less-expensive LJ potential to 
accommodate hydrogen appropriately.
The reproduction of diatomic hydrogen as a single spherical site through the LJ interaction 
has also been considered, with interaction parameters of e and a  typically ranging from 
2.929meV depth with 3.06A range [133], to 3.161meV depth with 2.95SA range [134]. Unlike 
the SG potential however, these LJ-based potentials also make use of an electrostatic term. 
For example, Levesque et al. [134] use a charge of 0.48e on each of the hydrogen atoms which 
is countered by a negative charge in the centre of the atom to maintain molecular neutrality.
Perhapes one of the most promising potentials however, in terms of accuracy, computa­
tional cost and applicability to the systems to be studied here, is the adapted LJ potential 
by Cheng et al. [135]. Using a first-principles-derived interaction profile [132], the LJ po­
tential was fitted specifically with the purpose of hydrogen-nanotube interactions in mind, 
and without the need for extra charge sites. Given the advantages of this approach, this is 
the method of choice for describing the H 2 — H 2 interaction. A further advantage is that 
interaction with other species of atoms can then be derived through the Lorentz-Berthelot 
rules as appropriate (3.11, 3.12). The interaction parameters for e and a  are 1.499meU and 
2.65A respectively [135].
3 .3 .4  W ater  
Introduction
Up until now, the potentials that can be implemented to describe the argon atom and 
hydrogen molecule have been relatively simple: the models are based on the LJ model, they 
require only a single-site in the description, and above all, there are no Coulomb charges 
to consider. Water on the other hand is very different and far more complex: not only 
does it have 3 sites which must be taken into consideration when designing a model, but it 
is a polar molecule and there are charge terms which play a vital role in the dynamics of 
the molecule and the bulk properties of water. Figure 3.2 demonstrates for example, how 
the melting point of water deviates strongly from other non-polar molecules as one moves
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Figure 3.2; Melting temperatures of water and other i / 2-honded molecules.
down the periodic table. The Coulomb interaction is important because not only is it very 
long-range, but it is also very strong. Therefore even just a slight imbalance in the charge 
terms of the water can cause the whole molecule to catapult away or explode; something 
which creates quite a challenge when trying to model water in simulations. Indeed, the hugely 
attractive and repulsive charges involved and the need to balance these so finely makes water 
highly sensitive to the model parameters, and makes it very difficult to reproduce all the 
properties of water accurately across all temperatures and pressures. Despite the challenge 
of modelling water, due to its ubiquitous nature and importance in biological systems and 
industrial processes, it is highly important that its properties and dynamics are understood. 
As a result, a large number of models have been proposed for water, all with their specific 
strengths and weaknesses.
M odels
As far back as 1933, even before the advent of computers, an atomic model for water was 
under consideration. It was already theorised that water was not completely symmetric, and 
Mecke in 1933 [136] used band-spectra to propose a V-shape structure for the water molecule. 
In the same year, a detailed model of water was proposed by Bernal et al. [137] to account 
for its known properties. Using the data from Mecke and other macroscopically-measureable
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data, Bernal et al. inferred the properties of water, introducing ideas about the positioning 
of the charges which would prove to become integral parts of water models developed many 
decades later.
Modern models have come a long way since 1933, however there is still a distinct lack of a 
comprehensive model which is suitable for water under all conditions. An early model which 
became the basis for many other successful models, is the Simple Point Charge (SPC) model 
proposed by Berendsen et al. in 1981 [138]. The SPC model uses charges at each atomic 
site, while the Oxygen atom carries an additional LJ potential which the hydrogen atoms 
do not have. Reproduction of properties such as the dipole moment [139] and self-diffusion 
coefficient [140] are reasonably good compared to experimental data [141, 142] however 
properties such as the temperatm'e of maximum density are underestimated [143, 144].
Another popular model proposed in 1981 is the 3-Point Transferrable Intermolecular 
Potential model (TIP3P) by Jorgensen et al. [145]. This model uses the same configuration 
of sites as the SPC model, albeit with different interaction parameters and a smaller H-0- 
H angle. Since the number of charges and LJ-interaction points is similar to the SPC, it 
could initially be expected that there would not be much difference in the properties of the 
models, and while this is true for a quantity such as the dipole moment [146], the self-diffusion 
coefficient [140] and tem perature of maximum density [144] are substantially less accurate 
than the SPC model. In addition, the TIP3P suffers from a much wealcer structuring of the 
water compared to that measured by experiment and that of the SPC model [147].
The SPC and T1P3P models mentioned so-far, form the basis of many different and 
improved models, but before examining these improvements, it is worth considering one 
final major class of models: the Polarisable Point Charge (PPC) model [148]. This relatively 
recent model differs from the SPC and TIP3P models in that the charge of the oxygen is 
moved away from the atomic site and placed on the axis of symmetry. In addition, both the 
position and strength of the charge is allowed to vary depending on the local electric field. 
This model results in a much better estimation of the dipole moment and the self-diffusion 
coefficient [149], while predicting the tem perature of maximum density exactly [148]. This 
hints at the complexity of water and shows that fluctuating charges and charge-positions 
may be required for the highly-accurate modelling of water.
In parallel with the PPC model, development of the SPC and TIP models was ongoing. 
Some attempts to increase the accuracy of the T1P3P model focussed on increasing the model
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to 4 and 5-sites [146, 150]. These also featured specific parameterisations: for example, opti­
mising the accuracy of the potential for use with “Ewald”-based long-range force treatment 
[151, 152]. Such changes and parameterisations had varying degrees of success. An impor­
tan t point regarding the inclusion of a greater number of sites is that a realistic rational 
is required for the inclusion of such sites, otherwise there is the risk th a t such models only 
apply to the specific conditions under which they are being developed. This is particularly 
important when considering nano-confined water, where models are generally developed only 
with bulk water in mind.
Perhaps one of the most important developments however, is an extended version of the 
SPC model, denoted SPC/E, developed by Berendsen et al. in 1987 [153]. This is one of 
the most widely-used models of water in the literature. It is not immediately obvious why 
this is the case, since the improvement in the description of water is similar to other models, 
however its early placement in the history of models, its improvement over the original SPC, 
and its relative simplicity (no charge variation, extra sites or flexible bonds) go some way 
to explaining its popularity. Overall, the SPC /E  performs better than the original SPC: 
for example, the self-diffusion coefficient is much closer to experimental values [142, 149] 
however other quantities such as the dipole moment are only marginally improved [149] 
when compared to experiment [141].
Another path of development of the original SPC and T1P3P models is to include flex­
ibility. Flexible models are of particular interest, since nano-scale confinement may lead 
to changes in the bond-lengths and angles which can not be reproduced with rigid models. 
For example, a flexible TIP3P model was proposed in 1999 [154] resulting in a slight im­
provement over the original T1P3P model. More recently, a new flexible SPC-based model 
denoted SPC/Fw was developed by Wu et al. only in 2006 [155], taking the knowledge gained 
through the variants of the SPC models and flexible T1P3P model to give a further-improved 
flexible description of water. The accuracy of this model is quite good, with the self-diffusion 
coefficient agreeing exactly with experiment [155].
When considering simulations of water, given the huge number of models in existence, 
each with their own strengths and weaknesses, it is not immediately obvious which model is 
best to use. As mentioned earlier, when studying nano-confined systems, a flexible model is 
desired since it will allow the water to react to the changed conditions compared to a bulk 
setting. Of the T lP3P/Fw  and SPC/Fw  models, given the accuracy and improvement of the
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latter over the former, and the broad popularity and tried-and-tested nature of SPC-based 
models, it is the latter which is most appealing. Thus for the purposes of this study, the 
SPC /Fw  model will be considered. The SPC /Fw  interaction parameters that go into the 
radial (3.13) and angular (3.14) potentials are given in table 3.1.
While the radial components of the potential can in principle be evaluated using pair-wise 
interactions, the angular part of the interaction can not be evaluated in this fashion. There­
fore, the potential of each individual water molecule is calculated numerically, by recording 
the change in potential when each atom is shifted slightly to the left and right along each 
Cartesian axis, based on the change in distance and angle between the atoms. This in turn 
allows the force to be evaluated appropriately.
Vradial = ÿ  ~  ^o)^ +  (rOH2 “  ^o)^]
Vangle = -  %)^
(3.13)
(3.14)
Table 3.1: SPC/Fw intra-molecular parameters
kf) Radial energy constant 45.92961 e l/1 -2
’'o h Equilibrium bond length 1.012 A
ka Angular energy constant 3.291
Oq Equilibrium bond angle 113.24°
The inter-molecular potential, Vim, is modelled through a standard LJ and Coulomb 
interaction potential (3.15). The parameters for this are listed in table 3.2.
CTi
ra
12 ^ij
f'ij + (3.15)
3 .3 .5  L on g-ran ge C ou lom b  in te r a c tio n  
Introduction
A very complex aspect of simulating water (and any other polar molecules or ions) is the 
treatm ent of the charges on the atoms. The Coulomb part of the interaction is very strong.
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Table 3.2: SPC/Fw  inter-molecular parameters
<T(A) e(meV) q (e)
Oxygen 3.165 6.740 -0.82
Hydrogen 0 0 0.41
and as noted in section 3.3.4, this in turn means that models can be highly sensitive to 
changes in the implementation of this interaction. Not only are they strong, but they are 
long-range in nature and it is the combination of these two factors which make models 
sensitive to how these forces are considered.
There are primarily two different ways to deal with the Coulomb interaction: using a 
mathematical “trick” to allow the Coulomb forces to penetrate further than the size of 
the simulation cell allows, or simply to cut the interaction off a t a given distance, as is 
done with the LJ interaction. The latter is not uncommon, although the former, through 
the “Ewald method” , is most popular. Andrea et al. [156] in 1983 considered simulation 
methods of water, and compared a very short Coulomb truncation to the Ewald method. 
They demonstrated that with a cut-off greater than 6À, while the relative orientation of the 
water molecules was sensitive to the cut-off range, the radial distribution of the atoms was 
not. W ith just a 6A cut-off, the structural and thermodynamic properties were similar to 
th a t using the Ewald method. Other cut-off methods have since been proposed, particularly 
by Wolf et al. [157] and others [158, 159]. These methods clearly highlight that the cut-off 
of the interaction must result in an overall neutral “bubble” around each atom, otherwise 
the system is unbalanced and unstable.
Ewald m ethod
The Ewald method is very different since it does not use simple truncation of the potential. 
It allows the inclusion of all charges within the simulation cell, as well as those in neigh­
bouring image cells (assuming periodic boundary conditions). This is done by calculating 
the interaction within the simulation cell in real space, while considering the charges in the 
neighbouring cells in Fourier space. The neighbouring simulation cells (and their neighbours, 
and beyond) can be considered as periodic, since the relative positions of the atoms in each 
cell is the same. This allows the long-range inter-cell charge interactions to be considered in
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Fourier space, and this in turn  increases the speed of the calculations, which would otherwise 
be prohibitively slow for the huge number of atoms involved.
A full mathematical derivation of the Ewald summation method can be found in the work 
of Leeuw et al. [160], and more accessible summaries can be found in a number of simulation 
books [123, 161, 162]. Briefly, the premise of the Ewald method is as follows:
Each charge within the central cell interacts with all other charges in the central cell, 
as well as all image charges in all neighbouring cells and beyond. Direct calculation of the 
interaction of each of these atoms with every other atom in all the cells is highly costly, and 
so Ewald formulated a method [163] by which this problem could be overcome.
Each point-charge is surrounded by a screening Gaussian distribution of charge which has 
the same magnitude but opposite polarity of the original point charge. Now the combined 
potential contribution of this point-charge -I- the screening cloud is only what remains from 
the fraction of the point charge which is not screened by the Gaussian charge distribution. 
This contribution tends to zero over distance much more quickly than the naked unscreened 
point-charge does. The total potential of these rapidly-decaying screened charges can then 
be calculated relatively easily through direct summation.
In order to correct for this artificially-introduced Gaussian charge distribution, another 
cancelling distribution; equal in magnitude and opposite in sign to the screening distribution; 
is applied so that the sum of the 3 contributions leaves just the original point-charges. 
The smoothly-varying periodic nature of the Gaussian cancelling distribution means that it 
can be represented by a rapidly-converging Fourier series. Thus the problem is converted 
from a slowly-decaying long-range problem to a rapidly-converging Fourier function which 
is calculable. It should be noted that this method has incorporated the interaction of each 
atom with its own image in each neighbouring cell. This self-interaction (including the point- 
charge and screening/cancelling distributions) must be subtracted from the interaction sum. 
Finally, it is worth noting that while the majority of Ewald-method calculations are done 
for 3D periodically-bounded systems, there are also adaptations for other geometries, such 
as 2D systems (eg, [164, 165, 166]).
Sum m ary
The method most-appropriate for the Coulomb interactions arising in these studies must be 
considered. Ideally, given that the simulations here will use periodic boundary conditions in
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only two dimensions, an application of a 2D Ewald summation method would be best. At the 
same time, one must also consider the computational costs as well as the time taken to code 
and implement the various methods. As a result, it makes sense to progressively implement 
the methods in terms of increasing cost of both implementation and computation.
Due to both the costs of implementation and computation, for the initial studies here with 
water, a simple cut-off of the potential is used. It will be shown later (section 4.5) that this 
does not significantly effect geometrical properties such as the structure of the water molecule 
and the inter-molecular radial structure, although it does lead to an overestimation of the 
diffusion coefficient compared to the original SPC/Fw results. Future development of the 
simulation should move to include first the standard 3D, and then specialist 2D formulations 
of the Ewald method.
3.3.6 Carbon nanotubes 
Introduction
The method by which carbon nanotubes are modelled can take a number of forms, depending 
on a number of factors, including the specific purposes and interest of the simulation, as well 
as considerations of computational complexity and cost. W hat follows in this section is a brief 
summary of the models used, and their advantages and disadvantages. Based on a survey 
of 31 nano-fiuidic-related papers, specific to the study of fluid in or around nanotubes, 58% 
of papers used a rigid atomic description of the nanotube, while the remaining 42% allowed 
the atoms to move. Of the models where the atoms were allowed to move, 54% used a 
harmonic potential for the movement of the atoms, while 31% used an advanced and highly 
accurate “Brenner-Tersoff” potential. Although the exact percentages quoted here should 
be taken with a pinch of salt due to the fairly small sample size (38 papers, 7 of which 
were excluded due to unclear description of the nanotube model) and the tendency to follow 
citations giving a slightly inter-dependent sample set, it nevertheless gives a general insight 
into the popularity of the various nanotube implementations.
Rigid m odels
One of the most popular and enduring methods is simply to simulate the nanotube as being 
rigid. Computationally this is cheap, since the fast vibration of atoms in the nanotube would
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otherwise require a small time-step. It has been discussed in some detail in section 2.4 how a 
rigid nanotube generally has higher rates of diffusion than a flexible one, and one must bear 
this in mind when using this model. Nevertheless, given the good accuracy of the description 
and the ease of implementation, this is a popular and viable model for nanotube simulation.
H arm onic m odels
W hen wanting to move to a flexible description of a nanotube, the most popular way of doing 
this is through a harmonic-potential model. In such models the interaction between carbon 
atoms is typically modelled with 3 parts: a radial potential to maintain bond lengths, an 
angular potential to maintain the angles between the atoms, and finally a torsion potential 
in order to maintain the overall shape and structure of the nanotube. The radial component
is often treated through a Morse potential (3.16) while the angular component is often
considered through a harmonic potential (3.17) (the latter being a first-order approximation 
of the former).
In the survey, just one paper, by Tuzun et al. in 1996 [33] ignored any torsion term, 
however through my own early attem pts to reproduce the nanotube of Tuzun et al., it is 
clear that this malces the nanotube very unstable. The way that Tuzun et al. then overcame 
this, was to fix the ends of the nanotube to be rigid (25% - 50% of the total length of the 
nanotube). Thus the inclusion of a torsion term  is crucial in the maintenance of the shape of 
the nanotube [65, 167], and is typically modelled in the form of equation 3.18. The harmonic 
model and parameters designed by Walther et al. in 2001 [167] forms the basis for a number 
of papers (eg, [105, 106]).
14nar,6= A%n(l -  er-/%r- '^o))2 (3.16)
f^arm =  ~  #o)  ^ (3.17)
^torsion — ^^%(1 COs(20)) (3.18)
where ro and 6q are equilibrium values, km^ kh, h  and /? are constants, and r, 9 and ^  are 
distance, angle and torsion-angle between atoms, respectively.
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B ren n er-T erso ff  m odel
If a description of the nanotube with even greater accuracy is needed, then the first-principles 
derived Brenner-Tersoff model is generally used. The original Tersoff potential was proposed 
in 1988 [168], in an attem pt to provide a classical description of covalent bonding between 
two atoms in a solid system. Initially this was considered just for silicon, however Tersoff 
then applied the methods to carbon [169], giving for the first time a first-principles-derived 
method of reproducing the interaction potential between bonded carbon atoms. Key to the 
derivation of this potential is the assumption that the strength of the bond (depth of the 
potential) between two neighbouring carbon atoms is dependent not only on the distance 
between them, but also on the number of neighbours that each carbon atom has. The greater 
the number of atoms (or the higher its “co-ordination number”), the weaker the bonds are 
with its neighbours. Thus a simple diatomic molecule is very strongly bonded, whereas an 
atom in a lattice is less-strongly bonded.
The original Brenner-Tersoff potential came about through a paper published by Brenner 
in 1990 [170] where a number of refinements to Tersoff’s potential were made. This attempted 
to improve the original description, taking account of factors such as conjugated bonds 
(alternating single and double bonds). A later and further-improved potential was published 
by Brenner in 2002 [171].
Briefly, the potential can be described as follows: The pair-wise interaction energy between 
two bonded carbon atoms, i and j ,  is given by:
~  Vh(^ij) ~  (3.19)
where Bij is an empirical bond-order function, and Vr  and Va  are the repulsive and attractive 
potentials respectively.
The repulsive and attractive potentials are described by the following functions:
V nin j)  =  (3.20)bij — 1
VA(nj) =  (3.21)bij i
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where and are the equilibrium potential well depth and distance respectively, Pij 
is a Morse potential parameter controlling the steepness of the potential well and Sij is a 
parameter which controls deviation from the standard Morse potential.
fij  is a smooth limiting cut-off function, given by
A 2 ■rr{r~Rÿ)
0 (2)
This has a value of 0 beyond the cut-off giving no interaction between the particles, and 
smoothly rises in a cosine-form to a value of 1 when atoms are close.
A-  =  0 % ( 3 . 2 2 )
The bond-order function is given by
[Bij +  Bji) +  Pij[J^^ % Aj % Ajj
where Bij is the result of a rather lengthy equation depending on parameters such as the local 
angle to neighbouring bonds, the type of bonds and what is bonded (carbon or hydrogen 
atom), etc, and Fij is a correction for conjugated bonds.
The highly accurate description of the carbon atoms of the nanotube means that such 
a potential is often used for studies of the nanotube structural characteristics, including 
physical properties and thermal conductivity studies. Its complexity and computational cost 
does however mean that it is less popular than the harmonic description when considering 
ffuid-dynamics in flexible nanotubes.
O ther m odels
While the rigid, harmonic and Brenner-Tersoff models feature in the vast majority of the 
papers in the survey, there are two further descriptions worth noting. The first is to tether 
each carbon atom to a specific point, and allow it to fluctuate around th a t point. Banerjee et 
al. [96] tethered the carbon atoms to their specific points using a harmonic potential which 
corresponded to the atoms’ vibrational frequency. This is another interesting method, as it 
also negates any problems with unwanted rotation or movement of the nanotube, however 
due to the very limited use of such a method, it is not clear how accurate this description is.
Secondly, and perhaps most significantly, there is the thermostat model by Jakobtorweihen 
et al. proposed only recently in 2005 [106], and it is growing in popularity. The thermostat
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essentially allows a rigid nanotube to be used, however with perturbations of the atoms 
inside the nanotube which reflects the effects of a flexible nanotube. This allows the effects 
of a flexible nanotube to be induced, without necessitating the high computational cost of 
a flexible nanotube model. The therm ostat is calibrated to reproduce the effects of the 
harmonic model of Walther et al. mentioned earlier [167], rather than the dynamics induced 
through the Brenner-Tersoff potential.
Sum m ary of m odels
There are advantages and disadvantages to all the models of the nanotube. Rigid nanotubes 
offer reasonable accuracy with minimum computational cost, while flexible models increase 
the accuracy with increased cost. The Brenner-Tersoff potential offers a first-principles 
derived description of the nanotube with a highly complex potential, although most nano- 
fluidics scientists tend to settle for a harmonic potential such as tha t proposed by Walther et 
al. [167]. Meanwhile, a promising compromise suggested by Jakobtorweihen et al. [106] offers 
a good compromise between rigid and flexible nanotubes, and seems set to gain popularity 
in the future.
In choosing a suitable nanotube model, the aims of the simulation have to be taken into 
account. For the purposes of the studies in this thesis, it will be important to be able to 
achieve long time-scales of simulations to observe the dynamics over time. Furthermore, it 
is expected that the loading inside the nanotube will generally be quite high, which means 
tha t fluid-fluid interaction will dominate the dynamics inside the nanotube and make inter­
action with the wall less important [106]. Therefore, given the reasonable accuracy and low 
computational cost of a rigid nanotube, the rigid model will be implemented here. Once the 
rigid nanotube is in place, future development of the simulation can then go on to include 
nanotube flexibility as desired.
Interaction param eters
Once the model for the nanotube has been chosen, it is necessary to define the non-bonding 
interaction parameters <r and e for carbon, which can then be used in conjunction with the 
Lorentz-Berthalot combining rules to determine the interaction parameters of foreign atoms 
with the nanotube. There is some extra consideration required however when deciding on
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the value of the parameters, because they are dependent on the curvature of the nanotube, 
as described earlier in section 2.4. The two extremes of carbon curvature; graphine and 
diamond; have sp^ and sp® electron orbitals respectively. Carbon nanotubes therefore have 
a hybrid electron structure between the two, and this in turn gives a dependence of the a  
and e parameter values on the hybridisation. Nanotubes which have larger diameters will 
have flatter surfaces, and thus be closer to the flat-graphine sp^ electron orbitals, while the 
smallest nanotubes with the tightest curvatures will be closest to the diamond sp^ orbitals.
To quantify the transition between sp^ and sp^, Kostev et al. [92] proposed a smooth 
transition between the two orbital configurations. Since the small (2,2) nanotube has bond- 
angles approaching that of diamond, it was assumed to have sp^ orbitals, with corresponding 
parameter values of Uc =  3.57A and Cc =  2.34meV. In addition, it is known that the 
interaction parameters for sp^ graphine are Uc =  3.40Â and Cc =  2.41mey [92]. Prom these 
numbers a smooth transition between the two can be calculated.
Between the 3.9lA-diameter of the (5,0) nanotube and the 13.56Â-diameter of the (10,10) 
nanotube highlighted by Kostov et al. in their calculations, era varies only by 0.07Â (< 2.1%). 
Similarly €cc varies only by 0.03meP (< 1.3%). Thus, given that the range of nanotubes 
studied here will have a similar range of diameters to these studied by Kostov et al., it is safe 
to choose average values appropriate for these studies. Therefore, the value for Occ is chosen 
to be 3 .4 3A, (equivalent to a (9,5) or (10,5) nanotube with around 10.OA diameter) with a 
value for Ccc of 2.40. Using these parameters for carbon, in combination with the argon and 
hydrogen LJ parameters, a comparison between the different LJ forms can be seen in figure 
3.3.
3.4 Boundary conditions
In general equilibrium molecular dynamics, complete 3D Periodic Boundary Conditions 
(PBG’s) are usually employed. Through this, any atoms which move out of the simula­
tion cell at one end, enter from the opposite side. This goes a long way to reproducing an 
infinite system and removes artificial effects that an enclosed simulation cell would induce. 
The only consideration is that the interaction cut-off must be less than half of the simulation 
cell width, so that an atom can not interact with an atom twice (once directly within the 
simulation cell and once through its periodic image).
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Figure 3.3: Comparison of the LJ interaction potentials for different combinations of species.
W ith non-equilibrium simulations, the situation is a little different. While PBC’s can be 
maintained in 2 directions, the boundary conditions can not be periodic in the direction of 
flow, due to the need for a concentration gradient. There are then 2 different ways of dealing 
with the boundary conditions, depending on the needs of the simulation: atoms can either be 
reflected from a wall, or simply removed when they cross the boundary; the former is usually 
in place upstream to encourage flow downstream, while the latter is usually downstream at 
the far-end of the simulation cell, creating a drain. If the drain-region is to be maintained at 
a non-zero density, as is often the case, then the drain-boundary can also be reflective, and 
atoms can be removed at random from the volume adjacent to the boundary.
The implementation of a drain boundary is fairly straightforward, although coding the 
removal of molecules has a number of subtle complexities related to identifying bonded atoms, 
removing all atoms of the molecule, then shifting all atoms and associations appropriately. 
In the case of molecules, an entire molecule is removed when one of its atoms crosses the 
drain boundary.
A reflective boundary condition presents a different set of challenges. One option is to 
place a matrix of fixed atoms at the boundary which impede passage across it. This is 
a very common approach for the adaptation of equilibrium simulations to non-equilibrium 
simulations; the presence of a flxed matrix forcing diffusion of atoms in one direction. The
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use of such a m atrix requires a number of considerations about the nature of the atoms used 
in the matix; the form of their potential (whether purely repulsive or LJ-like); the range of 
their potential; any vibration around their specific position; their density (which influences 
how they scatter interacting atoms), and so on.
Another possibility is to use pure elastic scattering, and this can essentially take two 
forms: a “Predictive Bounce” method, and a “Replacement” method. In the Predictive 
Bounce method, atoms tha t get too close to the boundary are reflected before the boundary 
is crossed. In the criteria shown in equation 3.23, if atom i is closer to the Z  — 0 boundary 
than 3 times its current z-axis velocity, then its z-axis velocity is reversed. The factor of 3 is 
placed to ensure that sudden accelerations of atoms near the wall does not result in atoms 
crossing the boundary.
(3.23)
While the Predictive Bounce method is fine for most simulations, even with the factor 
of 3, if a simulation is run for long enough with a large-enough number of atoms, even 
though it’s highly unlikely, an atom may eventually manage to pass the boundary. An 
alternative method then, with guaranteed 100% reflection, is the Replacement method. In 
this case, if an atom crosses the boundary, it is immediately physically moved back to it’s 
old position, and given a z-axis velocity in the opposite direction. The slightly unphysical 
nature of moving the atom back to its previous position means that the Predictive Bounce 
method is favoured, although the Replacement method is often required. If the measurement 
region is far-enough way from the wall, the Replacement method should not detrimentally 
effect the simulation. In the case of these particular simulations, the single-site atomic argon 
simulations in chapter 6 use the Predictive Bounce method, while aU other simulations use 
the Replacement method.
Finally, it should also be noted that as well as preventing atoms from physically crossing 
a non-periodic boundary, interaction between atoms across non-periodic boundaries are also 
prevented.
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3.5 Therm ostatting
The need for artificial maintenance of temperature within a simulation arises for a number 
of reasons. Firstly, particularly in the initial stages of a simulation, it is usually necessary 
to equilibrate the system at a desired temperature, before making measurements. Secondly, 
particularly in the case of molecules or a flexible nanotube, the intra-molecular forces can be 
so large that small errors due to the size of the time-step can build up over time and result 
in a drift in the energy and a possible catastrophic explosion of the molecule. Therefore 
thermostatting is a necessary part of simulations.
In order to monitor and maintain the temperature, it is necessary to convert the kinetic 
energies and velocities of the atoms into a temperature. This can be done through the 
use of equi-partition theory. The total energy of a single-site atom depends only on its 3 
components of velocity:
Ek = + vl)  (3.24)
If the system is assumed to be in equilibrium, the average of each component of the 
velocity is the same, and since each component contributes to the kinetic energy, the
total kinetic energy of the atom is ^Ub T. This then allows the tem perature of the atom to 
be directly derived from the velocity:
Ek =  2^b T  = -m v^  (3.25)
Equation 3.25 is limited to point-atoms which only possess the 3 translational degrees of 
freedom. When considering molecules, one must also take into account additional degrees of 
freedom such as vibrational and rotational modes. Each additional degree of freedom will 
increase the factor of |  in equation 3.25 by 1, and the conversion from molecular velocity to 
temperature will change accordingly.
It can be noted tha t although the simulations presented here are non-equilibrium in 
nature, the fact that the drift velocity of the atoms is significantly lower than their instanta­
neous (thermal) velocities, means tha t the assumption of equi-partition (ie, the same average 
velocity in each direction) is still reasonable.
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In order to scale and adjust the temperature of all the atoms, velocity scaling is employed 
(3.26).
Vi,new — yi,old\j 1 ~  — (3.26)V 4 old
where Vitold is the velocity of atom i, and Toid is the average tem perature of all the atoms. 
Ts is the target species temperature.
The rate of adjustment of the tem perature is controlled by the parameter ÔV, which 
takes a value between 0 and 1. Temperature maintenance is conducted at every time-step, 
so if the average tem perature of all the atoms is to be maintained strictly at the species 
target temperature, Ts, then 5V  is set equal to 1. By setting SV  to a value less than 1, 
the average temperature of the system is allowed to fluctuate, which may be more realistic 
than  a strictly-controlled average temperature. In practise however, initial tests show that 
the evolution of the average temperature, as well as the temperature distribution, are fairly 
insensitive to the value of 5V.
3.6 Param eter extraction
3 .6 .1  In tro d u ctio n
At the heart of an MD simulation are the positions, velocities, and inter-atomic forces of all 
the atoms. It is upon these few, nano-scale quantities, that macro-scale quantities such as 
temperature are derived. In addition, there are many other quantities such as system energy 
and diffusion coefficients which can not easily be measured experimentally, and for which 
MD simulations are particularly useful. While many parameters, such as the density as a 
function of nanotube radius for example, tend to be fairly self-explanitory, there are a few 
key parameters which take a little more explanation, and these are described in this section.
3 .6 .2  S y s te m  en ergy
One of the most basic criteria is that the overall system energy is constant (3.27), and long­
term  deviation in the total energy indicates an error or flaw in the programming, or bad
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configuration of the simulation.
Xv Briivf = constant (3.27)
i j  i
3 .6 .3  T em p era tu re
The temperature of an atom is linked to its kinetic energy through equation 3.25 mentioned 
earlier.
3 .6 .4  D iffu sion  coeffic ien t
An important quantity in MD simulations (equilibrium and non-equilibrium alike) is the 
diffusion coefficient. This is a measure of the ease with which flow is able to occur. There 
are two types of diffusion coefficient: The self-diffusion coefficient (Dg) (sometimes called 
the “tracer” diffusion coefficient, because it strictly spealdng is the isotropic part of the 
rank-2 diffusion tensor [172]) and transport-diffusion coefficient {Dt). The former is the 
most-widely used and recognised, and is applicable solely in an equilibrium setting without 
a concentration gradient [173]. Such a quantity can be useful when checking the validity of 
simulations and comparing them to existing results. Dt in contrast concerns the diffusion 
under an induced pressure gradient, and thus is often used in non-equilibrium simulations.
The value of Ds is typically calculated through the Einstein equation (3.28) [174], con­
sidering the position of each atom at starting time to, and the distance from this starting 
position after a given time t. An average over all the atoms of the system is taken, and this 
becomes more accurate over longer periods of time, typically approaching a constant value. 
It is therefore important in the measurement of Dg that the time-period is long enough for 
the value to stabilise.
e;v(t -  (o)
The Einstein equation is used in many contexts for the calculation of the diffusion coef­
ficient of bulk fluids, however the confinement experienced by atoms in a nanotube means 
that the relation between the distance travelled and the time taken to do so, may change. 
In one dimension, considering just one atom, the Einstein equation can be reformulated as a
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simple relationship between time and distance travelled by an atom along a nanotube (3.29) 
[70, 175].
(3.29)
An extra factor a  has been incorporated into the equation, and this modifies the time- 
relation. In the Einstein equation for bulk diffusion, a  can be considered to have a value 
of one, and for normal flow within nanotubes, where the atoms are easily able to pass each 
other, a  also has a value of one. This is can be referred to as “Fickian” flow or “normal” 
flow [175]. In smaller nanotubes however, where the flow is single-file, the restriction in flow 
will cause the overall diffusion to be lower, and so a greater time will be required for atoms 
to cover the same given distance. Thus for single-flle flow, a  will be less than 1, typically 
0.5 [116, 176]. Conversely, for anomalously fast diffusion, a  could be 2 or even more [175]. 
Plotting equation 3.29 as a linear graph by adjusting a  as appropriate, reveals the type of 
flow (through the value of a) as well as a value for Dg. It is worth noting that in the case 
where a  does not have unitary value, the quantity Dg can not technically be considered as 
the diffusion coefficient in the sense th a t it is in equation 3.28, since its dimensions have 
changed.
Such calculations can be highly informative, giving an important insight into the diffusion 
of molecules inside a nanotube; whether for example demonstrating the complex diffusion 
of water in a nanotube [116], or showing unusual transitional diffusion; part single-flle, part 
Fickian [70]. Some studies have even tried to apply the equations for self-diffusion to non­
equilibrium systems [175], however equation 3.29 gives no information about the pressures 
and densities involved, and so such studies can only show relative characteristics, based on 
the specific system and specific concentration gradient that induces the non-equilibrium flow.
This is where the transport diffusion coefficient, Dt, becomes very useful. It is given 
through Fick’s law (3.30) [72, 177, 178] and takes into account the difference in concentration, 
giving a measure of how easily flow is able to occur for a given concentration gradient.
Dt =  (3.30)
In SI units, the quantity J  is the flux, which is the number of atoms passing through a 
given area per unit time (atoms m'^ s"^). Ac meanwhile is the change in concentration per
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unit length (atoms m'^, m"^), giving the strength of the concentration gradient. Thus the SI 
units of Dt (and Dg) are m^ s'h
Fick’s law is widely applied for calculation of Dt in a nanotube [72, 73, 75, 178, 179, 180], 
and although it has been applied in some non-equilibrium simulations for the calculation of 
Dt [75, 180], it is actually extremely rare for this to be done. Using the “Darken” equation, 
it is possible to convert between Dg and Dt [177] using the fact tha t Dg Dt at low 
loadings [72, 178]. Given tha t most MD simulations are equilibrium simulations, indirect 
calculation is the de-facto method by which Dt in narrow pores is calculated. While this 
can be completely fine for certain confined systems, the ability to infer Dt directly through 
non-equilibrium simulations, considering the entire nanotube system and evolution of flow, 
brings a number of advantages over indirect calculation, as described earlier in section 2.5.
Fick’s law for Dt makes the assumption tha t the flow is Fickian, and th a t atoms can pass 
around each other inside the nanotube [116]. This is not the case for the smallest nanotubes, 
and ideally equation 3.30 could be modified with an additional variable to take account of 
this, such as a  which was introduced in equation 3.29. The fact that the simulations will 
induce a constant gradient and constant flow rate however means that similarly incorporating
in the flux J  of equation 3.30 is not useful, as the flux scales linearly with the time while 
the concentration gradient is constant.
Thus as a reasonable first approximation, the flow is often assumed to be Fickian for 
even the smallest pores, with no a-style modification adopted for the calculation of Dt (eg, 
[75, 178, 180]). This Fickian assumption is also common in many equilibrium calculations of 
Dg as well (eg, [72, 73]).
3 .6 .5  R a d ia l d is tr ib u tio n  fu n c tio n
The Radial distribution function (RDF) is one of the most important quantities in MD 
because it is one of the few that can be directly measured and compared through experiment. 
The shape of the RDF gives an insight into both the structure and also the phase of the atoms 
or molecules; something which is very difficult to define on the nano-scale. The RDF basically 
shows the average variation in density radially outwards as a function of distance from the 
atom, compared to th a t which would be expected in a completely randomly distributed 
system.
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In principle, the average density of the atoms at a given distance r from each atom i 
can be found by going through all N  atoms, and at each atom, summing the number of 
atoms at that distance. To then find the average number of atoms at distance r, the sum 
is then divided by the total number of atoms (N) that have been counted. This is equal to 
the average number density of the whole system (p — N /V )  multiplied by g{r) which is a 
measurement of the variation of this number density from the expected system density p. 
Thus a value of g{r) =  2 for example, would mean that the number-density is twice that 
which would be expected in a completely evenly distributed system. This is summarised in 
equation 3.31.
1 /  N  N  \
P9(r) =  77 (3 31)V i’ )
Here the delta-sum is used to define the distances at which the atoms are counted. In 
MD, the bin-size within the histogram must however be of a finite width, A r. Therefore the 
double-sum of equation 3.31 can be considered in MD terms as the to tal number of atoms
within the interval Ar. This is determined by summing the number of atoms within that
distance-interval for each atom %\ Ni{r, Ar); and then dividing by the number of atoms, N , 
in order to obtain an average, N {r,A r). This needs then to be divided by the volume of 
the shell, V (r, A r) , created by A r, so that the quantity is still the number-density per unit 
volume. This is summarised in equation 3.32;
= % )% ''' (332)
Finally, it is not the density that is interesting as such, but the deviation from the 
perfectly-distributed density, g{r), and so the RDF can finally be written as:
9(r) =  V ^p  (3 33)
Due to the variable nature of MD simulations, g{r) is generally averaged over time so tha t a
smooth, statistically-relevent graph of the radial distribution of the atoms can be obtained.
Typically this average is obtained from several thousand measurements over a nanosecond or 
so; especially inside nanotubes where the density is very low and a large sample is required.
When applying the RDF to nano-confined systems, it is often the case that the number of 
atoms involved become very small; especially in carbon nanotubes where the system almost
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becomes ID. In such a case it is often favourable to use the normalised RDF rather than the 
absolute RDF, in order to keep the scale reasonable; particularly when it is the shape of the 
graph and the relative values tha t are of interest, rather than the specific values themselves. 
Therefore within this work it is the normalised RDF which is used, rather than absolute 
values. In the case of diatomic and triatomic molecules, the bonded atoms give rise to very 
sharp pealcs which can render features at larger distances very small. For such reasons the 
RDF is always normalised against non-bonded atoms.
Chapter 4
Sim ulation design
4.1 Non-equilibrium  vs equilibrium
It has been highlighted earlier in section 2.4 that the vast majority of existing simulations are 
equilibrium simulations; that is, that the system organises itself so that the total potential 
energy of the system is at a minimum, subject to small thermal fluctuations. Equilibrium 
MD simulations can be found in many different contexts; for example, studying the filling 
of biological pores [181], the unfolding of proteins [182], or the response of an equilibrium 
liquid to external perturbations [183]. There are a very large number of examples related 
to nanotubes too; the highly-cited paper of Hummer et al. [6] showing that water-transport 
through nanotubes occurs in strong bursts, studies of argon diffusion in nanotubes [107] or 
the filling of nanotubes by fluids [98], for example.
Non-equilibrium molecular dynamics (NEMD) simulations in contrast, generally involve 
continuous flow, typically induced either through an artificial external force or through a 
concentration gradient. It should be noted that another common application of NEMD is 
shear flow (eg [127, 184, 185]), whereby two walls move in opposite directions with a fluid 
in-between, however that application is different to the one intended here. Artificial forces 
can generally be applied in two ways; through the application of an electric field across the 
simulation cell when dealing with charged atoms or molecules (eg, [186]) or by applying a 
“gravitational” force to the atoms in order to induce flow (eg [187, 188, 189]).
Artificial “gravitational” forces applied to atoms to induce flow can give a wide range of 
useful information and they tend to be less computationally demanding than concentration
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gradient induced flow, since unlike the latter, a pool of constant concentration either side of 
the simulation cell is not required, reducing the number of atoms that need to be simulated 
[190]. They also tend to be quite flexible since the acceleration applied to the atoms can 
be easily changed. Such accelerations used to induce the flow can however be quite high, 
and one has to be careful to ensure that this does not adversely effect the realism of the 
simulation. In addition, the application of accelerations introduces energy into the system 
[187] which subsequently must be removed either through a thermostat or interaction with 
the walls, in order to maintain the desired temperature.
Use of a concentration-gradient in contrast, can make the system more realistic by allowing 
the system to be driven by diffusion rather than an artificial force. Due to the relatively 
short time scales under which molecular dynamics operates, it is often necessary to induce 
very high concentration gradients, although this does not necessarily adversely affect the 
applicability of the simulations to real-world experiment or applications [75].
Considering the concentration-gradient method, there are two different possible approaches; 
one is pure NEMD, whereby pools either side of the volume of interest are maintained at a 
desired concentration throughout the simulation, while the other is a transient-NEMD ap­
proach which does not maintain the density of the pool(s). In the latter case, an equilibrium 
MD simulation is used and the atoms begin at one end of the simulation cell and diffuse 
towards the other end, eventually coming to an equilibrium configuration if the simulation 
is allowed to continue long enough.
The transient-NEMD method is most popular, due again to the prevalence of equilibrium 
MD simulations. Such an approach has often been used to study the flow of atoms and 
molecules into a nanotube [70, 98, 175], providing useful information about the penetration 
ability of atoms. While a great deal of information can be gleaned from such simulations, 
they are necessarily limited to short time-scales, since the system will eventually settle to 
equilibrium. Furthermore, over the course of a simulation the magnitude of the gradient 
steadily decreases, which prevents the analysis of steady-state non-equilibrium flow. Thus 
when looking to study constant-gradient non-equilibrium flow over long time scales, pure 
NEMD methods are the best option.
The maintenance of the pool(s) in pure NEMD simulations can either be done directly 
as part of the MD simualtion [191, 192] or based on a Monte Carlo maintenance scheme 
[193, 194]. The latter, called “Dual-control-volume grand-canonical molecular-dynamics” ,
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or DCV-GCMD, is a common method for implementing pure NEMD flow. The Monte- 
Carlo aspect is used to maintain low and high concentrations in pools at either ends of the 
simulation cell, adding and removing atoms as appropriate to maintain the concentration 
gradient, while MD is used to integrate the motions of the atoms forward in time. Such 
pure NEMD studies have been used in numerous contexts; for example, in the study of flow 
through porous carbon [195] and the flow of binary mixtures with [75, 180, 194] and without 
[192, 195], carbon nanotubes.
It is important to consider whether the addition and removal of atoms from the pools; 
an unphysical process; has a detrimental effect on the applicability of the simulation to 
“real-world” situations. Arya et al. considered this question [190] and compared the DCV- 
GCMD method to the transient-NEMD as well as equilibrium MD methods. The results 
showed a significant deviation in the transport coefficients of DCV-GCMD compared to 
the other two methods, and an important factor in this deviation was the fact tha t the 
replenishment of the pools in DCV-GCMD does not necessarily occur at every time-step, 
since it is computationally expensive to test the insertion of atoms into the pool. Even when 
inserting atoms, if not enough attem pts are made (especially if the pool is dense) then this 
can also cause the density to be lower than desired. This can cause the actual concentration 
gradient to deviate from that which is expected, and cause the flow rate to be unsteady.
Thus when implementing pure NEMD (whether maintaining the pool through Monte- 
Carlo or directly through molecular dynamics) it is important to both maintain the pool 
frequently to keep the concentration gradient constant, and closely monitor the actual con­
centration gradient so tha t fluctuations can be taken into account if necessary. In addition, 
having a reasonably long “flow-mix” region leading from the pool to the measurement region, 
while simultaneously defining the pressure gradient not from the strictly-maintained pool(s) 
but from a region between the pool and the measurement area, will help make the pool “in­
visible” to the measurement area and make the results less dependent on the characteristics 
of the pool.
If the above precautions are taken, then given the goals of the present study concerning 
continuous non-equilibrium flow, pure NEMD is the best option. The computational cost of 
maintaining a pool is higher than other methods, however the benefits and capabilities of 
such a method outweigh the costs.
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4.2 Choice of sim ulation code
Since the first use of molecular dynamics in 1957 [120], an estimated 77,000 publications 
have been made which either use or reference the results from molecular dynamics simu­
lations. The popularity of MD means tha t over the years there have been a number of 
simulations developed; some in-house, tailored specifically to the needs of a research group, 
while others have been made publicly available. A number of popular publicly-available sim­
ulations include AMBER, CHARMM, DL_Poly, GROMACS, GROMOS, MOLDY, NAMD 
and TINKER. Some have specific applications in mind; particularly biological applications 
(eg, AMBER and TINKER) while others like DL_Poly, GROMACS and CHARMM are more 
general-purpose. Some, like CHARMM, are available for a fee, while others such as DLJPoly 
are free, subject to a license agreement, and other such as GROMACS are open-source.
So while there are a significant number of MD simulations publicly available, all are 
equilibrium MD simulations, and are limited to a transient-NEMD capability. When wanting 
to make pure NEMD simulations, there are 3 primary options: Adapt an existing equilibrium 
MD simulation for pure NEMD simulation, write a new pure NEMD simulation, or simply 
settle for transient-NEMD. Each carries a number of advantages and disadvantages.
Existing MD codes th a t get publicly released have often highly developed code, which 
means tha t many of the more-complex aspects of MD have already been implemented. This 
advantage can also be a disadvantage, in the sense that it makes it complex to modify the 
code; identifying appropriate procedures and modifying and appropriate variables. For small 
changes this may be feasible, but for fundamental changes to the evolution of the simulation, 
the task is far more challenging.
Settling for a transient-NEMD simulation is perhaps the most common comprise, given 
the large number of studies using such methods. The fact tha t no direct programming of the 
simulation needs to be done, means that more time can be dedicated to the physics involved. 
An important disadvantage, apart from the inability to perform pure NEMD simulation, is 
th a t although the code of such simulations is often viewable, it is to an extent, something 
of a black-box, and the nuances of the processes involved can be difficult to see which may 
hinder the understanding of results. Never-the-less, it allows some form of NEMD studies 
to be made whilst saving a lot of coding time, and this benefit is an important one.
As noted earlier however, with the aims of studying continuous non-equilibrium flow
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through nanotubes, a simulation would ideally permit a constant pressure gradient over 
sustained time-scales. Using transient-NEMD to make such studies works well to a point, 
but it is always a case of making the best of an existing situation, and there would be a lot 
to be gained from having a pure NEMD simulation with these specific goals in mind. Such 
a pure NEMD simulation would ideally be flexible enough to be adapted to any continuous- 
flow study, and crucially, give output details which are relevant to NEMD studies such as 
the flow rate and density-drop across the nanotube, which are often derived indirectly from 
equilibrium MD simulations.
The use of a pure-NEMD simulation would require a self-written simulation. This is 
partly driven by necessity, given the absence of a suitable alternative, however there is also 
the strong advantage that a self-coded simulation could be exactly tailored to match the 
needs of the pure-NEMD simulations, and adjusted as needs changed. The writing of a self­
coded simulation is not a trivial task, and would in the first instance necessitate the focus to 
be on the more easily-coded aspects of simulation, although given that it is the fundamentals 
of flow through nanotubes which is the current interest, this would not necessarily present a 
problem.
All of the options available contain inherent advantages and disadvantages, and thus the 
options must be considered carefully. Although a self-designed and self-coded simulation may 
be extremely challenging, once implemented, a pure NEMD simulation carries a significant 
number of advantages over traditional compromises, and therefore given the aims of the 
present work, it is decided that a self-coded simulation is the best option.
4.3 C om putational platform
It is worth mentioning early-on what platform the simulation is running on, because this 
has an important influence on the writing and optimisation of the code. The Theory and 
Advanced Computation Group within the Advanced Technology Institute (ATI) at the Uni­
versity of Surrey has two supercomputers at its disposal.
The first is an AMD Opteron Cluster with 66 dual-processor nodes, and 4 quad-processor 
nodes, giving total of 148 processors and a peak floating-point performance of 600 GFLOPS. 
This allows the computer to utilise shared-memory parallélisation on one node using 2 or 4 
processors ( “OpenMP” ) , or message-passing interface (MPI) parallélisation which utilises a
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number of nodes. Alternatively the large number of processors allow for many independent 
simulations to be run, down to one processor per simulation, in order to explore a wide range 
of parameter-space. Initial development of the simulations were done on this computer, 
and many parameter-space studies were made (for example, varying the diameter of the 
nanotube), in combination with OpenMP parallélisation. Implementation of this type of 
parallélisation can be applied to any loops where there is no dependency on the loop variable. 
This can be highlighted with a simple example:
DO 1=1,5
ccunter=count er+i  
END DO
can not be parallelised with OpenMPI, because each processor will attem pt to sum the 
variable counter independently, producing different results for the variable counter. In 
contrast, the following code can be parallelised:
DO 1=1,5
c cunt er_array(1)=1 
END DO
c ount er=SUM(count er_array)
Parallélisation of the loop works in this case because each processor considers a different 
array element.
The second supercomputer is a vector computer with 4 processors with shared memory, 
and a peak floating point performance of 36 GFLOPS. While this initially appears much 
less than the Cluster, the Vector can perform calculations on 256 elements simultaneously, 
rather than one-by-one as is done on a serial processor. For example, the logic on a serial 
processor goes as follows:
Let X, y  and z be arrays with 256 e lem ents,  
x ( l ) , x ( 2 ) . . .  x (2 5 6 ) , 
y ( l ) , y ( 2 ) . . .  y (2 5 6 ) , 
z ( l ) , z ( 2 ) . . .  z ( 2 5 6 ) .
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Loop 1=1 to  256 
z ( l ) = x ( l ) + y ( l )
End loop
All of the elements of the array are added in serial.
In contrast, a vector computer would compute the result in the following manner:
Take a l l  elem ents of x ( l :256)
Take a l l  elements of y ( l :2 5 6 )
Add them togeth er:  z (1 :256)=x(1 :2 5 6 )+y(1:256)
The addition of the arrays by the vector is done in the same step as addition of one of the 
elements in the serial process. Thus if the code is written in a correct manner, the speed of 
the calculations can be increased phenomenally compared to serial methods.
While initial development of the simulation used the Cluster computer, the later inclusion 
of water in the calculations resulted in a far higher computational cost, both in terms of the 
number of calculations necessary, and the small time-step required. Therefore, a  Vector 
version of the simulation was forked from the initial Cluster code. Tests showed that the 
final Vector-optimsed code is able to run simulations 4-5x faster than the Cluster, however 
the limited number of processors on the Vector means that the Cluster continues to be 
used for non-water studies. Due to the different optimisations involved, running the Vector- 
optimised code on the Cluster is highly inefficient. The two codes differ only in the calculation 
of the forces and distances between atoms, which are the most computationally-expensive 
parts. These differences are described in more detail in section 4.4.7, including optimisation 
strategies for each respective computer.
4.4 D esign and im plem entation
4 .4 .1  In tro d u ctio n
This section details the non-equilibrium molecular dynamics software tha t has been written, 
in order to make the studies described in this thesis. The description will start with an 
overview of the system geometry and principles, and then go into more detail about the
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Flow-mix Exit-flow
Figure 4.1: Simulation configuration.
processes which have been implemented. Beyond the principles of the implementation, there 
are a significant number of nuances which may not initially be obvious, and a few examples of 
these are also described. At well over 4000 lines, it is impossible to mention all small details 
of the code, however by the end of this section, the reader should have a good understanding 
of how the simulation works.
4 .4 .2  S y stem  o verv iew
The premise of the simulation is that there is a concentration-gradient induced fiow. In 
general this means that at one end of the simulation cell, a pool is held with constant (high) 
density, while at the other end there is a low-density region, or alternatively, a simple drain. 
The latter is used in the present study, since it helps to increase the speed of the simulation 
by negating the need to hold two pools of atoms, and is generally easier to implement. 
Between the pool and the drain a carbon nanotube is placed, and atoms fiow through (and 
optionally, around) the nanotube. The set-up of the system is shown in figure 4.1.
The system is split into 4 regions: The Pool, which contains atoms at a set density and 
temperature, the Flow-mix region which allows atoms to mix in an uncontrolled setting and 
fiow toward the nanotube, the Nanotube region, and the Exit-flow region, through which 
atoms pass when they exit the nanotube. Typically, the wall on the left at z =  0 by the 
pool is refiective, while the wall on the right at z =  L by the exit-flow region is treated as a 
drain. This can be changed however, as explained later. It is important that the flow-mix 
and exit-flow regions are long enough so that the fiow through the nanotube is not influenced 
by the presence of the pool or the drain, where unphysical addition and removal of atoms
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takes place, as well as therm ostatting and momentum maintenance in the case of the pool.
Before starting an NEMD simulation however, it is important tha t the initial pool of 
atoms starts in an equilibrium setting. For this reason, before the main NEMD simulation, 
an equilibrium simulation is performed whereby only the pool exists, with full periodic 
boundary conditions in each direction. This allows the desired density to build in the pool, 
and the system to settle to an equilibrium state at the desired temperature. It is only after 
this initial equilibrium state is reached, tha t the simulation switches to NEMD, the simulation 
cell expands, and the flow-mix, nanotube and exit-flow regions come into existence.
4 .4 .3  B o u n d a ry  co n d itio n s
Upon expansion into the NEMD phase of the simulation, the boundary conditions in the x 
and y axes continue to be periodic, although this is not necessarily the case for the z-axis 
boundary conditions which can be configured in conjunction with the maintenance of the 
pool to allow six different types of simulation to be performed. These are detailed in table
4.1. The ability to manipulate the boundary conditions like this in combination with the 
maintenance (or lack thereof) of the pool, makes the simulation very flexible and able to 
reproduce pure NEMD, transient-NEMD or even simply an equilibrium MD simulation, all 
with a variety of boundary conditions.
Table 4.1: The different boundary conditions and pool maintenance options available during 
the NEMD phase of the simulation.
S im code T y p e
z =  0 
b o u n d a ry
z =  L 
b o u n d a ry
Poo l
m a in ten an ce
1 Pure NEMD drain drain yes
2 Blocked NEMD reflection reflection yes
3 Equilibrium MD periodic periodic no
4 Pure NEMD reflection drain yes
5 Transient NEMD reflection drain no
6 Equilibrium MD periodic periodic yes
Simcodes 1 and 4 both feature pure NEMD simulation, however the use of a refiective 
wall rather than a drain at the z  — 0 boundary helps to induce fiow more easily, and thus
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Simcode 4 is the primary method used for the NEMD simulations which will be described 
here. The equilibrium simulations, Simcodes 3 and 6, offer the ability to check basic equi­
librium properties of the atoms and molecules to be simulated. In such simulations, the 
simulation cell is not typically expanded when transitioning between the two phases, and 
no carbon structure is used. Simcode 3 is the standard equilibrium MD simulation, while 
Simcode 6 adds strict maintenance of the temperature, which can be useful for unstable 
molecules. Transient NEMD is incorporated in Simcode 5, while Simcode 2 offers a some­
what unusual “blocked” NEMD setting, where the system is transient, coming to equilibrium 
when the density of the whole simulation becomes uniformly maximum, rather than the more 
conventional minimum.
4 .4 .4  P ro g ra m  flow
Having explained the basic principles of the simulation geometry and settings, one can now 
turn  to the software flow which makes this happen. This is detailed in a flowchart in figure
4.2. After each process name the chapter number is given where more details regarding 
the processes there can be found. A star (*) after the process means tha t tasks are only 
performed here at regular intervals, and not at every step.
The equilibration phase, consisting only of the pool with full periodic boundary conditions, 
and the NEMD phase which incorporates the entire simulation system, differ only in a few 
respects. The NEMD phase incorporates extra subroutines relating to the study of atoms 
flowing through the nanotube, as well as the possibility of the existence of one or two drains 
where atoms must be removed from the system. The similarity between the two phases 
means that many subroutines can be re-used.
4 .4 .5  In itia lisa tio n
The settings for the software are defined externally through a file parameters.md. Here the 
parameters which dictate the type of simulation can be specified. These include:
• Simcode (table 4.1)
• Molecular species type, density and temperature maintained in the pool. Up to 3 
species can be specified at once.
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Figure 4.2: Flowchart of simulation evolution.
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• A switch specifying whether to use a carbon structure or not. If one is to be used, the 
filename containing the co-ordinates of the carbon atoms is specified, as well as the 
starting position of the carbon structure along the z-axis. Through this, the length of 
the flow-mix region is defined.
• Simulation cell dimensions: the x and y dimensions, the extent of the pool, and the 
position of the drain (which is the sum of lengths of the pool, flow-mix, nanotube and 
exit-flow regions).
• Time-steps: The number of time-steps to make in the equilibrium and NEMD phases, 
the interval of time-steps with which to sample data, and the size of each time-step in 
pico-seconds.
• Interaction cut-off ranges for the LJ and Coulomb potentials.
•  Thermostatting: W hether to therm ostat only within the pool, within the whole sim­
ulation cell, or not at all. Also, the strictness of the therm ostatting can be defined 
here too, which defines how easily the pool is able to deviate from the desired average 
temperature (ie, the value of 6V  in equation 3.26 specified earlier).
•  The number of bins for the radial distribution function (RDF), as well as the size of 
these bins, and a switch to turn  monitoring of the RDF on and off.
•  The period with which to sample the radial statistics inside the nanotube (density and 
velocity), as well as the size of the radial bins.
• The period with which to make a visual snapshot of the system.
• The range of the atoms to be held in neighbour-lists and the frequency with which 
this list is to be updated (if used). A balance must be struck between the update 
frequency and the range within which atoms are added to the neighbour-list. A small 
range means that less atoms must be considered within each time-step, however the list 
(and all inter-atomic distances) must be updated more frequently to be sure to catch 
new atoms potentially coming within interaction range of each other. Conversely, a 
longer range means that the list can be updated less frequently, but requires more 
calculations at each time step. A rough figure for the interaction-list range can be 
obtained by considering the maximum expected atomic speeds from the temperature 
ranges expected.
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• A switch dictating whether the momentum within the pool is maintained to be zero 
or not.
• Various miscellaneous switches for monitoring of quantities such as the interaction 
energies inside the nanotube, the distribution of potential energy within the simula­
tion cell, and whether to monitor external files for on-the-fiy alteration of simulation 
variables.
The aim of many of the switches within the parameters, md file is to allow computational 
time to be saved by turning off unnecessary calculation. The use of external files which 
are periodically read by the running software allows certain key parameters to be modified 
during simulation, including extending the running simulation, switching the monitoring of 
certain values on or off, and reducing/ increasing the period of sampling and visual output.
4 .4 .6  P o o l m a in ten a n ce
Maintenance of the pool goes through a number of specific steps. Firstly, the number of 
molecules of each species in the pool is counted and compared to the target number. If this 
number is too low, the software tries to place new molecules at random positions in the pool. 
At each random position, the distance from each atom of the molecule to all other atoms 
is checked, and if it is within a specified distance of another atom, the position is rejected. 
This distance is specified in the initial parameters.md file, and is usually chosen to be equal 
to the hard-sphere interaction distance (in the case of the LJ potential, this is equal to the 
value of <t). The software has a maximum number of tries to place atoms, and if this number 
is reached, the software gives up. Since the placement of the atoms can only be a serial 
process, it is computationally very costly. This cost is amplified for high-density pools where 
a significant number of attem pts must be made to place atoms before it is successful.
Once a molecule is successfully placed, all the atoms of the molecule are given random 
starting velocities, subject to an average temperature with a Maxwell-Boltzmann distribu­
tion of the speed (ie, overall magnitude of the velocity) calculated through the Box-MuUer 
equation (4.1) [196, 197]:
S  = Ss d- o s y /—2ln(a) Cos(27rb) (4.1)
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where Sg is the average species speed, appropriate for the desired starting temperature, crs 
is the standard deviation of the speed distribution, appropriate for the desired standard 
deviation of the temperature (specified in the initialisation file parameters.md)^ and a and 
h are random parameters between 0 and 1 which are generated with a standard uniform 
random number generator.
Once the atoms have been placed at the desired temperatures, the momentum of the 
entire pool is adjusted so that the addition of atoms does not create any net momentum in 
any direction. In an equilibrium setting without the addition of atoms, the net momentum 
of the system does not change, even under thermostatting, which is the final part of the 
maintenance subroutine.
Thermostatting is done through velocity scaling, as explained in section 3.5. The sim­
ulation can either therm ostat just the pool, or the entire simulation cell, as desired. The 
latter is usually only done in the case of unstable molecules (particularly water) which would 
otherwise gain in temperature.
4 .4 .7  Force ca lcu la tio n
The force calculation is one of the most computationally expensive parts of the simulation, 
talcing about 50% of the entire computation time. This is because the distances between 
some or all of the atoms must be evaluated, which can scale as with the number of atoms 
in the simulation, unless techniques are used to reduce this cost. In addition, there is a 
significant amount of calculation involved per interaction. Therefore it is important to write 
this subroutine in a highly efficient manner, and as a result, the force is calculated slightly 
differently for the Cluster and Vector computers. This is summarised in the flow chart in 
figure 4.3. The calculation of the inter-atomic forces on the Cluster and Vector computers 
is summarised separately, below.
Vector computer
The strategy for the vectorisation of the code is to arrange the atoms so th a t there they are 
grouped by species. Taking the array type{i) for a 6-atom mix of carbon (C) and argon (Ar) 
atoms as an example, atoms grouped as:
ty p e( l)= A r,  type(2)=C, type(3)=C type(4)=C, type(5)=Ar, type(6)=Ar
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Figure 4.3: Flowchart of the evolution of the Cluster and Vector Force subroutines.
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would subsequently be sorted as:
ty p e( l)= A r ,  type(2)=Ar, type(3)=Ar type(4)=C, type(5)=C, type(6)=C
along with corresponding arrays describing the position, velocity, and other properties. This 
then allows the intra-species forces to be calculated first (ie, in the case of this example, 
calculating the interactions of argon atoms 1-3 followed by the interactions of carbon atoms 
4-6). The beginning and end of the species-based array of atoms is therefore known before 
entering the loop (eg, the numbers “1” and “3” for argon here) and it is not necessary to 
place an “IF” statement to check the type of atom which is being considered. The ability 
to create clean simple loops like this, accommodate vectorisation very well. Once the intra­
species interactions have been calculated, the inter-species interactions can be considered, 
and again, since the beginning and ending of the species within the arrays are known, no IF 
statements are required and the software vectorises very well.
Before any of these forces can be calculated, the distances between the sorted atoms must 
be calculated. As it will be explained later, the Cluster uses lists of atoms in order to avoid 
as much as possible the need to consider every other atom in the simulation, since this scales 
as the square of the number of atoms within the simulation and is highly computationally 
expensive. In contrast, to enable vectorisation of the distance calculation, IF statements 
which are necessary with neighbour-lists, must be avoided, and it is actually quicker to have 
a highly-vectorised loop which calculates the distance between every pair of atoms within 
the system at every step, rather than  employing a neighbour-list method as the Cluster does. 
Once all these interactions are calculated, the internal 3-body forces are calculated; again, 
in a highly vectorisable format; and all the contributions to the forces are summed.
The final task is to map the sorted force back on to the original arrays, completing the 
calculation of the new forces. The sorting of the atoms before the force calculation and the 
subsequent re-mapping after the force calculation is a necessarily serial process and costs a 
little extra time, although the overall time gained is still substantial. Future development of 
the simulation which maintains separate species lists throughout the entire simulation could 
reduce the need for sorting and mapping, and help increase the speed yet further.
It is worth noting that in an effort to further increase the speed of the calculations, force 
look-up tables for the LJ interaction were employed in order to avoid needing to calculate the
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forces each time-step. This was observed to have no effect on the speed of the calculations 
however, because the LJ calculation is relatively simple to evaluate.
Cluster computer
The calculation of the force is in principle very similar to that on the Vector, however it 
differs in a number of key details.
Firstly, the atomic neighbour-lists must be refreshed at regular intervals, so the subrou­
tine must check at every step to see if it is time to do so. Bach atom contains a neighbour-list 
which is the cut-off distance plus a halo, which can be specified manually in the parame­
ters.md file (section 4.4.5). If it is time to refresh the list, the distance between all atoms is 
calculated and the list is updated appropriately. If not, then the distance simply between an 
atom and those on its list is updated, which is significantly faster than considering all atoms. 
AU pair interactions are then calculated, followed by any internal 3-body forces, before all 
the contributions are summed.
4 .4 .8  S am p lin g  s ta t is t ic s
It is possible, in principle, to give an instantaneous snapshot of the system at regular periods, 
however in order to ensure that the snapshots are representative of the recent period, sub­
samples are taken of key quantities at higher frequencies than the writing of the output files 
(section 4.4.10).
The main task performed by the sampling subroutine is the sampling of spacial statistics, 
both in terms of distance along the z-axis, as well as radially from the centre of the nanotube 
to its wall. For the latter case, a frequent sampling is particularly important since the spacial 
resolution is typically around O.ObA radially, creating a lot of noise if the sampling frequency 
is low. The density of atoms along the z-axis is noted, as well as the radial density and 
radial velocity of the atoms in the nanotube. Extra quantities such as the total binding to 
the nanotube and the bond lengths and angles of diatomic and triatomic molecules can also 
be monitored if desired.
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4 .4 .9  V isu a l sn a p sh o t
The visual snapshot gives a highly-informative insight into the state of the simulation, and 
can help significantly when trying to understand the flow structure and dynamics. In addi­
tion, if the snapshot frequency is set very high (typically around O.lps/snapshot), the atoms 
will appear to move smoothly between each frame and a film can be produced.
The snapshot saves the current positions and types of atoms in a Protein-Data-Bank 
(.pdb) file format. An example with argon is shown here:
HEADER 500 MUST_PBC
CRYSTl 26.510 26.510 99.000 90.00 90.00 90.00  P I  1
TITLE Sim ulation  v i s u a l i s a t i o n  output
REMARK Sim ulation pdb, created  by cannon.f90
REMARK Created by James Cannon, j .cannon@ surrey.ac.uk, 2009
MODEL 1
ATOM 1 Ar JJC 1 19.365 16.833 8.237 1.00 0 .00 Ar
ATOM 2 Ar JJC 1 17.712 21.166 39.764 1.00 0 .00 Ar
ATOM 3 Ar JJC 1 4.128 8.468 56.438 1.00 0 .00 Ar
ATOM 4 Ar JJC 1 1.613 26.126 16.446 1.00 0 .00 Ar
ATOM 5 Ar JJC 1 15.660 13.759 19.300 1.00 0.00 Ar
ATOM 1378 Ar JJC 1 16.650 6.015 40.305 1.00 0.00 Ar
ATOM 1379 Ar JJC 1 26.289 24.942 24.889 1.00 0.00 Ar
TER
ENDMDL
The size of the simulation box specified on the C RYSTl line as 26.510 x 26.510 x 99.000 
in this particular example. After the TITLE, REM ARK  and MODEL lines, the types and 
positions of the atoms can be specified. For example, atom 1 is specified as an argon atom 
at position (19.365, 16.833, 8.237). All the atoms are listed, and the file is terminated with 
the TER  and ENDMDL lines.
4.4 Design and implementation
In order to visualise the .pdb file, the program Atomeye [198] is used. This simple but 
powerful software can be used to view the .pdb file, with full flexibility in the position of 
the camera and magnification, as well as various display and cutting options. It also has the 
option to output a series of .pdb files into picture files such as .png or .jpg. These frames 
can subsequently be used by the software “MPlayer” to create a film. All visualisations 
presented in this work, such as figure 4.1 earlier, are produced with Atomeye.
4 .4 .1 0  W ritin g  o u t d a ta
The writing out of data occurs with a pre-defined period. At the appropriate time, a number 
of important quantities are calculated, higher-frequency data-samples are averaged, and the 
data is written to the “ou tpu t/” directory.
Firstly the total energy of the system is calculated and written out, as this is one of 
the most important factors in malting sure that the simulation is running properly. This 
involves calculation of the potential energies between all atoms, both 2- and 3-body. Further 
quantities such as the number of atoms in the pool, or the number of atoms deleted at any 
drains are also calculated. An important quantity from a non-equilibrium viewpoint is also 
the running total of the number of atoms which have entered and exited the nanotube. Once 
this is all complete, the software exits the subroutine, upon which one step in the simulation 
is complete.
4 .4 .1 1  T ran sition  from  eq u ilib r iu m  to  n on -eq u ilib r iu m  s im u la tio n
The equilibrium simulation continues until the desired number of equilibration steps have 
been completed. The system then transitions to the full NEMD simulation. This primarily 
involves two things. Firstly, the box is extended in the z-direction to incorporate the flow-mix, 
nanotube and exit-flow regions, and the z-axis boundary conditions are altered appropriately. 
Since it is possible that a molecule was straddling the z-axis at the time of transition, any 
molecules in this situation are removed from the simulation. The second part of the transition 
involves the placement of the nanotube.
In order to place the nanotube, the relative positions of the atoms must be known. These 
positions are specified through an external file which lists the co-ordinates of every atom. 
This file is generated either through a self-written piece of software (for armchair or zig-zag
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nanotubes) or alternatively through nanotube-generation software supplied by a 3rd party, 
capable of any chirality. An accompanying file specifies the number of atoms that the NEMD 
software should expect for this particular nanotube when reading the positions of the carbon 
atoms. This is determined manually when the nanotube is generated.
Once the carbon-atom positions are read, the nanotube is adjusted so it is centred in the 
x-y plane, and starts at the specified z position, extending the +z direction towards the drain 
at the far end. A check is made to ensure that the nanotube does not overlap the drain, and 
the simulation continues into the NEMD phase.
4 .4 .1 2  N o n -eq u ilib r iu m  s im u la tio n  p h a se
As figure 4.2 demonstrated earlier, the NEMD phase is not very dissimilar from the equi­
libration phase. There are just a few differences that are worth mentioning. Firstly, it is 
important to make a step-by-step count of the atoms crossing the entrance and exit thresh­
olds of the nanotube. Crossing the threshold in the -4-z direction results in a +1 count per 
atom, while crossing in the opposite direction results in a -1 count. Secondly, now that the 
boundary conditions are no-longer fully periodic, a check must be made at every step to 
remove any atoms that cross a drain, or repel any atoms which hit a reflective boundary. In 
addition, in most simulations it is the flow through the nanotube which is of interest, and 
so a membrane-like situation is simulated whereby flow is prevented from passing around 
the nanotube. In such a case, a reflective boundary is placed so that atoms which would 
otherwise pass around the nanotube are reflected back.
Beyond these exceptions in the software, the evolution of the NEMD phase is the same 
as the equilibration phase, and as such, the subroutines can be re-used.
4 .4 .1 3  S u m m ary
The evolution of the simulation has been described, from the initialisation and equilibration 
of the system, to the transition and the NEMD phase itself. Although it has been possible 
to describe the design of the simulation in just 13 pages or so, it should not belie the fact 
that there are a significant number of small details and nuances which are critical in the 
development of a stable simulation. In addition, when new questions do arise, it is rare 
for the “direct path” to a solution to be taken, and researching solutions also takes time.
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Furthermore, during the development of 4000+ lines of code, the introduction of bugs is 
inevitable, and this requires the tracking down of the error in a methodical way, which 
becomes more complicated when perhaps 2 or 3 could be acting in tandem, or when the 
error only occurs after hours or days of running the simulation. Occasionally such problems 
may not even be in the code itself, but in the design; for example, at one point, the water 
molecule was found to be unstable not because of an error in the programming, but because a 
O.OlA left-right shift used to determine the potential gradient around each constituent atom 
was found to be too large for the time-step used (it was subsequently changed to O.OOlA 
which was far more stable). In addition, at every stage of development, considerations must 
also be made about the speed of the calculations, to ensure reasonable simulation time-scales 
can be achieved. Solutions which may be “correct” , must be discarded if they become too 
computationally expensive.
Thus the development of the simulation is a highly time-consuming and complex task, 
however it is one that brings a powerful position. W ith this code a pure NEMD simulation 
that can simulate sustained flow over long time scales is achieved. The full evolution from 
onset of flow to sustained flow can be studied, and the whole-nanotube system can be con­
sidered, taking into account entrance and exit effects. The code has been developed to avoid 
known pitfalls and give precisely the details required by NEMD simulations. The code is 
also highly flexible and optimised to take advantage of the computing capabilities here at the 
ATI. Thus, with this simulation, we are in a fairly unique position to study non-equilibrium 
flow through nanotubes and the associated phenomena.
4.5 Testing
4 .5 .1  A rgon
In order to confirm correct running of the simulation, tests were conducted for comparison 
against other results and known-values. Due to the prevalence of argon in past works, argon 
was used as the test subject. Quantities such as the RDF, diffusion coefficient and latent 
heat were considered, since it is these quantities which will closely define the accuracy of the 
simulation.
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Latent heat
The latent heat is defined as the amount of energy absorbed or released by a substance during 
a phase change. In the case of a transition from liquid to gas, it defines the extra energy 
which must be added to the system to change the phase. This extra energy does not result 
in an increase in temperature. In molecular dynamics, since the atoms in a liquid are close 
together, this energy can be understood as that required to pull the atoms out from their 
respective neighbours’ potential wells, and make the average distance between them greater. 
Thus the latent heat manifests itself in terms of the difference in the potential energy felt 
per atom, between gas and liquid phases. This means that the latent heat can be calculated 
by running two simulations either side of the phase transition; one in a saturated liquid state 
and the other in a saturated gas state; and taking the difference between the two systems in 
terms of the potential energy per atom.
In order to conduct such simulations, 1000 argon atoms at lOOK were placed within a 
simulation cell of 36.98 with full periodic boundary conditions in order to produce a 
liquid-saturated density of 1311 kg m'^. The temperature of the simulation was initially 
controlled for 150,000 steps (0.75ns) and then allowed to evolve freely for a further 0.85ns. 
Equilibration of the argon occurred in under 0.03ns.
In a similar fashion, a simulation of the gas state of argon was conducted with 1000 atoms 
at lOOK, however with a simulation cell size of 157.84 giving the desired density of 16.87 
kg m'^. Due to the lower density, the time for the energy to become stable took slightly 
longer, though no more than 0.3ns. In total, the argon gas was equilibrated for 4.3ns, and 
then allowed to evolve freely for a further 5.6ns.
Using equations 4.2 and 4.3 [123], the temperature and density can be expressed in LJ 
units: the temperature is equal to 0.83 while the density of the argon liquid and gas is 
0.78 and 0.01 respectively. This shows qualitative agreement with the phase diagram of 
standard LJ fluids [199, 200] for the temperature and density of a saturated LJ fluid at 
this temperature. In terms of the triple-point of argon [201], the temperature is 1.19 times 
the triple-point temperature, and the liquid and gas densities are 0.93 and 0.02 times the 
triple-point density respectively.
Tl j  =  Tk ’y  (4.2)
4.5 Testing 72
PLJ = pcr  ^ (4.3)
The potential energy per atom in the liquid phase was found to be —112.9 ±  0.4 meV, 
while the corresponding gas-phase potential energy per atom was found to be —2.2 ±  0.2 
meV, giving a latent heat of 110.7 ±  0.6 meV (267.4 ± 1 .5  k j  kg'^). This compares with an 
experimental value of 62.5 meV, putting my estimation of the latent heat at about 176% of 
the experimental value. It is important therefore to consider whether this is an inherrent 
difficulty in the ability of simulations to reproduce the experimental value exactly, or whether 
this represents a flaw in my simulation. To check this, the argon data was compared further 
against similar, although completely independent, calculations by Nagayama [202]. The 
value obtained there is around 105meV, which is much closer to my value. Thus the fact 
that my calculation is within the order of magnitude of the experimental value, and th a t it 
corresponds very closely with another simulation value, suggests that the calculation is as 
accurate as could be expected. Argon is considered to be one of the species best-reproduced 
through the LJ potential, and so this highlights that although the LJ potential can give 
reasonable results, it is not perfect.
D iffusion coefficient
The diffusion coefficient is a particularly important quantity, since the motions of the atoms 
are a key part of the non-equilibrium simulations. As in the case of the latent heat, the large 
number of argon studies that have been made in the past means that there is a wealth of 
comparable information.
In order to examine the diffusion coefficient, 1000 argon atoms were placed in a completely 
periodic simulation cell of 36.98 A^, giving the target saturated density of 1311 kg m’^ , at 
lOOK. The system was initially controlled in temperature with zero overall momentum for 
0.5ns, before running uncontrolled for an additional 5ns. It took a short while for the diffusion 
coefficient to settle, but the final value, calculated as an average of values in the final 2.5ns 
of the simulation, is 3.29±0.07 cm^ s'L
This value compares very well with other MD results (figure 4.4). The value by Huang 
et al. is known to deviate from experiment by only 2% [203], giving confidence in the other 
MD results, and hence mine also.
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Figure 4.4; The reported diffusion coefficient of argon at different temperatures and densities, 
derived through equilibrium MD simulation. The diffusion coefficients are given underneath 
the symbols in units of 10'  ^ m^ s L Comparison values are taken from Huang et al. [203] 
and Toritani et al. [204].
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Figure 4.5: The jump in energy caused by the cut-off, for argon-argon interaction. The jump 
at 4A (9.7meV) is not shown for clarity. The maximum depth of the argon-argon interaction 
is 10.32meV.
Interaction cut-off
It was mentioned earlier in section 3.3.1 that the interaction between the atoms must be 
subject to a cut-off, due to the finite size of the simulation cell. The ideal cut-off distance 
will be that which is short enough for high computational speed by minimising the number of 
interactions between atoms, while being long enough to ensure that the energy-jump at the 
cut-off point is small enough not to adversely effect the accuracy of the simulations. If there 
is a significant jump in the energy, then errors will build in the simulation and energy-drift 
will be observed.
In order to check this, equilibrium simulations with argon were performed. The cut-off 
range was tested at 4A to 14A inclusive, in 2A steps (a total of 6 simulations). Since the 
argon-argon hard-sphere interaction distance is 3.405A there was a significant jump in the 
energy at the shortest 4A distance, which then became smaller as the distance increased 
further (figure 4.5). Each simulation, containing 500 argon atoms, was equilibrated for 20ps, 
and then allowed to evolve naturally for 4-5ns.
Figure 4.6 shows the long-term drift in the total energy (kinetic +  potential) for the
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Figure 4.6; The drift in energy experienced by equilibrium argon with various cut-off dis­
tances. The hard-sphere argon-argon distance is 3.405A.
various cut-off distances. Clearly at the shortest cut-off distance, with a jump which is 94% 
of the maximum depth of the interaction, significant energy drift is experienced. Above this 
distance the drift reduces substantially, although it is still clearly present between 6À  and 
lOA, where the drift marginally decreases in magnitude as the cut-off distance increases. The 
next significant drop is seen at 12A, which experiences almost no drift, with 14A reporting 
a similar result. All of the cut-off distances (with the exception of 4A) experience similar 
variation about the average energy, with a standard deviation of about O.SmeV.
Given the above results, it is therefore decided that 12A will be a suitable cut-off distance. 
Below this distance, the results suggest that there may still be some energy drift, while above 
this distance, the results suggest that the increased computational cost would not result in 
greater simulation accuracy. Since the argon-argon interaction has the longest range of all 
the interactions that will be considered during these studies (see for example the comparisons 
in figure 3.3 on page 41), the 12A distance can safely be applied to the other species that 
will be considered in these studies too.
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C onclusion
The energies and diffusion coefficient of argon are reproduced well through equilibrium sim­
ulation. In addition, using the 12A cut-off, no long-term drift or unusual anomalies are 
experienced during the simulation. Therefore, it is concluded that the simulation is in work­
ing order, and that argon is well reproduced.
4.5.2 Water
While the argon results suggest th a t the simulation is running correctly, the fact tha t water 
is far more complex and incorporates additional code in its MD description, means it is worth 
testing independently. Not only is it a 3-body flexible molecule requiring the incorporation 
of intra-molecular forces, but it carries charges which must also be taken into account. In 
addition, unlike the original implementation of this model by Wu et al. [155], the charges 
are subject to a simple cut-off, and any influence of this on the model must be understood.
In order to assess the abilities of this simulation to reproduce the Wu et al. model, a 
simulation with comparable parameters was considered. Wu et al derived their model using 
216 molecules held at 1 atm  pressure. In order to use this in my own simulation however, 
this pressure must be converted into a density, but this is not specified in the description of 
the model. The development of the model was done through use of DL_Poly, an equilibrium 
MD simulation package mentioned earlier. Thus in order to obtain the dimensions of the 
simulation cell (and hence density), the simulation was repeated with DL_Poly, with the 
desired pressure. In this case, 326 molecules were used, and the simulation dimensions came 
to be 21.275A^. A check of the geometrical properties (bond-length and bond-angle), as well 
as the diffusion coefficient, confirmed that they reproduced exactly the values given by Wu 
et al.
Now that the dimensions of the simulation cell were known, the same simulation could be 
repeated with my own software, in order to assess its reliability. Therefore, just as before, 326 
molecules in a 2 1 . 2 7 5 cubic simulation cell were simulated, for just over Ins. Comparison 
of the key quantities of Wu et al., my own DL_Poly run, and my own simulation, are given 
in table 4.2.
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Table 4.2: Comparison of key water properties given by different simulations.
M odel B o n d -len g th  (A) B ond-ang le  (deg) Ds (lO-'m^s'O
Wu et al. [155] 
DL_Poly 
This software
1.0310±10“®
1.0310±0.0011
1.0254±0.0001
107.69±0.33
107.69±0.31
108.11±0.10
2.32±0.05
2.32
6.63±0.07
M olecu lar g eo m etry
W ith this flexible model, although the equilibrium OH bond lengths and HOH angles are 
specified as being 1.012A and 113.24° respectively, the average length and angle deviate from 
these values due to the presence of other molecules. In particular, the Wu et al. found the 
OH bond length to be increased slightly by 0.298A to 1.0310A ±  10"®A, while the angle 
was decreased by 5.55° to 107.69°dr0.33°. The same changes were observed in the DL_Poly 
simulation conducted here.
In comparison, my simulation results in a bond-length which is 0.0056A (0.5%) shorter 
than the DLJPoly simulation. The bond-angle meanwhile is 0.42° (0.4%) larger than the 
DLJPoly simulation, within 2 standard deviations of the DLJPoly value. Civen these results 
therefore, it can be considered that my simulation reproduces the geometry of the water 
molecule reasonably well.
D iffusion coefficient
As with the argon, the consideration of the diffusion coefficient is very important, since the 
mobility of the molecules is a key aspect of non-equilibrium simulations. One particular point 
of interest is the effect of the simple cut-off of the Coulomb forces, because in the model of 
Wu et al., long-range Ewald summation forces are used. The geometry of the molecule is 
most-strongly defined by its nearest neighbours, and so a cut-off of the charge interaction 
does not unduly influence the bond-lengths or bond-angles, as demonstrated by the previous 
results. This will however effect the mobility, since the strength of the charge interaction 
decays very slowly with distance, making long-range interactions beyond the simple cut-off 
important too.
One of the strengths of the model by Wu et al, is that it reproduces the diffusion coefficient
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Figure 4.7: The RDF’s of equilibrium water produced with this simulation.
exactly in correspondence to experiment, with a value of 2.32±0,05 xlO'^m^s'h My own test 
simulation mentioned above yields a value of 6.63ib0.07 xlO'^m^s'^; approximately 2.86 times 
larger. For the reasons explained above, such an increase is to be expected. Therefore the 
simulations performed here with water will overestimate the diffusion coefficient, and this 
should be borne in mind when interpreting the results.
Radial d istribution function
The final important aspect to consider is the RDF between the different atoms. It has already 
been demonstrated how the internal molecular structure holds well. It is important to test if 
this holds for the external inter-molecular structure too. The RDF will give an insight into 
the relative distances and orientations of the molecules which again plays an important role 
in the motion of the molecules.
Figure 4.7 shows the 0 -0 , 0-H  and H-H RD F’s. The 0-H  and 0 - 0  RDF’s show strong 
close peaks below 2A corresponding to their associated bonded atoms. Comparison with the 
work of Wu et al. shows good qualitative agreement. The positions of the peaks beyond 2A 
and their relative sizes match well.
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Conclusion
The ability of this simulation to reproduce the water model of Wu et al. has been investigated. 
Of particular interest is the effect of the simple cut-off of the Coulomb interaction force, 
which differs from the Ewald method used in the Wu et al. model. The findings show 
that this simulation reproduces near-field properties very well. The geometry of the water 
molecule is well reproduced, and the RDF similarly reveals strong agreement with Wu et 
al. The diffusion coefficient in contrast has a dependence on both near-field and far-field 
interactions, and so simple cut-off of the Coulomb forces has a greater impact. The fact that 
each atom undergoes less interaction, means that the molecules can move slightly more freely, 
and the diffusion coefficient is overestimated by 2.86 times. Therefore when considering the 
results presented using this water, this should be taken into account. Nevertheless, if this is 
kept in mind, given tha t the near-field properties are well reproduced, this water should be 
able to offer an good insight into the dynamics of fiow through nanotubes.
Chapter 5
Prelim inary studies
5.1 W ater-nanotube charge interaction
Before engaging in the primary research, it is worth making a number of preliminary studies 
to understand the conditions under which flow is occurring, and understand some of the 
assumptions and limitations of the models employed. In this section the focus will be on 
two aspects in particular: the charge on the nanotube, which is usually ignored in MD 
simulations, and the potential “landscape” experienced by atoms inside the nanotube, in 
order to better understand the subsequent results that will be obtained.
5 .1 .1  In tro d u c tio n
It was discussed earlier in section 2.4 that polar molecules such as water can strongly effect 
the electronic structure of the nanotube. As well as being important for potential electronic 
and sensing applications, this also has implications for nano-fiuidics since this will alter how 
the molecules interact with the nanotube.
Despite this, MD simulations almost exclusively ignore any charge transfer with the nan­
otube. By doing so, the water-nanotube interaction is far weaker than the water-water 
interaction, and this contributes to the fast flow through the nanotube. Of the few MD 
simulations which have tried to take account of charge transfer, Zimmerli et al. [89] demon­
strated that in an equilibrium setting, water would form certain geometrical shapes along 
the length of the nanotube. It was also shown how the water was more stable inside the 
nanotube, owing to increased interaction. The presence of a water molecule induces a slight
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polarisation in the nanotube, and this effect may be particularly strong in non-equilibrium 
situations due to the absence of symmetry [90]. Therefore it is important to gain an appre­
ciation of the influence of the induced nanotube polarisation.
In order to assess the water-nanotube charge interaction, a number of studies on a quan­
tum  level have been made. Using DFT, it has been shown how the orientation of a water 
molecule can be strongly influenced by a nanotube [82, 83, 91]. This potentially has impor­
tan t implications for the flow through a nanotube, since favoured orientations would effect 
the dynamics of flow and may provide an additional condition for entry. It is therefore im­
portant to consider what effects there may be on the flow into and through a nanotube, and 
the assessment of this in a systematic way is the aim of the study presented in this section.
The alteration of the electronic properties of the atoms occurs on a quantum level in terms 
of changes in the electron orbits, and so the method applied must take this into account. 
This is why related studies in the past have used DFT, and it is the method of choice for the 
studies here. Whereas MD can be considered to be a parameterisation of the fundamental 
variables that go into dictating the interaction between atoms, DFT utilises the fundamental 
basis upon which these parameterisations are built, and therefore can offer a unique insight 
into the mechanics of such interactions. This comes at a price however, since this much 
detail is highly computationally costly, typically increasing as the cube of the number of 
atoms involved [205], and so this must be considered when designing a DFT calculation.
One further important caveat is tha t although the use of DFT for such studies is well 
established, DFT is primarily designed for bonded interactions, and thus for non-bonded LJ 
interactions it does have some difficulties [206, 207]. As a result, while such a study can give 
an important general insight into the interaction, the precise numbers must be taken with 
caution. A reasonable level of confidence in the calculations can however be gained with 
careful choice of the functionals, and this is described in more detail in the next section.
5 .1 .2  T h eo ry
DFT is a highly complex mathematical method, however the principles upon which it is 
based are worth considering in order to give a general appreciation of the capabilities and 
limitations of the method.
Considering an atom, its electrons can be considered to be moving in a constant external 
field generated by the nucleus. The energy (“Hamiltonian”) of the electrons can be written
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in terms of 3 parts: the electron kinetic energy T, the potential energy V  caused by the
external field, and the electron-electron interaction energy U (5.1).
É  = f - h V - i - Û  (5.1)
Writing this in terms of spacial representation of the position of each electron r<, the
equation can be written as equation 5.2, where ijj is the N-particle wavefunction.
/  N  ^2v t2  ^  AT N  \
(5-2)\*=1 i= l j  i<3 J
This is a many-body problem, and methods such as the Hartree-Fock method [208, 209] 
can be used to solve it, but it is highly computationally costly to do so. This is where DFT 
becomes useful. Instead of considering the wavefunctions of the individual electrons, the 
system is described in terms of the electron density. The Hohenberg and Kohn theory states 
that there is a unique functional of the electron density which gives the ground-state energy 
of the system [210]. This can then be used to solve for the energy of the system.
The ground-state energy can then be written in terms of the electron density:
Eo{po) = T{po) +  V{po) +  U{po) (5.3)
While the kinetic energy T  and external potential energy V  can be well defined, the 
electron-electron interaction energy U contains a quantum “exchange-correlation” term  which 
is difficult to compute [211]. A second Hohenberg and Kohn theorem states that for a trial 
density greater than zero, the integration of which over all space yields the number of elec­
trons, the energy E{p) is greater than or equal to the ground-state energy E q (5.4) [210].
^0 <  Etrial(p) (5.4)
In order to find a solution, an iterative approach is taken, testing density functions, 
obtaining the energy, and using the results to test further, more accurate density functions. 
The ground-state energy has been found when it has converged to a minimum value.
Assumptions can be made regarding the form of the exchange-correlation functional, 
and this can have an important impact on the final result [212]. Two of the most common
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forms are the Local Density Approximation (LDA) and Generalised Gradient Approximation 
(GGA). The LDA assumes that the functional depends only on the density at the co-ordinate 
where it is evaluated, while the GGA additionally takes the gradient of the density at that 
co-ordinate into account. Tests with a hydrogen molecule and a nanotube show that the 
non-bonded interactions are significantly better reproduced with the GGA functional. Fur­
thermore, there are a number of forms of the GGA functional, and it is the PW91 [213] form 
which seems to be most suitable in this instance. By ensuring th a t the functional forms are 
as accurate as possible, one can be reasonably confident in the results obtained.
5 .1 .3  C a lcu la tio n  an d  s y s te m  d esig n
The software employed for the calculations is first-principles DFT software DMoP [214, 215]. 
W ithin the software, it is possible to design a geometrical configuration of atoms (in this 
case the nanotube and water), and the energy of the system based on pre-defined parameters 
such as the functional methods, is evaluated. A double-numerical polarised basis set is used, 
and the electron orbital cut-off is set to 4A [216]. In the following calculations, convergence 
of the energies always occurred in under 50 iterations.
Since the entrance into the nanotube is of primary interest, this is where the efforts of 
the DFT calculations are focussed. A short (10,0) nanotube of 7.83A-diameter is considered; 
just large enough to comfortably fit one water molecule inside. The short nanotube is used 
for computational reasons, however tests show that the energies resulting from calculations 
as water enters the nanotube are applicable to longer nanotubes too. Carbon atoms within 
a nanotube each have 3 neighbours, while those at the end only have 2. This makes the 
end-carbons highly reactive and in turn  the calculations take a significant amount of time 
to converge. In reality, production of nanotubes is not done under a vacuum, and hydrogen 
is one of many typical atmospheres under which nanotubes are prepared. In such a  case, 
hydrogen atoms will quickly bond to the reactive end-carbons, and so terminating the end- 
carbons with hydrogen is a standard approach in such DFT calculations. Therefore this 
method is adopted in this study.
The interaction of one water molecule with the nanotube was considered in different 
relative positions, both over a carbon atom outside the nanotube (arrow 1, figure 5.1) as 
well as down the central axis (arrow 2). At each position, seven different relevant orientations 
were considered; six of them common to both approaches, and one independent for each.
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A B B
Figure 5.1: The approaches of the water molecule to the nanotube, and the different orien­
tations.
giving a total of eight orientations.
At each position and orientation, the binding energy of the water was calculated by taking 
the difference between the combined system, and that of the individual constituent parts 
(5.5). By this definition then, the more negative the binding energy is, the more favourable 
the system configuration is.
^bind ~  ^ N T + w a t e r  {E]\/T 4" Eujater) (5.5)
5 .1 .4  B in d in g  o u ts id e  th e  w all
In order to illustrate the effects of orientation on the binding of the water to the nanotube, 
the interaction with the wall is first discussed since it gives a clear example of the effect 
of orientation. Figure 5.2 demonstrates the substantial influence of the orientation on the 
strength of the binding to the wall outside the nanotube. The depth of the potential reaches 
about -90meV, which indicates a substantial binding, even above room temperature. As well 
as a variation in the strength of the binding, the orientation also induces a difference in the 
position of the minimum binding. Such a variation is observed even for similar orientations 
(orientations C and D, for example), due to the relative distances of the carbon atoms to 
the atoms of the water molecule.
Most significant however is the observation of orientation B’, with the oxygen atom point­
ing directly towards the nanotube. In this orientation there is no distance at which the 
water molecule is favorably bound to the nanotube, and this is in qualitative agreement with
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Figure 5.2: The effect of orientation on the binding of the water molecule to the outer wall 
of the nanotube.
other published results [82]. At a distance of approximately 3.6A there exists a flat mini­
mum, which is characteristic of the behavior exhibited by the other orientations of the water 
molecule. As the distance increases, the binding energy rises to around 15meV, reaching a 
peak around 5.5A before tending to zero as the distance increases further. The short range 
barrier (also experienced by other orientations) is due to the van der Waals repulsion while 
the longer-range repulsion is a result of the electrostatic repulsion between the pi-orbitals of 
the nanotube and the slightly negative charge of the oxygen atom.
This unbound orientation and the variation by the other orientations in the position of 
minimum binding, carries important implications for the dynamics of water approaching 
the nanotube wall. On approach, a water molecule will attem pt to rotate itself into the 
most favourable orientation for that given distance, and those molecules that are forced into 
an unfavourable orientation due to hydrogen bonding with other water molecules will be 
restricted in their ability to approach the nanotube. The fact that individual water molecules 
can gather substantially different energies based purely on their orientation may strongly 
effect the structure of water at the side of the nanotube, both in terms of instantaneous 
liquid structure, and solid ice.
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Figure 5.3: The effect of orientation on the binding of the water molecule down the central 
nanotube axis. The x-axis distance refers to the distance to the centre of the nanotube 
(position P5).
5 .1 .5  B in d in g  d ow n  th e  cen tra l ax is
While the results at the side of the nanotube offer an insight into the ability of water to 
approach and remain at the nanotube wall, of interest in many nano-fluidic applications is 
the implications the charge-transfer has for the flow of water into and through the nanotube. 
Unlike the approach to the wall outside the nanotube which saw a fairly clear difference 
between each orientation, figure 5.3 shows that the situation is far more complex down the 
central axis.
Firstly, it can be seen that if the water is allowed to settle at the minimum energy position, 
it will come to rest at the entrance of the nanotube (position P I) rather than penetrate to 
the centre. This effective barrier to entry is around 50meV in strength. In the case of an ideal 
gas, such an energy would translate to around 390K for an atom of similar mass to the water 
molecule. It should be noted that such a temperature is presented only as a rough guide 
to give these energies some context, since these calculations are being conducted for just 
a single water molecule which is far from equilibrium, and it is therefore difficult to define 
such a temperature. In addition, such a temperature would represent a minimum required 
to overcome this energy barrier, since not all of the energy of molecules will be translational-
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kinetic, due to the existence of vibration and rotation motions too. In the event that the 
water molecule is able to overcome this barrier, it performs a full 180® rotation between 
positions P I and P3 as it enters the nanotube, reflecting the change in the orientation which 
oflÈers the minimum energy. The location and most favourable orientations of the barrier 
correspond well with the density distribution and structure observed in previous molecular 
dynamics simulations [89].
Given the existence of this energy barrier, it seems that successful entry of liquid water 
into the nanotube requires additional assistance, and this could come in the form of hydro­
gen bonding. The strength of this bonding between water molecules, which derives from 
their polar nature, is known to be between 150 and 200 meV in strength [217], and this 
is comparable to the range of energies observed in figure 5.3. Influence from nearby water 
molecules in the form of hydrogen bonding will restrict the ability of the water to rotate, thus 
allowing it to maintain an orientation like that of D for example and penetrate to the centre. 
Normally hydrogen bonding is considered only as a hindrance to entry, since it causes a re­
luctance of individual water molecules to break away from the bulk and enter the nanotube. 
By taking these orientation effects into account however, it is apparent tha t there may be a 
competing effect whereby hydrogen bonding actually assists entry into the nanotube. This 
also suggests a possible additional density dependence on the ability of water to enter the 
nanotube which has not been explicitly examined before, with low-density water easily able 
to rotate and settle at the entrance, while high-density water is restricted in its rotation and 
able to penetrate to the centre at lower temperatures.
5 .1 .6  W ater  m o lecu le  p o la r isa tio n
Since the polarisation of the water molecule forms a central part of its properties; both 
through hydrogen bonding and the interaction with the nanotube; it is interesting to note 
how this polarisation varies. To study this, the change in the potential of the oxygen (Ahb) 
and the hydrogen atoms {AVh i , ^ ^ 2) of the water molecule, relative to the potential of 
the atoms in an isolated water molecule are calculated. The change in the polarisation, A F , 
is monitored during entry into the nanotube. Since the hydrogen atoms carry a positive 
bias and the oxygen atom a negative bias, equation 5.6 shows that a positive value of A F  
corresponds to a strengthening of the polarisation (ie, a greater difference in the charge 
between the hydrogen and oxygen).
5.1 Water-nanotube charge interaction
100
0-0 A C3-0 A’I
I
cI•g -100I -150
P4 P5
-200
g 26 4 0
Distance (À)
Figure 5.4: The change in polarisation as the water molecule moves down the axis with the 
oxygen facing away (A) and towards (A’) the nanotube centre. Positions P1-P5 correspond 
to the positions in figure 5.3 marked earlier.
A P  =  - (A V h , +  AVh,)  -  AVo (5.6)
Due to the distribution of electrons, the points of maximum positive and negative charge 
of a water molecule are not necessarily situated on the atomic sites themselves. Investigations 
with an isolated water molecule show that the point of greatest negative potential is 1.2SA 
in front of the oxygen on the axis of symmetry, while the points of greatest positive potential 
are an average of just 0.02A from the atomic centre of each hydrogen atom. In order to 
ensure that the atomic charges were being measured accurately, the measurement of the 
potential of the oxygen and hydrogen atoms was taken as the average potential within a 
0.2A radius of the 3 aforementioned potential points. The net gain in polarisation A V  is 
calculated from the change in potential at each site (equation 5.6) and is shown in figure 
5.4 for orientations A and A’. These orientations were chosen for their markedly different 
binding characteristics displayed in figure 5.3.
The change in the polarisation of the two orientations is very different, and this follows 
their respective binding energies very closely, with an overall correlation coefficient of 0.93. 
In the case of orientation A, there is a substantial increase in polarisation on initial ap-
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Figure 5.5; A heatmap of the change in potential of the system when water is inside a 
nanotube. Here the water is in position P I and orientation A. The map slices through the 
atoms of the water and some of the nanotube too, which are marked on the map.
proach to the nanotube. The region of maximum polarisation corresponds to the region of 
maximum binding shown earlier in figure 5.3 around position P I. Orientation A’ however 
sees a decrease in its polarisation as it approaches the nanotube. Here, the area of weakest 
polarisation corresponds to the small barrier to entry around position P I shown in figure 
5.3. As penetration into the centre of the nanotube continues, the polarisation of orientation 
A weakens, reflecting the weakening binding of the water to the nanotube and the existence 
of the potential well. The opposite is true for orientation A’ which recovers some of its 
polarisation. Throughout all of these changes, it is the change in the charge of the oxygen 
atom which is primarily driving the change in polarisation. Figure 5.5 shows the change in 
potential induced by the presence of the water in position P I in orientation A at the point of 
strongest binding near the nanotube. The increeise in the polarisation of the water molecule 
can be noted with the oxygen gaining more of a negative potential than the hydrogen atoms. 
A strong interaction with the first row of carbon atoms can also be noted, as well as a slight 
polarisation of the nanotube itself.
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5 .1 .7  C o n clu sion
In summary, it has been demonstrated how there exists a strong orientation dependence 
on the ability of water to flow into a carbon nanotube, with important implications for 
simulation studies and future nano-fluidic devices. It has been demonstrated that there is a 
significant barrier which must be overcome to allow entry, and that water molecules which 
do enter are encouraged to undergo a full 180° rotation when entering the nanotube. From 
these results it has been suggested that rather than being a complete hindrance to entry 
into the nanotube, hydrogen bonding may also assist penetration to the centre, implying an 
additional density dependence on the ability of water to enter the nanotube. The change in 
the polarisation of the water molecule as it enters the nanotube has also been discussed, and 
its close relation to the strength of binding highlighted.
Finally, light has also been shed on the orientation dependence of the ability of water to 
approach and remain at the outer nanotube wall. The energies tha t molecules will gain have 
been shown to have a substantial range, which has important implications for the structure 
of water and ice around the nanotube.
The next step would be to make a further, more detailed study, with more molecules 
and more positions, in order to build a fuller picture of the nanotube-water charge transfer. 
This could then in turn  be parameterised into a simpler form which can be described on 
a non-quantum basis and incorporated into classical MD simulation potentials. Indeed as 
mentioned earlier, there have been some MD studies with static charges on a nanotube 
yielding interesting results. In light of the results here however, with varying polarisation of 
both the nanotube and the water, further work is necessary in order to properly account for 
this charge transfer.
Therefore, in chapter 9 which concerns water flow through nanotubes, although a neutral 
nanotube will be assumed in this instance, it should be borne in mind that these variable 
charge-transfer effects do exist, and further analysis through DFT in conjunction with in­
corporation into the MD simulations should be considered in the future.
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5.2 The potential inside th e nanotube
5 .2 .1  In tro d u c tio n
An understanding of the potential inside the nanotube is of utmost importance, since it is 
this which to a very large extent defines the fiow through the nanotube. All nanotube-atom 
interactions in these simulations will be through the LJ potential. Based on the form of 
this potential (figure 3.1), the very smallest nanotubes would have the deepest potential at 
the centre, while larger nanotubes would see the minimum near the walls. This in turn  will 
play an important role in the structure (and hence dynamics) of fiow. It is therefore very 
instructive to study how this potential varies.
5 .2 .2  T w o -d im en sio n a l m o d e l
In the simplest sense, the form of the potential can be approximated by two atoms separated 
from each other, representing the opposing walls. By varying the distance between the two 
atoms, the variation in the potential can be observed. Using the argon-carbon interaction as 
an example, figure 5.6 shows how the potential felt by an argon atom changes as the distance 
between two carbon atoms varies. The potential is clearly seen to go through several stages.
In the smallest nanotubes the potential is very narrow and the minimum is relatively high. 
As the diameter increases, the potential drops very rapidly, and this is accompanied by a 
small increase in the width. As the potential drops further, the width of the potential also 
increases more rapidly, and a minimum potential of around -lOmeV occurs. The variation 
of the minimum potential with diameter is shown in figure 5.7.
Once the deepest minimum-potential is reached, there is a distinct change and from here 
the minimum potential actually rises. The rate of increase slowly decreases however. In 
addition, the potential becomes much shallower and flatter. This eventually causes a small 
bump to form in the centre, which rapidly causes two potential wells to form as the diameter 
increases further. While the minimum potential of the wells rapidly levels off, the central 
potential continues to rise.
At these larger diameters, it becomes possible to fit two argon atoms in, side-by-side. 
Figure 5.8 shows the potential tha t a second argon atom would see, if the first were to settle 
at the position of minimum potential. Interestingly, a similar situation is experienced as
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Figure 5.6: The variation of the potential experienced by an argon atom between two carbon 
atoms representing a range of nanotube diameters from 6.96A to 15.64A. The nanotubes 
are centred symmetrically around the OA position.
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Figure 5.7: The variation of the minimum potential experienced by an argon atom between 
two carbon atoms representing a range of nanotube diameters from 6.96A to 15.64A.
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Figure 5.8: How the form of the potential appears to a second argon atom if the first settles 
at the point of minimum potential. The nanotubes are centred symmetrically around the 
OA position.
before, with the smallest “large” nanotubes experiencing a deepening of the potential, which 
is then reversed, and asymptotically levels off, while the weak potential at around the 2A 
position continues to increase.
Overall, in addition to an obvious influence from the confinement inside a nanotube, the 
variation in the depth and form of the potential should also encourage substantially different 
structures and flow dynamics, and thus simply trying to predict the flow based on diameter 
may be insufficient.
5 .2 .3  T h ree -d im en sio n a l m o d e l
In order to build a more realistic model of the potential, a more complex calculation was 
performed. A 13.56A-diameter (10,10) nanotube was considered. This time, rather than 
an argon atom, a hydrogen molecule was considered, albeit modelled as a single site with a 
simple LJ interaction as discussed earlier (section 3.3.3).
The procedure for the calculation is as follows. Using the software “Mathematica” , a 3D 
model of a nanotube was built, and a map of the potential in 3 dimensions was made. Since
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Figure 5.9: A snapshot of the potential felt by a hydrogen molecule inside a 13,56A-diameter 
(10,10) nanotube. The outer red colour represents high potential, while the inner red ring 
represents the deepest potential.
the positioning of the atoms within the nanotube is periodic, only a small section of the 
nanotube needed to be calculated initially, and then this section could be shifted along the 
axial direction in order to form the nanotube. The total length of the nanotube considered 
was 28.SA, and the potential was calculated in the central periodic region. This was sufficient 
for even the longest-ranged carbon atoms to have their small contribution to the total energy 
added. The cross-sectional axes were split into an even square grid of 200x200 points across 
the face of the nanotube (intervals of 0.05A ), and steps of 0.1 A were made in the axial 
direction.
Figure 5.9 shows a snapshot of the potential inside the nanotube. The potential well at 
the edges of this nanotubes is clearly visible. The central weaker potential is also observed 
clearly. W hat can also be noted are the slight bumps in the potential; it is not entirely 
smooth. Clear bumps in the wall are seen at 12 o’clock, 3 o’clock, 6 o’clock and 9 o’clock 
positions, with weaker bumps sitting between them. This is due to the positioning of the 
carbon atoms within the nanotube. If one moves through the nanotube along the axial 
direction, the bumps are seen to move clockwise and anti-clockwise by a small amount with 
regular frequency, corresponding with the variation in the position of the carbon atoms of
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the nanotube. In other (n,m) chiral nanotubes where m  0 n, you would expect the 
bumps to move continuously in one direction around the edge of the nanotube.
In addition to the bumps at the edge, a “bouncing” of the central weak potential is also 
observed with the same frequency. Again, this is due to the periodic nature of the atoms in 
the nanotube, and this is particularly pronounced in an armchair nanotube like this; other 
(n,m) chiral nanotubes would see much less of a bounce where the periodicity of the nanotube 
is smoother and longer.
5 .2 .4  S u m m a ry
The potential inside the nanotube goes through several clear stages. The smallest nanotubes 
see a rapid increase in the depth of the potential in the centre. As the diameter increases 
further, the depth of the potential rises and levels off asymptotically, forming a well around 
the outside wall.
Studies of this outer-wall potential show that as you move along the nanotube, bumps 
in the potential oscillate according to the structure of the nanotube, and an accompanying 
bounce in the central weak potential is observed. Chiral nanotubes in contrast are expected 
to display a more continuous rotation of the bumps and less of a bouncing of the central 
potential.
The existence of these very different potentials in the nanotubes are likely to encourage 
very different structures, and by having an understanding of the underlying “terrain” upon 
which the atoms are flowing, it will be possible to gain a greater insight into the dynamics 
of flow and phenomena observed in the simulations.
Chapter 6
A rgon experim ents
6.1 Introduction
In order to analyse the flow through nanotubes, argon is chosen as an initial subject. As 
described earlier, MD simulations are known to be able to reproduce the properties of argon 
reasonably well, and my own tests have confirmed this. Because of this, it makes a reliable 
starting point. In addition, it is a relatively heavy atom at 40amu, and thus it will provide 
a platform against which to contrast results with smaller atoms. Due to the nature of argon 
as a “generic” model atom, the results in this section should be extendable to other atoms 
too, which makes the use of argon appealing.
S im u la tion  d im ensions
The simulation was set-up as shown earlier in figure 4.1 on page 57. The x and y dimensions 
are 26.5lA each, with the z axis extending for 99A, where a drain is situated. The pool 
extends for 36A, and thus the dimensions of the initial equilibration cell are 26.51 x 26.51 x 
36A^. During the non-equilibrium MD phase, the nanotube is placed from z =  54A and 
extends for 2TA towards the drain, leaving a gap of 18A  both between the pool and nanotube, 
as well as the nanotube and drain.
In addition to monitoring quantities across the entire simulation cell, the z-axis of the cell 
is also split into 11 bins, each of 9A in length, in order to monitor variables on a spatially- 
dependent basis. Thus the first 4 bins monitor the pool, the following two monitor the 
flow-mix region, while the 7th to 9th bins inclusive monitor properties inside the nanotube,
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and the final two bins monitor the exit-flow region. The density in front, behind, and across 
the nanotube is calculated by talcing the density in the bins immediately before and after 
the nanotube (bins 6 and 10 respectively).
A range of 23 nanotube diameters are studied, from 6.96A up to 15.64A. Monitoring 
of radial-dependent nanotube properties is done in O.OSA intervals, and snapshots of these 
quantities are taken at regular time-intervals, in order to be averaged later.
Argon
Five-hundred argon atoms are maintained within the pool at lOOK {Tl j  — 0.83) resulting 
in a density of 1311 kg m‘® {p^j = 0.78). These conditions are chosen so that the argon is 
at saturated liquid density, and with sufficient back-pressure to induce flow. In terms of the 
triple-point of argon, the temperature is 1.19 times the triple-point temperature, while the 
density is 0.93 times the triple-point density.
Sim ulation tim ing
A time-step of 5fs is used, and initial equilibration of the pool was run for 50ps (10,000 steps). 
Subsequent non-equilibrium simulations ran for 10-30ns, depending on the characteristics of 
the simulation. For some of the lower-density pools and larger-diameter nanotubes, it took 
longer for flow to settle, and so longer simulations were conducted. Where the fiow settled 
more quickly, simulations were run for shorter times. The majority of the simulations were 
run for 20ns.
6.2 Entrance dynam ics
Due to the distance of the nanotube from the pool, there is a small time-lag at the beginning 
of the simulation before any flow occurs, as the atoms flow towards the nanotube. The time 
for initial entry is the same across all diameters, as shown in figure 6.1, indicating common 
initial conditions across all the diameters considered. High fluctuations among the smaller 
diameters reflect the greater statistical variation in the entry times due to the smaller number 
of atoms able to fit inside. As the diameter increases, and more atoms can fit inside the 
nanotube, it takes longer for filling to occur. W ithin the 27A length of these nanotubes, the
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Figure 6.1: Initial filling times for nanotubes of different diameters.
number of atoms that can fit range from about 7 atoms for the smallest diameters to 65 for 
the largest diameters. Due to the favourable potential inside the nanotubes, they fill to their 
maximum capacity, whatever their size.
Initial entry is by one or two atoms, which bounce back and forth along the length of the 
nanotube, in common with reports by others [175]. Once the bulk of the liquid reaches the 
nanotube, the initial fiow through the nanotube happens very quickly. This is simultaneously 
accompanied by rapid filling of the nanotube, and so it is clear that filling is due to fast entry 
into the nanotube rather than any significant blockage at the end. This is shown quite clearly 
in the example of fiow through the 8.14A-diameter (6,6) nanotube in figure 6.2, where fiow 
out of the nanotube continues at a high rate, even while the number of atoms inside the 
nanotube is increasing rapidly. The larger nanotubes take longer to fill then smaller ones, 
and generally have a more-gradual increase in the number of atoms inside the nanotube, up 
to the maximum that can fit.
As soon as the nanotube reaches maximum capacity, the fiow can occasionally falter and 
this can result in a momentary pause in the flow or even a small back-fiow lasting a few 100s 
of picoseconds, before flow continues. This comes about because the filling of the nanotube 
is very costly, since a large proportion of atoms fiow directly through the nanotube. If 
the replenishment of atoms immediately in front of the nanotube is too slow, a momentary
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Figure 6.2: Initial flow through the (6,6) (8.14A diameter) nanotube.
vacuum forms, and the flow falters for the time it takes to replenish the region immediately 
in front of the nanotube.
6.3 The tem perature inside the nanotube
Before looking at the flow rate through the nanotubes, it is interesting to consider how the 
inner-nanotube temperature varies with diameter, because this will give some information 
about how the nanotube is influencing the atoms inside. A change in temperature does not 
generally drastically alter the flow rate unless a"phase-transition is involved, because the flow 
velocity is so much slower than the instantaneous kinetic energies. To give an example, in 
the present case, a temperature of lOOK translates to a speed of around 250ms‘  ^ (using an 
ideal gas approximation), which is more than 100 times the flow velocities observed in these 
simulations.
Figure 6.3 shows the variation of the temperature with diameter. Overall a decrease 
in the temperature relative to the pool is observed. The smallest nanotubes are seen to 
experience a higher temperature with a clear trough around 8A, followed by a rapid increase 
and levelling off around 85-90K. Recalling figure 5.7 earlier on page 92, the form of graph 
seems quite familiar. Direct comparison of the temperature inside the nanotube with the
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Figure 6.3: Variation with diameter of the temperature inside the nanotube, with a pool 
temperature of lOOK.
strength of the potential from figure 5.7 yields the graph in figure 6.4.
W ith the exception of the smallest nanotube with a minimum potential of around —3.5meV, 
the temperature varies fairly consistently with the minimum potential. As the temperature 
initially drops with the smallest nanotubes, this is mirrored by a steep drop in the mmimnm 
potential. The trough of the tem perature matches well with the trough of the minimum 
potential, and then both begin to increase again, albeit slightly shifted downwards in tem­
perature. Finally, at the larger diameters the minimum potential begins to level off and this 
is reflected by a levelling-off of the tem perature at around 85-90K.
The shift in temperature in figure 6.4 for minimum potentials below -7meV is most-likely 
due to the different number of atoms inside the nanotubes, which is not taken into account 
on the minimum-potential axis. In the larger diameters, the greater number of atoms inside 
the nanotube will cause the effective depth of the potential to decrease. This would cause 
the values to shift to the left in the graph, aligning more closely with the smaller nanotubes.
The reason that a low minimum potential corresponds to a low minimum temperature, is 
because the stronger the grip of the nanotube, the less the atoms are able to move, and the 
lower their kinetic energy. This is why, overall, a general decrease in tem perature is observed, 
down from the lOOK at the pool. It is well known that the confinement within nanotubes
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Figure 6.4: Relation of the minimum potential inside the nanotube to the average inner- 
nanotube temperature.
can alter bonds in solids, and subsequently give them different properties. These results 
offer the exciting prospect of species-selective temperature reduction, through appropriate 
tailoring of the diameter to achieve a maximum interaction strength with the molecule of 
interest.
6.4 The effect o f nanotube diam eter on the flow rate
6 .4 .1  F low  ra te
For many applications, understanding the rate of flow through different diameters is crucial. 
In the case of filtration for example, the highest-possible rate of transport through the 
nanotube is desired, since this increases the efficiency of the system and reduces the amount 
of energy required to push the atoms through. Figure 6.5 shows how the flow rate varies with 
diameter for argon. The relationship between the diameter and the flow rate looks roughly 
linear. If a linear best-fit line is plotted, the flow rate is predicted to vary as 4.6 atoms ns'^ 
with a correlation coeflScient of 0.98.
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Figure 6.5: Flow rate of argon through different nanotube diameters.
6 .4 .2  N a n o tu b e  d en sity -d ro p
In addition to the diameter, another important factor in determining the flow may be the 
pressure-drop across it. In the case of the present simulations, the change in density is 
considered, which has a proportional, albeit non-linear relation to the pressure drop [218]. 
It is important to understand any influence which the density-drop across the nanotube 
may be having on the flow rates, in order to ensure that the different diameters are directly 
comparable. Thus the density of the atoms in front and behind the nanotube is monitored 
in volumes extending 9A from the entrance and exit of the nanotube in the z-direction, and 
incorporating the full size of the box in the x and y directions. The change in the density 
is shown in figure 6.6. In the case of the larger diameters, it could often take many nano­
seconds for the density behind the nanotube to build to its final value, and so the densities 
in front and behind of the nanotube are defined as those at which the system settles.
It is immediately clear that this is a very counter-intuitive result. In general, the density- 
drop across the nanotube becomes smaller as the diameter increases: combining this with 
the findings in figure 6.5 earlier, it shows that a smaller density-drop corresponds to a faster 
rate of fiow, in complete contradiction to macro-scale laws.
As a side note, such a variation in the density drop between the diameters would not be
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Figure 6.6: The change in density across nanotubes of different diameters.
observed by equilibrium MD inferences of non-equilibrium quantities, showing the value of 
an approach such as this in the study of non-equiUbrium systems. Similarly, the ability to 
maintain a constant density-drop across the nanotubes malces measurement of the density 
much easier than with transient NEMD, for example. In addition, if a pure-NEMD simulation 
defines the density-drop as simply tha t of the high-density and low-density pools, or if there 
is no flow-mix region, then such a variation in the density-change across the nanotube would 
not be revealed.
The variation of the density-drop with diameter can be explained through the different 
dynamics of flow that arise through the different diameters. Figure 6.7 shows how the 
smallest diameters experience a significant build-up of density in front of the nanotube, 
since the chance that an atom will enter the nanotube is quite small. As the diameter 
increases, the build-up in front of the nanotube decreases as atoms find it easier to penetrate 
into into the nanotube.
While the entrance shows an inverse relationship between density and diameter, the exit 
demonstrates the opposite. Here, for the smallest diameters, atoms which are squeezed out 
of the nanotube do not remain in the vicinity for long and rapidly proceed to the drain. This 
is in contrast to the larger nanotubes, where the atoms tend to bulge out from the exit of 
the nanotube and fill the space immediately outside the exit.
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Figure 6.7: The change in density at the entrance and exit across nanotubes of different 
diameters.
The lack of influence of density-drop in the flow rate can also be shown through a single 
simulation. For example, figure 6.8 shows how the flow rate of the (10,5) nanotube evolves 
independently against the density drop. Snapshots of the flow rate are taken over Ins 
intervals. The flow starts from the bottom-right of the graph, with the initial high-speed 
entry described earlier. The drop in the density becomes increasingly stronger, eventually 
settling to a near-constant density drop, while the flow rate settles to a small range.
If the density-drop across the nanotube plays no role in the flow rate, then this initially 
seems to be in contradiction to some other studies, particularly by Düren et al. [75, 180], 
since this makes use of Fick’s law and use of the transport diffusion coefficient (£)*} invalid. 
It should be remembered though tha t Fick’s law was originally formulated for larger-scale 
flow, and as such, it makes a number of assumptions which are not valid on the nano-scale. 
In particular, it assumes a linear change in the density with distance. Düren et al. used a 
nanotube of 30A in diameter; easily large enough to allow a density-gradient to form along 
the length of the nanotube. Furthermore, the reservoirs supplying the concentration gradient 
were the same shape and size of the nanotube, so no entrance and exit effects were present 
to disrupt the smooth gradient. These simulations in contrast use nanotubes which have 
diameters of less than half the 30A used by Düren et al., so it’s impossible to form a smooth
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Figure 6.8: The evolution of the density-change across the (10,5) nanotube against the flow 
rate. The total length of the simulation is 20ns, starting with the near-zero flow rate and 
near-zero density-drop in the bottom-right of the graph.
density-gradient inside the nanotube. Furthermore, entrance and exit effects are explicitly 
taken into account here, so there is a sharp discontinuity in the density at these points. It is 
for these reasons that Fick’s law is not applicable here, and Dt cannot be used to describe 
the flow.
6 .4 ,3  F lu x
In considering applications, an important quantity is the rate of transport of atoms, per unit 
cross-sectional area. In this case, this is the rate of flow relative to the cross-sectional area 
of the nanotube. The flux through the nanotube (the rate of flow per unit area) is shown 
for the various diameters in figure 6.9.
This makes a number of things clear. Firstly the squeezing and prevention of flow of 
the smallest nanotubes is clearly visible, and as the diameter increases the flow rapidly 
increases too. Following this, the flux remains constant at around 22-26 atoms ns'^ nm"  ^
as the diameter increases. The flux then rises steadily again, reaching a peak at around 
10 — 11 A, before steadily decreasing back to the 22-26 atoms ns"^  nm'^ range.
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Figure 6.9: The variation of flux with nanotube diameter.
It is clear so-far that while the rate of flow is higher for larger nanotubes, the flux is 
higher for nanotubes around Inm  in diameter. In terms of experiment and application, what 
is important is not so much the flux through an individual nanotube, but whether an increase 
in the flow rate can be achieved by using a larger number of small nanotubes, or a smaller 
number of large nanotubes. Although these results show that the larger nanotubes have a 
lower flux, they also have less “dead” surface area caused by the presence of carbon atoms, 
so they may be able to transport a larger number of argon atoms per unit area when in 
membrane form.
Assuming the nanotubes maintain a perfectly circular cross-section, the optimal packing 
of the nanotubes is a hexagonal array. The fabrication of a nanotube membrane would involve 
millions of tightly packed nanotubes. In the present calculation, an equilateral triangle is 
taken out of this hexagonal array, consisting of 1000 nanotubes on each side of the triangle, 
giving a total of 500,500 nanotubes. The minimum distance between each of these nanotubes 
is given by the value of crc-c  of 3.43A introduced earlier in section 3.3.6. Thus half of this 
is added to the effective radius of each nanotube to maintain spacing, and the dead surface 
area can be seen to be relatively larger for the smaller nanotubes, compared to the larger 
ones.
Denoting the number of nanotubes as Ns and the radius of each nanotube as r, the length
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Figure 6.10; The variation of argon flux with nanotube diameter, through a 500,500-nanotube 
triangular membrane.
of the side of this triangle is given by equation 6.1, which subsequently allows the surface 
area of the triangle to be calculated. The edge of the triangle is slightly difficult to define 
and leads to a slight overestimation of its area, however for the current approximation, by 
taking such a large number of nanotubes, the overall effect of this can be minimised. The flux 
through the triangle can then be found, given the surface area of the triangle, the number of 
nanotubes, and the expected rate of flow through all the nanotubes. This is shown in figure 
6.10 for each nanotube diameter.
s = (2(Ng — 1) +  2\/3)r (6 .1)
It is clear that despite the relative increase in the dead surface area, the medium-size 
nanotubes studied here would produce a membrane which is capable of transmitting atoms 
faster than the larger nanotubes would. This is a highly important result, and shows how such 
simulations may guide the design of membranes for future applications. In order to decipher 
why some smaller nanotubes have a higher flux than larger nanotubes, the structure and 
dynamics of the flow must be understood. This is discussed in the following section.
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6.4.4 Flow structure
On the macro-scale the size of the atoms and molecules is negligible compared to the size of 
the channel, however this is not the case on the nano-scale. It is for this reason that flow 
on the nano-scale is so different to the macro-scale. It is important to understand why this 
causes phenomena such as enhanced flow rates, because as the membrane results show, the 
design of optimised applications may rely on such knowledge in the future.
T he sm allest diam eters
The smallest diameters studied are those through which argon can barely pass. The value of 
arc~Ar is derived through the Lorentz-Berthalot (3.11, 3.12) combination of the values of cr 
for carbon and argon, giving 3.42A. Thus for entrance into the nanotube, the diameter must 
be at least twice this (6.84Â). This compares with the minimum diameter nanotube used in 
this study of 6.96A; barely big enough for the argon to fit. This is why the flux drops very 
quickly at these tiny diameters.
Looking in detail at the potential in the nanotube with the smaller diameters (figure 6.11), 
the tight fit of the atoms inside the nanotube can be seen. Figure 6.5 showed earlier that 
the smallest 5 nanotubes (those up to and including 7.47A in diameter) have a fairly linear 
increase in the flow rate and flux with diameter, with correlation coefficients of 0.987 and 
0.986 respectively. These 5 nanotubes are similar in that they have a single potential well in 
the centre of the nanotube th a t increases in depth as the diameter increases. Furthermore, 
it is observed that the flow rate corresponds closely to the depth of this potential well with 
a correlation coefficient of 0.999.
Since the diameters are very small, a slight increase in the diameter results in a relatively 
large increase in the flow rate. In addition, the flow rate has been seen to correspond very 
closely to the depth of the potential well inside the nanotube, and it is interesting to consider 
how much of the substantial increase in the flow rate is due to the deepening potential, and 
how much is due to the widening nanotube. In order to test this the 7.05A-diameter (9,0) 
nanotube was considered and the interaction strength of the carbon atoms increased by 25% 
and 50% in two different simulations respectively. This causes the potential in the centre of 
the nanotube to become deeper. Figure 6.12 demonstrates how this results in an increase in 
the flow rate too. In fact, the figure shows that the increase in flow rate matches well with
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Figure 6.11: The variation of the potential in the smallest-diameter nanotubes. Note that 
in this study, there are two nanotubes with 7.47À diameter, albeit with different chirality.
the increase that would have been observed had the increase in the depth of the potential 
been caused by an increase in diameter instead. Therefore it can be suggested that for these 
smallest diameters, the primary driving force in the fast increase in the flow rate is not the 
increase of the diameter itself but rather due to the indirect effect of deepening the potential 
in the centre of the nanotube.
Such knowledge could be highly crucial for separation experiments. These smallest ranges 
of nanotubes exhibit a phenomenal range in flow rate for the very small range in diameter 
that they cover. If two species are to be separated which have slightly different interaction 
ranges, then the precise diameters at which the potential reaches a maximum will be different 
for each species. Given the high sensitivity of the flow rate to the depth of the potential, 
using an array of nanotubes with a single diameter tuned to give one species maximum flow, 
a strong selectivity of the species could be obtained. This could furthermore be used to 
separate species which have a similar “size” , but different interaction energies. The results 
show that the difference in the interaction energies would only have to be small to generate 
a significant difference in the flow rate.
6.4 The effect of nanotube diameter on the fiow rate 110
1 1 1 r 1 ’■■■ 1 .........  T -
o
-  (8.2) —
. O  Diameter variation□ (9,0) C strength variation
□ -
(9.0). 150% -
□
(9.0), 125%
- o -
1 , 1 ,
(9,0), original
1 , 1 . 1
-7.5 -7 -6.5 -6Minimum potential (meV) -5.5
Figure 6.12: How increasing the interaction strength with the carbon atoms changes the 
flow-rate through the (9,0) nanotube.
C o n s ta n t flux
The smallest diameters, covering 0.51 A from 6.96A to 7.47A, are subject to a potential with a 
minimum in the centre of the nanotube which increases as the diameter increases. Eventually 
though, due to the shape of the LJ potential (figure 3.1 on page 26), the potential stops 
becoming deeper, reaching a maximum depth of almost -lOmeV with the 7.7lA nanotube. 
As the diameter continues to increase to 8.72A, the potential slowly becomes flatter and 
wider, and rises slightly to almost —7meV. The point of deepest potential remains in the 
centre of the nanotube, until it flattens out and a minor bump in the potential (less than 0.1 
meV in magnitude) can be observed. Figure 6.9 shows that this region from 7.47A to 8.72A 
corresponds to a region of constant flux.
Unlike in the case of the smallest diameters, here the flow is not driven by a change in 
the depth of the potential, but rather by the increase in the width of the nanotubes and the 
subsequent increase in the ability of atoms to enter. A greater chance of entry (rather than a 
greater number of atoms) can be conflrmed by counting the average number of atoms inside 
the nanotube during the simulation (figure 6.13) which shows that despite the increase in 
the diameter (up to 8.72A), the number of atoms inside the nanotube remains constant, even 
when compared with the very smallest nanotubes.
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Figure 6.13; The average number of atoms in the nanotubes. 
T h e  m ed iu m  d iam e te rs
The medium diameters see a marked increase in the number of atoms tha t are able to fit 
into the nanotube, and this is accompanied by an increase in the flux. The flux increase 
continues to 31.5 atoms ns'^ nm"^ at the 10.36A nanotube, before decreasing again. It is 
important to consider the reason behind this enhanced flux at the 10.36A diameter, since 
this can potentially have a significant bearing on applications where enhanced flow is desired.
Figure 6.14 shows how the density inside the different nanotubes varies with diameter. 
The smallest nanotubes can only fit one strand of atoms inside, and since the number of 
atoms inside these nanotubes remains constant, as the diameter increases, the density inside 
reduces. At 9.03A, 2 strands are able to fit inside and so a sudden increase in the density 
is observed. The diameter of highest flux at 10.36A continues this increase in density with 
3 strands inside. Therefore the rapid increase in density for the relatively small diameter 
plays an important role in giving the 10.36A nanotube (and its neighbours) an unusually 
high flux.
This is not the whole story however, since the well-defined structure arising from the con­
finement also helps to encourage fast transport. The radial density of the 10.36A nanotube 
displays a peak which is sharper and taller than for neighbouring diameters (figure 6.15),
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Figure 6.14: The variation of density inside the nanotubes with diameter.
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Figure 6.15: The radial density distribution of the atoms in different nanotube diameters. 
The diameter of highest flux (10.36A) shows the tallest peak, with consecutively smaller and 
consecutively larger diameters shown with peaks to the left and right respectively.
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Figure 6.16: The radial “momentum” (radial density x radial flow-velocity) for diameters 
immediately above the diameter of highest flux (10.36A).
suggesting that the structure is better-deflned inside the 10.36A nanotube compared to its 
neighbours. The less-well defined flow structure in the larger 10.96A and 11.59A nanotubes 
exists despite an increase in the density inside the nanotubes.
An increase in the number of helix strands is also observed: 4 strands for the 11.59A- 
diameter nanotube, and 5 for the 12.23A-diameter nanotube. Thus the looser flow-structure 
in combination with the driving force being spread out over a greater number of strands 
contributes to an overall decrease in the flux. This can be confirmed by multiplying the 
radial density of the atoms by the magnitude of the radial velocity, giving a “momentum” 
which is higher for the highest-flux 10.36A nanotube, and smaller for the neighbouring 
larger nanotubes of similar density (figure 6.16). Furthermore, the average velocity inside 
the 10.36A nanotube is about 14% higher compared to its 3 larger neighbours with similar 
density.
The well-defined flow structure of the 10.36A nanotube is also demonstrated clearly when 
compared to its smaller neighbour. Figure 6.17 shows the that while the 1G.36A nanotube 
forms and maintains a 3-helix-strand structure, its smaller neighbour experiences flow which 
is far more chaotic, sometimes forming 2-strand helix structures, straight flow lines, or no 
structure at all. This is reflected closely by the central-nanotube argon-argon RDF, which
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Figure 6.17; Top-left: The consistent 3-strand structure of the (10,5) 10.36A-diameter nan­
otube. The other 3 panels illustrate the various structures within the (10,4) 9.78A-diameter 
nanotube showing straight-fiow (top right), double-helix flow (bottom left) and unstructured 
flow (bottom right).
shows a well-deflned structure for the 10.36A  nanotube compared to the 9.78A  nanotube 
(figure 6.18).
The near-wall helix structure of atoms in the highest-flux 10.36A nanotube is encouraged 
by the 2-well potential formed next to the wall, due to its large diameter. This is stronger 
and more-well defined than that of its smaller neighbour, and is in contrast to the smallest 
diameters which earlier had the maximum potential depth at the centre. W ithin the 10.36A 
nanotube the depth of the potential well varies from -5.4meV at the edge to -3.0meV at the 
centre (a 2.4meV range) compared to a 1.6meV range (-5.7meV to -4.1meV) for the 9.78A 
nanotube.
L argest d iam e te rs
The largest diameters see a significant change in the structure of flow, and there are a number 
of characteristics which set them apart from the smaller diameters described up until now. 
Firstly, the flow rate is seen to flatten-out slightly (figure 6.5 earlier), and the flux returns 
to the levels seen earlier in the constant-flux diameters. The structure changes significantly 
too: in addition to the helix strands around the inner-wall of the nanotube, the diameter is 
now large enough to accommodate an additional single straight strand of atoms down the
6.4 The effect of nanotube diameter on the flow rate 115
0.2
— 9.78Â 
- -  10.36Â
0.15
0.1§
S
0.05
Distance (Â)
Figure 6.18: The radial distribution function for the diameter of highest flux (10.36A) and 
its smaller neighbour for comparison. Each graph is normalised to the magnitude of the first 
peak, which is not shown for clarity.
centre. Figure 6.19 shows the radial distribution of the atoms. While the single-strand is 
strongly present in the 13.56A nanotube, it becomes less stable in the 14.24A nanotube, and 
the atoms move marginally off-centre. As the diameter increases further, the central strand 
eventually splits into a zig-zag formation about the centre.
For these 4 largest nanotubes, the increase in the number of atoms in the nanotube is 
linear. The increase in the overall flow rate hesitates in the 2nd-largest (14.94A) nanotube, 
and this is reflected simultaneously with a fall in the flux. This could, as before, be due to a 
less-well defined flow structure, as suggested by the RDF (figure 6.20) which shows less-well 
defined peaks in the 14.94A nanotube, compared to its smaller 14.24A neighbour. Closer 
examination shows that the structure within the 14.24A nanotube allows a 9% increase in 
the flow velocity within the nanotube, over its slightly larger 14.94A neighbour.
Finally it is important to note that the dynamics of flow through these larger nanotubes 
are very different to the smaller nanotubes studied up until now, due to the presence of the 
central strand. While an ejected atom in a smaller nanotube would be unlikely to return to 
the nanotube, it is very common for an atom which is initially ejected from an outer helix 
strand, to fall instead into the central strand of the nanotube, hindering slightly the overall
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Figure 6.19: The radial distribution of atoms in the largest 4 nanotubes.
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Figure 6.20: The RDF of atoms in the 14.24A and 14.94A nanotubes. Each graph is nor­
malised to the magnitude of its first peak, which is not shown for clarity.
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rate of ejection of atoms from the nanotube.
6 .4 .5  S h ort su m m a ry
It is worth re-capping the many results and implications that the findings so-far have pre­
sented. It is clear that the flow rate does not vary in accordance with established macro-scale 
laws. The flow at these small diameters operates independently of Pick’s law, making the di­
ameter of the nanotube and its associated potential the main factor in dictating the dynamics 
of flow.
It has been demonstrated how the smallest nanotubes see a rapid increase in the flux 
through them as the diameter increases and the potential well in the centre deepens, and that 
the increase in diameter only indirectly causes an increase in the rate of flow, by increasing 
the depth of the central potential. The high sensitivity of the flow rate to the diameter in 
these smallest nanotubes opens the way for significant selectivity of atomic species which 
may be similar in size, but have different interaction strengths with the nanotube.
There then follows a region of constant flux, where the number of atoms inside the nan­
otube remains fairly constant, but the flow rate is able to increase as larger diameters gives 
rise to a higher probability of entry. This is in contrast to the potential-depth-related dy­
namics in smaller nanotubes.
As soon as the diameter becomes large enough, the number of atoms able to fit in the 
nanotube increases substantially, and with it enhanced flow characteristics are observed. 
The high flux is promoted through a combination of high density inside the nanotube, and 
a well-deflned structure of atoms. This is also reflected in the largest diameters studied here 
which also indicate a correspondence between clear structure and faster flow. Overall, the 
dynamics and structure of flow for these larger nanotubes are very different to the smaller 
ones studied here, including replacement-dynamics from the outer helix to the inner strand 
which slightly hinders the rate of flow.
Finally, these studies explain why a membrane consisting of the medium size nanotubes 
could have an enhancement of flow rate of around 15% over the larger nanotubes, despite 
the larger nanotubes having a smaller dead surface area and higher chance of entry by 
atoms. This highly counterintuitive result demonstrates the importance of such studies for 
the careful optimisation of flow, and has significant implications for filtration and other nano-
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fluidic applications. A 15% reduction in the pumping energy required for desalination, for 
example, would be extremely significant.
6.5 Variation in back-pressure
While the previous section gives an important insight into the influence of the diameter on 
the flow rate, it is also important to consider what happens if the back-pressure changes 
in magnitude. By forcing the atoms through the nanotube at a faster rate, the structure 
and dynamics could change, which in turn  could have implications for the flux and other 
quantities which are important for experiment and application.
6 .5 .1  E x p er im en ta l se t-u p
In the previous section, the pool contained 500 atoms at lOOK (Tx,j =  0.83). Given the 
dimensions of the pool, the resultant argon density is 1311 kg m'^ (p&j =  0.78), which 
represents saturated liquid density. The maintenance of the pool at this density forms a 
back-pressure which drives the atoms forward and through the nanotube. In order to vary 
this back-pressure and test what effect it has on the flow, the density of the pool was tested at 
400, 450, 475, 525 and 550 atoms (p ij= 0 .62  to 0.86, which is 0.74-1.02 times the triple-point 
density of argon), in addition to the density of 500 atoms already performed. The RDF of 
the pool at these densities was checked (figure 6.21), confirming no significant change in the 
structure.
It was found with 400 and 450 atoms in the pool, with a density of 1049 kg m'^ and 
1180 kg m‘® respectively (ie, densities below pLj = 0.70), that the argon liquid coagulated in 
the pool creating a two-phase situation, and very little flow occurred; the back-pressure was 
almost zero. In the case of the larger diameters which can accommodate more atoms than 
the smaller diameters, the filling time became prohibitively long for the 400 and 450-atom 
pools, and so these low densities were not considered further.
Testing the different diameters at different pool densities required a huge amount of com­
putational time, and therefore the number of diameters tested was reduced, while ensuring 
to keep the range large and to  include the diameter of highest flux from the previous study.
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Figure 6.21: The RDF for the different pool densities considered.
6 .5 .2  K ey  resu lts
A key result of the previous section was the enhanced flux observed at medium diameters. It 
is important therefore to consider whether this result holds at higher back-pressures too, or 
if it is back-pressure dependent. Figure 6.22 shows that while the 10.36A nanotube retains 
its position as the diameter of highest flux for the 475 and 500 pools, it fails to do so for 
the 525 and 550 pools. This is highly signiflcant, for if the maximum flow rate were desired, 
different diameter nanotubes would be appropriate for different back-pressures.
In order to study further into the mechanisms behind this sudden change, the density drop 
across the nanotube was also considered. As before, the density-drop across the nanotube 
was allowed to stabilise before the value was measured. W ith a higher flow rate towards 
the nanotube, it would be expected that the density in front of the nanotube increases 
slightly, and thus the change in the density across the nanotube would be greater. Figure 
6.23 demonstrates that while this is true for the smallest nanotubes, it is not the case at all 
for the larger diameters where the density-difference across the nanotubes catastrophically 
collapses towards zero.
This result is not immediately intuitive, and a closer look reveals that from the minimum 
diameters of unusual density-change (13.56A-I- for the 525 pool and 10.36A-I- for the 550
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Figure 6.22: The variation of flux with diameter for different pool densities.
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Figure 6.23: The variation of density-change across the nanotubes, for different pool densi­
ties.
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Figure 6.24: The variation of density with diameter for different pool densities.
pool), the flux also experiences an unusual increase, which removes the 10.36A diameter 
from its previous role of highest-flux.
6 .5 .3  A n a ly s is
The fact that a significant reduction in the density-drop is accompanied by a signiflcant 
increase in the flux, is further evidence of the counter-intuitive dynamics which are occurring 
here. Figure 6.24 shows how the entrance density does in fact increase as expected, as more 
atoms bunch up at the entrance. It is the exit density which sees a signiflcant and unexpected 
shift, with the density suddenly becoming comparable to that observed at the entrance.
Qualitatively, the density-change corroborates earlier findings (figure 6.6) of an inverse 
correlation at these diameters between the density-change and the flow rate. It was also 
found earlier however, that the density-drop actually played no role in the flow rate, and so 
it must be considered here whether there is a cause and effect, or whether, like before, they 
are independent of each other.
Taking the flow through the 13.56A-diameter nanotube for example, the 525-atom pool 
results in a weak density-drop. It was mentioned earlier how it takes time for the density 
on both sides of the nanotube to settle, and in this particular case the density outside the
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exit of the nanotube increases steadily from around 0.75ns, until reaching its maximum at 
7ns. Considering the flow during this period, if the density outside the exit of the nanotube 
is playing a role in the enhanced flow rate, then the flow rate would be expected to increase 
steadily, coming to a constant value around 7ns. This is however, not the case, and the flow 
rate is established almost immediately. Thus it does not appear that the density outside the 
exit of the nanotube is playing a role in the enhanced flow rate.
Another important prospect could be a change in the structure of flow within the nan­
otube. In particular, a breakdown in the structure would herald an important transition 
inside the nanotube, whether in terms of phase or simply new flow-structures more suited 
to the back-pressure applied. Reviewing the RDF within the nanotube reveals no change 
however. Furthermore, no change at all is observed in the radial structure, and there is no 
change in the number of atoms in the nanotubes. Thus the structure within the nanotube 
remains unchanged, despite the significant change in the flow rate.
W hat is seen to change, is the velocity inside the nanotubes. All nanotubes experience 
this increase in velocity, whether they are subject to the unusual density-change or not. The 
increase in velocity is also fully radial, and even the larger nanotubes which are able to fit a 
strand of atoms down the centre as well as round the edge see an increase across the whole 
radius. Furthermore, the velocity outside the nanotube changes dramatically, and this is 
particularly noteworthy since it gives an important clue about the change of flow-dynamics. 
Figure 6.25 shows the average atomic flow velocity across the z-axis of the simulation cell 
for the 13.56A nanotube at 500 and 525 pool atoms, giving the non-enhanced and enhanced 
flow respectively. It can be noted that even the enhanced flow velocity inside the nanotube 
is less than 2% of the thermal velocity of the argon.
In the case of the 500-atom pool, the atoms find it difficult to escape the nanotube, and 
so when they do, they do so at high velocity. This means that the flow is generally only 
in one direction (-f-z direction) and at a high velocity. A few atoms that exit the nanotube 
are pulled back and remain around the nanotube exit for a slightly extended period of time, 
and this serves to slightly moderate the average velocity in the bin immediately outside the 
nanotube (bin 10). The final bin (11) however sees an exclusive flow in the +z direction and 
thus the overall flow here is very sparse with fast atoms.
This changes for the case of the 525-atom pool. Here the velocity of the atoms is higher 
and so they can pass through the nanotube much more easily, resulting in an enhanced flow
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Figure 6.25: The average flow velocity of atoms through the 13.56Â nanotube for pool 
densities of 500 and 525. Since the atoms do not flow smoothly, the average velocity is 
subject to signiflcant variation and a long time-average must be taken. As a result the error 
bars are not marked since they are larger than the y-axis scale. Bin 11 for the 500-atom 
pool reaches 69 nm ns'^ and is not shown for clarity. Bins 7, 8 and 9 represent the nanotube 
split into thirds, while the final two bins represent the exit-flow region and the first two bins 
represent the flow-mix region.
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rate. This velocity increase is only an incremental change, and thus, while atoms are able 
to flow more easily, their kinetic energy is low enough that the motion of the atoms is still 
strongly influenced by the nanotube. So although they are able to exit the nanotube, many 
are pulled back again. This bulging out from the nanotube is what causes the increase in 
the density outside the exit. This in turn  causes the lower flow velocities outside the exit, 
since there are many atoms which are attracted back towards the nanotube, although the 
overall velocity is of course still in the +z direction.
Logic would therefore follow that an even stronger back pressure could eventually cause 
another transition in the flow, where the velocities are so high that the atoms are not 
attracted back towards the exit of the nanotube and higher velocities in bin 10 are observed 
again.
Figure 6.23 demonstrated that the sudden reduction in the density-drop occurrs only for 
larger diameters. Furthermore, while this occurred from the 13.56Â nanotube in the case of 
a 525-atom pool, the density-drop occurs even earlier at 10.36A for the 550-atom pool. This 
is to be expected for a number of reasons. Firstly, the binding of the atoms to the larger 
nanotubes is weaker, and the relative influence of other argon atoms within the nanotubes 
is stronger. Therefore the energy barrier to this transition in terms of the required kinetic 
energy of the argon atoms is lower, and so larger diameters are the first to display this 
transition. This happens at a smaller diameter for the larger back-pressure, because the 
atoms have a higher kinetic energy which shifts the diameter at which this transition occurs 
downwards. Secondly, the larger cross-sectional area of the larger diameters means that there 
is greater interaction between the argon atoms inside and outside the nanotube, resulting in 
a greater influence of the back-pressure on flow through the nanotubes.
6 .5 .4  S h ort su m m ary
The variation in the pool density, and hence back-pressure, shows tha t the flow can be 
sensitive to such an influence, and two important points are raised with this study. Firstly, 
by increasing the driving force, atoms are able to make a transition to  a high-kinetic-energy 
flow, giving the larger diameters a higher flux than medium diameters. The mechanisms 
behind this in terms of crossing a transition-energy have been described. Secondly, it is 
worth noting that the exit-flow velocity is higher and more uniform below this transition 
point. This gives the highly counter-intuitive result that in order for the exiting-atoms to
6.6 Conclusion 125
have a higher average flow-velocity, the driving force must be lower; at least, below the 
transition point described. The highest exit-flow velocity can be achieved by ensuring that 
the driving pressure is as close to the transition point as possible, without going over it. It 
is also postulated that further increase in the back-pressure; beyond the values examined 
here; will result in a further transition whereby the atoms are not attracted back towards 
the nanotube exit and high exit-flow velocities are restored.
6.6 Conclusion
Filling of the nanotube has been shown to occur in several stages: Initial high-speed entry, 
fllling, and established flow. The filling of the nanotube has been shown not to be due to a 
blockage of the nanotube, but rather due to very fast flow into and through it.
It has been seen how the tem perature inside the nanotube is generally reduced compared 
to outside conditions, and that the strength of this reduction is tightly related to the depth 
of the interaction strength between the fluid and the nanotube. This opens the possibility to 
use nanotubes to obtain temperatures which are cooler than would otherwise by achievable 
in the bulk environment. In addition, selective cooling may be possible, by tailoring the 
nanotube diameter to interact most-strongly with certain molecular species and thus reduce 
their temperature most effectively.
For many filtration and other nano-fluidic applications, the ability to optimise the flow 
through a membrane is crucial. The rate of flow through nanotubes has been shown to 
increase with the diameter, as expected. The pressure-drop across the nanotube has been 
shown to play no role however, at these small diameters.
Below the transition point in the back-pressure, the optimum diameter for flux has been 
found to be 10.364. This means tha t a membrane made of nanotubes of this diameter, for 
argon at lOOK, will have a higher through-flow rate than a membrane made of nanotubes 
which have 50% larger diameter, even though there is more space for the argon to flow in 
the larger diameters. This is a counter-intuitive result, and has significant implications for 
the design and operation of nano-fludic devices.
In order to understand the mechanisms behind this, a detailed study has been made into 
the variation of the flow through the different diameters. The flux through the smallest 
nanotubes has been shown to depend very strongly on the potential in the centre of the
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nanotube and only indirectly on the diameter. The high sensitivity of the flow rate with 
the central potential in these small nanotubes suggests that strong selectivity based on the 
interaction-strength between the atomic species and the nanotube may be achievable.
Further increase in diameter beyond the smallest diameters sees a constant flux, as no 
increase in the number of atoms able to fit in the nanotube is observed. The increase in 
the flow rate at these diameters is due to the greater probability of entry as the diameter 
increases. Beyond a certain diameter, more atoms are able to fit in the nanotube and 
this results in an enhanced flux, peaking at 10.36A. Key to the ability of this nanotube 
to transport atoms at an extraordinarily high flux is a combination of high density and a 
clearly-defined and constant flow structure promoting the smooth transport of atoms. W ith 
an enhancement of around 15%, even if just some of this could go towards reducing the 
energy required to push atoms through a membrane, it could result in a substantial saving 
of energy and increase in efficiency.
As the nanotubes increase further in diameter, different structures can be observed, and 
the flux returns to the levels seen with smaller nanotubes prior to the enhanced flux. Larger 
diameters; particularly those which can accommodate a line of atoms down the centre as 
well as around the edge; display very different dynamics, with ejected atoms likely to be 
attracted back to the exit. This occurs partly in the form of replacement dynamics, whereby 
atoms escaping from the outer helix are attracted back to the central strand of atoms in the 
nanotube, hindering an increase in the rate of flow.
A transition point in the back-pressure has also been observed, and here the dynamics 
change substantially. W ith a larger back-pressure, the higher kinetic energy of the atoms 
means that they are able to flow through large diameters more easily, and thus the flux in the 
larger diameters becomes enhanced, beyond that achieved by the 10.36A-diameter nanotube. 
Therefore, knowledge of the back-pressure is crucial in deciding the diameter for optimum 
flux, since use of the 10.36A-diameter nanotube is optimum only for the case where the 
kinetic energy of atoms is below a certain threshold. Larger nanotubes cross this threshold 
before smaller nanotubes because the relative influence of the carbon atoms on the argon is 
weaker at larger diameters.
Finally, observation of the average exit velocity has demonstrated the highly counter­
intuitive result tha t a higher back-pressure can cause a slower average exit velocity from the 
nanotubes than a lower back-pressure does. This arises because atoms have enough energy
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to protrude out from the exit of the nanotube at higher back-pressures, but not generally 
enough energy to escape completely. This causes atoms to be attracted back to the exit of the 
nanotube and linger around the exit, reducing the overall exit velocity. Low back-pressures 
however “squeeze” out atoms giving a sparse yet high-speed ejection of atoms which are 
generally not attracted back towards the nanotube.
Above all, these findings suggest that the flow through carbon nanotubes can be highly 
counter-intuitive. If considered carefully, these phenomena can be used to our advantage, 
and significant increases in flux, selectivity and efficiency can be achieved.
Chapter 7
H ydrogen experim ents
7.1 Introduction
The studies with argon have given an important insight into some of the fundamental as­
pects of flow through carbon nanotubes. Since the argon is a relatively heavy and strongly- 
interacting atom, argon-argon interactions play a primary role in the flow dynamics and 
the influence of the structure of the nanotube on the flow is relatively weak. It is therefore 
interesting to consider what the efltect would be on atoms which are strongly influenced by 
the nanotube. In order to study such a case, light atoms must be chosen, with a low kinetic 
energy. Liquid hydrogen would in principle fill these criteria. In addition, the fact that 
the phase of hydrogen can change with just a few degrees, means that there is scope for 
additional unusual flow phenomena, which may be useful in the control of flow.
There is however one important point to be considered about low temperature hydrogen, 
and that is the possibility of quantum effects. It is well understood that light atoms at 
low temperatures deviate away from predictions of classical theory, upon which molecular 
dynamics simulations are based. The diffusion coefficient of hydrogen in a bulk system at 
25K; the temperature used in the following studies; is known to have its diffusion coefficient 
under-estimated by purely-classical molecular dynamics by around 3 times, compared to ex­
periment [219]. The hydrogen model used here is designed specifically for flow in nanotubes, 
and so it differs slightly from other bulk-designed models. My own prehminary studies show 
it attains a bulk self-diffusion coefficient which is about 6 times tha t of standard hydrogen 
models, and is hence 2 times that of experiment.
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So while the over-estimation of the bulk properties may in some way counteract the 
underestimation of the diffusion coefficient, the fact that quantum effects are not considered 
means that the applicability to “real” hydrogen must be considered with care, and it is 
rather the impact of the nanotube on the flow that is of primary interest here. One of the 
advantages of simulation is that it allows the boundaries of experiment to be pushed, and 
specific aspects of systems to be considered which would not necessarily be possible or easy 
to do in experiment. In this case, this “hydrogen” can be used to take a strongest-case 
approach for the interaction between the nanotube and the atoms flowing through it. If 
the nanotube has maximum control of the flow in terms of a dominant interaction strength, 
combined with a low kinetic energy and small mass of the hosted atoms, what effects can 
be induced? Such effects which may otherwise have been missed can be accentuated, in 
order to gain an understanding of the mechanisms behind them. This in turn helps gain an 
understanding of the fundamental dynamics of flow through nanotubes and their potential 
real-world applications.
In order to make the studies, the simulation was prepared in a similar fashion to the 
argon simulations. The hydrogen was held in the pool at about saturated density at 25K 
{T l j  == 1.44). This involved 500 atoms (each atom representing a H 2 molecule, as discussed 
earlier) at a density of 64.97 kg m'® (pLj — 0.36). All simulation dimensions are the same as 
in the case of the argon simulations, except that the x and y dimensions of the simulation 
cell are marginally larger (26.75A each) in order to accommodate the desired hydrogen 
density. The pool was allowed to equilibrate for 50ps, before the non-equilibrium phase of 
the simulation began. The non-equilibrium phase would then typically last for 20ns.
The range of nanotubes used was slightly smaller than in the case of the argon, given 
the smaller physical size of the hydrogen molecules. 14 nanotubes ranging from the (7,3) 
6.96A-diameter nanotube to the (10,10) 13.56A nanotube were considered. In common with 
the argon simulations, atoms were prevented from passing around the nanotube.
7.2 Flow and flux
Initial entry into all the nanotube diameters occurs within the first 5Ops of the non-equilibrium 
part of the simulation. Figure 7.1 shows the flow rate through the nanotubes of different 
diameters for the hydrogen. This looks very different to the flow rates of the argon shown
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Figure 7.1: The flow rate across the different diameters, 
earlier in figure 6.5.
Although the smallest diameter studied here corresponds to the smallest diameter consid­
ered with the argon, the fact that the hydrogen is smaller than the argon means that the flow 
does not drop abruptly at the smallest diameters. The hydrogen is still able to flow through 
these diameters relatively freely, and so the flow rate up to about SA is fairly constant, with 
only a small increase observed.
This changes dramatically around 8.5A, where a sudden and signiflcant increase in the 
flow rate is observed. This rapid increase is however fairly short-lived, since the rate of 
increase drops quickly and the flow rate peaks at 11.59A, before actually decreasing for the 
largest nanotube considered. This is in complete contrast to the argon, which did see a peak 
in the flux, but not at all in the flow rate. If the flux is considered, then the peak is seen to 
occur even earlier (figure 7.2). The flow of the hydrogen through the nanotube is therefore 
clearly very different to the argon, and it is important to understand the reasons behind this.
7.3 Pulsation
The significant drop in the flow rate with larger diameters is highly unusual, and thus this 
is the focus of the initial analysis. Figure 7.3 shows the variation of flow-rate with time for
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Figure 7.2: The change in the flux with diameter.
the 4 largest diameters, and demonstrates how the larger diameters exhibit a very unusual 
pulsation which is not present with the smaller nanotubes. This explains the drop in the 
flux for the largest 3 diameters, because the flow is impeded by this pulsation.
Close analysis of the initial nano-seconds of flow and the associated initial burst of flow, 
reveals some very interesting dynamics. Initial filling of the nanotubes happens very quickly, 
as the hydrogen is small and light and easily able to pass into the large nanotubes. This flow 
into and through the nanotubes is faster and more sustained than tha t of smaller diameters. 
As this initial flow through the nanotube occurs, the number of atoms inside the nanotube 
at any one time also increases. This causes the hydrogen atoms to pack closer and closer 
together inside the nanotube, with the rate of flow reducing all the time. Eventually, as the 
flow through the nanotube comes to a stop, the atoms make a final lurch forward, partially 
blooming out of the exit, before being sucked back inwards since they do not have the 
velocity to escape the nanotube. This creates a ripple which travels back down the nanotube 
to the pool, before the atoms lurch forwards once more, and the atoms explode out from the 
nanotube, creating the initial burst of flow at around 5ns.
The number of atoms in front of the nanotube reflects the burst, and reveals some ad­
ditional dynamics of flow. Figure 7.4 shows how the build-up of the atoms prior to the 
burst begins not at the pool, but at the entrance to the nanotube itself. In fact, due to
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Figure 7.3: The flow through the 4 largest diameters, counting the number of atoms exiting 
the nanotubes with time. A pulsation in the flow rate can be observed.
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Figure 7.4: The number of atoms in z-axis bins extending away from the nanotube in the 
direction of the pool. The 0-9A bin is the bin immediately in front of the entrance of the 
nanotube.
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Figure 7.5: The average z-axis velocity of the atoms in z-axis bins extending away from the 
nanotube in the direction of the pool.
the significant attraction to the nanotube, atoms which venture too close are peeled away 
and congregate near the nanotube entrance, if not flowing inside. This is reflected by the 
average velocity per atom (figure 7.5). Atoms are first attracted to the nanotube, and so an 
enhanced velocity in the closest 9À to the nanotube is observed (marked “0-9A” in figure 
7.5). As this bin becomes full, atoms are attracted from the pool to the atoms in this 0-9A 
bin, and so an enhanced velocity is observed in the 9-18A bin. Figure 7.5 also shows part of 
the back-flow at the burst-point.
Thus the build-up of the density behind the nanotube begins not adjacent to the pool, but 
at the entrance of the nanotube itself, and builds up in the direction of the pool, starting in 
the bin closest to the nanotube (0-9A), followed by the 9-18A bin. The bins covering 18-36A 
form part of the pool and only increase in density very suddenly when the other two bins are 
full. Thus the burst in the flow then comes about when all the volume behind the nanotube 
is full and maximum pressure is applied for flow through the nanotube.
Although the burst results in sudden flow, it can be noted that there is no signiflcant 
change in the structure of the atoms inside the nanotube between the “stuck” and “flowing” 
cases. This is in agreement with earlier argon experiments, which showed no change in the 
structure of atoms inside the nanotube, despite a higher back-pressure and an enhanced flux.
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The same is happening here with the hydrogen, except the variation of the back-pressure is 
coming about through natural variation of the flow, rather than through a change in density 
of the pool. Analysis of the RDF over a few hundred pico-seconds prior to and after the 
burst shows no change in the relative positions of the atoms inside the nanotube. The same 
is found for the radial distribution of atoms.
While the initial burst is most-easily analysed due to its clear magnitude and physics, 
it is the latter pulses which are of most interest because they do not depend on the initial 
starting conditions, and describe a more generic behaviour which is applicable to other sys­
tems. Although the subsequent pulses are smaller in magnitude than the initial burst, the 
mechanism is the same; there is an increase in the number of atoms inside the nanotube, 
inducing a “sticking” and hindrance of flow, causing a build-up of pressure behind the nan­
otube and resulting in a pulse when the atoms can overcome the grip of the nanotube and 
the flow resumes.
7.4 The role of tem perature
It is worth considering what the mechanisms behind this burst are, and why the atoms 
are flowing in such a different manner to the argon. The hydrogen is being maintained 
within the pool at saturated liquid density. Unlike the argon, the hydrogen has a very 
small temperature range between its liquid and solid states, and thus is far more sensitive 
to changes in its temperature. Figure 7.6 shows the variation of the temperature inside the 
I I .5 9 A nanotube, compared against the flow through the nanotube. The temperature can 
be seen to drop significantly, prior to the bursts of flow. In this particular example, the 
magnitude of the bursts begins to stabilise, and this is nicely reflected by the variation of 
the temperature.
It has already been mentioned that no significant alteration of the structure inside the 
nanotube is observed. This is because confinement prevents any obvious change in the 
structure, and helps shield any change in the phase. Outside the nanotube however, the 
change in the phase becomes very obvious. Figure 7.7 shows that there is a clear and definate 
structure just prior to the burst, however this is lost completely, immediately following the 
burst.
Therefore the mechanisms inducing this burst are clear. By operating around a transition
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Figure 7.6: The variation of temperature with time and the corresponding flow rate for the 
11.59A nanotube.
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Figure 7.7: The RDF outside the front of the 11.59A nanotube, just prior to and after the 
initial burst of flow.
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point in the phase, it is possible to induce this unusual stick-fiow behaviour. The reason that 
this did not occur with the argon before, is because the hydrogen experiences a combination of 
phase sensitivity to temperature, and strong grip of the nanotube on the hydrogen; neither 
of which feature with the argon. This combination of these two factors are important in 
inducing the pulsation. The strong grip of the nanotube on the hydrogen is required to 
reduce the temperature of the atoms inside the nanotube, while the sensitivity of the phase 
to temperature is required to allow small fluctuations in the tem perature to induce phase 
changes which bring about the pulsation.
The hydrogen-carbon interaction has a potential well depth {en -c )  of 1.9meV which is 
1.27 times that of the l.SmeV hydrogen-hydrogen interaction strength. This means that the 
nanotube dominates the structure of the hydrogen inside. This manifests itself, for example, 
in the strong attraction to the nanotube of the hydrogen and the build-up of density which 
originates next to the nanotube entrance. W ithin the nanotube itself, the strong interaction 
prevents any significant change in the structure of the hydrogen, since the nanotube holds 
the hydrogen atoms very tightly. The dominance of the nanotube interaction is accentuated 
by the relatively low back-pressure of the pool, and the low kinetic energy of the hydrogen 
atoms. As a rough guide, the overall average potential interaction energy per atom of the 
hydrogen with the nanotube carbon atoms is approximately 3 times stronger than with 
other hydrogen atoms inside the nanotube. The average kinetic energy meanwhile is 8 times 
smaller in magnitude than the interaction with the carbon atoms, making them the deciding 
factor in the dynamics.
A further factor in the ability of the nanotube to impede the flow of the atoms is the 
structure of the flow. The structure within the nanotube is a very tight spiral, following the 
contours of the potential within the nanotube. This means that in order for flow to occur, 
all of the atoms within the nanotube must move at once; no independent flow is possible. At 
these large diameters, the number of tight spirals increases, and thus the number of atoms 
which must move at once also increases. Each atom tightly interacts with the nanotube, 
and the culmination is that the flow through the nanotube is impeded. This explains why 
the pulsation is not observed at smaller diameters: fewer atoms must move at once, and 
the smaller number of carbon atoms results in a weaker interaction and a smaller “push” 
required for flow. The very idea that atoms find it harder to flow through nanotubes of larger 
diameters is counterintuitive, and highlights again that the flow through the nanotubes is 
very different to the macro-scale.
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Figure 7.8: The average temperature of atoms inside the 10.36A-diameter nanotube, com­
pared to the pool temperature, both as an absolute value, and a percentage of the pool 
temperature.
7.5 Controlling the flow
This in turn opens up the possibility to turn this pulsation on and off, simply by changing 
the temperature of the pool. Since the temperature inside the nanotube drops, relative to 
the temperature of the pool, if the pool temperature is high enough that the drop does not 
cause a change in the phase, then no pulsation should be observed.
In order to examine this, flow through the largest 13.56A-diameter nanotube was consid­
ered, with pool-temperatures between 20K and 50K inclusive, in steps of 5K { T l j  =  1.15 
to 2.88). Figure 7.8 shows how the temperature of the atoms inside the nanotube relates 
to the temperature of the pool. Between 30K and 35K a transition is observed, with the 
average temperature inside the nanotube becoming proportionally larger in the 35K case 
(73%) compared to the 30K case (60%). This suggests that the atoms are moving more 
freely and able to maintain a relatively higher kinetic energy.
The reason that the lower pool temperatures exhibit a relatively larger cooling compared 
to the higher pool temperatures is because the pulsation allows the atoms to become “stuck” 
and the nanotube holds on to the atoms more strongly, reducing their kinetic energy (and
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Figure 7.9: The flow through the lO.SflA-diameter nanotube at different temperatures.
hence temperature) more dramatically.
The change in the flow characteristics can be clearly observed in figure 7.9. The lower 
temperatures have trouble establishing any flow at all. 30K sees the establishment of a con­
sistent pulsation since it is on the boundary between the two phases, matching the transition 
point of figure 7.8, while higher temperatures see no pulsation at all.
7.6 The role of structure
It was mentioned earlier how the spiral structure within the nanotube could lead to a decrease 
in the flow rate because the need to move all the spirals at once made it harder to “push” 
all the atoms through. The transient flow-structures formed also play an important role in 
smaller nanotubes too.
While the smallest diameters all exhibit a similar, slowly-increasing rate of flow, there is 
a sudden change with the 8.47A-diameter nanotube, which sees a sudden increase in the flow 
rate. Closer inspection reveals that this is entirely down to the structure of flow. Figure 7.10 
shows how the smaller nanotubes prior to the sudden increase in the flow rate can only fit 2 
strands of atoms inside. At the point of increase of flow rate, suddenly 3 helix strands can 
fit inside, and this increases to 4 straight lines of atoms in the next diameter up. Thus the
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Figure 7.10: Typical flow-structures in the nanotubes. Top left: 7.83A. Top right: 8.14A. 
Bottom left: 8.47A (first nanotube of significant increase in flow). Bottom right: 9.03A.
ability to form 3-strand and 4-strand structures allows flow through the nanotube to occur 
more quickly.
Figure 7.11 shows how the z-axis distribution of atoms changes in the nanotubes high­
lighted in figure 7.10. The positioning of the atoms relative to each other is seen to be similar 
in the 7.83A and 9.03A nanotubes, as they display 2 and 4 straight strands respectively. The 
larger peaks in the latter are due to the fact that the 4 strands allow some side-by-side struc­
tures to be formed, in contrast to the exclusively zig-zag structure of the 2 strands. This 
side-by-side structure is also the reason why the 9.03A nanotube presents a small peak near 
zero. The first nanotube of significant increase in flow (8.47A) meanwhile is observed to have 
a relatively close z-axis packing between the atoms, as the 3 spirals are formed.
7.7 Conclusion
The flow through nanotubes of different diameters by hydrogen has been studied. Using 
a purely classical description, this hydrogen has been used as a model atom to examine 
the case where the interaction with the nanotube is the dominating influence in the flow 
dynamics. The variation of flow rate with diameter has been shown to be in stark contrast 
to that experienced by argon. The high-sensitivity of the hydrogen phase to changes in 
the temperature, in combination with the strong interaction with the nanotube, has been
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Figure 7.11: Z-axis distance between atoms in the nanotube.
shown to induce pulsation in the flow. The ability to create such pulsation; without any 
gating mechanism; may be useful for nano-fludic applications where mechanical control of 
flow is highly limited. The dynamics behind this phenomenon has been described in detail. 
Furthermore, the ability to turn this flow on and off through variation in temperature has 
also been explored, showing a transition temperature.
In addition, the strong deflnition of the flow-structure by the nanotube has been shown 
to strongly effect the rate of flow, leading for example to a sudden increase in the flow rate 
at smaller diameters and a hindrance of flow at larger diameters.
Overall, by taking a strongest-case approach, it has been demonstrated how nanotubes 
have the potential to strongly manipulate the flow through them. Key to the extension 
of these results to other atoms is the preservation of the dominance of the fluid-nanotube 
interaction on the structure and dynamics of flow.
Chapter 8
D iatom ic experim ents
8.1 Introduction
Up until now the flow through the nanotube has been limited to single-site atoms. While 
this has given an important insight into the fundamental dynamics of flow, it is interest­
ing to compare these results to a 2-site molecule. This will introduce geometrical effects, 
since the molecule is longer in one direction than  the other, and it is important to consider 
how this may change the flux and the flow dynamics. In addition, a diatomic molecule 
will have the extra property of vibration. The vibration of molecules is one of thé few di­
rectly experimentally measurable properties of the molecules and thus understanding how 
the vibration changes under different conditions may give indirect experimental access to 
additional quantities.
Nature has an abundance of 2-site molecules. Air is made up primarily of Nitrogen (Ng) 
and Oxygen (O2). Hydrogen (Eg) exists in abundance in space, while other molecules such as 
Fluorine (Fg) and Iodine (U) can easily be manufactured in large quantities. Heterogeneous 
molecules such as Carbon Monoxide (CO) or Nitrogen Monoxide (NO) are also commonly 
available. Therefore, there are many options available for this simulation study, and it must 
be considered what molecule would best match the properties desired. Firstly, the interest 
again is in understanding the fundamentals of the flow, and therefore a simple molecule 
which can be used as a generic extendable model is desired. Secondly, it would be useful 
to be able to make the molecule somewhat comparable to the results in earlier chapters, in 
order to assess the changes and isolate the influence of the geometry on the dynamics of flow.
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W ith all of these real-world molecules, in addition to a change in geometry there is a 
change in the electronic configuration, and so most models of diatomic models include charge 
sites (eg, [220, 221, 222]). While this can certainly be simulated, it brings in an additional 
feature, beyond the simple extension to 2-sites, making the results less comparable to earlier' 
single-site flow. For this reason, rather than taking a real-world molecule, an idealised 2- 
site molecule based upon argon is considered instead. This will allow direct comparison to 
previous results, and by keeping the model as simple as possible, the fundamentals of the 
flow can be examined in a methodical and extendable fashion.
8.2 D iatom ic m odel
In order to create the diatomic molecule, the argon atom is split into two sites, each with 
half the mass of the original atom. The interaction range of each site (the a value in the LJ 
potential (equation 3.9)) remains unchanged from the original atomic argon value, however 
the depth of the potential at each site (the value of e) is halved. Therefore, the diatomic 
molecule should reproduce the properties of atomic argon very closely, albeit with a slight 
anisotropy. Since argon itself does not form diatomic molecules, the model for the binding 
between the two sites must come from elsewhere, and this was done with hydrogen.
The strength of the binding between two hydrogen atoms making a Hg molecule was 
investigated using DFT. This was done with the software DMoP, as used in the preliminary 
studies in section 5.1. In a similar fashion to that section, the binding of the two atoms was 
calculated by taking the difference between the energy of the bound system, and the energies 
of the individual atoms (equation 8.1). A range of separations from 0.50A to 1.00A were 
considered, in 0.02A steps. The resulting points could then be easily parameterised with a 
3rd-order fit. The form of the fit is shown in figure 8.1 and the equation itself is shown in 
equation 8.2. The minimum of the curve (ie, the equilibrium separation) was found to be at 
O.7 4 7A with a value of -4.60meV.
E b in d  ~  (8 .1)
E b in d i r )  =  -44.878r^ +  122.47r^ -  107.84r 26.32 (8.2)
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Figure 8.1; Empirical results for the interatomic i f 2 hydrogen bond as derived through DFT 
calculations.
8.3 Sim ulation design
The diatomic simulations are split into two different groups. The aim of the first group is 
to investigate the long time-scale properties of the flow across a full range of diameters, for 
comparison against the single-site argon results. As a result, the time-step is set to be Ifs. 
While this time-step offers access to a good time-period of simulations, it is too large to 
accurately account for the vibration of the molecules and a clear ceiling is observed in the 
vibration frequency. This is where the second group has a role; the time-step is half of that 
of the first group (0.5fs), allowing the vibration frequency to be monitored accurately. In 
addition, these simulations are run at different back-pressures, in order to assess the effects 
of this on the flow rate and vibration frequency. The smaller time-step and the range of 
back-pressures means that the number of nanotubes which can be considered is smaller, 
although they still cover the range of group 1. The differences between the two groups are 
summarised in table 8.1. Both groups had the pool held at 200K, and had an equilibration 
period of 50ps.
The calculation of the vibration frequency requires some care. In order to monitor this, 
the distance between the 2 atoms of every molecule is calculated at every time step, and 
during each sampling period, every time the “average distance line” (ADL) is crossed, a
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Table 8.1: Differences in the diatomic simulation groups, and the atomic argon parameters 
for comparison.
P a ra m e te r G ro u p  1 G roup  2 A tom ic  a rg o n
Time-step (fs) 1.0 0.5 5
Pool z-axis length (A) 27 18 36
No. of pool molecules 300 160 - 260 500
Pool density (kg/m^) 1050 840 - 1360 1310
Temperature (K) 200 200 100
counter is incremented by one and the cumulative time is noted. At the end of the sampling 
period, this information is used to calculate the vibration frequency.
It should be noted that the vibration about the average bond-length is very small, and this 
brings about very two important factors regarding implementation of vibration monitoring. 
Firstly, this makes the vibrations very fast and so the distance between the atoms of the 
molecule must be measured at every step. To give an idea of the periods involved, a typical 
vibration frequency would be around 20ns'\ which, with a time-step of 0.5fs, would cause 
the atoms to cross the ADL every 20 steps. Secondly, the ADL (ie, the bond-length) changes 
slightly depending on the specific environmental conditions of the molecule, and so it can 
neither simply be assumed to be at the equilibrium 0.747A, nor constant. Therefore the last 
20 distances are continuously logged and the ADL is re-calculated at every step to be the 
average of these 20 distances. It is conceivable, though highly unlikely, that a shift in the 
ADL could cause the crossing to occur twice in the same direction. This could potentially 
be alleviated by additionally monitoring the direction of crossing too, however given the 
existing highly variable nature of the vibration frequency, this potential source of error is 
relatively negligible and directional monitoring is not performed.
8.4 Orientation and bond-length
O rien ta tio n
A key difference with the original argon simulations is the anisotropy of the diatomic 
molecule, and thus it would be expected that different orientations would occur with different
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Figure 8.2: The RMS of the orientation components. The nanotubes extend in the z-axis.
diameters; particularly in the smallest nanotubes where the confinement is strong. In order 
to illustrate this, the normalised Root-Mean-Square (RMS) of the orientation components 
is monitored. An example for the z-component RMS calculation, based on the z-positions 
of each atom of molecule i and z*,) is shown in equation 8.3. The monitoring of the 
RMS is preferred over simple monitoring of the components, because the bond-length can 
be recovered directly by summing the components through r  =  \ J y ' ^  + . Figure 8.2
shows a clear variation in the preferred orientation at different diameters.
=
i=l
(8.3)
As expected, the smallest diameters show a very strong z-axis orientation. As the diameter 
increases this quickly reduces to become more mixed. At the 8.47A-diameter nanotube 
the opposite becomes true and a pronounced x-y orientation is observed. As the diameter 
increases further, a general z-axis orientation preference is observed.
Clearly the strong z-axis orientation preference at the smallest diameters is due to the 
strong confinement with the nanotubes, and this is quickly lost as the diameter increases. 
The x-y axis orientation preference that follows it though is less expected, and is due to 
the following. The minimum potential between an argon and carbon atom can be found
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at 3.84A separation. Thus the ideal diameter for x-y orientation, whereby each atom falls 
into the potential well near the wall, is 3.84A -f 0.75A -f 3.84A =  8.43A, explaining why the 
maximum x-y orientation is found with the 8.47A nanotube.
The next-largest diameter which would promote favourable z-orientation through molecules 
sitting at the bottom of the potential wells is at 11.56A, whereby two molecules fit side-by- 
side, both pointing in the z-direction. The closest diameter to this (11.59A) does not show 
any anomalous increase in the z-orientation however. Instead then, if the molecules are 
considered to be pressed next to each other as close as possible, considering the minimum 
possible separation of the molecules from each other and the carbon wall, then a peak in the 
z-orientation is expected at around 10.25A, which matches well with a small peak in the z- 
orientation in figure 8.2. Therefore in contrast to the x-y orientational peak which made use 
of an attractive perfect fit, this second z-orientation peak only occurs because the molecules 
are packed tightly within the nanotube; just as the case was with the 1st z-orientation peak 
at the smallest diameters.
A slight z-orientation peak can also be observed with the 14.24A-nanotube. This can also 
be explained through the molecules arranging themselves in a favourable configuration. The 
minimum-radius circle into which 3 smaller circles of radius r will fit is given by r  x (1 +
W ith an interaction range of 3.405A between atoms, the diameter of the enclosing circle in 
this case would be 14.67A, corresponding very closely to the 14.24A diameter.
Overall, it is clear that the structure inside the nanotube creates a strong orientation 
dependence. This is not only the case for the smaller nanotubes, which somewhat obviously 
promote a z-axis orientation, but also for the larger nanotubes too, where molecules are 
pushed tight against the nanotube and again, z-axis orientation is favoured. Orientation 
in the x-y direction is also favourable where the potential well by the wall promotes this, 
however whereas the z-orientation peaks occur through a “push” from the surrounding wall, 
the x-y orientation comes about through the “pull” of the favourable wall interaction.
B ond length
Since the bond is slightly flexible, in addition to any change in the orientation, a change 
could be induced in the bond-length. Experimentally, this is an important quantity since it 
can be measured non-invasively through spectroscopic methods, and thus it would be useful 
to understand what information, if any, could be derived from such a measurement. Figure
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Figure 8.3: Variation of the diatomic bond-length, both inside and outside the nanotube.
8.3 shows how the bond-length varies inside the nanotube, with the bond-length outside the 
nanotube shown for comparison.
There would be no variation expected in the bond-length outside the nanotube, and 
indeed this is the case. Inside the nanotube, there is general decrease in the bond-length 
by around 0.001 A, which at 0.14% of the original value is a very small amount. Some clear 
variation with diameter is observed, but even this variation is no more than 0.14% about the 
mean. The smallest nanotubes show a bond-length which is clearly smaller than the larger 
diameters. Above the smallest diameters, peaks in the bond-length are hinted at, around 
8-9A and 13A. At 8-9A the orientation is in favour of x-y orientations, and so the stretching 
of the bond corresponds well with the pulling of the nanotube wall described earlier. The 
peak is not as dramatic as the compression at smaller diameters, because the compression is 
due to hard compacting of the molecules, while the stretching is due to the weaker pull of 
the LJ interaction.
Further occurrences of peaks and troughs in the bond-length correspond weakly to troughs 
and peaks in the z-axis orientation respectively, although the beginning, end and magnitude 
of these troughs is poorly correlated, and the variation in the bond-length is small. Therefore 
it is clear that in order for bond-length effects to be most pronounced, the nanotube needs 
to play a direct role in shaping the molecule.
8.5 Flux 148
E
35
30
25
20 :+ +
15 + +  Diatomic X X Atomic
10
5
0. 86 10 12 14 16
Diameter (A)
Figure 8.4: Comparison of the diatomic flux with the argon flux earlier.
This study therefore shows that measurement of the bond-length can in principle give 
an indication as to the presence of the very smallest nanotubes through a clear decrease in 
the average bond-length, as well as those which are slightly larger and experience a greater 
x-y orientation. The relative variations are very small, however they may be accentuated by 
molecules which have weaker or longer bonds.
8.5 Flux
Given the small variation, changes in the bond-length are unlikely to play a role in the 
variation of the dynamics of flow. This is not the case for the orientations however, given 
that there are very different favourable orientations for different diameters. It is therefore 
interesting to compare the flux to the previous atomic argon results, and see whether the 
anisotropy induces any unusual effects. The primary difference with the previous argon 
simulations is the higher temperature (200K compared to lOOK), the different pool density 
(1050 kg m’^  compared to 1311 kg m'^) and the fact that this is now a 2-site molecule. The 
higher temperature promotes a larger flow rate, although this should be countered somewhat 
by the lower pool density, so overall, no significant difference to the atomic argon flow rates 
should be observed. Figure 8.4 shows that indeed, the two are comparable.
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A number of points are immediately obvious from the graph. Firstly, the flow regime 
is in the same regime as the original argon simulations, since the diameter of maximum 
flux is again at the medium diameters. The properties of this diatomic molecule are very 
similar to the atomic argon and their fluxes across the diameters match very closely. The 
smallest diameters exhibit some deviation from the atomic argon, and this could be expected 
since it is at these diameters that the shape of the molecule will have greatest effect. It is 
interesting to note that despite the preceding two diameters exhibiting almost identical flux, 
the diameter of maximum flux for atomic argon at 10.36A experiences an obvious drop in 
the flux in the diatomic case.
The reason behind this has its roots in the previous section, regarding orientation and 
packing. This diameter was shown to have a small peak in the z-orientation, and this can 
only come about because the molecules are pressed closely together. This close pressing 
increases the interaction with the walls too, inducing greater “friction” with the nanotube, 
and causing the flux to falter. The tighter packing is shown in figure 8.5 with a peak in the 
density which is taller and thinner than its immediately smaller and larger neighbours.
This greater friction can further be isolated to the anisotropy of the molecule. In compar­
ison to this diatomic flow, atomic argon at this diameter also displays a peak in the radial 
density at this diameter (figure 6.15 on page 112), leading to a well-defined flow structure 
which actually encourages the transport of atoms. In the case of the diatomic molecule, 
the restriction of rotation is energetically unfavourable, leading to the greater interaction 
(friction) with the wall, and a reduced ability to form a flow-structure which is conducive to 
flow.
8.6 V ibration frequency  
8 .6 .1  T h e  ro le  o f  d e n s ity
In addition to the geometrical factors introduced through the anisotropy of the molecule, 
there is also a time-dependent parameter in the form of vibration frequency. As in the 
case of the bond-length, it is a quantity which can be measured non-invasively through 
spectroscopic methods. Understanding how the different flow conditions effect this quantity 
may give information on other, less accessible quantities.
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Figure 8.5: Radial density in the lO.SôA-diameter nanotube (centre) and its smaller and 
larger neighbours. The atoms within the 10.36A nanotube are seen to be more densely 
packed than its neighbours.
Figure 8.6 shows how the frequency varies with diameter. Each point on the graph 
represents the average vibration frequency in the centre of the nanotube over a few nano­
seconds, beginning as soon as the flow rate is established and settled. There are two aspects 
which are immediately clear from the graph. Firstly the vibration frequency is seen to 
increase with diameter; in the case of the 200-atom pool, with the exception of the smallest 
nanotube, this increase is remarkably linear. Secondly, by increasing the back-pressure the 
vibration frequency is reduced.
W hat these two aspects have in common is density. W ith higher back-pressures more 
molecules are squeezed into the nanotubes, while the smaller nanotubes have strong confine­
ment effects. Therefore it is interesting to consider if there is a relation between the density 
in the nanotube and the vibration frequency.
Figure 8.7 shows how the vibration frequency varies with density inside the nanotube. 
There appears to be consistency in the relation between the density and vibration frequency 
at larger diameters, however this breaks down as the diameter decreases, culminating in the 
smallest diameter which displays a fairly constant density within the nanotube and shows 
no relation with the frequency. Clearly at this smallest diameter, the density inside the
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Figure 8.6: Variation of vibration frequency with diameter, for different pool densities.
nanotube is not influenced by the back-pressure in the same way that the other diameters 
are.
In 1996, Enoksson et al. [223] invented a novel method of measuring liquid density. A 
tuning fork was constructed out of crystalline silicon, no more than a milli-metre in size. 
The tuning fork was then made to vibrate at its resonance frequency inside the fluid, and 
the variation of frequency ( /)  with density (p) was measured. The resulting relation between 
the two was found to be /  oc 1 /y/p. Assessing the relation with the largest diameters here 
by treating all 11.59A+ diameters as a single entity, equation 8.4 shows that this is also a 
/  oc 1/y/p relation, with a proportionality constant of 31.25 molecules^^^ nm'^/^ ns'b The 
correlation of this fit to the data is 0.945, and the average magnitude of deviation from this 
best fit line is 1.7%.
/  =  31.25p - 0.50 (8.4)
This is a significant result, because it shows that the molecules flowing through nanotubes 
greater than l.ln m  have the same vibration dependence on density as the macro-scale milli­
metre size silicon tuning fork. In other words, the physics of vibration is the same, despite the 
10-million times difference in the length scale, and the very different subjects and methods
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Figure 8.7: Variation of vibration frequency with density inside the nanotube, separated by 
nanotube diameter.
of study. By showing that this relation holds, it allows indirect experimental measurement 
of the density inside the nanotube.
So while the larger diameters in this study seem to conform to this macro-scale relation, 
the smaller nanotubes do not. These smaller diameters see both a reduction in the density 
and the vibration frequency; the density in particular is constrained to a far smaller range. 
This may be partly due to problems in defining the volume (and hence density) of such a 
small space. The measurement used to define the diameter of the nanotube so-far has been 
based on the distance between carbon atoms on opposite sides of the nanotube. The actual 
volume available to the molecule is however far smaller; one argon atom of the molecule 
cannot come within 3.42A of a carbon atom. As diameter decreases, the relative importance 
of this difference between the presumed and actual volume grows, and this could cause the 
relation to density to break down.
In order to consider this effect therefore, the diameter parameter was decreased in magni­
tude, and the effect this had on the correlation between the vibration frequency and density 
was noted. Reducing the diameters by 2 x 3.42A made the relation far worse. More moderate 
values between OA and 6.84A were then tested, since the wall is not perfectly defined as a 
smooth cylinder and there could well be atoms which penetrate slightly further into the wall
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due to the energy landscape inside.
The two diameters of 6.96A (the smallest nanotube considered) and 9.03A were observed 
to act in a way which was inconsistent with the other diameters, and it was found necessary 
to discard these two diameters in order to obtain a reasonable fit- Even having done this, 
the best adjustment (3.97A) which incorporated all the remaining diameters experienced 
significantly further deviation (11.2%) from the best-fit, with a poorer correlation coefficient 
(0.889). Therefore it appears difficult to account for the variation by the smaller diameters 
in terms of the definition of the volume, and this is discounted as a reason for the breakdown 
of the relation at smaller diameters.
In order to assess how the gradient changes with diameter, although the number of data 
points for each diameter is limited, relations were obtained for all diameters, independently 
of each other. The power-relation T  is shown for each diameter in figure 8.7. The figure 
shows a consistent and gradual asymptotic approach to the -0.5 value, with the smallest 
nanotubes displaying a much greater change in the frequency for any given change in the 
density.
It is important to consider why this is. Clearly it is related to the confinement within the 
nanotube, and attem pts to account for this in terms of poorer definition of the volume have
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Figure 8.9: How the relation parameter T  (from /  oc p^) relates to the interaction energy of 
the carbon atoms of the nanotube.
been unsuccessful. In order to examine the role of the nanotube in changing the parameter 
T, the average interaction energy per atom, between the carbon atoms of the nanotube and 
the molecules inside the nanotube can be monitored. This will give an indication as to how 
much of a role that the nanotube is playing at each diameter. Upon doing this, it becomes 
clear that there is a strong correspondence between the variation of the carbon-molecule 
interaction energy, and the relation parameter T. Comparing the two directly yields the 
graph shown in figure 8.9.
The graph suggests a linear relationship between the two, and that a stronger interaction 
with the nanotube results in a larger frequency change for a given change in the density. 
The linear form of the relationship is somewhat unexpected. In the most extreme case, 
an infinitely large nanotube would result in zero carbon interaction energy which, with the 
current linear relation, would result in a positive value of T (0.65), instead of settling to 
the macro-scale value of -0.5. Therefore it is possible that this relation only holds for these 
smaller nanotubes where the interaction with the carbon walls and subsequent structuring 
inside the nanotube is significant, or that more data is required in order to gain a full 
understanding of the relationship.
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Figure 8.10: Variation of the vibration frequency with flow rate, separated by diameter. 
8 .6 .2  F lo w  r a t e  a n d  v ib r a t io n  f re q u e n c y
Finally, it is interesting to consider the relation between the vibration frequency and the 
flow rate. If it were possible to establish such a relationship, it would be highly interesting, 
because this would then give a non-invasive and non-disruptive method of measuring this 
key quantity directly inside the nanotube itself.
Figure 8.10 shows the variation of the vibration frequency with flow rate, separated by 
diameter. It is immediately clear that no correspondence between the two exists. The 
smallest diameters have little or no variation in flow rate, yet the vibration frequencies 
change consistently based on the density induced by the pool. As the larger diameters begin 
to see a larger variation in the flow rate, the vibration frequency changes more consistently, 
however this again will be due to the density inside the nanotube, rather than the change 
in the flow rate. Quite simply, the “speed” due to vibration is far higher than the speed 
due to flow velocity, and thus changes in the flow velocity are negligible compared to the 
overall speed experienced by the vibrating atoms. This relates closely to the fact that a small 
change in temperature (in the absence of a phase-change) does not have a direct effect on 
the flow rate (section 6.3), because the drift of the atoms through the nanotube is so much 
slower than their instantaneous speeds. Thus in order to obtain an appreciable change in 
the vibration frequency due to a change in the flow rate, the speed of vibration must become
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comparable to the fiow-rate, perhaps through a combination of longer and weaker bonds 
between the atoms, and lower temperature.
8.7 Conclusion
The flow through nanotubes of various diameters of an ideal diatomic molecule has been 
considered. Two sets of simulations have been performed; one with a Ifs time-step in order 
to gain information about the general characteristics of the flow, including the orientation 
and bond-length, and another with a time-step of half this, in order to obtain detailed 
information about the vibration frequency.
As expected, the smallest diameters favour a strong orientation in the z-direction along 
the axis of the nanotube. Further diameters which favour z-orientation have been shown to 
correspond to ideal-packing diameters where 2 or 3 molecules can squeeze in, side-by-side. 
A cross-axis x-y favoured orientation has also been observed to exist where the atoms of the 
molecule fall neatly into the potential well at the side of the wall.
The bond-length has been shown to vary slightly, with the smallest diameters having the 
smallest bond-lengths. At diameters which favour cross-axis orientation, the puUing of the 
nanotube wall results in a slight elongation of the bond length. These effects are primarily 
observed at smaller diameters, and while some variation is seen at larger diameters too 
which seem to correspond loosely to changes in orientation, the relationship is quite weak 
and depends very much on the type of structure inside the nanotube. For all diameters, a 
decrease in the bond-length is experienced relative to the bulk.
The flux through the nanotubes has been shown to mirror th a t of the atomic argon 
very closely, comfirming the comparability of the two models. Interestingly, the diameter of 
highest flux for the atomic argon, is no-longer the diameter of highest flux here. This diameter 
experiences a peak in the z-orientation, suggesting that the molecules are packed tightly and 
forced into that orientation, increasing interaction with the nanotube and hindering the flow.
In addition to the bond length, the vibration frequency can also be measured non-invasivly, 
and as such it is important to consider what information can be gained through its measure­
ment. The density inside the nanotube has been shown to play a key role in its variation, 
with higher densities relating to lower vibration frequencies. In fact, it has been shown how 
the variation of the frequency with density follows the same relation as a small pitchfork
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in varying densities of liquid. This shows that despite the very different subjects, methods 
of study, and scales, the physics is very similar. This relation holds for diameters down to 
around Inm, but then breaks down below this as the confinement begins to change, and the 
range of density in particular becomes smaller. This causes the rate of change of frequency 
with density to increase as the diameter gets smaller. This rate of change of frequency cor­
responds closely to the interaction energy with the nanotube, however more data is required 
in order to gain a full picture of the driving force behind this change.
Finally, it was considered whether there was a relation between the flow rate and the 
vibration frequency, however none was found. This is because the flow rate is so much slower 
than the thermal vibration of the molecules. In order for there to be an appreciable effect, 
the vibration “speed” would need to be comparable to the flow rate.
Chapter 9
W ater experim ents
9.1 Introduction
So-far a number of different atoms and molecules have been considered. The fundamental 
flow properties have been studied with argon, while model light atoms have been utilised to 
explore the potential for manipulation of the flow, and diatomic molecules have explored the 
effects of anisotropy. W hat all of these have in common, is that they are non-polar in nature. 
In order to consider the role that charge can play in the flow dynamics, it is instructive to 
contrast these studies with a polar molecule such as water. Water in particular is interesting 
due to its ubiquitous nature, the high level of interest from previous results demonstrating 
very unusual dynamics, and the large potential for applications such as desalination.
Previous studies have shown that water is reluctant to enter the nanotube, but once it has 
done so, the energy barrier is lowered and more molecules can be pulled inside. Almost all 
previous simulation studies have considered equihbrium simulations, and most of those have 
concerned rigid water models. In contrast, the studies in this chapter examine the flow on 
a non-equilibrium basis, with much higher pressure on one side than  the other. In tandem, 
alteration of the bond-length and bond-angle of the water molecules inside the nanotube will 
be considered, in order to assess the effect of confinement.
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9.2 Sim ulation design
As explained earlier in section 3.3.4, the water is modelled using the SPC-Fw model. An 
advantage of using a flexible model like this is that it is possible to gain additional information 
about changes in the 0-H  bond-length and H-O-H angles, however this comes at substantial 
computational cost. In addition to the small time-step (Ifs) needed to take account of the 
flexible bonds, numerous extra calculations are needed to take into account the angle and 
Coulomb forces. This has a bearing on the dimensions of the system, since in order for a 
longer time-series to be achievable, the number of molecules needs to be kept low.
For this reason, the z-dimension of the pool is limited to ISA, as in the case of the diatomic 
molecules. Furthermore, the x-y dimensions are smaller than the previous simulations, with 
18.98A in each direction. This in turn  has a bearing on the maximum diameter of the 
nanotube that can be considered, however since it is the smallest diameters that are of 
interest here, this shouldn’t  present a significant limitation. The z-dimensions of the flow- 
mix, nanotube and exit-flow regions remain unchanged compared to previous simulations.
In total, 7 nanotubes are considered, ranging in diameter from 6.96A to 9.39A. The pool 
is maintained with 250 molecules (750 atoms) at 300K, yielding a pool density of 1150 kg 
m“^ . Initial equilibration of the pool is performed for 200ps, and then the non-equilibrium 
part of the simulation runs for between 3ns and 8ns.
9.3 Filling of the nanotube
It is well known that filling of the nanotube by water is very sudden, and this has been 
demonstrated numerous times by various equilibrium simulations. It is interesting to consider 
how this translates in a non-equilibrium simulation, where the water does not have the benefit 
of surrounding the nanotube on both sides, and a pressure gradient is applied.
Figure 9.1 shows the rate of entry into the different nanotubes. Since the number of 
molecules inside the nanotubes are so small (figure 9.2), the filling times can be subject to 
some fluctuation, so a range of fllled-percentages are shown in figure 9.1.
While there is some variation in the filling rate depending on how it is defined, it is 
clear tha t the 7.4TA nanotube experiences a far-faster filling than its neighbours and other 
nanotubes. This does not seem to be related to the number of molecules inside the nanotube.
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Figure 9.2: The number of molecules that can fit in each nanotube.
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Figure 9.3: Snapshot of a typical structure of water in the 6.96A nanotube during initial 
filling of the nanotube. Regular gaps between the molecules inside the nanotube are observed.
because as figure 9.2 shows, this number is remarkably constant between about 7.25A and 
S.SA. The fact that it is so constant; and followed by a rapid increase; may be related to 
the Coulomb interaction and the requirement for molecules to form certain orientations and 
configurations.
It was reported in earlier works [6, 224] that the ability of water to form a ID chain-like 
structure inside the nanotube results in rapid jumps in position, because thermal movements 
outside the ends of the nanotube are transm itted through the strong Coulomb bonding 
through the centre of the nanotube in a ID-fashion. The current situation differs firom 
those equilibrium situations in that there is no pulling and pushing by atoms each side of 
the nanotube, however the mechanism inside the nanotube is quite similar. Figures 9.3 
and 9.4 show typical snapshots of water inside the smallest 6.96A nanotube, and the 7.47A 
nanotube with the highest rate of entry. The 7.47A nanotube quickly forms a stable chain of 
molecules down the centre, based upon their Coulomb interactions, and this helps to rapidly 
pull further molecules from outside into the centre, resulting in a fast filling. The smallest 
nanotube on the other hand is unable to form this chain, and gaps between the molecules 
inside the nanotube are regularly seen. Therefore the momentum of the atoms furthest down 
the nanotube can not contribute to the “pull” to bring more atoms inside, and the filling is 
far slower.
It is likely that this fast filling will translate into faster overall fiow-rates, although in order 
to fully investigate this, longer time-scales are required than the ones used in the present 
study, which are currently limited due to computational cost. Nevertheless, it is clear that in 
terms of structure and bonding inside the nanotube, the larger 7.47A nanotube is far more 
optimal than the other diameters. This hints again at the ability of a smaller nanotube to
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Figure 9.4: Snapshot of a typical structure of water in the 7.47A nanotube during initial 
filling of the nanotube. A chain of molecules is easily able to form at this diameter.
transport molecules faster than a larger nanotubes, highlighting again that the selection of 
nanotubes for best transmission performance must be done carefully.
9.4 Pressure and flow
In considering the initial filling of the nanotube, it has been shown how the strong Coulomb 
interaction between the atoms has a significant role in the rate of filling of the nanotube. It 
is well known that water molecules can be reluctant to enter the nanotube due to the strong 
binding between them, and so it is interesting to consider how the density-drop across the 
nanotube evolves, in contrast to the weakly-interacting argon for example.
Figure 9.5 shows the evolution of the density-change across the nanotube, and subsequent 
fiow-rate of water. Argon is also shown for comparison. It was discussed earlier how there 
is no direct relation between the density-drop and the observed fiow-rate of argon, and this 
again appears to be the case for the water. This is where the similarities seem to end however, 
since a number of differences are immediately clear.
Firstly, in terms of the number of molecules, the overall density-drop that builds before 
the pressure is sufficient to induce flow, is higher in the case of the water, than the argon. 
This can be attributed to the stronger bonding between the molecules discussed earlier. The 
difference in the density build-up is unlikely to be strongly effected by the size of the atoms, 
given that the oxygen of the water molecule and the argon atom differ only by 7% in their 
values of a. A  second clear difference is the evolution of density-change and the fiow-rate. In 
the case of the argon, initial flow occurs with some high-energy atoms that escape the pool, 
giving the initial peak in the fiow-rate observed around the beginning of the simulation when
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Figure 9.5: Change in density compared to fiow-rate for the 8.14A nanotube. The argon 
simulations for the same nanotube are shown for comparison. The time starts at the bottom- 
right of the graph, with zero density-change and no flow.
the density-change is very small. Furthermore, the strength of this peak in the fiow-rate is 
comparable to the fiow-rate found later on, when the density-drop across the nanotube is 
established.
In contrast, the water exhibits very different characteristics. Due to the strong interaction 
between the molecules, while early flow through the nanotube is observed, its rate is far- 
reduced compared to the established fiow-rate later. In fact, the water is seen to rapidly 
gain a substantial density-drop, and only when this is sufficiently strong does the fiow-rate 
increase. In further contrast to the argon, while the argon the maintains a fairly constant 
density-drop throughout the remaining simulation, the density-drop with the water actually 
decreases; in the case of the 8.14A nanotube, by around 20%. Thus the initial build-up of 
pressure is only required for starting the flow, and once it is established the back-pressure 
can reduce.
Such a behaviour of the water corresponds well with the strong bonding between the 
molecules and the role of the molecules inside the nanotube. Initial entry is difficult because 
the strong bonding makes them reluctant to break away and enter the nanotube. Once atoms 
are inside the nanotube however, the energy-cost is much lower because the chain inside can
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Figure 9.6: Variation of the nanotube-centre 0-H  bond-length and H-O-H angle of water 
with diameter.
help pull further molecules into the nanotube, resulting in a lowering of the build-up of 
pressure and an increase in the flow-rate. In addition, the density outside the end of the 
nanotube is periodically increased as a chain of molecules protruding from the exit of the 
nanotube, still attached to the molecules inside, “flap” around like a tail, and linger before 
escaping as a globule of molecules. This again is in stark contrast to the previous simulations 
which exhibited no such behaviour.
9.5 Angle and bond-length
One of the strengths of using a flexible model is that it offers information about changes in 
the angles and bond-lengths of the molecules. This is also of interest because it is directly 
measurable experimentally, through spectroscopic methods. Based on the previous diatomic 
results, it would be expected that the smallest nanotubes cause the water to exhibit more 
confined characteristics inside, with larger H-O-H angles and smaller 0-H  bond-lengths, and 
indeed this is the case (figure 9.6).
Generally, a steady progression in the bond-length and angles is observed down the z-axis. 
In the pool and towards the nanotube entrance, the high densities result in an extension of
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Figure 9.7: The relation of the 0-H  bond-length to the H-O-H angle of water inside nanotubes 
of different diameters.
the bond-length and compression of the bond-angies, as reported by the original authors of 
the model and the tests earlier. Inside the nanotube, the confinement leads to bond-angles 
which are larger than the pool, and then outside the exit, the angles are larger still; in fact, 
they correspond closely to the ideal angle suggested by the shape of the potential, since the 
low density means that the molecules act almost as if they are alone. The bond-lengths 
follow a similar pattern, although the bond-lengths outside the exit are more comparable to 
those inside the nanotube. If the change in the bond-length and angle inside the nanotube 
are compared, it can be seen that the two vary fairly consistently with each other (figure 
9.7).
While the variation of the bond-length is relatively small due to the strong binding, the 
angle is seen to change by about 2°. This has important implications for models of water 
in nanotubes which utilise constant bond-angles, because as the large range of water-models 
demonstrate, small changes in the bond-angle can change the properties of the water. All 
water models are designed with bulk situations in mind, and further study is required to 
quantify the accuracy of both fixed and flexible models inside nanotubes.
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9.6 Conclusion
The flow of water through carbon nanotubes has been considered. Although due to com­
putational cost the simulation time-scale has been necessarily short, it has given a useful 
contrast to the previous simulations, and shown the important role that charge can play in 
the dynamics of water flow.
The enhanced interaction between water molecules has resulted in an increased reluctance 
of the water to enter the nanotube. This leads to a larger back-pressure before filling and 
flow can occur. The initial filling of the nanotube is helped substantially by the ability to 
form a persistent chain inside, pulling the molecules in through the entrance and filling the 
nanotube quickly. This demonstrates that the nanotube does not necessarily have to be 
surrounded by molecules on both sides; as is the case with equifibrium simulations; in order 
for such pulling dynamics to occur. In cases where the small diameter disrupts the chain, 
the filling is much slower.
Once filling has occurred, the density-drop is seen to reduce by around 20%, even while 
the fiow-rate continues to increase. This is in contrast to argon, which sees a fast increase to 
the maximum density-drop across the nanotube, which is then maintained throughout the 
simulation. This is because the water molecules inside the nanotube lower the energy cost 
of entry, in turn  reducing the back-pressure tha t is required to produce the flow. Therefore 
in applications utilising water flow through nanotubes, it is important to maintain a filled 
state to minimise energy costs.
Finally, utilising the flexible nature of this model, the average bond-length and bond-angle 
within the nanotubes have been monitored. Increasing diameter leads to larger bond-lengths 
and smaller bond-angles, as expected, and the change in each is fairly consistent with the 
other. This potentially has impfications for models of water inside nanotubes which assume 
a constant bond-angle and bond-length.
Future studies should be made with water over longer time-scales, in order to assess the 
impact of charge interaction on the overall fiow-rate. While the filling studies have hinted 
at the effect of diameter on the ability to flow into the nanotubes, further studies including 
structural details should be considered in order to gain a greater insight into the reasons 
for the ability and inability to form chains inside the nanotube, which lead to the variations 
in flow. Since the bond-angle has been seen to change by a non-trivial amount, it is also
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important to further investigate the accuracy of both fixed and flexible water models inside 
nanotubes.
Chapter 10
C onclusion
The non-equilibrium flow of atoms and molecules through carbon nanotubes has been stud­
ied, in order to gain an insight into the fundamental flow dynamics; an understanding of 
which is crucial for the successful utilisation of nanotube membranes to solve modern filtra­
tion and separation challenges.
In order to make these studies, a new and unique non-equilibrium molecular dynamics 
simulation, capable of maintaining a concentration gradient across a nanotube, has been 
designed and implemented. The software is highly flexible, allowing a range of conditions 
to be simulated, both equilibrium and non-equilibrium, with different boundary conditions, 
timings, measurements and outputs. The simulation is easily extendable, with new species of 
atoms and molecules easily added, and any carbon structure capable of being utilised. The 
simulation itself is written for high-performance on both cluster and vector supercomputers, 
and can utilise OpenMP parallélisation.
Before starting the main simulation studies, DFT calculations considering the interaction 
of a water molecule with a nanotube were performed, in order to assess the polarisation 
interplay. The results showed that as a result of the charge transfer, the orientation of the 
water molecule plays a defining role in its ability to enter, and it can induce a polarisation 
in the nanotube itself. Although there was not the opportunity to incorporate these findings 
into the MD simulations of the present work, it is important that future studies take account 
of such effects.
In chapter 6, the flow of argon through nanotubes of different diameters was considered. 
This gave an important insight into the fundamentals of flow through nanotubes, and showed
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some startling results. It was demonstrated tha t under the correct conditions, a membrane 
of smaller-diameter nanotubes can transport molecules faster than if it were composed of 
larger diameter nanotubes; by as much as 15%. Such optimisation of a nanotube-membrane 
could result in significant cost-saving, given that many billions of pounds are spent every 
year worldwide in filtration technologies. A combination inside the nanotubes of a relatively 
high density and well-defined flow-structure was shown to be responsible for this. Therefore 
the tailoring of nanotubes to suit the exact conditions desired is absolutely crucial to achieve 
optimum operation.
In terms of filtration applications, it has been shown how the separation of atoms can not 
only be based on size and diameter, but also on interaction strength with the nanotube. It 
was shown how, at the smallest diameters, the fiow rate was strongly defined by the depth of 
the potential interaction, rather than  simply the diameter. This opens an exciting possibility 
for the filtration of atoms which are of similar size; something which is impossible on the 
macro-scale without additional control techniques.
These effects have also been considered at different back-pressures, showing how large 
diameters can suddenly experience much higher fiuxes above a certain back-pressure. In 
fact, these higher fluxes then surpass the unusually-high fiuxes observed before at smaller 
diameters, and it is therefore important to consider the environmental conditions when 
choosing appropriate nanotube diameters for applications. The sudden enhanced fiow at 
large diameters was shown to be due to the ability to overcome the pull of the nanotube; 
this happened at larger diameters first, since the relative interaction with the nanotube is 
weakest. In addition to enhanced flow at large diameters, this also resulted in a far-slower 
average escape velocity from the exit of the nanotube, since atoms now had enough energy to 
flow through, but not quite enough to escape completely. This is in contrast to earlier results 
where the atoms had to be “squeezed” out at high velocities, giving the counter-intuitive 
result that a larger back-pressure can result in a slower average exit velocity.
In addition to the flow rate, the tem perature inside the nanotube was considered. An 
overall cooling was observed, and the amount of cooling corresponded very closely with 
the depth of the interaction between the atoms and the nanotube. Not only does this 
demonstrate tha t nanotubes may be used to obtain temperatures which are lower than the 
surrounding solution, but th a t the cooling can be species-selective, where different atoms 
with different interaction energies experience different cooling inside the nanotube.
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Chapter 7 then turned attention to the influence of the nanotube on the atoms inside, 
considering what would happen if the nanotube were to have maximum effect on the atoms 
flowing through it. In order to explore this, a light single-site low-temperature model fluid 
based on hydrogen was considered. It was demonstrated how the nanotubes, through their 
tight grip, could induce phase-change and in turn  create a pulsation in the flow, despite 
the smooth feed from the pool. The fact that this arises through forced cooling by the 
nanotube, meant tha t the pulsation effect could be turned on and off, simply by varying the 
temperature of the pool.
The strong interaction with the nanotube also led to a more-pronounced role of structure 
in the flow. This led to a sudden increase in the flow rate when more atoms were able to 
fit inside, and resulted in the unexpected phenomenon of a levelling-off of the flow rate at 
large diameters, as the tight spiral structure made it difficult to push all the atoms through 
at once.
Having considered two single-site atoms, attention then turned in chapter 8 to diatomic 
molecules. An idealised 2-site molecule was considered, in order to maintain comparability 
with the original argon simulations. The smallest diameters strongly favoured an axis-parallel 
orientation, and this was also the case at diameters where 2 and 3 molecules could be packed 
side-by-side. A cross-diagonal orientation was promoted when the 2 atoms of the molecule 
could fall neatly into the potential wells by the wall. Since this is a “pulling” effect by the 
wall, this results in a slight elongation of the bond-lengths. At the smallest diameters, the 
bond-length was seen to be strongly compressed.
The flux of the diatomic molecule through the nanotubes of different diameters corre­
sponded closely with the atomic argon fluxes. The tight packing of 2 molecules to promote 
an axis-parallel orientation coincided with the atomic argon diameter of highest flux. It 
was shown that this tight packing resulted in a drop in the flux, compared to the atomic 
argon, due to the strong restriction of orientation which gave rise to increased interaction 
and friction with the wall.
The vibration frequency of the molecule was also monitored, and its variation with density 
was demonstrated to match exactly with that of a milli-metre sized tuning fork in liquid; a 
remarkable result, given the very different subjects and methods of study. This was shown 
to break down at the smallest diameters, with the rate of increase of vibration with den­
sity corresponding to the average interaction strength of the molecules with the nanotube.
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Further research is required to ascertain this relationship more accurately.
Meanwhile, no relationship was found between the vibration frequency and flow rate, since 
the two operate on very different time-scales. Tests with heavier molecules, weaker bonds 
and lower temperatures; all of which contribute to make the speed of vibration comparable 
to the speed of flow; may reveal a closer relationship.
As a flnal subject of contrast, in chapter 9 the flow of water was considered, in order to 
ascertain the role of charge in non-equilibrium situations. The charges on the water molecule 
were shown to increase the back-pressure required for filling of the nanotube. Once filling 
had started however, inner atoms could pull outer atoms into the nanotube and flow could 
occur more easily. This was reflected by a decrease in the pressure-drop across the nanotube 
once flow had begun. Any hindrance of the formation of chains inside the nanotube due 
to confinement reduced the rate at which other molecules could be pulled inside. Therefore 
applications involving water (particularly, for example, desalination) will require careful 
consideration of the optimal diameters for filling. The bond-length and angles of the water 
molecules were seen to vary as expected, with smaller nanotubes promoting smaller bond- 
lengths and larger bond-angles. The variation in bond-angle in particular highlights that 
further research into the applicability of rigid and flexible water molecules inside nanotubes 
is required.
Concerning future work, attention should focus on the water simulations in order to 
achieve longer time-scales. This will require the further development of the software for full 
MPI parallélisation on the cluster supercomputer, which should exceed the speeds obtained 
even by the vector computer and make such time-scales far more accessible. Further studies 
moving towards applications; testing separation and filtration of key atoms and molecules 
required by industry and biology; should be considered.
Overall, the research described here has demonstrated the great potential that carbon 
nanotubes have for filtration and separation applications, and has highlighted how the op­
timisation of nanotubes for such applications must take careful account of the environmen­
tal conditions under which they will be operating. The practical realisation of this is not 
easy, but when applied for example to areas such as desalination, environmental or energy- 
extraction fields, the potential rewards both on a commercial and humanitarian scale are 
immense.
G lossary and definitions
A D L  Average Distance Line. The line of average distance between two atoms of a diatomic 
molecule (section 8.3)
A to m  A single-site atom (compare to Molecule)
C h em iso rp tio n  The chemical bonding of one atom to another to form a Molecule. Much 
stronger interaction than Physisorption.
D F T  Density-Functional Theory
Ds Self-diffusion coefficient
D t Transport-diffusion coefficient
L J  The Lennard-Jones potential (section 3.3.1)
M D  Molecular Dynamics
M olecule  A molecule is made up of 2 or more chemically bonded atoms (compare to Atom) 
N E M D  Non-Equilibrium Molecular Dynamics
P h y s iso rp tio n  The non-bonded attraction of one atom to another, through instantaneous 
deviations in the average positions of the electrons orbiting each atom. Weaker than 
Chemisoprtion.
P B C  Periodic boundary condition (section 3.4)
R M S  Root-Mean-Square (section 8.4)
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